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Foreword by the Series Editor

The IAGA Executive Committee decided in 2008, at the invitation of Springer, to
publish a series of books, which should present the status of the IAGA sciences at the
time of the IAGA 2009 Scientific Assembly in Sopron, Hungary, the “IAGA Special
Sopron Series”. It consists of five books, one for each of the IAGA Divisions, which
together cover the IAGA sciences:

Division I – Internal Magnetic Field
Division II – Aeronomic Phenomena
Division III – Magnetospheric Phenomena
Division IV – Solar Wind and Interplanetary Field
Division V – Geomagnetic Observatories, Surveys and Analyses.

The groups of Editors of the books contain members of the IAGA Executive
Committee and of the leadership of the respective Division, with, for some of the
books, one or a few additional leading scientists in the respective fields.

The IAGA Special Sopron Series of books are the first ever (or at least in many
decades) with the ambition to present a full coverage of the present status of all the
IAGA fields of the geophysical sciences. In order to achieve this goal each book con-
tains a few “overview papers”, which together summarize the knowledge of all parts
of the respective field. These major review papers are complemented with invited
reviews of special questions presented in Sopron. Finally, in some of the books a few
short “contributed” papers of special interest are included. Thus, we hope the books
will be of interest to both those who want a relatively concise presentation of the
status of the sciences and to those who seek the most recent achievements.

I want to express my thanks to the editors and authors who have prepared the
content of the books and to Petra van Steenbergen at Springer for good cooperation.

Kiruna, Sweden Bengt Hultqvist
October 2010

v





Preface

On August 23–30, 2009, the 11th Scientific Assembly of International Association
of Geomagnetism and Aeronomy (IAGA) took place in Sopron, Hungary. Following
the successful conclusion of the Assembly, the IAGA Executive Committee decided
that a Book Series was to be published to summarize the important research progress
reported during the meeting. A book was dedicated to each of IAGA’s five divisions.
The Dynamic Magnetosphere is a representation of research highlights from IAGA
Division III – Magnetospheric Phenomena.

In the decade preceding the Sopron Assembly, the state of the art of magneto-
spheric research had evolved to a new level, thanks to the variety and sophistication of
experimental satellite missions flown. Cluster, IMAGE, THEMIS, to name but a few,
were launched in this period, while ISTP stalwarts such as Polar, Geotail, and FAST
had their peak periods of scientific performance well into the decade, as well. Not to
be overlooked was the flights of the Cassini satellite to Saturn and Kaguya satellite
to the moon, missions that have expanded our observational coverage of magneto-
spheric phenomena. While research results from these missions have been reported
extensively in the literature, a book that projects a reasonably broad and insightful
cross section of our field has been lacking. This is the void the present volume seeks
to fill.

With this goal in mind, working with Division III leaders, we have invited a num-
ber of researchers, who participated in the Sopron IAGA Assembly, to write reviews
and research articles for the volume. These contributions were reviewed by peer
experts and accepted after major scientific issues were resolved. While not an exhaus-
tive report of the state of magnetospheric research today, the volume distinguishes
itself as a ‘quick’ entry point and handy roadmap for the reader to appraise major
trends and research problems, particularly in light of the satellite missions mentioned
above.

The past decade also saw tremendous progress in our ability to use computer sim-
ulations to achieve first-principle understanding of magnetospheric phenomena and
novel data analysis techniques to recognize features and patterns that may not be cap-
tured by a more traditional approach. This volume contains examples of the latest of
our endeavours in these areas.

The 20 chapters making up the volume can be divided into six themes: Solar Wind-
Magnetosphere Interaction, Magnetotail Dynamics, Inner Magnetopheric Processes;
Waves and Turbulence in Magnetosphere-Ionosphere Coupling; Ionospheric Drivers
of the Magnetosphere, and Extraterrestrial Magnetospheres. In each of the themes,
some of the latest results are presented. Combined with the extensive references, these
chapters serve to give graduate students, as well as working scientists interested in
the development of a related area, an overview of some problems of current interest.
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viii Preface

Moreover, read as an organic whole, the volume serves to highlight the interconnected
nature of the magnetosphere and give the reader an outlook on how our science will
likely evolve in the new decade, as new missions and new data enter into the fray.

Many people have made valuable contributions to this book. Bengt Hulqvist, as
Series Editor, exercised leadership in ensuring a high standard of publication. Anna
Milillo played an instrumental role in identifying potential authors. John Ma helped
with the preparation of the volume. Last but not least, more than twenty researchers
acted as referees for the articles, and their assistance was an essential factor the suc-
cess of this endeavour which, we believe, will stand the test of time as an authoritative
source of information of magnetospheric research at a crucial juncture in time.

Montréal, Canada William Liu
Tokyo, Japan Masaki Fujimoto
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Solar Wind-Magnetosphere Interaction





1The Magnetopause, Its Boundary Layers
and Pathways to the Magnetotail

Benoit Lavraud, Claire Foullon, Charles J. Farrugia,
and Jonathan P. Eastwood

Abstract
We review the current understanding of the dynamics of the Earth’s magnetopause
and boundary layers. We describe basic insights and recent advances concerning the
main mechanisms that mediate solar wind energy, momentum and plasma transfer
into the magnetosphere: magnetic reconnection, the Kelvin–Helmholtz instability
and diffusive processes. We also present more global aspects of magnetopause
and boundary layer dynamics, focusing specifically on recent studies of global
solar wind–magnetosphere coupling and on solar wind plasma pathways to the
magnetotail.

1.1 Introduction

Earth’s magnetopause and boundary layers have been
widely studied over the last few decades. They have
been, and will continue to be, major research tar-
gets of many satellite missions such as ISEE, Geotail,
Wind, Polar, Interball, Equator-S, Cluster, Double-
Star, THEMIS, and in the near future MMS. A number
of previous reviews and collections of articles have
appeared on the topic, notably those by Song et al.
(1995), Treumann and Scholer (1997), Paschmann
(1997), Lundin (1997), Sibeck et al. (1999), Farrugia
et al. (2001), Newell and Onsager (2003), Phan et al.
(2005), De Keyser et al. (2005), Cargill et al. (2005)
and Paschmann (2008). For early works and detailed

B. Lavraud (�)
Institut de Recherche en Astrophysique et Planétologie,
Université de Toulouse (UPS), 31028 Toulouse Cedex 4,
France; Centre National de la Recherche Scientifique, UMR,
5277 Toulouse, France
e-mail: benoit.lavraud@cesr.fr

descriptions of the solar wind plasma entry mecha-
nisms that will be addressed here, the reader is referred
to these reviews. For the present review, we build on
those earlier ones and focus on current efforts that
address the role the magnetopause and its boundary
layers play in magnetospheric dynamics.

At the interface between two plasma regions, a num-
ber of instabilities may mediate plasma transfer and
mixing. Of importance for the Earth’s magnetopause
are magnetic reconnection (e.g., tearing mode insta-
bility), the Kelvin–Helmholtz instability (triggered by
a velocity shear), and diffusive processes (for exam-
ple mediated by wave–particle interactions). For the
magnetopause, the proof that plasma of solar wind
origin does protrude through the boundary comes
from frequent in situ observations of mixed mag-
netospheric and solar wind plasmas just inside and
adjacent to the main current sheet: the magnetopause
boundary layer. With the advent of multi-spacecraft
missions such as Cluster and THEMIS, together with
new methods and enhanced instrumental and computer
simulation capabilities, many new insights have been

3W. Liu, M. Fujimoto (eds.), The Dynamic Magnetosphere, IAGA Special Sopron Book Series 3,
DOI 10.1007/978-94-007-0501-2_1, © Springer Science+Business Media B.V. 2011



4 B. Lavraud et al.

gained regarding the aforementioned mechanisms and
the role they play in controlling the entry of solar wind
plasma into the magnetosphere.

In Section 1.2, we introduce the process of mag-
netic reconnection in the context of the magnetopause.
In particular, we describe how accurate measurements
from recent multi-spacecraft missions have permit-
ted a quantification of some properties of magnetic
reconnection. In Section 1.3, we review recent work
on the Kelvin–Helmholtz (KH) instability and diffu-
sive processes. These are thought to transfer energy
and momentum from the solar wind to the magneto-
sphere and to mediate plasma entry in their non-linear
stage during northward interplanetary magnetic field
(IMF) conditions, i.e., when magnetic reconnection
is not expected to occur at the dayside. Section 1.4
then highlights the importance of magnetic reconnec-
tion and the KH instability in the context of global
solar wind–magnetosphere coupling, as well as in
terms of possible solar wind plasma pathways to the
magnetotail.

1.2 Magnetic Reconnection
at the Magnetopause

Magnetic reconnection at the magnetopause is believed
to play a major role in solar wind–magnetosphere cou-
pling. Accompanying the large-scale magnetic topol-
ogy changes which occur as a result of magnetic
reconnection, mass, energy and momentum of the solar
wind are transferred to the magnetosphere. Magnetic
reconnection is the primary driver mechanism during
enhanced geomagnetic activity. In this section we first
describe some basic features of magnetopause recon-
nection and then present recent results on the topic.
We do not address the issue of the initiation process
of magnetic reconnection.

1.2.1 Basics of Magnetopause
Reconnection

1.2.1.1 Concept of Reconnection
When two different plasma domains are in contact, in
the magneto-hydrodynamic (MHD) framework these
may be separated by several types of discontinuities
(e.g., Chen 1984). In the case of Earth’s dayside
magnetosphere, the subsonic, shocked solar wind

plasma in the magnetosheath was at first believed to be
separated from the magnetosphere by an impermeable
tangential discontinuity: the magnetopause (Chapman
and Ferraro 1931). As first envisaged by Dungey
(1961), plasma entry into the magnetosphere may
in fact occur by means of the process of magnetic
reconnection. The process requires the breakdown of
the “frozen-in” condition of MHD (E + v × B = 0)
in a localized region called the diffusion region (here
E is the electric field, v the plasma velocity and B
the magnetic field). Oppositely directed magnetic
fields from the two sides of a reconnecting current
sheet are convected into the diffusion region where
they decouple from the plasma, and then effectively
“reconnect” to their counterpart from the opposite
side, freezing back into the plasma in the reconnection
outflow. The process leads to a dramatic change in the
magnetic connectivity, or topology, as sketched in two
dimensions in the bottom of Fig. 1.1. In three dimen-
sions, the X-point of Fig. 1.1 translates into a magnetic
reconnection X-line (in the out-of-page direction)
whose geometry and length at the magnetopause is
quite variable, as we shall see later. The topological
change that results from magnetic reconnection has
a direct consequence: it permits previously separated
plasmas to mix thanks to the presence of a finite
magnetic field component normal to the boundary (BN

�= 0), which is now akin to a rotational discontinuity
(or a standing, large-amplitude Alfvén wave). In other
words, magnetic reconnection allows plasma to flow
through an originally impermeable boundary.

The amount of magnetic flux that reconnects per
unit time and unit length through a magnetic reconnec-
tion X-line is called the reconnection rate. It is equal
to the reconnection electric field, i.e., the electric field
along the X-line. Reconnection rate is often studied in
its dimensionless form, where R = BN/BT = VN/VA;
with BN, BT, VN, and VA being the normal magnetic
field component, the total magnetic field strength,
the normal inflow velocity component and the total
Alfvén speed in the inflow region, respectively. In
three dimensions, BT (and correspondingly VA) should
be the magnitude of the magnetic field component per-
pendicular to the X-line. R in this context is essentially
an aspect ratio of the width to the length of the ion
diffusion region (e.g., Cassak and Shay 2007). Models
predict that the reconnection rate can be either slow
(Sweet 1958; Parker 1963) or fast (Petschek 1964),
with a number of variants (see, e.g., Biskamp 1986;
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Fig. 1.1 (top) Schematic
illustration of the
magnetospheric magnetic
field and preferential locations
of magnetic reconnection for
southward IMF, i.e., at
low-latitudes on the dayside
(left) and in the mid-tail on the
nightside (right). (bottom)
Sketch of the structure of the
diffusion region during
magnetic reconnection,
showing the ion and electron
diffusion regions, outflow jets
and the Hall electric and
magnetic fields. From
Paschmann (2008); adapted
from Øieroset et al. (2001)

Priest and Forbes 1992; Forbes 1995). The rate of mag-
netic reconnection in collisionless (proton-electron)
plasmas is thought to be controlled by differential
ion-electron motion (Hall effects), leading to a char-
acteristic two-scale structure (Fig. 1.1, bottom) and is
typically fast (e.g., Birn et al. 2001). Here we do not
discuss theories of magnetic reconnection further but
only point out that there are observational clues for
magnetic reconnection often being fast in astrophysical
plasmas, e.g., from the duration of a flare (Priest and
Forbes 1992). At the magnetopause a dimensionless
reconnection rate of 0.1, corresponding to a theoretical
upper limit for fast reconnection (Levy et al. 1964), is
often assumed (e.g., Cassak and Shay 2007; Borovsky
2008) (cf. Section 1.4.1 and the discussion of
Section 1.2.2.4).

1.2.1.2 Signatures of Magnetic Reconnection
The upper schematic of Fig. 1.1 depicts the basic
topology that follows from magnetic reconnection as
it occurs in the magnetosphere. It shows where recon-
nection is expected to initiate for the case of southward
IMF (for the northward IMF case, see Section 1.2.4).
Because under such conditions the orientations of the
IMF and geomagnetic field are anti-parallel on the

dayside, magnetic reconnection is favored in the sub-
solar region (but see Section 1.2.2.3 for deviation
from this idealized anti-parallel scenario). Sub-solar
reconnection adds open magnetic flux to the polar
regions (expanding the polar cap) and lobes (loading
the magnetotail). In order to remove the excess mag-
netic flux in the magnetotail, magnetic reconnection is
also expected to occur at the nightside current sheet,
thereby allowing circulation of the magnetic flux in
the magnetosphere and, in particular, returning it to the
dayside. Here we only deal with magnetic reconnec-
tion at the magnetopause. The reader is referred to Birn
(Chapter 4, this volume) for magnetotail dynamics.

In the process of magnetic reconnection, magnetic
energy is converted into thermal and kinetic energy of
the plasma. The magnetic tension on the newly recon-
nected field lines accelerates plasma inflowing from
above and below the current sheet into two outflow
jets on each side of the X-line topology. Because the
sub-solar magnetopause is an asymmetric boundary,
typically with magnetic (plasma) energy dominating
on the Earthward (Sunward) side, detection of mag-
netic reconnection at the magnetopause has largely
been based on observation of flow jets of solar wind
plasma in the boundary layer inside (Earthward) of the
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magnetopause current sheet (Paschmann et al. 1979;
Sonnerup et al. 1981). MHD predicts that the out-
flow jets should be Alfvénic in the deHoffmann-Teller
frame (deHoffmann and Teller 1950), a characteris-
tic that may be gauged via the Walén test (Sonnerup
et al. 1987). The most commonly used fluid and
kinetic signatures of magnetic reconnection are (e.g.,
Phan et al. 2001): (1) a finite normal magnetic field
component across the boundary (Sonnerup and Cahill
1967), (2) Alfvénic flow jets (see above), (3) par-
ticle acceleration and heating (e.g., Gosling et al.
1990; Onsager et al. 2001), (4) D-shaped ion distribu-
tions with low energy cut-off at the deHoffmann-Teller
velocity (Cowley 1982), (5) mixing of the ion and
electron populations from each side of the boundary,
together with the formation of distinct separatrix layers
for ions and electrons owing to time-of-flight effects
(Gosling et al. 1990), and (6) ions reflected from the
magnetopause (Sonnerup et al. 1981; Fuselier et al.
1991). Numerous recent studies have confirmed the
link between such signatures and the occurrence of
magnetic reconnection.

Another signature related to magnetic reconnection
is that of a Hall electric and magnetic fields struc-
ture. In collision-less plasma with low resistivity the
ion and electron’s different masses (and gyroradii)
imply that ions motion decouple from the magnetic
field (“demagnetize”) in an ion diffusion region that
has a substantially larger size than the electron diffu-
sion region, where electrons eventually demagnetize
as well. This scale size separation leads to differ-
ential ion and electron motions in the ion diffusion
region, which sets up a system of Hall currents. In
the context of symmetric reconnection, the Hall cur-
rent system comes with quadrupolar magnetic field
and bipolar electric field (Fig. 1.1; Øieroset et al.
(2001)) signatures, but the picture differs in the asym-
metric case of the magnetopause as we shall see in
Section 1.2.2.2.

1.2.2 Quantifying Magnetic Reconnection

1.2.2.1 Bulk Plasma Heating
at the Magnetopause

The bulk plasma heating associated with mag-
netic reconnection has not been studied as much
as other signatures such as bulk flow acceleration.
Observationally, it was recognized early on that

both solar wind ions and electrons are heated at the
reconnection site and at the magnetopause rotational
discontinuity (e.g., Gosling et al. 1990; Phan et al.
1994). Note, indeed, that from observations plasma
is heated all along the magnetopause and not just at
the reconnection site (Onsager et al. 2001; Lavraud
et al. 2005b).

Early theoretical studies have suggested wave–
particle interactions as a means of heating at the
magnetopause. Lee et al. (1994), and later Johnson and
Cheng (1997, 2001), proposed kinetic Alfvén waves
(KAW). Spacecraft observations have been investi-
gated for signatures of KAW heating. A signature sup-
portive of such heating is the regular, combined obser-
vation of ion perpendicular temperature anisotropy
(relative to magnetic field) and electron parallel tem-
perature anisotropy in the boundary layers, as pre-
dicted by KAW theory (e.g., Wing et al. 2006; Nishino
et al. 2007a, b, c; and references therein).

Although they have not been investigated in the
context of the magnetopause, it is worth mentioning
the heating mechanisms of Drake et al. (2006, 2009),
respectively for electrons and ions. The former is
based on Fermi-type acceleration in coalescing island
structures at current sheets (i.e., such as for intermit-
tent reconnection; cf. Section 1.2.3.2), while the latter
is based on a pick-up process in the reconnection
electric field.

Based on observations made during low solar wind
Alfvén Mach number conditions, Lavraud et al. (2009)
found that the ion-to-electron temperature ratio in the
boundary layers is not prescribed by the plasma entry
mechanism (associated with either reconnection or
the KH instability). This observation puts constraints
on potential magnetopause heating processes which
remain to be addressed by theory. Finally, it is noted
that in solar wind reconnection exhausts, there is little
sign of heating, in particular for electrons (Gosling
2009).

1.2.2.2 Measurement of the Hall Term
in the Generalized Ohm’s Law

Magnetic reconnection Hall signatures have been
observed in the magnetotail (Øieroset et al. 2001;
Nagai et al. 2001; Wygant et al. 2005; Eastwood
et al. 2007, 2010) and at the magnetopause (e.g.,
Deng and Matsumoto 2001; Vaivads et al. 2004, 2006;
Mozer et al. 2008) (cf. Section 1.2.1.2). Mozer et al.
(2008) recently investigated the Hall signatures for
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Fig. 1.2 Comparison of (E + v × B)X and (j × B/en)X terms
for an inbound (outbound) THEMIS magnetopause crossing on
the left (right). The data illustrate the quantitative agreement

between the two terms in the Generalized Ohm’s law (red and
black curves in panel (b)). From Mozer et al. (2008)

asymmetric dayside magnetopause crossings by the
THEMIS spacecraft. Using estimates of the mag-
netopause boundary velocity and normal direction,
they were able to assess the normal electric field
component that results from the Hall j × B term
(j is the electric current) in the generalized Ohm’s
law, i.e., E + v × B = (1/en) j × B (other terms were
neglected owing to the spacecraft crossing only the ion
diffusion region). Only a single peak was observed in
this normal electric field (Fig. 1.2). They explained
it as the result of the ratio of magnetic field tangen-
tial component (BZ) to the plasma density being too
small for the Hall electric field on the magnetosheath
side to be important. In this case the effect is thus
directly the consequence of magnetopause reconnec-
tion being highly asymmetric. This event provides a
nice quantitative test for the Hall term at the dayside
magnetopause, and for the impact of the boundary
asymmetry on the Hall system structure (see Mozer
and Pritchett (2009) for further electron physics issues
related with asymmetric reconnection). We note that
this study particularly emphasizes that in situ plasma
sensors currently being flown have reached a high level
of accuracy. This allows not only the discovery of new
effects but also their precise quantification.

1.2.2.3 Anti-parallel Versus Component
Magnetic Reconnection

The bottom sketch of Fig. 1.1 shows the magnetic
field configuration resulting from reconnection in two
dimensions in the context of purely oppositely directed
magnetic fields each side of the boundary. Such a
scenario leads to magnetic field annihilation at the
neutral point, or X-line, and is called anti-parallel
reconnection (e.g., Crooker 1979). However, in three
dimensions, reconnection may as well occur without
magnetic field annihilation but rather in the presence
of a guide field along the direction of the X-line; this
model is called component reconnection (Gonzalez
and Mozer 1974; Cowley 1976).

For strictly southward IMF the anti-parallel recon-
nection site is an extended X-line across the equatorial
dayside magnetopause. However, Crooker (1979) and
Luhmann et al. (1984) showed that when a strong IMF
BY component exists the pure anti-parallel reconnec-
tion line splits. Two distinct reconnection X-lines are
expected at higher latitudes in each hemisphere, with
a gap at local noon. In contrast, models of component
reconnection, which we do not describe in detail here
(see, e.g., Cowley and Owen 1989; Moore et al. 2002;
Trattner et al. 2007a), predict that with a finite IMF BY
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Fig. 1.3 (left) Illustration of the variation of the magnetic shear
(color-coding with red showing highest shear) across the mag-
netopause based on mapping the IMF on a magnetospheric mag-
netic field model. White lines show the predicted dayside X-line
geometries for the anti-parallel and component (or tilted X-
line, the one passing through the sub-solar region) reconnection

models. (right) Results of mapping cusp plasma precipitation
observations (black squares) back to the magnetopause. The
black thin line shows the X-line geometry from a component
reconnection model based on maximizing the shear angle along
the X-line. From Trattner et al. (2007a)

the reconnection line remains continuous and always
passes near the sub-solar region for southward IMF
(the first point of contact of the solar wind). It extends
toward dawn and dusk and towards the poles with a tilt
that depends on the IMF BY component in particular.
This is exemplified in Fig. 1.3 (left).

Results from data analysis by Trattner et al. (2007a),
who aimed at differentiating between the two recon-
nection models mentioned above, are shown in Fig. 1.3
(right). They used cusp ion precipitation data (from
low energy cut-offs of incoming and mirrored popula-
tions) to estimate the spacecraft distance to the X-line
(e.g., Onsager et al. 1991). Mapping that distance back
along a magnetic field model then allowed them to
compare the X-line location inferred from the data
with that of different reconnection models. As can be
seen in Fig. 1.3 (right), for a case of southward IMF
with a substantial positive IMF BY, they found that
the data were consistent with component reconnection
along a tilted X-line. In a follow-up study Trattner
et al. (2007b) confirmed a tendency for preferential
component reconnection during southward IMF, but
also noted a prevalence of the anti-parallel reconnec-
tion model for strong IMF BX cases. Note that Trattner
et al. (2007b) defined a new component reconnection

model based on maximizing the magnetic shear angle
along the X-line.

Dunlop et al. (2009) recently studied a high-latitude
reconnection event during northward IMF. Using a
multi-spacecraft method to reconstruct the local mag-
netic field topology from Cluster data, they found the
event to fit the anti-parallel reconnection model. As
the IMF changed orientation to include a substantial
IMF BY, the initiation of component merging at lower
latitude was inferred. While anti-parallel reconnection
cases have often been found in past studies, and in
particular for reconnection under due southward and
northward IMF, most recent works (e.g., Pitout et al.
2002; Chandler and Avanov 2003; Lockwood et al.
2003; Pu et al. 2007; Berchem et al. 2008; Trenchi
et al. 2008) have pointed towards a predominance of
component reconnection in the sub-solar region during
periods with a finite transverse IMF BY component.

Although the reasons for the predominance of either
of these reconnection models still needs to be fully
determined, we note that the above results imply that
component reconnection is likely to be a regular mode
of solar wind–magnetosphere coupling since the helio-
spheric “Parker” spiral entails a significant transverse
IMF component, at least statistically.
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1.2.2.4 Estimates of the Magnetic
Reconnection Rate

As described in Section 1.2.1.1, the rate at which mag-
netic reconnection cuts and reconnects inflowing mag-
netic field lines is related to the geometry of the X-line
(i.e., the dimensionless reconnection rate R = BN/BT).
Assessing the reconnection rate from in situ data thus
requires an accurate estimate of the local magnetic
field topology, i.e., namely of the normal component
of the magnetic field across the magnetopause. The
boundary normal direction may be estimated by use of
either single (e.g., Minimum Variance Analysis, MVA;
Sonnerup and Scheible (1998)) or multi-spacecraft
methods (e.g., Dunlop et al. 2002). However, estimates
of the normal direction to a boundary based on either
of these methods yield errors (Haaland et al. 2004) that
strongly affect the inferred reconnection rate. In addi-
tion, the estimation of the reconnection rate is affected
by the orientation and motion of the X-line. In order
to properly measure the reconnection electric field in
the X-line rest frame and along the X-line direction
(cf. Section 1.2.1.1), methods to assess the orienta-
tion and/or motion of a two-dimensional reconnection
X-line have been developed (Sonnerup and Hasegawa
2005; Shi et al. 2005; Zhou et al. 2006).

Rosenqvist et al. (2008) recently proposed a new
method, derived from the Poynting flux theorem, to
determine the reconnection rate. Using this, they esti-
mated the reconnection rate for eleven sequential mag-
netopause crossings by Cluster which all occurred
in less than an hour. They found that the reconnec-
tion rate varied from nearly 0 to 0.4 over all their
cases. Other single and multi-spacecraft methods (e.g.,
Vaivads et al. 2004; Fuselier et al. 2005; Penz et al.
2008; Wendel and Reiff 2009) have been used to
estimate the reconnection rate at the magnetopause.
Overall, they concluded that dimensionless reconnec-
tion rates (1) are generally significantly lower than 0.1
in the context of component merging, (2) they are quite
variable, even during the same event, and (3) are some-
times larger than 0.1, although the reconnection model
of Levy et al. (1964) would predict a dimensionless
reconnection rate of 0.1 as an upper limit to steady,
fast magnetic reconnection.

Assuming the uncertainty in estimating the recon-
nection rate to primarily arise from the determination
of the normal direction, Mozer and Retinò (2007) pro-
posed a method for minimizing errors. It is based
on an analysis of the correlation between the normal

electric field and the tangential magnetic field, which
are both large (unlike the other components). These
correlation coefficients are equal to ratios of the small
field components and may thus be used to better esti-
mate the normal field components. The method was
applied to 22 sub-solar magnetopause crossings, out of
which 14 had large and steady reconnection rates. They
found that the reconnection electric field decreases
with increasing guide field and that the average dimen-
sionless reconnection rate was about 0.06 for their
dataset. The disparity of these estimates implies that
accurate determination of the reconnection rate from
in situ observation remains a key challenge.

That the reconnection rate may fluctuate has gained
credence from recent in situ observations. It has also
been pointed out on the basis of remote sensing obser-
vations of auroral precipitation intensity (Fig. 1.4; from
Fuselier et al. (2007)). Such fluctuations in the recon-
nection rate at the magnetopause are far from unusual
and are the subject of the following Section 1.2.3.

1.2.2.5 Determination of the Local Magnetic
Topology

The local magnetic structure at the magnetopause
depends on the processes that occur there. The mag-
netic topology will in particular depend upon (1)
whether magnetic reconnection is ongoing or not (i.e.,
tangential versus rotational discontinuity), (2) whether
it is continuous or intermittent (varying reconnec-
tion rate), (3) which of the KH instability, pressure
pulses, or flux transfer events (FTEs) are present

Fig. 1.4 Intensity of the far ultra-violet dayside auroral emis-
sions measured by the IMAGE spacecraft during an event which
suggests fluctuations in the reconnection rate at the magne-
topause, with a period of a few minutes. From Fuselier et al.
(2007)
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(cf. next sections), and (4) which FTE formation mech-
anism prevails (cf. Section 1.2.3.2). Knowing the local
magnetic topology is thus of importance to decipher
between entry mechanisms and their modes of oper-
ation. However, it may not be inferred easily from
“point” in situ observations. For that purpose, and apart
from obvious extrapolations (e.g., extrapolating the
local structure from the normal magnetic field compo-
nent obtained by minimum variance analysis), several
reconstruction technique approaches have been used.

A method for reconstructing local, two-dimensional
(2D), time-independent magnetic structures from in
situ data, called the Grad-Shafranov reconstruction,
has been developed by Sonnerup and Guo (1996) (cf.
also Hau and Sonnerup 1999; Hu and Sonnerup 2003;
Sonnerup et al. 2006). The technique assumes that
structures are magnetohydrostatic, so that the MHD
force balance equation reduces to ∇p = j × B. The
equation may be written using the magnetic vec-
tor potential into the Grad-Shafranov equation, which
can be solved to recover the local magnetic structure
from observations. It has been applied to magne-
topause crossings suggestive of tangential and rota-
tional discontinuities (e.g., Sonnerup and Guo 1996;
Hasegawa et al. 2004a), as well as to flux transfer
events (Sonnerup et al. 2004; Hasegawa et al. 2006a;
Lui et al. 2008; Zhang et al. 2008; Eriksson et al. 2009)
and recently to Kelvin–Helmholtz flow vortices using
a variant of this method (Hasegawa et al. 2007).

Empirical 2D reconstruction techniques have also
been used (De Keyser et al. 2002; De Keyser and Roth
2003). The method has notably been used in its multi-
spacecraft form by De Keyser et al. (2004) to recon-
struct wavy structures on the magnetopause. A review
by De Keyser (2005) is dedicated to magnetopause
reconstruction methods.

1.2.3 Continuous and Intermittent
Magnetic Reconnection

Cases of both “continuous” and “intermittent” mag-
netic reconnection have been reported at the magne-
topause. Continuous reconnection refers to a mode
where the reconnection rate may vary but does not
totally stop. Intermittent reconnection is typically
referred to as the mode when magnetic reconnection
ceases totally at a given magnetic reconnection X-line.
Possibilities exist that combine these two extremes

on global and local scales. While we focus on con-
tinuous magnetic reconnection, either local or global,
in Section 1.2.3.1, we explicit how each mode may
be related to the observation of Flux Transfer Events
(FTEs) in Section 1.2.3.2.

1.2.3.1 Continuous Magnetic Reconnection
From single spacecraft observations, determining the
occurrence of continuous reconnection is difficult to
ascertain. Arguably, repetitive encounters with recon-
nection flow jets in the neighborhood of the mag-
netopause provided the earliest pieces of evidence
for continuous reconnection (e.g., Sonnerup et al.
1981; Gosling et al. 1982). With the advent of multi-
spacecraft missions, however, the possibility opened
for observing reconnection flow jets simultaneously
at several spacecraft, and thus to unambiguously con-
firm the continuous nature of magnetic reconnection,
locally at a given X-line. This is essentially the result
obtained by Phan et al. (2004). With the Cluster
spacecraft separated by about 600 km, they found
that magnetic reconnection at the duskside magne-
topause during a predominantly southward IMF period
was continuous for about 2 h (cf. also Zheng et al.
(2005) for continuous reconnection observations near
the cusp), although the reconnection rate may have
been variable.

Another result suggesting that magnetic reconnec-
tion can occur in a continuous fashion at the magne-
topause comes from studies by Frey et al. (2003) and
Phan et al. (2003). Combining IMAGE proton aurora
observations in the cusp for steady northward IMF and
in situ Cluster observations nearby the conjugate high-
latitude reconnection site, they could show (1) that
magnetic reconnection was ongoing at the expected
high-latitude location (upper part of Fig. 1.5), and (2),
based on the proton aurora data (lower part of Fig. 1.5),
that magnetic reconnection was continuous at the high-
latitude magnetopause for ∼4 h. The proton auroral
spot, and by inference at least one high-latitude recon-
nection X-line, was active at any given time during the
interval, thus allowing a continuous response to IMF
BY changes by shifting the reconnection location as
expected (see inserts showing the clock angle direction
in each auroral image of Fig. 1.5).

While the study by Phan et al. (2004) was sug-
gestive of magnetic reconnection being continuous at
a given X-line, the works by Frey et al. (2003) and
Phan et al. (2003) rather demonstrated that magnetic
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Fig. 1.5 (Upper left) Cluster ion VX component showing pas-
sage from anti-sunward to sunward of a high-latitude recon-
nection site. (Upper right) Schematic of the magnetic topology
of the northern dayside magnetosphere during the event, with
illustration of the plasma flow jets observed by Cluster and the

IMAGE position and field-of-view. (Lower panels) Eight proton
aurora images during the 4 h of high-latitude reconnection. Note
the small red spot in the noon area and how it shifts position with
IMF clock angle (cf. inserts). From Phan et al. (2005)

reconnection was continuously ongoing at the high-
latitude magnetopause in the global sense. Indeed,
whether magnetic reconnection over the course of their
event consisted of the same X-line being continuously
active or whether several X-lines were sequentially
activated to follow the IMF changes could not be
determined from their case study.

Trattner et al. (2003), using mid-altitude cusp data
mapped onto ionospheric convection patterns derived
from SuperDARN ground observations, also con-
cluded that reconnection was continuous in the global
sense. Although mid-altitude cusp observations of
step-like structures (see next section) were observed,
results of their mapping method suggest that step-like
structures at times stem from the presence of several
convection flow channels (cf. also Trattner et al. 1999,
2002). In other words, there can be several distinct
reconnection X-lines at the dayside magnetopause (cf.
Section 1.2.4) forming several distinct convection flow
channels, but reconnection might be continuous at each
reconnection site.

1.2.3.2 Intermittent or Unsteady Magnetic
Reconnection: Flux Transfer Events

Studies illustrating signatures of continuous reconnec-
tion from either spacecraft or ground observations have
not been all that numerous. By contrast, the recurrent
observation of (1) step-like structures in ion “energy
versus latitude” data from mid- and low-altitude space-
craft (e.g., Escoubet et al. 1992; Lockwood and Smith
1992), (2) repeated poleward moving dispersed signa-
tures in ground observations (e.g., Provan and Yeoman
1999; Milan et al. 1999; Lockwood et al. 2001; Wild
et al. 2001), (3) correspondence between step-like
structures in the cusp and poleward moving auroral
forms (Sandholt et al. 1986; Farrugia et al. 1998a) and
(4) widespread FTE signatures measured by spacecraft
in the vicinity of the magnetopause (e.g., Russell and
Elphic 1978; Owen et al. 2001; Wang et al. 2005, 2006;
Hasegawa et al. 2006a; Sibeck et al. 2008), have often
been interpreted in terms of intermittent reconnection
being a common mode of reconnection at the day-
side magnetopause. However, continuous reconnection
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with time-varying, “unsteady” reconnection rates may
also result in the generation of the aforementioned
transient signatures. For example, although Phan et al.
(2004) observed continuous magnetic reconnection,
they also argued for the occurrence of unsteady recon-
nection rate that led to FTE-type signatures. This issue
is the subject of active research. It pertains to the ques-
tion of the formation mechanism of FTEs (the reader
is referred to Scholer (1995) for a review of different
models). Below we now review a few recent articles on
FTE properties and propagation before coming back to
recent works about FTE formation.

Wang et al. (2005, 2006) showed various aspects of
FTE characteristics based on a large statistical analy-
sis of 3 years of Cluster data. They showed that FTEs
are more frequent for southward than for northward
IMF, consistent with earlier studies (Rijnbeek et al.
1984; Berchem and Russell 1984). In addition, thanks
to the Cluster orbit, they found a relatively larger num-
ber of FTEs that occurred for northward IMF. Sibeck
(2009) developed an analytical model of FTE prop-
erties as a function of the local magnetic fields each
side of the magnetopause. This model predicts that
FTE signatures should be fainter as the local magnetic
shear decreases, thus favoring observations of FTEs
during southward IMF even if the intrinsic FTE occur-
rence rate were independent of IMF orientation (cf.
also Sibeck and Lin 2010).

With the advent of multi-spacecraft missions such
as THEMIS and Cluster, which were further flying
together with the Double Star spacecraft for some time,
it has been possible to find appropriate spatial con-
junctions to address issues such as FTE origin and
propagation properties. Fear et al. (2009) used such
a favorable conjunction, together with SuperDARN
ground observations, to infer the locations of FTE ini-
tiation as well as to track their propagation along the
magnetopause. They found a good agreement with the
FTE propagation model of Cooling et al. (2001) (for
recent studies of FTEs, see also Daum et al. (2008);
Liu et al. (2008); Zhang et al. (2008); Le et al. (2008);
Eriksson et al. (2009)). FTEs have also been studied
using Grad-Shafranov reconstruction techniques (cf.
Section 1.2.2.5), using both single and multi-spacecraft
data (Sonnerup et al. 2004; Hasegawa et al. 2006a; Lui
et al. 2008). The technique allowed accurate recovery
of complex magnetopause structures (e.g., see Lui
et al. (2008) for reconstruction, and Sibeck et al. (2008)
for simulations, of “crater” FTE cases).

Increasing computer capabilities in the last decade
have permitted the context of various physical prob-
lems to be addressed more deeply, including for
instance the generation mechanism of FTEs. Dorelli
and Bhattacharjee (2009) used global MHD simula-
tions of the magnetosphere for such a purpose. In
their simulations, an FTE formed without dipole tilt
as a result of vortex flow-induced reconnection. This
result is in contrast with previous MHD simulations
by Raeder (2006), which suggested that FTEs prefer-
entially develop in the winter hemisphere as a result
of a double X-line formation process. This seasonal
prediction of Raeder (2006) has been suggested in the
statistical work of Wang et al. (2005) (although the
actual seasonal-dependent results were not published).
Further support to a double (or sequential) X-line
formation process was recently given by Hasegawa
et al. (2010) using THEMIS observation and Grad-
Shafranov reconstruction (see Fig. 1.6).

Finally, we note that there exists a whole spec-
trum of FTE properties (shape, frequency, amplitude,
etc.) (Wang et al. 2005, 2006). This makes statisti-
cal analysis of their characteristics dependent upon
the observer’s criteria and capacity to survey large
amounts of data. A new tool, based on data mining
techniques widely used in other fields (e.g., medical),
has recently shown great capability for the automatic
detection of FTEs (Karimabadi et al. 2009).

1.2.4 Magnetic Reconnection
for Northward IMF

In the previous sections we have discussed the proper-
ties of magnetic reconnection mostly in the context of
southward IMF. For northward IMF, magnetic recon-
nection was originally believed to have little influence
on magnetospheric dynamics because the IMF and
geomagnetic field are parallel in the sub-solar region.
However, under such conditions a large magnetic shear
does exist at the magnetopause at high latitudes, tail-
ward of the cusps. The first observations of magnetic
reconnection at high latitudes were obtained only rela-
tively recently from spacecraft with polar orbits (e.g.,
Gosling et al. 1991; Kessel et al. 1996; Safrankova
et al. 1998).

Magnetosheath flows increase in strength with
latitude and longitude away from the sub-solar
region (Spreiter et al. 1966). If the flow becomes
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Fig. 1.6 Two-dimensional
views, from the duskside, of
the dayside magnetic field line
evolution (a) for no
geomagnetic dipole tilt and
(b) for large dipole tilt. With
no dipole tilt, the subsolar
X-line can stand still in the
subsolar region. If
reconnection is continuous,
open magnetic flux can be
continuously, and thus
efficiently, transported into the
magnetotail. With a large
dipole tilt, on the other hand,
an X-line in the subsolar
region tends to move into the
winter hemisphere with the
magnetosheath flow and
eventually become inactive or
less active. A new X-line can
then form near the location of
the old X-line in the subsolar
region, the result being the
generation of a flux rope
between the two X-lines: a
Flux Transfer Event. From
Hasegawa et al. (2010)

super-Alfvénic at latitudes lower than that of the
reconnection region then the high-latitude reconnec-
tion site would be swept downtail. To reconcile this
with observations of apparently steady reconnection
from cusp observation under northward IMF, Fuselier
et al. (2000) proposed that the formation of a plasma
depletion layer (PDL) (Zwan and Wolf 1976) may
allow a lower Alfvén Mach number near the magne-
topause, and up to tailward-of-the-cusp reconnection
sites. Indeed, a PDL is essentially always observed on
approach to the magnetopause under northward IMF
(Crooker et al. 1979; Phan et al. 1994), with a gradual
increase in magnetic field and decrease in density both
conspiring to increase the Alfvén speed near the mag-
netopause. The prediction of sub-Alfvénic flows near
the high-latitude reconnection regions for northward
IMF was later confirmed based on both case studies
(Avanov et al. 2001; Lavraud et al. 2004) and statistical
analyses (Lavraud et al. 2005a).

For due northward IMF, a magnetic field line that
reconnects poleward of the cusp in one hemisphere

may in principle also reconnect in the other hemi-
sphere. Such a double high-latitude reconnection
mechanism was proposed by Song and Russell (1992)
to allow solar wind plasma entry into the magneto-
sphere during northward IMF (Fig. 1.7). This predic-
tion was later given substantial support from satellite
observations (Le et al. 1996; Sandholt et al. 1999;
Onsager et al. 2001; Lavraud et al. 2005b, 2006;
Bavassano Cattaneo et al. 2006; Øieroset et al. 2008;
Hasegawa et al. 2009) and global MHD simulations
(Ogino et al. 1994; Fedder and Lyon 1995; Raeder
et al. 1997; Li et al. 2008, 2009).

Figure 1.7a, b show the dayside magnetic topologies
under northward IMF from both sideways and front
view angles. Figure 1.7c shows statistical results from
Cluster observations at the high-latitude magnetopause
by Lavraud et al. (2006). This study used the fact
that heated electrons, which are very fast compared to
thermal ions, can be used as tracers of the global topol-
ogy at the dayside magnetopause, as first suggested
by Onsager et al. (2001). By surveying 3 years of
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Fig. 1.7 (a) Schematic of the dayside magnetic topology for
northward IMF and sequential magnetic reconnection of the
same magnetosheath field line first in the southern hemisphere
and next in the northern hemisphere. The blue (red) color of the
small field-aligned arrows next to the field lines in the upper
part of the figure indicates the cold (hot) temperature of elec-
trons in the given directions. (b) Schematic of the magnetic field

topology viewed from the Sun, and illustrating the impact of
the presence of a finite IMF BY component. (c) Results of a
statistical survey of bidirectional heated electrons outside the
magnetopause, which are believed to indicate newly closed field
lines, as a function of IMF clock angle. Adapted from Lavraud
et al. (2006)

high-latitude magnetopause crossings, Lavraud et al.
(2006) showed that the expected signature of newly
closed field lines was observed primarily for north-
ward IMF, both with and without a significant IMF BY

component. Consistent with this result, Li et al. (2008)

analyzed global MHD simulations and found that such
solar wind plasma capture mechanism may occur for
absolute IMF clock angles of up to 60◦ (cf. also Li et al.
2008; Øieroset et al. 2008).
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1.3 Kelvin–Helmholtz Instability
and Diffusive Processes

In this section we discuss the roles of the KH instabil-
ity and diffusion mechanisms in the dynamics of the
magnetopause and boundary layers. We first introduce
signatures of the KH instability. We then discuss it
in relation to “so-called” secondary plasma entry pro-
cesses (since the KH instability is not a plasma entry
process per se) for which KH may be viewed as a
mediating process. Some recent studies on diffusive
processes are then presented.

1.3.1 Location and Signatures
of the Kelvin–Helmholtz Instability

As Dungey (1954) first pointed out, the velocity
shear which exists at the magnetopause as the solar
wind flows around the magnetosphere, gathering speed
along its flanks, may render the magnetopause KH
unstable and provide an energy source for some geo-
magnetic pulsations. Since then, the KH instability
has been widely addressed in theoretical, simulation
and data analysis works (e.g., Southwood 1968, 1979;
Miura 1984, 1995a, b; Fitzenreiter and Ogilvie 1995;
Kivelson and Chen 1995; Belmont and Chanteur 1989;
Farrugia et al. 2001). Although there have been sugges-
tions for KH activity at the flanks of the magnetosphere
for southward IMF (Pu et al. 1990; Kawano et al. 1994;
Mozer et al. 1994; Miura 1995b), KH waves and vor-
tices at the flanks are rather expected to occur under
northward IMF conditions (e.g., Fairfield et al. 2000;
Farrugia et al. 2001). KH waves are typically charac-
terized by large plasma (density, temperature, velocity)
and magnetic field fluctuations with periods on the
order of a few minutes.

An important advance in global numerical KH stud-
ies has been the incorporation of realistic magnetic
fields and flows that arise in the magnetosheath under
northward IMF owing to the formation of a PDL.
Changes in plasma flow that stem from the PDL
are of the stagnation line-type (Sonnerup 1974), i.e.,
enhanced magnetic forces accelerate plasma tangen-
tial to the magnetopause and perpendicular to the local
magnetic field. Inclusion of the PDL properties in KH
instability studies was first made by Farrugia et al.
(1998b). They studied two orientations of the IMF
(due north and 30◦ away from north). They considered
both “thin” (sharp) and “thick” (magnetopause with
an attached boundary layer) transitions. When maps of
the distribution of the magnetic shear across the mag-
netopause were drawn, they found that bands of low
magnetic shear (in the sense of permitting KH insta-
bility growth) appear in each hemisphere (Fig. 1.8).
For an IMF tilted 30◦ west of north the lowest shear
bands fan out from below the cusp to cover mid-
latitudes at the dusk flank in the northern hemisphere
and the dawn flank in the southern hemisphere. From
there, short wavelength perturbations are generated
which propagate as surface ripples on the high-latitude
magnetopause. This noteworthy dawn-dusk asymme-
try was given preliminary confirmation from ground
response observations by Farrugia et al. (2003).

Global, 3D, ideal MHD simulations have recently
shown success in generating KH surface waves and
large vortical structures (e.g., Fairfield et al. 2007;
Collado-Vega et al. 2007; Claudepierre et al. 2008).
Interestingly, KH-type waves were also seen at the
inner edge of the magnetopause boundary layer.
Indeed, it is worth keeping in mind that the mag-
netopause and its boundary layer generally form a
spatially broad transition. Therefore, the much-used

Fig. 1.8 Distribution of
magnetic shear across the
magnetopause, obtained from
modeled dipole and
magnetosheath magnetic
fields, for (a) an IMF pointing
due northward and (b) an IMF
inclined at 30◦ west of north.
Adapted from Farrugia et al.
(1998b)
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KH instability criterion based on a tangential discon-
tinuity approximation (i.e., zero-thickness boundary)
is of limited use. Gratton et al. (2004) gave exam-
ples of magnetopause transitions of finite thickness
which were stable when the tangential discontinuity
model was utilized to model the magnetopause, but
which were found to be KH-unstable when continu-
ous functions were used instead (see also Gratton et al.
2003). We also note that oscillations of the magne-
topause can have other causes besides intrinsic KH
instability. Along these lines, studies of magnetopause
wave motions which involve both the KH instabil-
ity and dynamic pressure changes were undertaken by
Farrugia et al. (2000) and Fairfield et al. (2003).

Numerous observational reports of KH waves at
the magnetopause have been made (e.g., see also
Hasegawa et al. 2004b; Owen et al. 2004; Foullon et al.
2008; Taylor et al. 2008), with the recent results of
four-spacecraft analysis with Cluster giving accurate,
albeit spatially limited, determination of surface wave
characteristics (Foullon et al. 2010). Most of the stud-
ies mentioned so far have addressed the linear regime
of the KH instability. A result of particular interest
in recent years is the demonstration of the non-linear,
rolled-up nature of KH vortices at the magnetopause
by Hasegawa et al. (2004b). Their interpretation of
multi-spacecraft data from Cluster showed the non-
linear rolling-up of KH waves on the scale of the space-
craft separation (∼ few thousand km, cf. Fig. 1.9). As
shown in Fig. 1.9, density tongues (panels (c) and (d)),
with corresponding temperature (panel (b)) and mag-
netic field (not shown here) fluctuations, were observed

to roll-up. Such definitive observations were only made
possible thanks to the four-point measurements of the
Cluster mission. Note also the work by Hasegawa et al.
(2007) who could recover KH flow vortex streamlines
using a variant of the Grad-Shafranov reconstruction
technique (Sonnerup and Guo 1996).

Based on local MHD simulations, Hasegawa et al.
(2006b) highlighted that the rolling-up of plasma
around vortices should lead low density plasma parcels
(from the magnetospheric side of the boundary) to
attain anti-sunward speeds larger than that of the mag-
netosheath itself. They confirmed this signature from
analyses of numerous KH wave cases from the Geotail
spacecraft dataset (see also Taylor et al. (2008)).
Another signature possibly related to the occurrence
of the KH instability was suggested by Taylor and
Lavraud (2008). After passage through rolled-up vor-
tices (according to the signature of Hasegawa et al.
(2006b)) at the magnetopause, Taylor and Lavraud
(2008) noted the presence of two distinct low energy
(i.e., of solar wind origin) boundary layer ion popu-
lations with different temperature anisotropies (from
Double Star three-dimensional ion distribution func-
tions). They suggested that one of the populations
might be the result of local plasma entry through the
KH instability, while the other might for instance result
from prior double high-latitude reconnection on the
dayside. However, this single event did not permit to
obtain a definite interpretation.

Finally, global signatures of the KH instability
have been obtained from multi-spacecraft Cluster
data (Foullon et al. 2008). In this work, the inverse

Fig. 1.9 Multi-spacecraft Cluster observations of rolled-up KH
vortices. (a) Ion energy-time spectrogram, (b) ion tempera-
ture, (c) ion density, and (d) color-coded ion densities along

the spacecraft paths in the plane of the vortices. Adapted from
Hasegawa et al. (2004b)
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dependence found between the IMF clock angle and
the wavelength at the flanks was interpreted as a clear
manifestation that KH unstable domains (cf. Fig. 1.8)
are the remote sources for these waves. In addition,
the temporal evolution of the magnetopause boundary
layer could be estimated via a novel technique, extend-
ing the transition parameter (TP) technique (Hapgood
and Bryant 1992) based on the relationship between
the electron density and temperature across the mag-
netopause transition. The results gave credence to the
contribution of the KH mechanism to the widening of
the LLBL.

1.3.2 Kelvin–Helmholtz and Secondary
Processes

Unlike magnetic reconnection or diffusive processes,
the Kelvin–Helmholtz instability is not a plasma entry
process per se. Its occurrence is rather believed to be of
importance for plasma entry at the flank magnetopause
because it may entrain local plasma transport by favor-
ing the development of secondary processes such as
diffusion and magnetic reconnection.

1.3.2.1 Kelvin–Helmholtz and Secondary
Diffusive Processes

Early local numerical simulations of the KH insta-
bility have indicated that fast anomalous diffusion

was possible for sufficiently thin boundaries within
the vortices (Thomas and Winske 1993; Fujimoto and
Terasawa 1994).

More recently, but on the basis of earlier work by
Sharp (1984), the non-linear growth of the KH instabil-
ity was recognised to lead to the further development
of secondary KH and Rayleigh-Taylor (RT) instabil-
ities (Matsumoto and Hoshino 2006; Matsumoto and
Seki 2007). Figure 1.10 shows cuts of the plasma
density at four different stages during the simulation
of Matsumoto and Hoshino (2006) which highlight
the generation of secondary KH and RT instabilities.
These secondary growing instabilities entrain a tur-
bulent decay of the vortices, vortex coalescence and
particle super-diffusion, as recently emphasized by
Cowee et al. (2009) with hybrid simulations.

A more peculiar but interesting secondary process
related to the KH instability was studied by Smets
et al. (2007). Using hybrid simulations with anti-
parallel magnetic fields as boundary conditions, they
observed the growth of the KH instability and sub-
sequent diffusion, or mixing, of plasmas across the
boundary thanks to finite gyro-radius effects. The
boundary conditions they used may appear unrealis-
tic for such study because the onset of reconnection
for anti-parallel magnetic fields generally precludes
the growth of the KH instability. It is worth mention-
ing, however, that Kawano et al. (1994) and Mozer

Fig. 1.10 Cuts of the plasma density (color-coded) for four different times during an MHD simulation of the KH instability. Note
that similar results were obtained with full particle simulations. Adapted from Matsumoto and Hoshino (2006)
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et al. (1994) have reported KH waves under southward
IMF conditions.

1.3.2.2 Kelvin–Helmholtz and Localized
Magnetic Reconnection

An alternate secondary transport process that may
develop in conjunction with the KH instability is mag-
netic reconnection. This possibility was first identified
from MHD simulations by Belmont and Chanteur
(1989). It was later confirmed and quantified by use
of other simulations (e.g., Min et al. 1997; Otto and
Fairfield 2000; Nykyri and Otto 2001; Nakamura and
Fujimoto 2005). Figure 1.11 (left) shows the magnetic
topology that results from such localized reconnection
within KH vortices, as deduced from MHD simula-
tions performed by Nykyri and Otto (2001).

Identification of the observational signatures of
reconnection as a secondary process to the KH insta-
bility has recently been attempted. Nykyri et al. (2006)
studied a magnetopause crossing at the flanks by
Cluster. They looked both for signatures of the KH
instability (cf. Section 1.3.1) and magnetic reconnec-
tion (e.g., via the Walén test; cf. Section 1.2.1.2).
During a period showing KH wave activity, they found
intervals consistent with the occurrence of magnetic
reconnection. In particular, the observation of multiple
populations in the ion distribution functions (Fig. 1.11,
right) was pointed as evidence for the local entry
of solar wind plasma through magnetic reconnection.
Recent Geotail observations of heated bidirectional
electrons in the vicinity of KH vortices were also
proposed in support of magnetic reconnection as a
secondary process (Nishino et al. 2007a).

1.3.3 Other Diffusive Processes

Diffusive processes have been investigated for the
magnetopause (e.g., Treumann 1997; Terasawa et al.
1997; Lee et al. 1994; Johnson and Cheng 1997, 2001;
Bauer et al. 2001; Wing et al. 2006; Zhou et al. 2007).
However, their efficiency has often been questioned,
primarily on the basis of the lack of observational
evidence, i.e., a lack of conclusive signatures.

It has long been thought, for instance, that the pres-
ence of a thick boundary layer at the dayside magne-
topause under northward IMF, and thus in the absence
of both sub-solar reconnection and significant velocity
shear (i.e., precluding the KH instability), was the sig-
nature of ongoing diffusion. It is now rather believed
that double high-latitude reconnection (Section 1.2.4)
may be the main mechanism contributing to the forma-
tion of boundary layers on the dayside under northward
IMF. For theories and past attempts to identify diffu-
sive processes, the reader is referred to the review by
Scholer and Treumann (1997). Below we only note a
few recent studies.

The possibility of plasma protrusion through the
magnetopause without invoking magnetic reconnec-
tion has also been raised (Lemaire and Roth, 1978)
(see also Roth (1992) and Lui (2001) for reviews).
Lundin et al. (2003) studied plasma transfer event
(PTEs) signatures using multi-spacecraft Cluster data.
They note that PTE and FTE signatures have common-
alities during southward IMF, but highlight the fact
that PTEs occurrence is largely independent of IMF
orientation, thus making them unlikely the result of
reconnection.

Fig. 1.11 (left) Magnetic
topology from MHD
simulation of a vortex
structure showing secondary
reconnection at a thin current
sheet. Adapted from Nykyri
and Otto (2001). (right) VPAR,
VPERP plane cut of a Cluster
ion distribution function
showing the presence of two
populations as a result of
localized magnetic
reconnection in the vicinity of
a vortex. Adapted from
Nykyri et al. (2006)
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In a series of articles, Chaston et al. (2007, 2008,
2009) focused on Kinetic Alfvén wave (KAW) signa-
tures at the magnetopause. They found that the location
and power of KAWs may produce significant plasma
transport within KH vortices and reconnection ion dif-
fusion region, but also away or in the absence of those
processes (cf. also Lee et al. 1994; Johnson and Cheng
1997, 2001).

Finally, we note that because the dynamic pres-
sure of the solar wind varies considerably, the mag-
netopause and its environs are almost constantly in
motion. When a sharp pressure drop accelerates the
magnetopause sunward the situation becomes akin to
dense over tenuous plasma in a gravitational field. This
may render the magnetopause prone to the Rayleigh-
Taylor (RT) instability, provided the accelerations are
strong enough (>1 km/s2), last long enough (1–2 min
or longer), and that the magnetic shear is small (Mishin
1993; Gratton et al. 1996). In their analysis, Mishin
(1993) showed that magnetopause accelerations also
influence KH instability growth rates.

1.4 Global Coupling and Pathways
for Solar Wind Plasma

We now discuss some global aspects that pertain to the
magnetopause and boundary layers. We first illustrate
how recent works on magnetic reconnection may be
applied to assess and predict some aspects of global
solar wind–magnetosphere coupling. We then present
some possible paths that may be followed by solar
wind plasma across the dayside and flank boundaries,
and towards the magnetotail.

1.4.1 Global Coupling and Magnetic
Reconnection

Magnetic reconnection at the dayside magnetopause
has long been viewed as the main driver of geomag-
netic activity, i.e., as the regulator of the transfer of
energy between the solar wind and magnetosphere.
When theories of this coupling are constructed the
solar wind electric field is generally taken as the main
ingredient that drives the dayside reconnection rate
(Gonzalez and Mozer 1974; Siscoe and Crooker 1974;
Burton et al. 1975; Perreault and Akasofu 1978).

Although it is still unclear as to whether magnetic
reconnection at the magnetopause always occurs in a
fast regime (i.e., with a dimensionless reconnection
rate of 0.1; cf. Sections 1.2.1.1 and 1.4.1), Cassak and
Shay (2007) recently theorized that in the fast, asym-
metric reconnection regime the reconnection electric
field (amount of magnetic flux being reconnected per
unit time and length) directly scales with the meso-
scale density and magnetic field each side of the
boundary (cf. also Swisdak and Drake 2007; Borovsky
and Hesse 2007).

Based on this scaling law, first principles and
parameterization of global MHD simulations,
Borovsky (2008) derived an analytic formula for the
reconnection rate at the dayside magnetopause. This
coupling function turned out to be essentially as good
as that of Newell et al. (2007), who also reported a
solar wind–magnetosphere coupling function in an
empirical manner, when tested statistically against
geomagnetic indices (cf. also Newell et al. 2008).

Performing a parametric study of the coupling
function of Borovsky (2008), Lavraud and Borovsky
(2008) highlighted the Mach number dependence of
the dayside reconnection rate, and in particular when
the Mach number changes come from varying the solar
wind density (cf. also Scurry and Russell 1991; Lopez
et al. 2004; Grocott et al. 2009). In their study, Lavraud
and Borovksy (2008) also highlighted other Mach
number effects on the magnetopause, such as changes
in reconnection rate (with a plasmasphere effect; see
next), magnetopause shape, current systems, and mag-
netosheath flows which influence the velocity shear at
the magnetopause.

The plasmasphere, a cold and dense plasma popula-
tion of ionospheric origin, builds up in the equatorial
region of the magnetosphere primarily during quiet
times. When convection is enhanced as a result of mag-
netic reconnection at the dayside magnetopause, part
of the plasmasphere is drained towards the magne-
topause in the form of a plume which will eventually
get sucked into the reconnection region (being cold,
it has to convect into the dayside reconnection line).
Observations of such cold plasma close to the mag-
netopause, or even participating into the reconnection
process, have been frequently reported (e.g., Su et al.
2000; Sauvaud et al. 2001; McFadden et al. 2008).
Adding such dense plasma into the reconnection site
may impact the reconnection rate. This was found
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parametrically using a solar wind–magnetosphere cou-
pling function (Lavraud and Borovsky 2008), and
further demonstrated from statistical analysis of geo-
magnetic data by Borovsky and Denton (2006).

1.4.2 Pathways to the Magnetotail

Under southward IMF, magnetic reconnection at the
dayside magnetopause as the basic driver of magneto-
spheric dynamics has attained the level of a paradigm.
However, it still remains unclear whether solar wind
plasma constitutes the main contributor to the nightside
plasma sheet. Observations of the polar cap and lobes,
being devoid of solar wind plasma in the near-Earth
regions, suggest that if solar wind plasma circulates
over the poles before reaching the plasma sheet, it
likely may only manage to populate the central tail at
some distances downtail (cf. Fig. 1.1). Recent simu-
lations have on the other hand suggested that, during
active times, both polar cap outflows and plasmasphere
re-circulation may allow the entire plasma sheet to fill
with populations of ionospheric origin (e.g., Moore
et al. 2005, 2007, 2008, and references therein). The
composition of these source populations (e.g., domi-
nance of O+) is compatible with the observed compo-
sition of the plasma sheet during active times. It is also
unclear whether solar wind plasma may enter into the
magnetosphere from the flanks under southward IMF.

Under northward IMF, solar wind plasma may not
circulate over the poles. The fact that solar wind
enters through the flanks under such conditions has
been well documented. It remains unknown, however,
which of the double high-latitude reconnection or KH
instability (and its secondary processes) mechanisms
dominates in terms of plasma entry efficiency (cf.
Fig. 1.12) (e.g., Fujimoto et al. 1998; Li et al. 2005;
Øieroset et al. 2005, 2008; Safrankova et al. 2007;
Nishino et al. 2007a, b, c; Foullon et al. 2008; Taylor
et al. 2008). Some quantitative comparisons using, e.g.,
global MHD simulations and actual in situ data, have
been attempted for the double high-latitude reconnec-
tion mechanism (e.g., Li et al. 2005; Øieroset et al.
2005; Wing et al. 2006). However, because the KH
instability does not naturally occur in simulations (gen-
erally owing to too coarse grid sizes), it is not possible
to tell whether the inferred agreement was observed for
the right reason. On the other hand, although diffusive
processes do occur in simulations of the KH instability,

Fig. 1.12 Schematic of the magnetosphere under northward
IMF with representations of both (1) double-high latitude recon-
nection, and (2) the KH instability at the flanks. Each process has
been most studied respectively by use of Cluster at high latitude
and Geotail (or THEMIS and Cluster) at the low-latitude flanks.
The formation of a cold-dense plasma sheet as a result of these
processes is of importance for inner magnetosphere dynamics,
which may be monitored for instance by use of geosynchronous
spacecraft (e.g., LANL), as shown (Figure courtesy of Kanako
Seki)

most studies agree with the fact that the amount of
plasma transport mediated by the KH instability is hard
to estimate. Observationally, it also remains unclear
primarily because definite signatures of plasma entry
through KH and its secondary processes, and diffusion
in particular, have not been unambiguously identified.
Furthermore, the relative efficiency of each mechanism
may vary in non-trivial manners with conditions such
as the solar wind Mach number, plasma beta, IMF
clock angle, preconditioning by plasmasphere, etc.

Conclusions
In the present review, we have summarized some
basic properties of the prime solar wind entry
mechanisms that occur at the Earth’s magne-
topause: namely magnetic reconnection, the KH
instability and diffusive processes. A dichotomy is
observed between times dominated by southward
(active times) and northward IMF (quiet times).
Recent works have confirmed the establishment of
a paradigm: the predominance of dayside mag-
netic reconnection in the control of solar wind–
magnetosphere interaction under southward IMF.
Under northward IMF, however, the picture is not
as clear. Although high-latitude magnetic reconnec-
tion likely plays a significant role, the KH and its
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secondary instabilities possibly play as significant a
role for the dynamics of the magnetosphere. In each
IMF case, we note that there remain uncertainties as
to the actual pathway for solar wind plasma towards
the magnetotail and inner magnetosphere. Besides,
there is some uncertainty as to whether plasma of
ionospheric origin may dominate in the near-Earth
magnetotail during active times.

A summary of some current issues that relate
to the magnetopause and boundary layers may be
drawn as follows:
– Although not addressed here, the actual initiation

process of magnetic reconnection – that which
breaks the frozen-in condition – is still to be
determined.

– The mechanisms that lead to particle accelera-
tion and heating (and their amount) during and
after reconnection are still debated.

– Although increased measurement accuracy and
multi-spacecraft methods have allowed us to
investigate fundamental processes in an unprece-
dented quantitative manner, accurate estimation
of key quantities such as the reconnection rate
from in situ observation remains a challenge.

– Both anti-parallel and component reconnections
are observed to occur. Component reconnection
is regularly observed at the magnetopause thanks
to the “Parker” spiral configuration of the IMF,
but it is not known whether magnetic reconnec-
tion may have an intrinsic preference for one or
the other.

– Intermittent reconnection often occurs and may
be a dominant mode of interaction at the mag-
netopause. Yet, we note that solar wind observa-
tions of steady reconnection at extended X-lines
(Phan et al. 2006; Gosling et al. 2007) have
proved that reconnection need not be intermittent
by nature. Furthermore, truly intermittent recon-
nection and unsteady, continuous reconnection
appear to produce several similar signatures.

– In part for that reason the formation process of
FTEs is still the subject of active research.

– Although reconnection dominates under south-
ward IMF, both recent observations and global
MHD simulations suggest the KH instability
may occur as well.

– Both diffusive processes and reconnection are
envisaged as secondary processes to the KH
instability. Which is most common and efficient

for plasma transfer remains to be studied in
detail.

– A current debate concerns the relative contribu-
tions of the KH and its secondary instabilities
and the double high-latitude reconnection mech-
anism in filling the plasma sheet with solar wind
plasma under northward IMF.

– Concerning diffusion in general, an important
issue is as follows: can testable theoretical sig-
natures of diffusive processes be unambiguously
identified?
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2Quantifying Energy Transfer
at the Magnetopause
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T.V. Laitinen, E.A. Lucek, and I. Dandouras

Abstract
We review recently developed methods to investigate energy circulation in the near-
Earth space using a global magnetohydrodynamic (MHD) simulation GUMICS-4.
We describe methods to evaluate the magnetopause energy transfer and ways to quan-
tify effects of the reconnection dynamics. We also present evidence, supported by
Cluster spacecraft observations, showing that the interplanetary magnetic field (IMF)
y component controls the spatial variation of the magnetopause energy transfer. The
simulation results also suggests that the energy transfer exhibits a “hysteresis” effect
where the energy transfer does not decrease immediately after the driving conditions
start to become weaker. We investigate the hysteresis effect in the simulation and
conclude that the previous driving conditions as well as the present state of the global
magnetosphere may influence the processes at the magnetopause, and thus regulate
the energy input to the system.

2.1 Introduction

The magnetospheric activity and dynamics require
power that is extracted in the interaction between
the magnetosphere and the solar wind. The dominant
energy transfer depends on reconnection determined
by the interplanetary magnetic field (IMF) (Dungey
1961). The energy circulation from the solar wind,
through the magnetosphere, and into the ionosphere
is one of the most fundamental questions in space
physics, and it has been targeted by international
research frameworks such as ISTP (International Solar
Terrestrial Physics Program), and more recently ILWS

M. Palmroth (�)
Finnish Meteorological Institute, Helsinki, Finland
e-mail: minna.palmroth@fmi.fi

(International Living With a Star). Large computer
simulation programs have been set up to resolve the
chain of events from the Sun to the ionosphere (e.g.,
CISM: Center for Integrated Space Weather Modeling
http://www.bu.edu/cism, or CSEM: Center for Space
Environment Modeling http://csem.engin.umich.edu).
In addition, there are several groups running global
magnetohydrodynamic (MHD) simulations of the ter-
restrial space environment.

Global energy transfer has been assessed by cor-
relation analyses of solar wind parameters and mag-
netic activity indices (Akasofu 1981; Koskinen 2002;
Newell et al. 2007) as well as dimensional analyses
(Vasyliunas et al. 1982). The energy transfer proxies
typically include the solar wind speed, IMF mag-
nitude, IMF clock angle orientation with respect to
the north (θ ), and sometimes the solar wind density
(Newell et al. 2007). Perhaps the most widely known
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proxy for energy transfer is the ε parameter (Akasofu
1981), resembling electromagnetic energy flux inci-
dent at an area upstream of the Earth. As the solar wind
kinetic energy flux density exceeds the electromag-
netic energy flux density by an order of magnitude, a
generator mechanism has been presented (Lundin and
Evans 1985) to convert the solar wind flow energy to
empower the magnetospheric dynamics during south-
ward IMF: After a field line has been reconnected near
the subsolar point, it evolves across the magnetopause
and energy is transferred from the magnetic field to
the plasma, or vice versa. Sunward of the cusp, the
energy is transferred to the plasma by magnetic recon-
nection (a load in the system). Tailward of the cusp
energy is extracted from the motion of the magne-
tosheath plasma and converted to magnetic energy. The
tail magnetopause is hence a dynamo.

While the proxies characterizing the energy input
to the magnetosphere depend on solar wind and
IMF without a delay, some magnetospheric mag-
netic field models driven by the solar wind input
take into account the time history of the solar wind
(Tsyganenko 2002a, b). Bargatze et al. (1985) estab-
lished using impulse response functions that the iono-
spheric response exhibits at least a 20-min delay with
respect to the driver. The development of the field-
aligned current system coupling the magnetosphere
and ionosphere takes at least 15 min (Vennerstrøm
et al. 2002). Global MHD simulations have shown
that the ionospheric reconfiguration time after a sud-
den change in the IMF depends on the strength of the
IMF and the solar wind speed (Kabin et al. 2003). The
dense inertial ionosphere can even maintain the mag-
netospheric convection by a “fly-wheel” effect (Lyons
et al. 1985). The plasma sheet and the ring current are
large contributors to delays in the magnetospheric sys-
tem: The plasma sheet mass loading during northward
IMF (leading to cold and dense plasma sheet) and the
ring current build-up and decay can take days.

Global MHD simulations have proved to be a use-
ful tool in investigations of energy circulation in the
near-Earth space. The energy transfer between the
solar wind and the magnetosphere, and the energy
conversion processes within the magnetopause cur-
rent layer and the tail reconnection region have been
quantified from the simulation output (Palmroth et al.
2003; Laitinen et al. 2006, 2009). The energy dissi-
pation to the ionosphere has also been investigated,
and the simulations are in agreement with several

observation-based assessments, especially with regard
to temporal evolution (Slinker et al. 1999; Palmroth
et al. 2005, 2006a). Recently, Cluster observations
were used to evaluate the magnetopause dynamo
power (Rosenqvist et al. 2006, 2008), and the results
were found to agree with a global MHD simulation.
Hence, there is ample evidence that the MHD simu-
lations can be used to quantify energy circulation in
space plasmas.

In this chapter we review the recent techniques
developed to investigate the global energy circulation.
We also present new results utilizing the observation-
based technique presented in (Rosenqvist et al. 2006),
and discuss the results in light of global picture from
the MHD simulations. Finally, we concentrate on a
“hysteresis” effect, where the energy input at the
magnetopause stays enhanced after strong driving,
even though the driving conditions start to decrease.
While the effect is found from an MHD simula-
tion, we discuss its possible reality within the space
physics framework. The chapter is organized as fol-
lows: First, we present our global MHD simulation
after which we review the developed methods and the
new results. Finally, we end the chapter with discussion
and conclusions.

2.2 Methodology

2.2.1 GUMICS-4 Simulation

GUMICS-4 (Grand Unified Magnetosphere Ionos-
phere Coupling Simulation) is the latest revision in
a sequence of global MHD simulations developed at
the Finnish Meteorological Institute (Janhunen 1996;
Palmroth et al. 2001). The code consists of two com-
putational domains: The MHD domain includes the
solar wind and the magnetosphere and the electro-
static domain includes the ionosphere. The conser-
vative MHD equations are solved in a simulation
box extending from 32 RE to –224 RE in the xGSE

direction and ±64 RE in yGSE and zGSE. Near the
Earth the MHD simulation box reaches a spherical
shell with a radius of 3.7 RE, which maps along the
dipole field to approximately 60◦ in magnetic lati-
tude. The grid in the MHD domain is a Cartesian
cell-by-cell adaptive octogrid. Solar wind density, tem-
perature, velocity and magnetic field are treated as
boundary conditions along the sunward wall of the
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simulation box; outflow conditions are applied on the
other walls of the simulation box. The primary magne-
tospheric output parameters are plasma density, pres-
sure, velocity, temperature, and magnetic field in space
and time. The magnetosphere provides the ionosphere
with field-aligned currents and electron precipitation,
which are used to solve the ionospheric potential,
which then is mapped back to the magnetosphere and
used there as a boundary condition. The ionospheric
output parameters include the electric field, height-
integrated Pedersen and Hall conductivities, iono-
spheric electric potential, particle precipitation power,
Joule heating rate and field-aligned current density in
space and time.

2.2.2 Magnetopause Energy Transfer

Palmroth et al. (2003) evaluated the energy transfer
rate from the solar wind into the magnetosphere using
the GUMICS-4 simulation. First, the magnetopause
boundary was identified from each file generated by
GUMICS-4 by finding the cavity encompassed by the
solar wind streamlines. The streamline surface was
found to coincide with the spatial gradients existing at
the magnetopause; however, it is smoother than a sur-
face based on plasma or current density characteristics.
The total energy perpendicular to the magnetopause
boundary was defined as the portion of energy entering
the magnetopause.

Figure 2.1a shows the total energy transfer across
the magnetopause and scaled sin2(θ /2) function in a
simulation run where the IMF magnitude and other
solar wind parameters were kept constant but the clock
angle θ was rotated from 0◦ to 360◦ in 6 h. The run is
one of four runs originally presented in (Palmroth et al.
2006b). Figure 2.1b–d present the instantaneous distri-
butions of energy transfer, integrated from the nose of
the magnetopause to –30 RE in the tail. Each sector
shows the sum of transferred energy taking place in
the angular direction shown in the outer circle, view-
ing from the Sun looking tailward. The size of the
sector is normalized to the outer circle (800 GW).
The IMF clock angle direction is indicated by the red
arrow. Blue color indicates net energy flow towards
the magnetopause, while the black circles plotted over
the sectors show the reconnection line, defined with a
method reviewed in Section 2.2.3.

Figure 2.1a indicates that in the global MHD sim-
ulation the temporal variation of the energy transfer
exhibits a sin2(θ /2) behavior, rather than the sin4(θ /2)
dependence suggested earlier (Akasofu 1981). The
total energy transfer also exhibits a hysteresis effect,
where more energy is transferred after large input.
This effect was originally presented in (Palmroth et al.
2006b, Pulkkinen et al. 2006), and it was found that
the length of the hysteresis time delay can be as
long as 40 min. The spatial variation of the energy
transfer can be understood in terms of open magnetic
field line advection sketched in the top right corner

Fig. 2.1 (a) Total energy transfer (solid) and scaled sin2(θ /2)
function (dashed) against the IMF clock angle and time in an
IMF rotation run. (b–d) Spatial distribution of energy transfer

during three instants shown as vertical lines in panel (a). The
schematic drawing in the top right corner explains the spatial
energy transfer variation; see text for details



32 M. Palmroth et al.

of Fig. 2.1: The dayside reconnection opens the field
lines at the reconnection line, and they advect tail-
wards with an angle with respect to the velocity field
in the magnetosheath indicating that electromagnetic
(Poynting) energy flux has a component towards the
magnetopause. The Poynting flux focusses towards the
magnetopause in those locations, where the field lines
are primarily advecting tailwards, marked with dashed
black lines in Figure 2.1b–d.

2.2.3 Dayside Reconnection Line

Any reconnection setting contains four separate seg-
ments of field lines: closed, open, semi-open towards
and semi-open away from the Earth (Lau and Finn
1991, Watanabe et al. 2005). Based on this property,
a method was introduced to locate the separator line
in a three-dimensional grid (Laitinen et al. 2006). This
“four-field junction” (FFJ) method searches for loca-
tions where the four types of field lines meet in a
spatially limited region. The FFJ condition alone is not
sufficient for tracking the reconnection sites, but may
be used as a reconnection characterization if electro-
magnetic energy is converted into kinetic energy at the
FFJ location. In GUMICS-4, this occurs at the dayside
magnetopause approximately for clock angles between
60◦ < θ < 300◦, and behind the cusps otherwise, as will
be shown in Section 2.2.4.

2.2.4 Magnetopause Reconnection
and Dynamo

Laitinen et al. (2007) introduced a method to evaluate
the magnetopause dynamo and reconnection powers

from the GUMICS-4 simulation. They computed the
“energy conversion surface density”, which is the
divergence of the Poynting vector integrated on a line
through the streamline magnetopause. Figure 2.2b–d
shows the instantaneous values of this quantity while
Fig. 2.2a shows the total reconnection power (blue),
and dynamo power (red) computed by integrating all
positive (blue) and negative (red) values in Fig. 2.2b–d,
respectively. Note that the run is not the same as in
Fig. 2.1; a similar rotation was performed in this run
but with different plasma and IMF conditions. Blue
colors indicate that the electromagnetic energy is con-
verted into kinetic energy, while red depicts the lobe
dynamo where electromagnetic energy increases at
the expense of kinetic energy. The thick black line is
the FFJ reconnection line, while the green lines indi-
cate the areas, where the magnetospheric and magne-
tosheath magnetic fields are almost antiparallel. Filled
black dots refer to Fig. 2.3.

The two quantities, the energy transfer
(Section 2.2.2) and the energy conversion discussed
here represent two complementary viewpoints in the
magnetopause energetics. Figures 2.1 and 2.2 illustrate
that both exhibit the same spatial dependence on the
IMF y component. The reconnection power (blue
colors in Fig. 2.2) is shown as weak energy outflow in
the energy transfer process, while the red color (the
dynamo in Fig. 2.2) is shown as strong energy transfer
towards the magnetopause. As the energy transfer
towards the magnetopause occurs on a much larger
portion of the magnetopause and is locally stronger
than the energy outflow in the reconnection region, the
net energy transfer is towards the magnetopause, as
also depicted by negative (inward) values of the total
energy transfer in Fig. 2.1a.

Fig. 2.2 (a) Total reconnection (blue) and dynamo (red) power
in an IMF rotation run. (b–d) Spatial distribution of the recon-
nection and dynamo powers (blue and red, respectively) at three
time instants. Black circles are the reconnection line and the

green contours give the area within which the magnetospheric
and magnetosheath magnetic fields are almost antiparallel. The
filled black dots refer to Fig. 2.3
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Fig. 2.3 Cluster 1 magnetopause crossing on Jan 16, 2001
(left); and on Jan 26, 2001 (right). (a) and (e) Magnetic field
x (red), y (green), and z (blue) components; (b) and (f) plasma
velocity x, y, and z components, and (c) and (g) total current

density computed with the curlometer technique. Panels (d)
and (h) are blow-ups of the actual crossing, and depict energy
conversion Q

Using the Cluster spacecraft, energy conversion Q
in the magnetopause current layer was recently evalu-
ated from

Q = ∫ E · Jdr = ∫(J × B) · v vmpdt (2.1)

where E is electric field, J the current density, B
the magnetic field, v the plasma velocity, and the
integration over a distance dr has been changed to
integration over time dt using the magnetopause veloc-
ity vmp (Rosenqvist et al. 2006, 2008). Q is given in
units of Watts per square meter. We apply the same
method to two events in Fig. 2.3 showing Cluster s/c
1 observations on two magnetopause crossings during
January 16, 2001 (panels a–d), and January 26, 2001
(panels e–h). Both events occurred during steady solar
wind conditions, with similar magnitudes in solar wind
speed, density, and IMF strength (not shown). During

the Jan 16 event, the IMF clock angle was 143◦, while
for Jan 26 it was 210◦; but in both cases Cluster crossed
the magnetopause in the northern dayside afternoon
in the same angular direction in the yz plane (45◦
and 36◦, respectively, following the IMF clock angle
definition). Depicted are the Cluster s/c 1 FGM obser-
vations of magnetic field (Balogh et al. 1997), CIS
measurements of plasma density (Rème et al. 1997)
and total current density computed with the curlome-
ter technique (Dunlop et al. 2002). The Jan 26, 2001,
event is widely studied, and the magnetopause veloc-
ity has been reported to be about 40 km/s (Bosqued
et al. 2001). For the Jan 16 event, we estimate the mag-
netopause velocity to about 20 km/s using the generic
residue techniques (Sonnerup et al. 2006) that all give
a result in agreement with each other (not shown).

The lowest panels of Fig. 2.3 show the energy con-
version rate Q such that for each time instant the
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cumulative sum (integral) of energy conversion until
that time is given. Figure 2.3d and h also show the
simulation result of the energy transfer azimuthal dis-
tribution and the clock angle orientation from two
time instants during the IMF rotation run, where the
upstream parameters are similar to those during the
two events. The diagrams show the reason why we
chose these events: for the Jan 16 event we expect,
based on the clock angle and the previous simulation
results, that Cluster would have crossed the magne-
topause in a region of relatively small energy transfer.
For the Jan 26 case we expect that Cluster would have
observed significant energy transfer, as it crossed the
magnetopause in a sector, where the simulations indi-
cate energy transfer under the upstream conditions of
the event. During the Jan 16 event the energy transfer
rates (Fig. 2.3d) were an order of magnitude smaller
than during the Jan 26 case (Fig. 2.3 h), and they were
first negative and then become positive towards the end
of the period. We interpret that the Cluster spacecraft
crossed the magnetopause in a location marked with
a black dot in Fig. 2.2b, within the edge of the load
and dynamo regions. On the other hand, as the energy

transfer was larger and negative during the Jan 26
event, we interpret that the crossing took place within
the strong load area depicted as a black dot in Fig. 2.2d.

2.3 Hysteresis in Energy Transfer

Figure 2.1 showed a hysteresis effect where the energy
input remains large although the IMF starts to rotate
away from due south. The azimuthal distribution in
Fig. 2.1b and d indicate that the extra energy dur-
ing the return rotation comes from northern morning
and southern evening sectors, where the clock angle
resided before it reached the due south orientation. As
the energy transfer depends on the magnetic field at
the magnetopause, in Fig. 2.4a, b we show the magne-
topause magnetic field y and z components as vectors
in the yz plane at x = 0 RE and x = −5 RE. The blue
vectors show the magnetic field at 03:30, and the red
vectors from 04:50, when the IMF was ±45◦ from
due south direction. The magnetic field at 04:50 has
been mirrored with respect to xz plane so that the
IMF y component has the same sign in the figure.

Fig. 2.4 Magnetic field at the magnetopause in the yz plane at
(a) x = 0 RE and (b) x = −5 RE during 03:30 (blue) and 04:50
(red). The magnetic field at 04:50 has been mirrored with respect
to the xz plane to cancel the effect of different sign in the IMF y
component. The times are chosen to be symmetric with respect

to due south IMF z. Similar plots of magnetic field in the yz plane
at (c) x = 0 RE and (d) x = −5 RE during 04:00 (blue) and 04:40
(red, mirrored). The times are chosen such that the cusp resides
10◦ from noon (see text for details)
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IMF y component tilts the cusps away from noon, and
hence without the mirroring the effect from this con-
figurational change would also be visible. Even if the
mirroring is carried out, the magnetic field direction
at the magnetopause is different during these symmet-
ric times with respect to due south field. The magnetic
field after the due south IMF orientation (red arrows)
are more perpendicular to the magnetopause surface,
indicating that also the circumstances for Poynting flux
focussing are different.

Figure 2.5 shows the northern cusp longitude and
latitude as determined from the minimum of the mag-
netic field at the magnetopause. When the positive
(negative) IMF y component increases, the northern
cusp wanders towards the afternoon (morning); this is
due to the penetration of the IMF y component within
the magnetosphere (Cowley et al. 1991). When the
IMF z becomes negative, reconnection eats away the
dayside field faster than the convection feeds closed
magnetic flux from the nightside, which displaces the
cusp towards the equator. Both displacements driven
by the IMF are well-documented and supported by
extensive statistical surveys (Newell et al. 1989).

Figure 2.5 indicates that as the IMF changes, the
cusp moves in the simulation. However, the cusp is
still slightly tilted towards the afternoon when the IMF
is due south. The most equatorward position and the
noon meridian is reached 15◦ later in clock angle, at
θ = 195◦. In Figs. 2.4c and d we now choose two time
instants during which the cusp is at ±10◦ from the
noon and plot the magnetic field vectors at the mag-
netopause similarly as in Figs. 2.4a and b. The times

Fig. 2.5 Northern cusp (a) longitude and (b) latitude as func-
tion of the IMF clock angle

are now 04:00 and 04:40, during which the IMF condi-
tions are not symmetric with respect to due south: the
IMF clock angle is θ = 170◦ and θ = 210◦, respec-
tively. Clearly, the magnetic field morphology at the
magnetopause is now similar, as the mirrored field
is almost identical with the non-mirrored field. The
energy transfer, being dependent on the magnetic field
at the magnetopause, shows also a symmetric distribu-
tion during these times and clock angle directions (not
shown here).

2.4 Discussion and Conclusions

In this chapter we have briefly reviewed the tech-
niques and methods developed in order to investigate
the global energy circulation in the GUMICS-4 global
MHD simulation. Our focus has been in the magne-
topause energy transfer and we have not considered
the subsequent energy circulation after the energy has
entered the magnetosphere. Our results are in qualita-
tive agreement with two representative events observed
by the Cluster spacecraft. As similar results are also
reported in the recent literature (Rosenqvist et al.
2008), we conclude that the simulation characteriza-
tion of the magnetopause energy transfer process is at
least qualitatively correct.

The two presented events are chosen such that
the upstream driving parameters are otherwise sim-
ilar, but the sign of IMF y component is different.
Clearly there is a spatial variation of energy transfer
at the magnetopause as the observations show a mag-
nitude difference in the energy conversion estimate,
even though the location of crossing and the driving
parameters are essentially the same (except for the
IMF y). The magnitude of the energy conversion esti-
mate using the Cluster spacecraft seems lower than
suggested by GUMICS-4 in Fig. 2.2, but the general
picture from GUMICS-4 is in agreement with the inter-
pretation from the observations. In conclusion, IMF y
component controls the spatial energy transfer at the
magnetopause both in the simulations and in the two
events discussed here.

We also investigated a hysteresis effect (Palmroth
et al. 2006b), where energy transfer continues strong
after strong driving even though the driving starts to
become weaker. While the delays observed here are
larger than those in (Kabin et al. 2003), the length of
the hysteresis time delay depends also on the strength
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of the IMF and the solar wind parameters (Palmroth
et al. 2006b). Here we have particularly concentrated
on the properties of the magnetopause magnetic field,
which has a large influence on the energy transfer
as the Poynting flux focussing is dependent on the
(normal component of) the magnetic field at the mag-
netopause. We find that as the IMF rotates, the mag-
netopause magnetic field is not symmetric with respect
to due south IMF, but with respect to the cusp posi-
tion. The cusp position in the simulation has been
studied extensively (Palmroth et al. 2001), and the sim-
ulated position has been found to correspond to large
observational statistical data sets (Newell et al. 1989)
particularly during southward IMF.

The azimuthal energy transfer pattern is related to
the advection of open field lines from the dayside to the
nightside, as in the areas of advection the Poynting flux
focusses through the open magnetopause. The advec-
tion pattern, on the other hand, is related to the IMF
y component: The opening and the advection of the
field line start at the cusp area, and the subsequent
flows are directed towards the dawn or dusk termi-
nators through the polar cap depending on the sign
of the IMF y component (Cowley et al. 1991). These
flows continue towards the tail reconnection region
with the direction determined by the driving condi-
tions during which they were initiated. The cusp is
slow to respond to the driver as it is magnetically tied
to the highly conducting ionosphere, and the recon-
figuration of the flow pattern and the field-aligned
current system takes time (Vennerstrøm et al. 2002).
Furthermore, the different conditions in the dayside
plasma sheet influence the reconnection between the
IMF and the dayside terrestrial magnetic field (Cassak
and Shay 2007). This applies to our results as the
conditions in the dayside are different if the IMF
rotates from the north to the south (after the build-
up of the cold and dense plasma sheet) or from the
south to the north (during hot and tenuous plasma
sheet). Hence, it should not come as a surprise that
also the energy transfer at the magnetopause exhibits
a memory.

We conclude that previous driving conditions as
well as the state of the magnetosphere may influence
the processes at the magnetopause, and regulate the
energy input to the system. While the presented evi-
dence supporting the conclusion come from a global
MHD simulation, we note that the key features in the
simulation (the magnetopause position, the advective

flows, and the cusp position) are consistent with obser-
vations.
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3Long-Period ULF Waves Driven
by Periodic Solar Wind Disturbances

Shigeru Fujita, Takashi Tanaka, and Tetsuo Motoba

Abstract
The fundamental nature of ULF waves in the Pc5 range driven by periodic varia-
tion of solar-wind dynamic pressure is studied by using a global MHD simulation.
It is shown that a spectrum of the magnetospheric ULF wave induced from the peri-
odic variation has a harmonic structure due to nonlinear behavior of magnetospheric
response to the solar wind variation. Our simulation also reveals that magnetopause
motion is static for the periodic solar wind variation with a period of 10 min, which is
consistent with the THEMIS observation of the magnetopause. For a ULF wave with
a period of 10 min, the inertia current is significant in the magnetosphere when mag-
netospheric pressure is depressed under the northward IMF condition, whereas the
diamagnetic current is dominant when the pressure is enhanced under the southward
IMF condition.

3.1 Introduction

ULF waves in the Pc5 range play an important role
in acceleration of high-energy particles in the radi-
ation belt (Elkingston and Hudson 1999). Thus, the
Pc5 waves are recently investigated intensively based
on in-situ observations with satellites (Takahashi and
Ukhorskiy 2007).

Most of all Pc 5 pulsations are regarded to be gen-
erated through solar wind sources; one is a solar-wind
dynamic pressure variation (Takahashi and Ukhorskiy
2007) and another is the Kelvin–Helmholtz instability
in the magnetopause (Fujita et al. 1996). The former
mechanism invokes two kinds of the Pc5 pulsations;
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direct penetration of the solar wind variation into the
magnetosphere (Kepko and Spence 2003) and eigen-
mode oscillations in the magnetosphere excited by the
solar wind disturbance (Kivelson et al. 1984).

It should be noted here that the Pc5 pulsation at the
higher latitudes has prominent frequencies found by
Samson et al. (1992). These frequencies are called as
the magic frequencies (1.3–3 mHz) (Kivelson 2006).
Finding of the magic frequencies gave rise to a long
debate about their source mechanism. Harrold and
Samson (1992) assumed that the frequency belongs to
eigenfrequencies of an oscillation trapped in a waveg-
uide formed in the region between the Bow shock and a
turning point in the inner magnetosphere. On the other
hand, Kepko and Spence (2003) insisted that solar-
wind variations with the magic frequencies are directly
penetrated into the magnetosphere. Later Viall et al.
(2009) actually detected the solar-wind variations that
are consistent with magnetospheric variations with the
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magic frequencies. Recently, by using the THEMIS
satellites, Plaschke et al. (2009b) detected interesting
ULF waves whose frequencies are close to the magic
frequencies. From plasma data obtained by the satel-
lites, they concluded that these ULF waves are standing
Alfven waves on the magnetopause. Both the direct
penetration and the standing Alfven wave on the mag-
netopause are possible candidates of the source mech-
anisms for the ULF waves with the magic frequencies.
Bearing in mind that the standing Alfven is an evanes-
cent wave with decreasing amplitudes toward the inner
magnetosphere, the ULF waves associated with it tends
to be confined in the high-latitude region. Whereas,
if the ULF waves with the magic frequencies spread
in the deep magnetosphere, the direct penetration is a
favorable mechanism.

As stated above, direct penetration of the solar wind
disturbance is one of probable source mechanisms of
the ULF waves in the magnetosphere. In addition,
Takahashi and Ukhorskiy (2007) carried out the sta-
tistical analysis indicating that the Pc5 pulsations at
the geosynchronous altitudes are regarded to be driven
by the variation of the Chapman-Ferraro current in the
magnetopause. Therefore, it is meaningful to investi-
gate the fundamental nature of ULF waves driven by a
periodic variation of the solar-wind dynamic pressure.
We have now a powerful tool of a global MHD simu-
lation for investigation of magnetospheric global phe-
nomena such as long-period ULF waves. The simula-
tion technique has been applied already for study of the
Pc5 pulsations (Motoba et al. 2007). Although Motoba
et al. (2007) discussed mainly the field-aligned current
(FAC) generated by periodic compression of the day-
side magnetosphere due to the solar wind, fundamental
features of ULF waves driven by a periodic variation in
the solar-wind dynamic pressure are not investigated so
far. Thus, the target of the present chapter is to show the
fundamental nature of a ULF waves based on a global
MHD simulation.

3.2 Numerical Results

3.2.1 The Numerical Model

Let us first explain in brief the numerical model used in
this study. The model is a finite-volume TVD scheme
code developed by Tanaka (2002). This model has
the anisotropic conducting ionosphere as the inner
boundary. The outer boundary is a free boundary
where the solar wind is escaping from the model (the
downstream side) and continuously connected to the
uniform solar wind (the upstream side). A periodic
variation of the solar-wind dynamic pressure is given
at X = 20Re of the upstream side from the Earth.

In the present chapter, the variation of the solar-
wind dynamic pressure is given by the density varia-
tion. The solar-wind density (n in 1/cc) at X = 20Re of
the upstream side is given in the following form;

n(t) = 10x {1 + α sin(2π t/T0)} , (3.1)

where the intensity parameter α and the period, T0 as
well as the interplanetary magnetic field (IMF) Bz is
selected as listed in the Table 3.1. Note that IMFBy is
2.5 nT for all cases.

3.2.2 Waveforms of the Plasma Pressure
in the Magnetosphere

Figure 3.1 illustrates waveforms of pressure variations
at L = 9Re at noon in the magnetospheric equatorial
plane. From this figure, we notice that the waveform
becomes close to a simple sinusoidal form when the
period becomes shorter. On the other hand, for longer-
period variations, pressure changes rapidly when the
magnetosphere is compressed and slowly when the
magnetosphere is expanded. Thus, it is concluded that
the magnetosphere behaves as a nonlinear spring for a

Table 3.1 Solar wind parameters used for the simulation

Case# T0 (min) α Number density (n) IMFBz (nT)

#1 10 2/3 16.7/cc–3.3/cc +4.33

#2 10 1/2 15.0/cc–5.0/cc +4.33

#3 02 2/3 16.7/cc–3.3/cc +4.33

#4 20 2/3 16.7/cc–3.3/cc +4.33

#5 10 2/3 16.7/cc–3.3/cc –4.33
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Fig. 3.1 Waveforms of
pressure variations at L = 9Re
at noon in the magnetospheric
equatorial plane. (top-left) #1,
(top-right) #2, (bottom-left)
#3, and (bottom-right) #4. See
Table 3.1 for the solar wind
parameters used for the
simulation

periodic variation of the solar-wind dynamic pressure
if the period becomes longer.

It is noteworthy that the nonlinear character of the
magnetosphere invokes a spectral structure of the ULF
wave detected in the magnetosphere somewhat dif-
ferent from that of the original disturbance in the
solar wind. We show in Fig. 3.2 the FFT spectra of
the pressure variations. When a frequency is shorter
(bottom-left panel), there appears a clear spectral peak
at the frequency of the original solar-wind dynamic
pressure variation. On the other hand, for a longer
period variation shown in the bottom-right panel of
Fig. 3.2, there appear many higher harmonic spec-
tra. In addition, we notice, from two panels in the
top of Fig. 3.2, spectral amplitude of the higher har-
monic component becomes smaller when amplitude
of the solar-wind dynamic pressure variation becomes
smaller. It should be noted here that a higher har-
monic spectral structure is not regarded to be derived
from the eigenoscillation trapped in the magnetosphere
because the frequency is controlled by the frequency
of the solar wind variation. If an eigenoscillation in the
magnetosphere determines the frequency, there should
appear common frequencies among all cases shown in
Fig. 3.2.

Let us return to Fig. 3.1. We notice that a pressure
variation has smaller amplitude for a higher frequency
wave (bottom-left panel) and larger for a lower one

(bottom-right panel). Note that each wave has com-
mon amplitude at X = 20Re. Therefore, this feature
is mainly attributed to the fact that the magnetosheath
plays a role of a bumper to a periodic variation of
the solar-wind dynamic pressure. Namely, solar wind
disturbances with higher frequencies are almost atten-
uated in the magnetosheath and hardly penetrated into
the magnetosphere.

3.2.3 Force Balance in the Dayside
Magnetopause

Glassmeier et al. (2008) discussed that the magne-
topause variation with a time scale of about 10 min
observed by THEMIS holds static balance between the
solar-wind dynamic pressure and the magnetic pres-
sure in the magnetosphere. Their analysis is quite
unique, but it is not easy to conclude definitely only
from the observational data that the magnetopause
behaves in a static manner during periodic variation of
the magnetopause.

As for the numerical simulation, we can check
whether a periodic plasma disturbance is static nor not.
To investigate this feature, we should evaluate three
terms in the momentum equation shown in Eq. (3.2),

ρ du/dt = J × B-grad p, (3.2)
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Fig. 3.2 FFT spectra of pressure variations shown in Fig. 3.1. (top-left) #1, (top-right) #2, (bottom-left) #3, and (bottom-right) #4.
See Table 3.1 for the solar wind parameters used for the simulation

where u, J, and p are, respectively, a plasma flow vec-
tor, a current vector, and pressure. As Glassmeier et al.
(2008) analyzed the THEMIS data obtained near noon
in the magnetopause, we evaluate the x component of
three terms in Eq. (3.2) along the noon meridian in
the equatorial plane. The result is shown in Fig. 3.3 in
which solar wind parameters of the case #1 (Table 3.1)
are used. To identify position of the magnetopause, we
show time change of pressure profiles along the noon
meridian in the top-left panel. From this figure, we
notice that the Lorentz force term (J×B) is comparable
to the pressure gradient term when the magnetopause
shifts Earthward. At the same time, the acceleration
term is not so significant there. Therefore, the pres-
sure gradient is almost balanced with the Lorentz
force in the magnetopause region. Namely, the magne-
topause behavior is almost static; this result supports
the observation (Glassmeier et al. 2008). On the other
hand, the acceleration term becomes dominant over the
Lorentz force term in the Bow shock region. Note that,
as shown later, static behavior of the magnetopause
appears also for the southward IMF case (Fig. 3.4).

3.2.4 Nature of the Magnetospheric
Current

As a global MHD simulation presents numerical
results in the entire region of the magnetosphere, we
can also comprehend plasma behavior in the entire
magnetosphere. Here, we investigate which compo-
nent of the current is dominant in the magnetosphere,
the inertia current or the diamagnetic current. If the for-
mer is dominant, the plasma behavior essentially has
a wave-like character because the inertia force acts as
a restitution force against the Lorentz force. On the
other hand, when the current is mainly the diamagnetic
current, the magnetosphere structure is changing in a
quasi-stationary manner according to a variation of the
solar-wind dynamic pressure.

When we consider this problem, it is easily under-
stood that the inertia current becomes dominant when
a period of the solar-wind dynamic pressure variation
becomes shorter. In the present chapter, instead, we
investigate the current in two conditions where IMFBz
is negative and positive.
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Fig. 3.3 Temporal changes of profiles of four values along noon
meridian in the equatorial plane for the case #1. Earth is located
to the left of each panel. (top-left) pressure, (top-right) ρdux/dt,
(bottom-left) J×Bx, (bottom-right) gradxp. The color contour

scale for pressure is shown just below the top-left panel and that
for other three panels is common as shown in the bottom part of
the figure

Fig. 3.4 The current pattern and pressure contours in the equatorial plane (left) for the case #1 and (right) for the case #5. The red
and blue arrows indicate the inertia current and diamagnetic current, respectively
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Figure 3.4 shows current arrows and pressure con-
tours in the equatorial plane for the northward IMF
case (case #1 in Table 3.1) and for the southward
IMF case (case #5 in Table 3.1). In our simulation,
the plasma pressure is enhanced in the southward IMF
condition (maximum pressure at L = 9Re at noon of
the equatorial plane is about 3000 pPa) compared with
that for the northward IMF condition (maximum pres-
sure at L = 9Re at noon is about 400 pPa). From
the left panel of Fig. 3.4, in the northward IMF case,
it is evident that the inertia current (shown in red
arrows) becomes prominent in the dayside magneto-
sphere except for the magnetopause. The diamagnetic
current appears in the dayside magnetopause and in
the vicinity of the enhanced pressure in the dawn/dusk
regions. On the other hand, the diamagnetic current
becomes dominant for the southward IMF case. When
pressure is enhanced, a magnetic field line easily bends
against pressure force. Namely, the magnetosphere
becomes “soft”. Thus, the magnetosphere deforms eas-
ily to an external force and static balance between the
pressure gradient and the Lorentz force holds. On the
other hand, when the pressure is depressed, the magne-
tosphere becomes “hard”. In this case, an elastic wave
tends to be excited by periodic compression by the
solar wind.

3.3 Discussion and Summary

Let us consider the Alfven eigenmode of the magne-
topause (Plaschke et al. 2009b). (It should be noted
here that the global MHD simulation does not repro-
duce correctly the Alfven wave because the mesh
system does not refer to the magnetic field line. Thus,
the Alfven eigenmode is not detected in the simu-
lation.) The idea of the Alfven eigenmode conflicts
somewhat with the THEMIS observation (Glassmeier
et al. 2008) and the present simulation results because
the observation and the simulation insist that the mag-
netopause motion is static. Bearing in mind that both
the observation (Glassmeier et al. 2008) and the simu-
lation (Fig. 3.3) investigate plasma behavior at noon,
we should check plasma behavior near the magne-
topause at other local time. Then, we notice that
there appears the inertia current in the dawn/dusk
regions (Fig. 3.4). In particular, the inertia current
in the magnetopause is more evident in the north-
ward IMF condition. This result is consistent with the

statistical result (Plaschke et al. 2009a) that the Alfven
eigenmode appears mainly in the northward IMF con-
dition. Therefore, we conclude no conflict between
the Alfven eigenmode (Plaschke et al. 2009b) and the
static motion of the magnetopause (Glassmeier et al.
2008), if the eigenmode has spatial distribution of
the current along the magnetopause as shown in the
Fig. 3.4.

As a summary, fundamental nature of long-period
ULF waves driven by a periodic variation of the solar-
wind dynamic pressure is discussed. Based on a global
MHD simulation, we investigate waveforms of ULF
waves induced in the magnetosphere and behavior of
the plasmas which is hardly investigated from the satel-
lite observations. The main results are summarized as
follows;
1. The magnetosphere behaves as a nonlinear spring

against a solar-wind dynamic pressure variation.
Accordingly, the induced wave has a higher har-
monic spectral structure.

2. We confirm that the dayside magnetopause behaves
in a static manner for slowly varying solar-wind
dynamic pressure. This result supports the THEMIS
result (Glassmeier et al. 2008).

3. The magnetospheric current associated with long-
period ULF waves driven by a solar-wind dynamic
pressure variation is rather static when pressure
in the magnetosphere is enhanced in the south-
ward IMF case. When IMF is northward, the inertia
current becomes prominent for a 10-min period
variation.
The present chapter did not treat the ULF waves

driven by the Kelvin–Helmholtz instability in the
magnetopause. It is well-known that activity of Pc5
pulsations observed at high-latitude ground is highly
correlated with the solar wind speed (Mathie and
Mann 2001). On the other hand, local-time depen-
dence of the magnetospheric ULF waves (Takahashi
and Ukhorskiy 2007) is not consistent with hypothe-
sis that magnetospheric ULF waves are generated by
the Kelvin–Helmholtz instability in the magnetopause.
This topic should be considered elsewhere.
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4Magnetotail Dynamics: Survey
of Recent Progress

Joachim Birn

Abstract
This survey focuses on three topics of magnetotail dynamics which constitute the
vast majority of publications on tail dynamics in the period of this survey, from about
mid 2007 to mid 2009: (1) the formation and properties of thin current sheets, (2) the
timing of characteristic features around substorm onset, and (3) the properties of fast
plasma flows, commonly denoted “bursty bulk flows” (BBFs), and associated dipolar-
ization events. It is concluded that current sheet thinning from external deformation,
accompanied by a reduction of Bz provides a viable mechanism for the onset of cur-
rent sheet activity. After the first THEMIS results, the substorm onset timing remains
controversial. However, it can be concluded that the onset arc brightening cannot be
the consequence of dipolarization (current disruption) or reconnection and that there
is a strong connection between earthward flow bursts and dipolarization events.

4.1 Introduction

The Earth’s magnetic tail plays a crucial role in
the evolution and dynamics of the magnetosphere,
as the site of storage and release of excess energy,
and in feeding and instigating inner magnetospheric,
ionospheric, and atmospheric phenomena. This sur-
vey focuses on three topics of magnetotail dynam-
ics which constitute the vast majority of publica-
tions on tail dynamics in the review period from mid
2007 to mid 2009: (1) the formation and proper-
ties of thin current sheets, (2) the timing of charac-
teristic features around substorm onset, and (3) the
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properties of fast plasma flows, which occur typically
in short bursts of 1–10 min duration and are commonly
denoted “bursty bulk flows” (BBFs) (Baumjohann
et al. 1990; Angelopoulos et al. 1992). They are cov-
ered in Sections 4.2, 4.3, and 4.4. Topics (1) and
(3) can be understood as being related to condi-
tions that lead to substorm onset and consequences of
substorm onset, respectively. However, the formation
and presence of thin current sheets as well as those
of BBFs are not necessarily tied to the occurrence,
or particular phases, of substorms (Angelopoulos
et al. 1994).

The review period of this survey covers the first
major results of the THEMIS mission (Angelopoulos
2008). This mission consists of five satellites with
planned line-ups in the tail, combined with extensive
ground observations. It is devoted particularly to topic
(2), and specifically, the relative timing of ground auro-
ral onset, near tail “current disruption” in the region of
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8–10RE, and the onset of magnetic reconnection fur-
ther tailward. It seems therefore appropriate to devote
one section to this topic.

In addition, the observational results are based heav-
ily on the Cluster mission (Escoubet et al. 2001),
which consists of four satellites in a tetrahedron con-
figuration, devoted particularly to separate spatial and
temporal variations and to provide spatial gradients,
such as current density from the curl of the mag-
netic field, which is essential for topic (1), and the
characteristics of flow patterns, topic (3).

4.2 Thin Current Sheets

The formation, breakup, and activity of thin current
sheets are essential elements of the dynamics of the
magnetotail. Here we understand as “thin” current
sheets those that have a thickness of the order of a typ-
ical ion scale (ion gyro radius or ion inertia length) or
less. Thin current sheets may occur in various forms,
most commonly as single compressed sheets, as sin-
gle thin sheets embedded in a wider current sheet, or
as double sheets at the edges of a wider sheet. The
latter are commonly referred to as “bifurcated cur-
rent sheets.” Even more complicated forms are also
possible.

Figure 4.1, modified from Figs. 4 and 5 of
Baumjohann et al. (2007), illustrates three Cluster
encounters with single thin current sheets with quite
different characteristics. The current sheet encounters
are visible primarily by large differences between the
x components of the magnetic field between the satel-
lites (top panels), here particularly between Cluster 3
(green lines) and the other three spacecraft, which are
located approximately in a plane, above (i.e. north of)
Cluster 3. This indicates that the current sheet thick-
ness is comparable to, or smaller than, the maximum
separation of the satellites in the north-south (z) direc-
tion, which is of the order of 2000 km for these events.
The first encounter occurred on Sept. 9, 2001 from
∼ 21:00 to ∼ 21:15 UT (left panel) at x ≈−19RE. It
is very calm without any significant wave activity. The
current sheet half-thickness, estimated from the mag-
netic field differences and the satellite separation, was
H ≈ 2000 km ≈ 2ρ i, where ρi is the ion gyroradius,
comparable to the ion inertia length. A slightly thin-
ner current sheet (H ≈ 1000−2000 km ≈ 1−2ρi), was
crossed about 30 min later. It is found to be active, with
fast earthward ion flow bursts (300–600 km/s), possi-
bly from a reconnection site tailward of Cluster, and
simultaneous large amplitude fluctuations (δB/B ∼ 1).

A second event, from ∼ 09:40 to ∼ 09:50 UT on
Oct. 1, 2001 (right-hand panels) at x ≈ −16RE, shows

Fig. 4.1 Cluster data of thin current sheet encounters, modified
after Figs. 8 and 9 of Baumjohann et al. (2007): (a, b, c) spin
resolution data from GSM components of the magnetic field, (d)
DS2 component of the electric field, (e, f) GSM X,Y components
of the proton bulk velocity, (g) current density determined from

the magnetic field. For the particle and field plots, profiles for
Cluster 1, 2, 3, 4 are plotted with black, red, green, and blue
lines, respectively. Black and red lines in the current density plots
correspond to X and Y components, respectively
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a much more active current sheet crossing than the
first one. Large amplitude waves indicate flapping of
the current sheet identified as an azimuthally propagat-
ing wave. A reversal in the proton flow velocity, from
approximately –1000 to +1000 km/s, and the associ-
ated change in the sign of Bz suggest tail-ward motion
of an X-line with respect to the spacecraft. In addition,
rapid variations of fields and flows were interpreted
as filamentary field-aligned current structures moving
eastward at 200 km/s.

After this brief overview we discuss results on
the formation and structure of thin current sheets in
Section 4.2.1. Stability properties are discussed in
Section 4.2.2 and activity modes in Section 4.2.3, with
particular emphasis on the flapping.

4.2.1 Formation and Structure

The most plausible scenario for the formation of
embedded and bifurcated thin current sheets is a com-
pression of the magnetotail, for instance, from the
addition of magnetic flux to the tail lobes during the
substorm growth phase. As demonstrated by Birn and
Schindler (2002) and Birn et al. (2009), adiabatic
deformation of the tail under conservation of mass
and entropy on closed magnetic flux tubes may lead
to a critical state, such that neighboring equilibrium
solutions cease to exist if the boundary deformation
exceeds a certain threshold. The critical state is char-
acterized by the formation of a thin intense current
sheet embedded in the wider plasma/current sheet, as
illustrated by Fig. 4.2.

Fig. 4.2 Formation of a thin embedded current sheet (color)
resulting from nonuniform adiabatic magnetotail deformation
near a critical limit of deformation. As a consequence of the 2D
structure, the thin current sheet bifurcates toward the Earth (to
the left). After Birn et al. (2009)

In two-dimensional (or three-dimensional) tail con-
figurations the embedded current sheet bifurcates into
two sheets further earthward (to the left). Similar thin-
ning and current intensification may also result from
plasma convection from the inner tail to the dayside
(Otto and Hall; IAGA symposium 2009), which is
another expected consequence of dayside reconnection
driving the substorm growth phase.

These results were obtained by MHD simula-
tions and theory, assuming isotropic plasma pres-
sure. However, the small scale of thin current sheets
implies that kinetic effects, anisotropies or nongy-
rotropies should become relevant when the current
sheet thickness becomes smaller than ion kinetic
lengths. Using one-dimensional particle-in-cell (PIC)
simulations, Schindler and Hesse (2008) demonstrated
that bifurcated current structures resulted from slow
compression even in the absence of 2D effects. Similar
results were obtained by 2D PIC simulations of the
compression of an initially 1D current sheet (Lapenta
and King 2007).

To incorporate the kinetic effects, several quasi-
equilibrium models of thin current sheets have been
developed that include anisotropic or nongyrotropic
distribution functions and/or multiple (e.g., trapped
and nontrapped) ion populations (Zelenyi et al. 2000;
Schindler 2002; Sitnov et al. 2003; Steinhauer et al.
2008). These properties have proven useful, or even
necessary, in making better comparisons with observed
particle distributions (Artemyev et al. 2008; Cai
et al. 2008; Israelevich and Ershkovich 2008; Zhou
et al. 2009), although no clear favorite has emerged.
Detailed analyses primarily from Cluster observations
further confirmed that the current in sufficiently thin
embedded or bifurcated current sheets is carried by
electrons (Baumjohann et al. 2007; Israelevich et al.
2008) (as measured in the satellite frame, which is
essentially equivalent to a frame in which the electric
field vanishes outside of the current sheet).

4.2.2 Stability

As discussed in Section 4.2.1 in the context of Fig. 4.1,
sufficiently thin current sheets may become subject to
a variety of unstable modes. Current sheet instabilities
and waves are of interest as a means to directly initiate
reconnection via a tearing mode (Schindler 1974), as
a way to lead into current disruption (Lui et al. 1990),
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and as source mechanism for auroral arc brightening
(see also Section 4.3). In this section we first focus
on waves detected in observations prior to the dipolar-
ization in the current disruption region around 10 RE

distance. Then we present theoretical results, focusing
on tearing and ballooning/interchange instabilities.

4.2.2.1 Observations
Wave identifications around dipolarization events in
the near tail were done primarily by wavelet analy-
ses of magnetic fluctuations. They typically revealed
waves with low frequencies of ∼0.1–0.01 Hz below

the ion cyclotron frequency. This is illustrated by
Fig. 4.3, taken from Saito et al. (2008b). The earli-
est wave signal is shown primarily in Bx at ∼ 04:01
UT with a frequency of ∼ 0.01–0.02 Hz. This wave
was interpreted by Saito et al. (2008b) as a balloon-
ing mode. Similar results were found in four of six
dipolarization events studied, which were character-
ized by large plasma beta. Ballooning modes prior
to dipolarization were also identified by Saito et al.
(2008a), Liu et al. (2008) and Liu and Liang (2009).
In addition, Saito et al. (2008a) identified slow and
fast magnetosonic modes preceding dipolarization by

Fig. 4.3 Wavelet scalograms
and the corresponding
time-series data of the
magnetic field on 14 August
1996 obtained by Geotail near
x = −10RE. The white line
indicates the ion cyclotron
frequency. The filled circles at
the bottom indicate onset of
the ballooning mode,
dipolarization onset at Geotail
(GT), and auroral breakup
(AB), determined by UV
images from Polar. After Saito
et al. (2008b)
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3 and 1.5 min, respectively. In contrast to balloon-
ing modes, which have wave vectors perpendicular
to the magnetic field, these waves propagated par-
allel to the field, earthward (slow mode) and tail-
ward (fast mode). Lui et al. (2008c) and Yoon et al.
(2009) also used wavelet analysis to investigate waves
associated with a dipolarization event. They identi-
fied waves at the onset of dipolarization as Alfvén
ion cyclotron waves (propagating perpendicular to the
field rather than parallel propagating electromagnetic
ion cyclotron waves). They also found an inverse
cascade to lower frequency for the Bz component
in this event.

4.2.2.2 Theory: Ballooning and Interchange
Here we focus on recent results on ideal balloon-
ing modes. Important results on 2D equilibria with
By = 0 are summarized in Schindler (2007): For typ-
ical magnetotail configurations without neutral lines,
the general MHD stability problem can be reduced
to the problem of stability with respect to the bal-
looning mode alone. The ballooning criterion can
be related to the well-known entropy criterion for
interchange modes. That criterion predicts stability
(instability) for tailward increase (decrease) of entropy
S = ln(pV

Y
), where V denotes the flux tube volume

per unit magnetic flux, V = ds/B, integrated along
field lines. Realistic magnetotail equilibria appro-
priate for quiet or average conditions were found
to be stable.

This result also puts constraints on the development
of ballooning instability from initially stable tail con-
figurations. If the tail is deformed adiabatically (i.e.,
isentropically), the entropy on closed flux tubes is con-
served and stability properties are not altered, even if
a local embedded current sheet is formed (Fig. 4.2)
(Schindler 2007; Birn et al. 2009).

However, these results were based on 2D equilib-
ria with By = 0. The full analysis of 3D equilibria
has not been done. Xing and Wolf (2007) derived
a criterion for interchange instability in low-beta 3D
configurations with shear flow. This criterion requires
α > π/2, where α is the angle between ∇ S and ∇ V. For
typical 2D tail configurations, V increases downtail,
while p decreases. This criterion thus becomes equiva-
lent to the 2D criterion discussed by Schindler (2007).
A destabilization of an initially stable configuration
hence requires either significant interchange motions
(which appears trivial) or nonadiabatic processes,

Such processes are discussed in Section 4.4 as pro-
cesses leading to the formation of underpopulated flux
tubes, which are likely related to BBFs. A change in
interchange stability may also result from a change
in ionospheric boundary conditions (Miura 2007,
2009).

4.2.2.3 Theory: Tearing
An obvious way of initiating reconnection in the mag-
netotail is via a tearing instability (Coppi et al. 1966;
Schindler 1974; Galeev and Zelenyi 1976). A major
theoretical concern about the onset of tearing in the
magnetotail is the fact that the mode is stabilized in
current sheets with relatively modest normal magnetic
field component Bz (Pellat et al. 1991). The result
that adiabatic deformation of the tail may lead to
configurations with an embedded thin current sheet
(Section 4.2.1), where locally both Bz and the current
sheet thickness are reduced, alleviates this concern.
However, a stability analysis of such 2D configurations
has not been performed yet. Recent stability analy-
ses (Matsui and Daughton 2008; Haijima et al. 2008)
still considered only 1D initial current sheets, even if a
normal magnetic field component is included (Zelenyi
et al. 2008).

Zelenyi et al. (2008) performed stability analysis,
based on an energy principle, of a 1D current sheet
model with finite Bz (Zelenyi et al. 2004), which
requires pressure anisotropy, and concluded that an
unstable regime with Bz ≈ 0.1 (in units of the recon-
necting magnetic field) exists. Using both standard
analytic techniques and a formally exact treatment
involving a numerical evaluation of full orbit inte-
grals, Matsui and Daughton (2008) concluded that one-
dimensional bifurcated thin current sheets are more
stable to tearing than single-peaked sheets, however,
development of electron anisotropy Te⊥ > Tel would
be destabilizing. Haijima et al. (2008), using 2D PIC
simulations, confirmed the enhancement of the linear
growth rate but found no effect on the nonlinear phase
nor on the onset threshold.

4.2.3 Active Modes: Flapping

As illustrated in Fig. 4.1, activity in thin current sheets
may consist of a variety of modes. Of these modes,
the so-called flapping motions (Fig. 4.1b) have drawn
particular attention. Figure 4.4a, b, taken from Malova
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Fig. 4.4 (a) Schematic of waves associated with current
sheet flapping; after Malova et al. (2007). In this view the
waves are caused by asymmetries between the two tail lobes.
However, other potential source mechanisms include flow bursts

(Gabrielse et al. 2008) and (b) MHD instability, illustrating
(top) a stable, (bottom) an unstable situation; after Erkaev et al.
(2009a, b)

et al. (2001) and Erkaev et al. (2009b), illustrate the
wave perturbations associated with flapping. They con-
sist of an up and down shift of flux tubes, or portions of
flux tubes, as indicated in Fig. 4.4b, rather than a bend-
ing of the current sheet (Petrukovich et al. 2008; Shen
et al. 2008). They have long periods (∼ 1 min up to
several min), large amplitudes (1–3RE), and propagate
typically from the center of the tail toward the flanks
(Sergeev et al. 2006; Gabrielse et al. 2008; Runov
et al. 2009a) with wave speeds of a few tens of km/s.
The inferred wavelengths in the cross-tail direction are
also a few RE. THEMIS observations (Runov et al.
2009a) confirmed that the flapping waves are coher-
ent over long distances in x, larger than the maximum
separation of the THEMIS satellites of 7RE in this
event.

The source mechanism is not quite clear yet.
Statistical analyses (Sergeev et al. 2006) have shown
that flapping events have similar occurrence statistics
as bursty bulk flows, although a one-to-one relation-
ship could not be established. Gabrielse et al. (2008)
established such a relationship for a particular event,
although in other events no such relationship was
found (Runov et al. 2009a). The fact that they may
occur both before and after substorm onset (Takada
et al. 2008) indicates that there is no direct causal rela-
tionship one way or the other. Malova et al. (2007)
(Fig. 4.4a) suggest that the oscillations are caused by
asymmetric loading of the two tail lobes. The role
of MHD stability was investigated by Erkaev et al.

(2009a, b, c). They concluded that MHD instability
could result from local compression, when the gradient
of Bz along the tail axis would become locally reversed,
as illustrated in Fig. 4.4b. Such a configuration might
be associated with the formation of a plasmoid but
could also arise even prior to the onset of reconnection
(see Fig. 4.2).

4.2.4 Conclusions

Strong thinning may occur as a nonlinear consequence
of external forcing, as expected for the substorm
growth phase, but is not restricted to growth phase.
It is possibly further supported by extraction to the
frontside supplying plasma to the dayside reconnec-
tion site. The relation between external deformations
and local strong thinning supports the possibility of an
external trigger but the exact relation remains unclear.

Thinning below ion inertia length, combined with
Bz reduction, can ignite many modes almost simulta-
neously: tearing, etc.; ballooning does not require ion
scales but may become destabilized through entropy
diffusion when ions become decoupled from the field.
There is no strong evidence for one mode driving
another.

It is not clear whether flapping is an unstable mode
or a stable wave activated by a strong perturbation,
such as fast localized flow.
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4.3 Onset Timing

This section is devoted particularly to the first results
of the THEMIS mission on the timing of signatures
surrounding substorm onset. The major goal of this
mission is solving a controversy between two substorm
onset paradigms depicted in Fig. 4.5, combined from
two figures of Angelopoulos (2008). In the “Current
Disruption Model” (Lui et al. 1990) (Fig. 4.5a) sub-
storm onset is assumed as being initiated by a current-
driven instability in the tail region of about 8–10RE,
causing a current reduction or disruption in this tail
region with a diversion of current (“substorm cur-
rent wedge”, McPherron et al. 1973) to the Earth
and through the ionosphere, associated with auroral
breakup and intensification. A tail portion and indica-
tion of the current wedge is the “dipolarization” of the
magnetic field. This means a returning from a stretched
to a more dipole-like configuration, typically associ-
ated with an increase of Bz and a reduction of |Bx|.
This dipolarization is often accompanied by magnetic
fluctuations. In this paradigm, magnetic reconnection
is considered a consequence of the current disrup-
tion, presumably initiated by a tailward propagating
rarefaction wave.

In contrast, in the “Near-Earth Neutral Line Model”
(Baker et al. 1996) (Fig. 4.5b) a substorm is initiated
by the onset of reconnection in the tail, generating
earthward plasma flow. The braking of this flow causes
magnetic flux pileup, i.e. dipolarization (Hesse and
Birn 1991), and the diversion or shear of the flow
causes twist or shear of the magnetic field and thereby
generates the field-aligned currents of the substorm
current wedge (Birn and Hesse 1991; Keiling et al.

2009). The sequence depicted in (Fig. 4.5b) again
assumes that aurora breakup is the consequence of cur-
rent disruption and distortion in the tail. Considering
the relation between the events in the tail, the two sce-
narios are often distinguished as “inside-out” versus
“outside-in.”

Rather than discussing individual events or papers,
we here provide a summary of the observations.
The conclusions from the early THEMIS observations
(and a few other cases) are controversial. Whereas
Angelopoulos et al. (2008, 2009), Gabrielse et al.
(2008), Liu et al. (2008), Sergeev et al. (2008) and,
to some extent, Mende et al. (2009) conclude consis-
tency with the outside-in model, Liang et al. (2008),
Donovan et al. (2009), Lui et al. (2008a, b), Rae et al.
(2009a, b), Henderson (2009) infer consistency with
the inside-out model. One might argue that the authors
investigated different events, which may have had dif-
ferent signatures. However, other differences are more
striking.

Conclusions from Liang et al. (2008), Rae et al.
(2009a, b), Henderson (2009) are based entirely on
ground observations, which consistently indicate auro-
ral arc brightening as the earliest onset signature,
followed by signatures at higher latitude. One must
be careful, however, in interpreting poleward motion
on the ground with tailward motion in the tail. For
instance, when reconnection in the near tail proceeds
from the central plasma sheet toward lobe field lines,
the separatrix surface connected to the X-line would
propagate poleward even when the X-line remains
stagnant. This is a plausible interpretation for the pole-
ward expansion of the auroral bulge, and perhaps for
energetic particle injection signatures, which are also

Fig. 4.5 Time sequence of events in two contrasting paradigms of substorm onset, (a) the current disruption model, (b) the near-
Earth neutral line model. After Figs. 4 and 5 of Angelopoulos (2008)
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found to propagate poleward (Spanswick et al. 2009).
However, a magnetic connection between the early
arc brightening and the reconnection site has not been
established, and appears to be inconsistent with both
the timing and the field line mapping. Ground observa-
tion also show that the onset arc commonly exhibits
azimuthal structures (Liang et al. 2008; Rae et al.
(2009a, b); Henderson 2009), which are most com-
monly interpreted as signatures of ballooning modes. It
is not clear, however, whether these modes indicate the
source mechanism of the arc or just provide additional
structure.

Tail observations in Lui et al. (2008b) and Donovan
et al. (2009) were made inside of r ≈ 10RE, where
earlier observations already indicated tailward (and
longitudinal) expansion of dipolarization signatures. In
contrast, observations by Sergeev et al. (2008), made
at a similar location, led to a different conclusion. We
will return to a possible interpretation of this feature in
Section 4.4.

That leaves Angelopoulos et al. (2008, 2009),
Gabrielse et al. (2008), Liu et al. (2008), Mende
et al. (2009) and Lui et al. (2008a) with observa-
tions in the tail beyond ∼ 15RE. The majority of these
papers inferred consistency with the outside-in model.
However, this result is also somewhat controversial
(Lui 2009), mainly because the signatures taken as
onset of reconnection are more subtle than, say, the
onset of fast flow. This is related to the fact that,
near substorm onset, typically the outermost THEMIS
satellite(s) were located not in the central plasma
sheet but closer to the boundary or even outside. The
reconnection onset features considered include onset
of energetic particle streams away from the inferred
reconnection site and onset of magnetic flux transport
toward the neutral sheet. Mende et al. (2009) infer an
onset location of 11–17RE distance, but do not identify
this with the onset of reconnection.

Overall, the tail observations appear not consistent
with the onset arc brightening being the consequence
of current disruption (dipolarization) in the inner tail,
as suggested by both, Fig. 4.5a, b. The arc brightening
typically precedes the dipolarization, whether caused
by current instability or flow braking. Furthermore,
even though Angelopoulos et al. (2008), Gabrielse
et al. (2008), Liu et al. (2008) infer reconnection
onset times earlier than the onset arc brightening, the
time difference appears too short for wave interaction
between the reconnection site and the onset arc. Hence

it is more likely that auroral breakup is the conse-
quence of prior tail activity, such as waves generated
in a thinning current sheet, kinetic properties of a thin-
ning current sheet itself, or increased flow shear in the
source region of the Harang discontinuity (Zou et al.
2009), which is presumably associated with the inner
edge of the electron plasma sheet. Alternatively, or
additionally, the breakup is related to instability onset
in the auroral acceleration region under more gradually
varying tail conditions.

If one accepts the signals identified as onset of
reconnection in the tail, then dipolarization and the
formation of the substorm current wedge may indeed
be the consequence of reconnection as postulated in
the outside-in model. This is supported by the fact
that many of the dipolarization events observed in the
near tail are associated with fast earthward flow (see
also Section 4.4). However, this conclusion is still
controversial because of the frequent occurrence of
multiple activations, unknown relation to ground sig-
natures, and the fact that the distant THEMIS satellites
typically are outside of the central plasma sheet at
substorm onset.

4.4 Bursty Bulk Flows
and Dipolarization

In Section 4.3 we already discussed dipolarization in
the near magnetotail as a signature associated with
substorm onset. This signature is frequently, but not
always, accompanied by earthward convective flows or
BBFs. In this section we further review results on flow
bursts (BBFs) and dipolarization.

4.4.1 Observations

Several papers demonstrated characteristic temporal
and spatial differences between both, flows and dipo-
larization events, in the near tail at, say, 8–10RE, and
further out. On the basis of two years of Geotail
statistics, Shue et al. (2008) found that fast earthward
convective flows (i.e. flows with a significant velocity
component perpendicular to the magnetic field) can be
classified into two classes. Class I, typically observed
near x = –10RE, was characterized by high auroral
power rates and significant global auroral substorm
development. Class II flows, found at x < −15RE,
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Fig. 4.6 Schematic
representation of virtual
spacecraft observations
separated in x (fast flow
direction) describing the two
different types of
dipolarization. After
Nakamura et al. (2009)

were typically associated with low auroral power rates
and moderate auroral features such as poleward bound-
ary intensifications (PBIs) and pseudobreakups. Some
of the earthward fast flows in this class, however,
were able to propagate farther earthward and provide
a favorable condition for substorm onset, leading to
an auroral bulge development on the nightside. Zhang
et al. (2009) found a minimum of occurrence frequency
of earthward convective flow bursts near x = −11.5RE

and suggested two different source mechanisms for
earthward bursts inside and outside of that location.

Nakamura et al. (2009), using Cluster observations,
found that dipolarization events tend to consist of two
types or two phases, illustrated in Fig. 4.6: (1) an
earthward moving dipolarization pulse, accompanied
by rapid earthward flux transport, followed by current
sheet disturbances with a decrease in Bz and enhanced
local current density, and (2) subsequent increase in
Bz toward a more stable level. The latter is more
prominent closer to Earth and evolves tailward. A nice
example of an earthward propagating dipolarization
pulse or front observed by all five THEMIS satellites
is shown in Fig. 4.7, modified from Fig. 1 of Runov
et al. (2009b). In this event the dipolarization front
was observed near the rise of fast earthward flow at
all satellites.

Earthward moving fast flow bursts or BBFs are
commonly interpreted as “bubbles,” that is, magnetic
flux tubes or ropes of reduced entropy content in com-
parison to the surrounding field (Pontius and Wolf
1990; Chen and Wolf 1993). The relationship between
BBFs and dipolarization fronts is illustrated in Fig. 4.8,
taken from Walsh et al. (2009). Magnetic flux in front
of the bubble (gray) is piled up (yellow region) causing
an increase in Bz. As the bubble moves earthward this

Fig. 4.7 Earthward propagating dipolarization front: (a)
THEMIS SC positions in the x, z plane with the T96-model
magnetic field (Tsyganenko 1995); (b) time series of Bz (GSM)
at all five probes (P1–P5). Modified after Runov et al. (2009b)

front moves with it. Eventually the earthward flow is
stopped and a different type of pile-up takes place with
a tailward expansion, as illustrated in Fig. 4.6. Vorticity
on the outside of the fast earthward flow may cause
magnetic field shear or twist, creating a field-aligned
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Fig. 4.8 Equatorial cut of the morphology of a plasma bubble;
after Walsh et al. (2009). The region of flux and plasma pileup
in front of the bubble is in yellow, the bubble itself is gray, the
stagnant and tailward flowing wakes lighter and darker blues,
respectively, and the field-aligned current regions green. Flow
velocity is marked by the red arrows

current system similar to the substorm current wedge
(Birn et al. 2004) (green), and may lead to large vy

near the front of the bubble as well as tailward flows
on the outside (Dmitrieva 2008; Sharma et al. 2008;
Walsh et al. 2009). In addition, tailward and azimuthal
flow may also result from a rebound of the earthward
flow (Ohtani et al. 2009). Flow characteristics during
different phases of substorms do not differ strongly,
although the flows tend to be slower, carrying more
tenuous plasma, during the recovery phase (Ma et al.
2009).

Earthward moving dipolarization pulses are often
preceded by a brief dip in Bz, sometimes even turning
negative (Ohtani et al. 2004; Sharma et al. 2008; Sitnov
et al. 2009). Such dips are shown, for instance, by P1
and P4 in Fig. 4.7. The mechanism for creating these
dips is not clear. Negative Bz could possibly be created
by small islands earthward of the X-line (Schindler
1974) or a bulge in the field ejected earthward from the
X-line (Sergeev et al. 1992). Earthward moving flux
ropes (with south-north structure of Bz) have indeed
been found in several investigations (Hasegawa et al.
2007; Zhang et al. 2007; Walsh et al. 2007; Juusola
et al. 2008), indicative of multiple X-line reconnection
often with strong core fields in the y direction.

4.4.2 Source Mechanism

The most commonly considered mechanism for the
generation of a depleted flux tube or bubble is mag-
netic reconnection in the tail, as illustrated by Fig. 4.9,
after Forsyth et al. (2008). The reduction of the flux
tube content simply results from the severance of a
plasmoid (Birn et al. 2009; Wing and Johnson 2009).
Further reduction, however, might occur when lobe
field lines with lower plasma content and pressure
reconnect. Such uneven filling might also occur at
a distant reconnection site (Zesta et al. 2006). As

Fig. 4.9 A series of diagrams
depicting the generation of a
BBF by open field line
reconnection as inferred from
Cluster observations; modified
after Forsyth et al. (2008). The
colors represent different ion
densities, and the three-dot
symbol indicates the location
of the Cluster satellites for the
event investigated. Panels
(a–c) correspond to panels
(e–g) of the original figure.
They illustrate the earthward
collapse of an underpopulated
flux tube or BBF (yellow)
together with the tailward
retreat of a plasmoid
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Fig. 4.10 Schematic illustrating creation of an underpopulated
flux tube or BBF from field line slippage. After Wolf et al. (2009)

pointed out by Wolf et al. (2009), a slippage of
field lines, resulting from a local breakdown of the
frozen-in approximation of ideal MHD, would also
result in a bubble of reduced plasma and entropy con-
tent. This is illustrated in Fig. 4.10 taken from Wolf
et al. (2009).

MHD simulations have confirmed that the reduction
of the entropy content is a crucial element in permitting
the earthward motion of a bubble, and the amount of
depletion determines how close to Earth a bubble can
penetrate (Chen and Wolf 1999; Birn et al. 2009; Wolf
et al. 2009). In addition, the entropy reduction also
affects the stability (Section 4.2.2): A wider bubble
might break up into parts from ballooning instability
(Birn et al. 2009), which affects cross-tail structure and
possibly also the fate of bubbles.

In a mechanism akin to the substorm current wedge
(Birn and Hesse 1991; Keiling et al. 2009), flow shear
or vorticity on the outside of the bubble also cre-
ates a shear or twist of the magnetic field associated
with field-aligned currents (green areas in Fig. 4.8).
In a quasi-steady picture the same kind of current sys-
tem can be inferred from current continuity combined
with a reduction of cross-tail current inside the bub-
ble (Chen and Wolf 1993; Wolf et al. 2009). These
currents, which have the same direction as those asso-
ciated with the substorm current wedge, provide the

connection with the ionosphere and are presumably the
source of auroral streamers or PBIs (Birn et al. 2004,
2009; Sharma et al. 2008; Wolf et al. 2009).

4.4.3 Conclusions

Cluster and THEMIS observations have demonstrated
a close association between earthward flow bursts and
dipolarization events, apparently characterized by two
stages:

Further out they consist of earthward moving
“dipolarization fronts” driven by earthward flow. The
increase of Bz may be understood as a “snow plow”
effect at the front of these flows.

A different kind of magnetic flux “pile-up” occurs
in the braking region near 10RE. In contrast to the
earthward propagating fronts farther out, this dipolar-
ization is more permanent and may expand tailward.
This braking may also involve rebounce with tailward
and azimuthal flows.

In the interpretation given above the two types are
different stages of the same kind of event. In contrast,
in the current disruption paradigm, the second kind of
event may be considered as a different type, resulting
from local current-driven instability, rather than flow
braking.

Bubbles of BBFs are associated with a diversion of
currents similar to the sub-storm current wedge, pro-
viding a connection to the ionosphere via field-aligned
currents, presumably causing PBIs or auroral stream-
ers. The generation mechanisms can be understood, in
time dependent view, as a twisting of magnetic flux
tubes by velocity shear on the outside of a bubble. In
a quasi-steady picture the same kind of current system
can be attributed to current continuity combined with a
reduction of cross-tail current inside the bubble.

4.5 Summary and Conclusions

In this review we have discussed three topics which
are crucial elements of magnetotail activity: the forma-
tion and stability of thin current sheets, the timing of
events at substorm onset, and the properties of bursty
bulk flows and dipolarization events. Based on a sur-
vey of two years of publications (complemented by
some earlier results), we have come to the following
conclusions.



60 J. Birn

4.5.1 Formation and Stability of Thin
Current Sheets

Forced current sheet thinning is a plausible mecha-
nism for the onset of current sheet activity. Thinning
from compression is possibly accompanied by plasma
extraction to the dayside, providing inflow to dayside
reconnection. A close relation to external perturbations
has been shown but the viability of triggering by a
sudden northward turning of the IMF has not been
demonstrated.

The reduction of Bz, which accompanies the
increase of jy and the reduction of current sheet thick-
ness, eases the onset of tearing instability and recon-
nection. However, several other instabilities can be
ignited nearly simultaneously. There is no clear evi-
dence for one driving another. Ballooning instability
can, in principle, be initiated before ion scales are
approached. However, changing ballooning stability
by adiabatic processes appears difficult.

4.5.2 Substorm Onset Timing

The timing of the onset of reconnection in relation
to dipolarization and initial auroral arc brightening
is still a matter of debate. Main reasons are the fre-
quent occurrence of multiple activations and the fact
that the signatures taken as indicating initial reconnec-
tion onset are more subtle than commonly expected.
However, several other conclusions can be drawn from
the THEMIS studies:

Initial auroral breakup cannot be the consequence of
dipolarization (current disruption) and the formation of
the substorm current wedge in the near tail. The timing
of events also makes it unlikely that the arc brightening
is related to the onset of reconnection. One therefore
has to look for tail features preceding reconnection and
dipolarization.

Possible tail mechanisms related to the arc brighten-
ing include prior wave activity and/or other properties
associated with the formation of a thin current sheet
in the late substorm growth phase, particularly, the
generation of potential differences across field lines
and the increase of field-aligned currents. Since these
features apparently do not exhibit sudden onsets in
the tail, the rapid brightening may be more closely
related to a sudden increase of dissipation in the auroral

acceleration region associated with the build-up of the
parallel electric field.

4.5.3 BBFs and Dipolarization

New observations have established a strong rela-
tionship between earthward flows and dipolarization
signals with a characteristic spatial and temporal
change from earthward propagation further tailward to
rebounce and tailward expansion in the stopping region
closer to Earth. This supports the view that reconnec-
tion in the tail causes earthward flows, dipolarization,
and the substorm current wedge, but not the opposite.

Many earthward flow bursts do not penetrate close
enough to Earth to cause substorm features, but they
generate pseudo breakups and PBIs. Apparently, the
penetration depends on the amount of depletion of
bubbles. In the reconnection scenario this depends on
whether reconnection proceeds to the lobes, which
should result in stronger depletion. But it is unclear
what governs how far reconnection proceeds.
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5Physical Processes for Magnetospheric
Substorm Expansion Onsets

Anthony T.Y. Lui

Abstract
A major challenge in magnetospheric research is to identify the physical processes
for magnetospheric substorm expansion onsets. Recent abundance of observations
from Geotail, Cluster, and Themis missions has added impetus to substorm research.
Observations that are linked to substorm expansion onsets are discussed. Topics
encompassed in this review are (1) the external conditions in the solar wind for sub-
storm onset, (2) observations prior to onset, (3) observations immediately after onset,
(4) time history approach, and (5) system-wide approach that can reveal general char-
acteristics of the physical processes for onset. The implications for the substorm onset
processes are discussed based on these observations.

5.1 Introduction

Plasmas in the near-earth space environment exhibit
a rich variety of phenomena that challenge our abil-
ity to comprehend the underlying physical processes.
The space plasma phenomena that arguably attract
the most attention in the space plasma community
are those associated with magnetospheric substorm
expansion onset. The substorm concept was intro-
duced through observations compiled from a network
of ground-based all-sky-cameras to construct the evo-
lution of a global auroral pattern in the polar region
during this episodic disturbance (Akasofu 1964). This
concept was developed with the guidance of the late
Sydney Chapman and the term ‘substorm’ is meant to

A.T.Y. Lui (�)
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e-mail: tony.lui@jhuapl.edu

imply that it is an elementary building block for a geo-
magnetic storm that causes worldwide depression of
the geomagnetic field on the ground. Shortly after the
inception of this concept, disturbances throughout the
ionosphere and the magnetosphere were recognized to
be manifestation of a substorm in the near-earth space
(Akasofu 1968). Since then, identifying the physical
processes responsible for a substorm expansion onset
becomes arguably the ‘holy grail’ of magnetospheric
physics and remains to be one of the most controversial
issues in magnetospheric research.

A brief review of substorm expansion onset phe-
nomena is in order for better understanding of the topic
and appreciation on how some controversies arise.
There is a general consensus that the episodic sub-
storm cycle consists of three phases, namely, growth,
expansion, and recovery (Akasofu 1964; McPherron
1970). The growth phase pertains to the period in
which energy is accumulated gradually in the magne-
tosphere. Research on the physical processes for sub-
storm onset is implicitly on the onset of the expansion
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phase that exhibits a sudden release of energy in the
magnetosphere. Hereafter, substorm onset refers to the
substorm expansion onset unless specified otherwise.

The classical identification of substorm onset is
based on auroral observations. The schematic diagram
describing the development of auroral morphology in
a polar view is shown in Fig. 5.1. Typically seen
before substorm onset are quiet auroral arcs oriented
more or less parallel to the magnetic latitudes. These

Fig. 5.1 Development of global auroral morphology during the
three phases of substorm, namely, the growth phase when the
auroral oval expands equatorward, followed by the expansion
phase consisting of initial brightening of an auroral arc (a to b),
poleward and local time expansion of auroral activity (c to d),
and finally the recovery phase when auroral activity subsides and
retreats equatorward (e to f)

arcs move generally equatorward during the substorm
growth phase. At substorm onset, an auroral arc typ-
ically in the pre-midnight local time sector brightens
suddenly and begins to break up into irregular patches.
This is described as an initial auroral breakup for the
ensuing substorm expansion. The disturbance subse-
quently expands poleward as well as to other local time
sectors. Note that there may be a certain time delay,
as long as ∼ 5 min, between the initial brightening
onset and the start of poleward motion of the auro-
ral disturbance. The expansion of auroral activity, i.e.,
expansion phase, may last for ∼ 0.5 h before it begins
to subside during the recovery phase. The durations of
these phases are for guidance only and can vary con-
siderably. For highly active periods such as magnetic
storms, substorms may occur so frequently that they
overlap in time, leading to a more complex temporal
development of the global auroral pattern.

Some key substorm phenomena, which will be
addressed in more detail in later sections, are illustrated
in Fig. 5.2.

Besides the auroral activity described earlier, the
H-component at high-latitude ground magnetic sta-
tions show large negative excursions while those at
mid-latitude and equatorial stations show small pos-
itive excursions (Fig. 5.2b). Micropulsations with
periods in the 40–150 s range, called Pi2, are
often observed in these magnetograms. Shorter period
micropulsations (1–40 s) have also been observed.
In the near-tail region (Fig. 5.2c) and at the geosyn-
chronous altitude (Fig. 5.2d), the magnetic field config-
uration being tail-like prior to substorm onset relaxes
abruptly to a dipolar-like configuration. This field
relaxation is often accompanied by large magnetic
fluctuations suggestive of a turbulent state due to dis-
ruption of the cross-tail current (current disruption).
Earthward injection of energetic particles and thicken-
ing of the plasma sheet are seen after substorm onset.
Transient fast plasma flows along with impulsive and
highly fluctuating electric and magnetic fields occur in
the mid-tail region around this time (Fig. 5.2e). Further
down in the tail, the magnetic field shows a northward
then southward swing, often accompanied by tail-
ward plasma flows (Fig. 5.2f). These features are often
interpreted as signatures of a plasmoid in which mag-
netic field lines form closed loops entrapping energetic
particles within.

In this review, the external solar wind condition
for substorm onsets is examined first in Section 5.2.
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Fig. 5.2 A diagram to
illustrate several key substorm
phenomena. The substorm
onset time is indicated in each
panel by the vertical dashed
line. The micropulsation is
indicated by the �H trace in
(b). The increased fluxes of
energetic particles at the
geosynchronous altitude and
in the near-tail region are
indicated by the J traces in (c)
and (d). Plasma sheet thinning
in the mid-tail is often seen by
drops in number density (N)
and temperature (T). Plasma
flow (Vx) may occasionally be
tailward before dropout and
become earthward at plasma
sheet recovery. Signatures
attributed to plasmoids in (f)
are a transient increase in the
total magnetic field magnitude
(BT), a north-then-south
swing of the BZ component,
and tailward plasma flow
(Lui et al. 2000)

This research topic is important in order to distinguish
whether a substorm is an externally driven event or an
internal one. Some key substorm phenomena prior to
substorm onset are discussed in Section 5.3 to provide
clues for the conditions under which the substorm pro-
cesses can be initiated. The plural form of ‘process’
is adopted to indicate that different substorm process
may occur under different external solar wind con-
dition and past history of magnetospheric activity. It
also conveys the plausibility that multiple physical pro-
cesses may be tightly coupled to produce a substorm.
Section 5.4 deals with key substorm phenomena imme-
diately after substorm onset so that the consequences
of the onset processes can be identified. Section 5.5
reviews some efforts using time history of disturbances
to evaluate substorm processes. Section 5.6 discusses a
system-wide approach to extract general characteris-
tics of substorm processes. The phenomena discussed
in Sections 5.3–5.6 thus provide valuable insights and
observational constraints to identify the relevant phys-
ical processes. Section 5.7 provides an assessment of

potential onset processes based on observations dis-
cussed in previous sections, followed by concluding
remarks in Section 5.8.

5.2 External Conditions

The energy accumulation in the growth phase is related
to the coupling between the solar wind and the magne-
tosphere with a dominant role played by the southward
component of the interplanetary magnetic field (IMF)
(Fairfield and Cahill 1966; Burton et al. 1975; Perreault
and Akasofu 1978; Newell et al. 2008). As a result,
magnetic field in the near-earth magnetotail changes
from a dipolar-like to a tail-like configuration. This
reconfiguration can be visualized as dayside mag-
netic reconnection transporting magnetic flux to the
tail (Coroniti and Kennel 1972) or as strengthening of
the IMF connection with the Earth’s magnetic field to
power an enhanced cross-tail current (Atkinson 1967;
Siscoe and Cummings 1969; Alfvén 1977; Lui 1991).
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5.2.1 Northward Turning of IMF
as a Substorm Trigger

Since the north-south component of IMF (IMF BZ)
plays a major role in the growth phase, its variation
around the onset time may give a clue on the necessary

Fig. 5.3 Superposed epoch analysis of AE and IMF BZ. AE was
sampled at 2.5 min and IMF BZ was sampled at 3 min. Data
plotted are 5-point averages normalized to the maximum values
(Foster et al. 1971)

condition for the external condition. Indeed, it was
pointed out by Rostoker (1983) that northward turning
of IMF seems to be a common feature in several sta-
tistical studies of external condition for onset (Foster
et al. 1971; Caan et al. 1977; Blanchard et al. 2000)
even though the earlier studies (Foster et al. 1971; Caan
et al. 1977) did not recognize or emphasize this finding.

Figure 5.3 shows a superposed epoch analysis relat-
ing the auroral electrojet index AE to the IMF BZ for 54
isolated large substorms (Foster et al. 1971). The onset
time is marked by To and the reference time to To is
given in units of hour. Northward turning of IMF coin-
cided well with To. The AE development preceding
To was interpreted as the convection enhancement dur-
ing the growth phase that typically lasts for ∼1 h. The
association exemplified in Fig. 5.3 was regarded as evi-
dence for northward turning of IMF to be an external
trigger for substorm onset and led to the development
of a substorm model built on the thesis that most, if not
all, substorms are caused by convection reduction as a
result of northward turning of IMF (Lyons et al. 2003).

Recently, statistical association between substorm
onset and IMF variations is examined with the min-
imum substorm model (Freeman and Morley 2004,
2009; Morley and Freeman 2007). Figure 5.4 shows
one test from this work. In this test, a set of times
{ti} is selected randomly from real IMF data for which
the IMF BZ is below some threshold: BZ(ti) ≤ 0.7 nT.
These times are not required to show a coincident rapid

Fig. 5.4 (a) Superposed epoch analysis of IMF BZ selected with
a biased upper limit. The mean and medium are shown in solid
and dashed lines. The upper and lower quartiles are shown in
dotted lines. (b) Comparison of this superposed epoch analysis

(heavy solid line) with the observed data set related to substorm
onsets (dashed line and diamonds). Also shown is a subset of
events (given in light solid line) equal to the number of events in
the observed data set (Freeman and Morley 2009)
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northward IMF turning and most of them are found not
to correspond to substorm onsets. The threshold is cho-
sen to match the average value in an earlier statistical
study that showed the association of substorm onset
with northward IMF turning. The statistical time pro-
file of IMF BZ is shown in Fig. 5.4a. This trend is
then compared with the observed trend of IMF BZ in
Fig. 5.4b that was reported to be associated with sub-
storm onsets. The near identity of these two trends
indicates that northward turning may be a result of
biased selection of times when the IMF BZ is below
a given threshold.

In addition, different interpretations of the result in
Fig. 5.3 have been suggested. When the association
was re-examined (Hsu and McPherron 2002) based on
an automatic technique that used the numerical cri-
teria put forth in Lyons et al. (1997), it was found
that only about half of all substorms were associ-
ated with a northward IMF turning trigger. In other
words, northward IMF turning is not necessary for sub-
storm onset. Consistent with this deduction is that there
are substorms without any indication of an external
trigger (Horwitz 1985; Henderson et al. 1996). This
result can rule out substorm models that rely on north-
ward turning as the only substorm trigger (Lyons et al.
1997; Russell 2000) but not substorm models that have
other external solar wind conditions besides north-
ward IMF turning for association with substorm onsets
(e.g., Lui 2001).

5.2.2 Interplanetary Shock as a Substorm
Trigger

Another possible external trigger for substorms is an
interplanetary shock that gives rise to a sudden storm
commencement (SSC) or a sudden impulse (Schieldge
and Siscoe 1970; Kawasaki et al. 1971; Burch 1972).
At the early stage of substorm research, negative bays
in high-latitude magnetic stations were used to identify
the occurrence of substorms. It was shown that both
the amplitude of SSC and the direction of the IMF
are important in determining whether or not a nega-
tive bay will be triggered (Burch 1972). This result is
given in Fig. 5.5, which shows that (1) no negative
bays were triggered by an SSC with amplitude < 10
nT, (2) all SSC with amplitude > 10 nT preceded by
at least a half-hour of southward IMF averaging > 1 nT
triggered negative bays simultaneously, and (3) no neg-
ative bays were triggered by SSC with amplitude >10
nT when they were not preceded by either a half-hour
of southward IMF averaging >1 nT or an averaged IMF
magnitude > 9 nT.

However, negative bays could be caused by
enhanced convection also. This issue was examined
with the global auroral observations from Polar UVI
(Liou et al. 2003). From a study of 43 interplane-
tary shock events, it was found that while ∼52% of
the shocks produced high-latitude negative bays and
enhanced auroral luminosities, only 4 events (∼9%)

Fig. 5.5 The IMF BZ averaged over six 5.46-min samples ver-
sus the amplitude of 36 SSCs. Squares and triangles indicate
SSC producing simultaneous high-latitude negative bays; circles

indicate SSC that did not trigger negative bays. Different sym-
bols are used to denote different strength of the total IMF B field.
Note that 1γ = 1 nT (Burch 1972)
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Fig. 5.6 (a) Solar wind parameters (dynamic pressure Pd, IMF
BY and BZ) and geomagnetic indices (AU/AL, SymH). The
arrival of the interplanetary shock is indicated by the vertical

line (b) A sequence of auroral images from Polar UVI showing
no substorm development after arrival of an interplanetary shock
(Liou et al. 2003)

showed development of a substorm within the subse-
quent 20-min window.

One case of no substorm development after arrival
of an interplanetary shock is shown in Fig. 5.6. The
interplanetary parameters are given on the left of the
figure, showing the arrival of an interplanetary shock
at ∼1640 UT on January 31, 1998. The sequence of
global auroral images from Polar UVI is given on the
right. For the subsequent ∼28 min after shock arrival,
there was no auroral pattern that suggests the occur-
rence of a substorm even though there was a small
coincident perturbation of the AL index as seen on the
left of the figure.

Interestingly, although an increase in the solar
wind dynamic pressure rarely triggers a substorm, its
decrease has a higher probability for association with
substorm occurrence (3 out of 13 events within a 20-
min window) than pressure increase (4 out of 43 events
within a 20-min window) (Liou 2007). This associ-
ation was interpreted as the effect of a solar wind
discontinuity when the magnetosphere is in a meta-
stable state, rendering it susceptible to small agitations
to achieve its relaxation to a more stable state through
a substorm.

5.2.3 Overall Assessment

While there is no doubt that energy of the magneto-
spheric system comes from the solar wind interaction
with the Earth’s magnetosphere, it is doubtful that an
external trigger in the solar wind is necessary for sub-
storm occurrence. At the very least, previous studies
indicate that substorms may occasionally be initiated
by an internal instability. Note that the perception of
an internal instability as the substorm onset process is
not inconsistent with observations of some substorms
being initiated by an external agent. In such situations,
the environment at the onset region may be near the
threshold of the instability onset and an external agent
adds a small perturbation for the instability to go off.

5.3 Activity Prior to Onset

The changes during the substorm growth phase pro-
vide important clues not only on the location where
the substorm onset processes occur but also on
the environment under which the physical processes
responsible for the sudden energy release in substorm
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onsets may be activated. In this section, several key
observational features that occur just prior to local
onset of substorm activity are discussed.

Although the classical substorm onset timing is
based on auroral observations, the rare availability of
such observations, especially on a global scale, has led
many researchers to substitute this onset indicator with
other ones. Unfortunately, this practice is the root of
many controversies (Meng and Liou 2004).

Figure 5.7 illustrates the timing accuracy of sub-
storm onset time based on other substorm onset indi-
cators. Among them, the auroral kilometric radiation
(AKR) onset is probably the closest one to the auroral
breakup onset. Most of the delays in other indicators
are due to the propagation time required for a localized
substorm disturbance to reach the observing site. The
first ‘fast flow’ line in Fig. 5.7 is based on plasmoid
identification by Ieda et al. (2001). The second ‘fast
flow’ line in Fig. 5.7 is based on Nakamura et al. (2001)
who have shown that fast plasma flows, which are often
regarded as evidence of magnetic reconnection, are not
always associated with substorm onset but can be asso-
ciated with localized auroral brightenings. In addition,

Fig. 5.7 Various substorm onset indicators are compared with
the classical onset signature of auroral breakup determined by
global auroral imaging from Polar UVI (Meng and Liou 2004)

Liou et al. (2000) showed that ∼30% of large, iso-
lated Pi2 onset are not associated with substorm onset,
which can account for some events (30–40%) with
fast flows preceding the Pi2 onsets. Therefore, cau-
tion is needed to judge substorm onset timing based
on indicators other than auroral breakup.

5.3.1 Magnetic Field Reconfiguration

One of the most dramatic changes in the magneto-
sphere during the substorm growth phase is the night-
side region where the magnetic field configuration
transitions from a dipolar-like to a tail-like geome-
try (Walker et al. 1976; Sauvaud and Winckler 1980).
The transition region, referred to as the nightside cusp,
has been inferred as the substorm onset location in
the magnetotail based on the examination of the onset
location in relation to the low-altitude magnetospheric
plasma boundaries. It was found to be adjacent to
the trapping boundary of the energetic electrons (E >
40 keV) (Lui and Burrows 1978) and slightly pole-
ward of the proton aurora intensity peak (Donovan
et al. 2008). Its location in the magnetotail is estimated
to be typically at the downtail distance of 6–12 RE

(1 RE (Earth’s radius) = 6378 km), with the closer
location to the Earth for a highly stressed state of the
magnetosphere. Note that in the inner magnetotail, the
equatorial plane is not necessarily the location where
the magnetic field has the minimum strength, leading
to a splitting of the cross-tail current into two latitude
locations away from the equatorial plane. The cross-
tail current in this feature has been referred to as the
cut-ring current (Antonova et al. 2009a).

At the geosynchronous altitude, the magnetic field
reconfiguration during the substorm growth phase is
often seen and has been modeled by Kaufmann (1987).
Figure 5.8 shows how the magnetic field at a geosyn-
chronous satellite (marked by a cross in each panel)
can be affected by different locations of a cross-tail
current sheet with a fixed width along the tail axis (2
RE) and a fixed magnitude (300 mA/m). This simple
model indicates that the magnetic field at the geosyn-
chronous altitude can become tail-like only when the
cross-tail current is intensified nearby (panels b and
c) and not further downtail (panel a) or much closer
in where the local magnetic field is so strong that
it is not affected much by the enhanced cross-tail
current (panel d).
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Fig. 5.8 Magnetic field
configuration for four
different locations of an
enhanced cross-tail current
(Kaufmann 1987)

5.3.2 Plasma Sheet Thinning and Poynting
Flux Consideration

Stretching of the magnetic field in the inner magne-
totail is often accompanied by a plasma dropout in
satellite observations, interpreted as thinning of the
plasma sheet (Sauvaud and Winckler 1980). This thin-
ning is related to the enhancement of Poynting flux
during the growth phase (Papadopoulos et al. 1993;
Machida et al. 2009). It was shown from a simple
magnetic field model that the magnetosphere acts as
a lens for MHD waves, focusing the incident energy
from the solar wind in the form of Poynting flux to the
near-earth magnetotail in the downtail distance range
of 8–16 RE (Papadopoulos et al. 1993).

This novel idea is later confirmed from a novel
superposed epoch analysis of Geotail data (Machida
et al. 2009). In that study, substorm onsets are deter-
mined by auroral breakups observed in global auroral
images from Polar or IMAGE spacecraft. A total of
234 events located in the region −9 > X (RE) > −31
and −3 < Y (RE) < 8 in GSM coordinates are dis-
tributed evenly into columns of 2 RE width. The
vertical axis Z is sorted by the plasma beta (using BX

for the magnetic field in calculating plasma beta), with

decreasing plasma beta away from the Z = 0 plane.
The temporal developments on the change in the total
pressure �Pt and the Poynting flux Fpoyz in two dif-
ferent regions within the constructed grid are shown in
Fig. 5.9. The time t = 0 corresponds to substorm onset
time. Region I is defined by 13 > X (RE) > −17 and
0 < Z < 2, i.e., the high latitude plasma sheet in the
inner magnetotail. Region IV is defined by –13 > X

Fig. 5.9 The temporal development of the total pressure (�Pt)
in the central plasma sheet just outside the inner magnetosphere
and the Poynting flux (Fpoyz) in the high latitude plasma sheet
in the inner magnetotail (Machida et al. 2009)
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(RE) > –17 and 0 < Z < 2, i.e., the central plasma sheet
just outside the inner magnetotail. The result shows
that the Poynting flux propagates toward the central
plasma sheet at least 10 min before substorm onset.
The decrease in the total pressure in the central plasma
sheet starting at ∼5 min before substorm onset, a sig-
nature of rarefaction wave, will be discussed further in
Section 5.4.3.

5.3.3 Ion Temperature Drop

New features of the near-earth plasma sheet have been
revealed by observations from the THEMIS (Time

History of Events and Macroscale Interactions during
Substorms) mission (Angelopoulos 2008). From a sta-
tistical study of a special class of near-earth (7–11
RE downtail) events in which current disruption (CD)
was not preceded by fast earthward plasma flows and
was detected near the plasma sheet boundary, it was
found that a significant ion temperature drop generally
occurred in a few minutes before local CD onset based
on 15 substorm events and 20 measurement sequences
(Liang et al. 2009).

One such example is given in Fig. 5.10, showing the
magnetic field in VDH coordinates, plasma flow com-
ponents, ion density, and ion temperatures. The gray
lines in the flow panels denote convective flows. The

Fig. 5.10 Plasma measurements in the inner magnetosphere for the March 15, 2008 substorm event to show a significant ion
temperature drop just prior to CD onset (Liang et al. 2009)
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black and gray lines in the temperature panel denote
perpendicular and parallel temperatures, respectively.
The observations were taken from THEMIS E on
March 15, 2008 at the downtail distance of ∼9 RE. The
local CD onset is indicated by the vertical dotted line.
It can be seen that there was no significant plasma flow
prior to local CD onset. On the other hand, substantial
ion temperature drop can be discerned for ∼2–3 min
prior to the local CD onset.

5.3.4 Neutral-Sheet-Pointing Electric Field

For the same event of Fig. 5.10, a
neutral-sheet-pointing electric field concurrent
with significant ion temperature drop occurred as well
(Liang et al. 2009). Figure 5.11 shows electric field
measurements determined in three different ways.
The electric field in DSL (Despun Sun L-vectorZ)
coordinates is given in Fig. 5.11a–c. In this event,
the DSL-Y is about 30◦ from the GSM-Y direction

Fig. 5.11 Electric field measurements in the inner magnetosphere for the March 15, 2008 substorm event to show the occurrence
of quasi-electrostatic field pointing towards the neutral sheet prior to CD onset (Liang et al. 2009)
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and tilted north. In Fig. 5.11a–f, black lines are from
raw measurements with an adjusted level (12 mV/m
is applied to EDSLz as an ad hoc correction of the
instrumental offset). The green line shows −ui × B (ui

is the plasma bulk flow and B is the vector magnetic
field). In Fig. 5.11c–f, the red line shows the E
components calculated based on E · B = 0 (E is the
electric field vector). Again, the local CD onset is
indicated by the vertical dotted line. It can be seen that
all three estimates of the electric field show a similar
variation pattern, i.e., high oscillations with negative
bias starting generally from ∼2 min before CD onset.
The EZ component was in general negative, i.e.,
pointing towards the neutral sheet since the satellite
was above the neutral sheet. Again, note that this event
and the other events studied by Liang et al. (2009) are
cases when the satellites were near the plasma sheet
boundary at CD onset.

The recent result of ion temperature drop with
neutral-sheet-pointing quasi-electrostatic field in the
high-latitude plasma sheet prior to substorm onsets
leads to the development of a new current sheet model
invoking two separate populations – one hot plasma

forming the thin current sheet and one cold plasma
governed largely by MHD processes (Liu et al. 2010).

5.3.5 Dimming of Auroral Arcs

Dimming of auroral arcs is often seen before substorm
onset (Pellinen and Heikkila 1978; Kauristie et al.
1997). This phenomenon was examined with Hβ emis-
sion from the Gillam meridian-scanning photometer
(MSP) for 50 events (Liu et al. 2007), as shown in the
keogram form for each event in Fig. 5.12. The time axis
starts with 45 min prior to and ends 30 min after the
auroral onset. Timing accuracy is ∼2 min in this study.
The general trend of auroral luminosity moving equa-
torward before the development of an auroral bulge at
substorm onset is well demonstrated in each event. The
event encircled by the dashed curve was examined in
Liu et al. (2007) with high-latitude and mid-latitude
magnetograms to show simultaneous Pi2 onsets.

Figure 5.13 gives the superposed epoch analysis
on the temporal developments of the proton aurora
brightness (top panel) and the optical b2i boundary

Fig. 5.12 Montage of keograms in H-beta emissions from
Gillam station for 50 events used to examine the auroral bright-
ness around substorm onset. The event enclosed by a dashed

circle was examined further with ground-based magnetograms
in Liu et al. (2007)
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Fig. 5.13 Superposed epoch analysis of the occurrence probabilities (increasing with darker color) of auroral intensity and b2i
location relative to substorm onset time (Liu et al. 2007)

(bottom panel). The optical b2i is the optical projection
of the earthward limit of strong pitch angle scattering
in the central plasma sheet, corresponding to the ion
isotropy boundary (IB) (Donovan et al. 2003; Mende
et al. 2003). The average values of these two param-
eters are shown by the red dotted curves. The general
trend of the proton aurora intensity shows a system-
atic decrease ∼15–20 min before onset. The latitude
of the optical b2i also decreases systematically prior to
onset and increases rapidly after. Since b2i and IB cor-
relate with magnetic field stretching that reduces the
solid angle of the loss cone, the auroral dimming as
well as the equatorward movement of auroral arcs seen
prior to substorm onsets may be explained naturally,
which is confirmed with a quantitative estimate of the
precipitating proton flux (Liu et al. 2007).

5.3.6 Auroral Activity Poleward of Breakup
Arc

Since the auroral breakup typically occurs at the
most equatorward arc (Akasofu 1968), it is of great

interest to investigate whether the breakup activity is
caused by disturbances poleward of the breakup arc
that move equatorward. Several Geotail events in the
mid-tail region that mapped close to the meridian of
ground-based all-sky TV cameras observing the auro-
ral breakups were examined (Yahnin et al. 2000). In
spite of occasional high-speed (400–600 km/s) earth-
ward plasma flows seen in the mid-tail by Geotail,
timing analysis showed that there was no causal rela-
tionship between fast plasma flow in the mid-tail
region and auroral breakup. Furthermore, there was
no indication of any auroral precursor poleward of
the breakup arc even with special methods to process
TV camera data to detect weak aurora. Such negative
result was later confirmed by similar TV observations
(Antonova et al. 2009b).

However, recent reports seem to suggest the
contrary, i.e., there are typically north-south auro-
ral arcs moving equatorward to approach the vicinity
of the breakup arc location before substorm onset
(Nishimura et al. 2010; Lyons et al. 2010).

Figure 5.14 shows an example on February 29, 2008
in which the substorm onset, identified by breakup of
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Fig. 5.14 A sequence of combined all-sky-camera images of aurora from the THEMIS GBO showing the progression of PBI to
form a north-south auroral arc to approach the growth phase auroral arc before substorm onset (Nishimura et al. 2010)

an auroral arc, occurred when the poleward bound-
ary intensification (PBI) approached the location of
the auroral breakup arc. These observations were made
from the network of ground-based all-sky-cameras
(ASCs) set up for the THEMIS mission. For this event,
the BPI appeared ∼6 min before onset (Fig. 5.14b).
The north-south auroral arc (NSA), which was linked
to the PBI, developed and started to travel equator-
ward to the growth phase auroral arc (Fig. 5.14c–f).
The substorm onset started when the NSA approached

the growth phase arc (Fig. 5.14g). It is claimed that
this precursory activity occurred in 84% for all 209
events studied and 96% for events when there was
good coverage from all-sky-imagers in the THEMIS
ground-based observatory (GBO).

Figure 5.15 shows the statistics on some time
delays, i.e., time difference between (a) PBI appear-
ance and substorm onset, (b) PBI appearance and NSA
reaching equatorward portion of the auroral oval, and
(c) NSA arrival at the equatorward portion of the
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Fig. 5.15 Time evolution of pre-onset auroral forms: time dif-
ference between (a) PBI and substorm onset, (b) PBI appearance
and north-south arc reaching the equatorward portion of the
auroral oval, and (c) pre-onset arc reaching the equatorward por-
tion of the auroral oval and substorm onset (Nishimura et al.
2010)

auroral oval and substorm onset. The median values
of these time delays are relatively short, from ∼1.9 to
∼5.5 min.

The magnetic local time difference between
PBI/NSA and substorm onset is also small, from 0.2
to 0.6 h as shown in Fig. 5.16. It is suggested that the
NSA brings in new plasma to the inner magnetotail,
setting up condition favorable for an unspecified near-
earth instability (Nishimura et al. 2010; Lyons et al.
2010).

Fig. 5.16 MLT evolution of pre-onset auroral forms: MLT dif-
ference between (a) PBI and onset, (b) PBI and NS arc reaching
the equatorward portion of the auroral oval, and (c) pre-onset arc
approaching onset location (Nishimura et al. 2010)

5.3.7 Azimuthal Auroral Forms and Waves

An extensive study of auroral morphology around sub-
storm onset from Viking satellite found that 26 out of
37 substorm onsets showed azimuthal auroral forms
(AAF) along the arc system prior to its poleward
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Fig. 5.17 Auroral images from Viking on October 3, 1986 to show the occurrence of azimuthal auroral forms at ∼2023 UT
(Elphinstone et al. 1995)

expansion (Elphinstone et al. 1995). An example is
shown in Fig. 5.17 for the October 3, 1986 event. The
AAF developed at ∼202250 UT and substorm onset
occurred at ∼203145 UT, i.e., ∼9 min later.

From the 26 events studied, the observed wave-
length is in the range of ∼130–580 km, with a mean of
∼310 km. The AAF can span over a wide local time of
∼8 h and generally propagates eastward in the morn-
ing sector. However, the onset itself is localized to ∼1 h
local time.

Several later studies confirmed this pre-onset fea-
ture (Friedrich et al. 2001; Donovan et al. 2006a, b,
2008; Liang et al. 2008; Henderson 2009; Rae et al.
2009). For example, it was found from THEMIS all-
sky-camera (ASC) network that (a) the longitudinal
pattern is wave-like with a wave number of ∼100–300,
and (b) the subsequent breakup spreads rapidly to 1 h
local time within 10 s of substorm onset (Liang et al.
2008).

In the premidnight sector, the longitudinal pattern
on a growth phase arc propagates with a wave velocity
of 2–10 km/s and has a time period of 40–110 s dur-
ing 10–20 min before auroral breakup (Uritsky et al.

2009). An example of the longitudinally propagating
arc wave is shown in Fig. 5.18 by the slant patterns
in the ewogram and auroral intensity at different mag-
netic longitudes (Fig. 5.18b–d) for the event on March
3, 2008. An ewogram is similar to a keogram except
that the vertical axis is magnetic longitude instead of
magnetic latitude for a keogram.

Intense waves at low frequencies (much below the
ion gyrofrequency) have been observed prior to sub-
storm onsets near the magnetic equator in the near-
earth magnetotail (Cheng and Lui 1998; Saito et al.
2008a). Figure 5.19 shows the perturbed magnetic
field measured by the Charge Composition Explorer
(CCE) satellite around CD onset marked by the vertical
dashed line. CCE was at ∼9 RE in the magneto-
tail near the midnight meridian. The low frequency
magnetic perturbations were extracted by successive
smoothing of the raw data with normalized binomial
coefficients as used in Lui and Najmi (1997). They are
then converted into components in the ambient mag-
netic field coordinate system. The components δBφ and
δB|| point eastward and along the mean magnetic field,
respectively. The component δBL forms the right-hand
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Fig. 5.18 (a) Sample images
of the pre-onset aurora
observed on March 3, 2008.
Ionospheric footprints of
THEMIS P2 and P4 are
shown with stars and crosses,
respectively; (b) raw ewogram
representing time evolution of
the northern arc seen in (a);
(c) detrended ewogram
exhibiting
westward-propagating
periodic fronts of auroral
intensity; (d) stack plot of
time-varying auroral intensity
at different magnetic
longitudes; (e) wave signal
extracted using the surfing
average technique; the insert
shows the dynamic range
(Uritsky et al. 2009)

orthogonal coordinate. The wave started ∼1.5 min
prior to CD onset.

Quasi-electrostatic waves have also been observed
a few minutes before local CD onset (Liu et al. 2008).
Its generation is suggested to arise from a kinetic bal-
looning instability interacting with the local current
sheet. The interaction pattern was observed to be con-
stant across the downtail distance between 10 and 20
RE for the reported events. It is proposed that the
quasi-electrostatic field may modify the local stability
condition to induce local CD.

Low frequency waves have also been found at other
locations in the magnetotail. Six Geotail events in

which continuous observations of the inner magneto-
tail (−8 > X (RE) > −12) near the equator around CD
onset have been examined by Saito et al. (2008a). The
wave mode was identified with the technique devel-
oped in Saito et al. (2008b). The fluctuation in the
x-component of the magnetic field δB⊥x was compared
with the fluctuation in the ion velocity perpendicular to
the magnetic field δv⊥. According to the linear MHD
theory, for the wave to have almost zero frequency in
the plasma rest frame, δB⊥x fluctuates with very small
δv⊥.

Figure 5.20 shows four events (a, c, e, and f) sat-
isfying the condition for almost zero-frequency wave
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Fig. 5.19 Magnetic perturbations in the inner magnetotail
observed by CCE at ∼9 RE in the midnight sector around CD
onset time (Cheng and Lui 1998)

that occurred prior to local CD onset (from –4 to
–1 min before). This result lends support to an ear-
lier report from WIND observation of low frequency
waves driven by earthward pressure gradient being
enhanced before substorm onset and reduced after
onset, developments expected from the ballooning
instability activity at substorm onset (Chen et al. 2003).

5.4 Activity After Onset

The expansion onset manifests in an explosive man-
ner and is the most intriguing as well as challenging
phase of a substorm to understand. The observational
features at this phase are as valuable as those prior to
onset in providing insights into the physical processes
responsible for the sudden energy release.

5.4.1 Magnetic Field Dipolarization
and Current Disruption

The magnetic field reconfiguration in the near-earth
magnetotail prior to substorm onset discussed in

Section 5.3.1 is reversed abruptly at substorm onset
with significant magnetic fluctuation and increase in
the BZ component. This change indicates the mag-
netic field becoming more dipolar-like, a phenomenon
known as dipolarization. The field fluctuation is a
typical signature of CD. An example of CD and dipo-
larization is shown in Fig. 5.21 (Takahashi et al. 1987).
The observing satellite is CCE located at ∼9 RE in
the midnight sector during the event. The onset of CD
preceded the ground onset of Pi2 at the Kakioka sta-
tion, located at the same MLT as CCE, by ∼1 min.
This short time delay is expected to be the travel
time delay from the near-earth magnetotail to the
ionosphere.

The near-earth CD and dipolarization is associated
with substorm injection found at the geosynchronous
altitude (McIlwain 1974; Sauvaud and Winckler 1980;
Lui et al. 1988), implying that it progresses earthward,
as indicated by substorm injection signatures in space
and on the ground (Spanswick et al. 2009). In addition,
CD is also found to develop at progressively further
downtail distances. This tailward development of sub-
storm disturbance was inferred from multi-satellite
observations (Lopez and Lui 1990) and detailed anal-
yses of magnetic field variations after substorm onset
(Jacquey et al. 1991, 1993; Ohtani et al. 1992). Note
that tailward progression of CD does not imply tail-
ward plasma flows. On the contrary, this leads to a
succession of earthward plasma flows accompanied by
particle energization.

Figure 5.22 shows a schematic diagram illustrating
the time evolution of CD region in the magnetotail
from four satellites, namely, GOES 5 and 6, CCE,
and IRM (Lopez and Lui 1990). This tailward devel-
opment of substorm disturbance is later confirmed
with other multi-satellite observations (Vogiatzis et al.
2005; Lui et al. 2007a, 2008a). In particular, Vogiatzis
et al. used data from synchronous satellites, Polar,
and Cluster to show that CD took place inside the
geosynchronous orbit and expanded both in local time
and tailward. Plasma flow from magnetic reconnection
in the mid-tail may have contributed to the environ-
ment inducing the excitation of near-earth instability
for CD. Similarly, Lui et al. (2007a, 2008a) exam-
ined data from synchronous satellites, Polar, Double
Star 1, Geotail, and Cluster and found substorm dis-
turbances to be initiated in the near-earth region and
spread to further downtail subsequently. It is impor-
tant to note that the result of the near-earth initiation of
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Fig. 5.20 Hodograms of
magnetic field and ion
velocity fluctuations in the
inner magnetotail observed by
Geotail to show, for cases (a),
(c), (e) and (f), that the
magnetic field fluctuations do
not accompany those in the
velocity component, implying
zero frequency in the plasma
rest frame and consistency
with the ballooning instability
signature (Saito et al. 2008a)

substorm onset is obtained by studies that cover both
ground-based and space-based measurements.

Detailed analyses of magnetic field variation during
substorms also lead to inference of tailward develop-
ment of dipolarization. This is illustrated in Fig. 5.23
with variations of BZ versus BX in the near-earth
magnetotail being reproduced well by modeling the
tailward retreat of the CD region (Jacquey et al. 1991).

Dipolarization is also observed in the mid-tail
region during substorms and it often appears in the
form of a front (Nakamura et al. 2002; Runov et al.
2009; Sergeev et al. 2009). An example of such a dipo-
larization front (DF) observed by THEMIS satellites
during a major tail conjunction interval, i.e., time when
all THEMIS satellites were roughly aligned along the
tail axis, is shown in Fig. 5.24. The satellite P1 furthest

from the Earth was located at the downtail distance
of ∼20 RE (Runov et al. 2009); see the top two pan-
els of Fig. 5.24 that show the projected locations on
the XZ- and the XY-planes of all THEMIS satellites.
The DF was observed first at P1 and was subsequently
detected by satellites at progressively closer distance
to the Earth. Distinct from tailward propagation of CD,
all reports of DF show them advancing earthward. The
DF was associated with a very thin (below ion iner-
tial length) current sheet aligned perpendicular to the
neutral sheet, acting as an interface between the two
adjacent plasmas with different densities and temper-
atures. Strong bursts of electric field (>50 mV/m) in
the lower-hybrid time scale were found at this interface
(Runov et al. 2009; Sergeev et al. 2009).
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Fig. 5.21 Large magnetic
fluctuations near the neutral
sheet in the inner
magnetosphere, signature of
current disruption, observed
by CCE just prior to Pi2 onset
on the ground (Takahashi
et al. 1987)

For the relevance of the DF to substorm onset, one
should note that this sequence of earthward movement
of DF shown in Fig. 5.24 occurred after substorm onset
as indicated by the auroral activity. This is demon-
strated in Fig. 5.25 by the auroral observation at Fort
Smith.

The auroral breakup occurred at ∼0744 UT, fol-
lowed by dramatic poleward expansion of aurora typ-
ical of auroral behavior for substorm expansion. This
onset time was ∼7 min before the first appearance
of DF at ∼0751 UT by P1 and ∼10 min before the
latest appearance of DF at the inner satellite P4. In

other words, the DF reported in Runov et al. (2009)
was detected well after substorm onset even before it
reached the inner magnetosphere. Therefore, it cannot
be the cause of substorm onset for this event. This con-
trasts with near-earth dipolarization (NED) that can
occur shortly before substorm onset (see, e.g., the
case shown in Fig. 5.21). Furthermore, if the DF were
caused by magnetic reconnection (MR) in the midtail
(∼20–30 RE downtail distance), then the delayed onset
of MR relative to substorm onset is exactly what the
CD model predicts.
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Fig. 5.22 A schematic illustration to show the progressive
expansion of the CD region observed by multi-satellites in
the inner magnetosphere during a substorm on April 19, 1985
(Lopez and Lui 1990)

Besides the opposite directions in the major devel-
opment of BZ increase between NED and DF, there are
two additional major differences from the comparison
of the temporal profile of BZ in these dipolarizations.
First, the NED starts with large magnetic fluctuations
while the DF does not exhibit this variability. Second,
the NED settles for a relatively steady BZ over a pro-
longed period. In contrast, the BZ increase in DF is
very transient. These differences raise the plausibility
that there may be two different types of dipolarization
during a substorm.

Two different types of dipolarization was proposed
by Nakamura et al. (2009) based on Cluster obser-
vations on 2007 October 27 at the downtail distances
of ∼10 RE. These are schematically illustrated in
Fig. 5.26. For this event, C4 was separated from C1
by only (8340, 12, 363) km. The first type (D1) is a
dipolarization pulse transported by earthward fast flow
followed by a short interval of BZ fluctuations, plasma
sheet thinning, and ∼15 s period oscillation. The sec-
ond type (D2) occurs after D1 where dipolarization has
strong BZ enhancement and not much BZ fluctuations.
However, this description does not fit well with the fea-
tures seen in dipolarization fronts reported by Runov
et al. (2009) and shown in Fig. 5.24, especially for BZ

variation of dipolarization at the innermost satellite P5.
A close look of the dipolarization at ∼0907 UT for

the Cluster event indicates a possible alternative inter-
pretation. Figure 5.27 shows some Cluster measure-
ments relevant to the data interpretation. Indeed, the
BZ fluctuations started earlier at C1 than C4. However,
the dipolarization described in Nakamura et al. (2009)
as type 1 dipolarization can be equally interpreted as a
part of CD in which large fluctuations in all magnetic
field components are produced. The large BX fluctu-
ations are another signature of CD, due possibly to
current filamentation. Lui and Najmi (1997) have iden-
tified waves at ∼15 s period in BX (equivalent to BV

used in Lui and Najmi) during CD. Note also that the
VZ component of the plasma flow at C1 shows that
the plasma was steadily moving northward, contrary
to the interpretation of plasma sheet oscillation that
would give VZ sign change every ∼15 s. At ∼090845
UT (the vertical dashed line), the magnetic flux trans-
ported in the x-direction, calculated based on EY and
BZ, was much larger at C4 than at C1 even though both
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(a) (b)Fig. 5.23 (a) Modeling the
variation of BZ versus
variation of BX observed by
ISEE satellite for a retreating
CD region; (b) schematic
representation of the current
sheet used to model the BZ
versus BX variations during a
substorm (Jacquey et al. 1991)

Fig. 5.24 Observation of dipolarization front during a major
tail conjunction of THEMIS satellites (Runov et al. 2009)

Fig. 5.25 Auroral images from Fort Smith for 0700-0800 UT
on February 27, 2009 to show the dipolarization fronts observed
by THEMIS occurred well after substorm onset at ∼0744 UT.
The earliest detection of dipolarization front at the most distant
THEMIS satellite from Earth was at ∼0751 UT (Lui, 2011a)
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Fig. 5.26 Two types of
dipolarization proposed by
Nakamura et al. (2009)

Fig. 5.27 Cluster data: (a) Vz
at C1, (b) BX at C1 and C4,
(c) BZ at C1 and C4, and (d)
magnetic flux transport at C1
and C4. The BX and BZ
fluctuations may be
interpreted as magnetic
perturbations from excited
waves and current
filamentation in current
disruption phenomenon. The
vertical dashed line marks the
maximum magnetic flux
transported earthward at C4.
No similar value was seen in
C1 further tailward
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satellites were almost right at the neutral sheet where
BX was very small. This disparity does not fit well
with the interpretation of magnetic flux transported
earthward from C1 to C4.

5.4.2 Plasma Flows

Plasma flows are considered to be an integral part
of dipolarization from the MHD point of view, i.e.,
magnetic flux is carried to various regions of the
magnetotail by plasma flows perpendicular to the mag-
netic field. There are many studies of plasma flows in
the magnetotail during substorms (e.g., Hones 1973;
Lui et al. 1977a, 1998; Hones and Schindler 1979;
Baumjohann et al. 1990; Angelopoulos et al. 1992,
1994; Nagai et al. 1998; Frank et al. 2001; Shue et al.
2008; Machida et al. 2009). The term burst bulk flow
(BBF) was introduced to indicate the transient nature
of the fast plasma flows (Angelopoulos et al. 1994)
although such a transient nature was recognized ear-
lier by Baumjohann et al. (1990). There are individual
events that show plasma flow reversal from tailward
to sunward after substorm onset that was identified by
Pi2 pulsation onset (Nagai et al. 1998). However, sta-
tistical studies such as Machida et al. (2009) show its
occurrence to be rare. DFs are often associated with the
perpendicular plasma flow, as shown in Fig. 5.28 from
Cluster observations (Nakamura et al. 2002). The four
Cluster satellites were at ∼15 RE in the magnetotail for
this event. Note the transient nature of dipolarization
associated with the BBF.

At times, dipolarization near the neutral sheet
occurs without any BBF (Lui et al. 1999). An exam-
ple of this non-association of BBF and dipolarization
from Geotail is shown in Fig. 5.29. Geotail was at ∼10
RE in the midnight sector of the magnetotail during
this time. The times of the three dipolarizations are
marked by vertical dashed lines, showing the lack of
BBF and frequent occurrence of dawnward EY at dipo-
larization. Dawnward EY is opposite in direction to the
expectation that earthward BBFs are responsible for
dipolarization.

A systematic study involving 68 plasma flow events
from Geotail revealed two classes of fast earthward
plasma flows in the magnetotail (Shue et al. 2008).
The first class consists of events observed near 10
RE in the magnetotail. They were associated with
high auroral powers and auroral substorm development

Fig. 5.28 Dipolarization front observed by Cluster satellites
located at ∼18 RE in the magnetotail on August 12, 2001
(Nakamura et al. 2002)

seen by Polar UVI. The other class consists of events
tailward of 15 RE in the magnetotail. They were asso-
ciated with low auroral powers with auroral features
such as PBI and pseudobreakups. The spatial distribu-
tion of these two classes in relation to auroral power
is shown in Fig. 5.30. Ohtani et al. (2006) showed
that most BBFs seen in the mid-tail region do not
reach geosynchronous altitude to cause dipolarization,
a result consistent with the finding of two classes of
BBFs. On the other hand, CD at downtail distances
near 10 RE can reach the geosynchronous altitude.
Phenomena described as flow braking near 10 RE may
be related to plasma flows generated by CD at the
near-earth distances rather than by magnetic reconnec-
tion beyond 15 RE. The lack of association between
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Fig. 5.29 Observation of dipolarization in the near-earth mag-
netotail by Geotail showing the absence of fast plasma flows
associated with dipolarization (Lui et al. 1999)

Fig. 5.30 Two classes of BBF in relation to auroral power
output rate (Shue et al. 2008)

plasma flows in the near-earth region and the mid-tail
region is illustrated well in statistical studies of plasma
dynamics near substorm onset (Machida et al. 2009).

Tailward plasma flows with positive BZ in the
central plasma sheet within the downtail distance of
∼31 RE have been examined statistically with Geotail
observations (Ohtani et al. 2009). Superposed epoch
analysis shows that fast tailward flows last typically
1 min, occur more often in the near-earth (X >

−15 RE) than in the mid-tail (X < −15 RE) plasma
sheet, are often accompanied by negative Ey, and
appear after fast earthward flows. These features sug-
gest that fast tailward flows are rebounds of fast
earthward flows.

5.4.3 Mid-Tail Plasma Sheet Thinning
and Rarefaction Wave

Since CD causes substorm injection that displaces
plasma earthward, its occurrence creates a reduction
of plasma pressure locally. The partial void would
be filled by surrounding plasma. This can lead to
dipolarization in the central plasma sheet and thin-
ning at the plasma sheet boundary layer, as observed
in some occasions (e.g., Liang et al. 2009; Liu and
Liang 2009; Sergeev et al. 2008). Furthermore, another
consequence is a tailward progression of earthward
plasma flow and plasma sheet thinning in the mid-
tail, as observed by Lui et al. (1977b) and modeled
in Chao et al. (1977). These plasma characteristics are
consistent with a rarefaction wave launched by CD
in the near-earth magnetotail. The rarefaction wave is
revealed by the decrease in total pressure in the mid-
tail from the superposed epoch analysis on Geotail
observations (Machida et al. 2009).

This progressive plasma sheet thinning in the mid-
tail is schematically illustrated in Fig. 5.31, together
with the change in magnetic field orientation at sev-
eral downtail distances. Stages 1, 2, and 3 of plasma
sheet thinning in Fig. 5.31 correspond to the inter-
vals before onset, shortly after onset, and well into
substorm expansion, respectively. The magnetic field
shows the largest southward dipping when the thinning
wave front approaches the observation site (Lui et al.
1977b).

An example of such transient southward dipping
from Cluster measurements is shown in Fig. 5.32
(Sergeev et al. 2007). Cluster was at the downtail



5 Physical Processes for Magnetospheric Substorm Expansion Onsets 89

Fig. 5.31 Plasma sheet
thinning and the associated
magnetic field deflection at
various magnetotail locations
during a substorm. The largest
deflection is at the plasma
sheet boundary when the
rarefaction wave that thins the
plasma sheet reaches that
downtail distance (Lui et al.
1977b)

distance of ∼15 RE and TC2 was near the geosyn-
chronous altitude when a small auroral bulge was
observed by IMAGE WIC camera at ∼0845 UT on
September 26, 2005. Substorm injection of energetic
particles were detected by near-geosynchronous satel-
lites (LANL 084 and TC2). Southward dipping of the
magnetic field was found in all four Cluster satellites,
with C2 showing the most negative BZ. During the last
two auroral activations at ∼0930 UT and ∼0940 UT,
large magnetic fluctuations indicative of turbulence
were observed both in the mid-tail region (Cluster) and
at the near-geosynchronous altitude (TC2).

5.4.4 Plasma Waves and Turbulence

Intense plasma waves at frequencies near and above
the ion gyrofrequency are often observed in associ-
ation with CD. As an example, Fig. 5.33 shows the

magnetic and electric fluctuations seen around CD
onset by THEMIS P5 at ∼8 RE in the magnetotail on
January 29, 2008 (Yoon et al. 2009). The magnetic
fluctuations of this event were first reported by Lui
et al. (2008b), showing the inverse cascade feature in
the BZ component with wavelet analysis. Evidence of
inverse cascade in the quasi-periodic auroral structures
was also reported (Rae et al. 2009).

Vörös et al. (2010) later debated on this fea-
ture using discrete empirical mode analysis from the
Hilbert-Huang transform (HHT) analysis. Even though
their result showed high-frequency mode evolving to
low-frequency mode, the presence of other trends
indicative of multi-scale processes led them to assert
the simple inverse cascade scenario to be incorrect.
Also, they associated the inverse cascade as due to sud-
den jumps in the signal. These criticisms are not well
founded. First, unlike the continuous wavelet analy-
sis, the discrete output from HHT is unsuitable to
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Fig. 5.32 Occurrence of magnetic reconnection and current disruption during a substorm on September 26, 2005 (Sergeev et al.
2007)

identify inverse cascade in a contiguous frequency
scale. Second, the instantaneous frequency definition
in HHT is not universally accepted. Third, a sud-
den jump in signal produces a ‘pyramid’ shape in the
frequency-time domain, completely different from the
inverse cascade shape. Fourth, Lui et al. (2008b) never
claimed the inverse cascade feature to be a simple
one since CD is a multi-scale phenomenon (Consolini
et al. 2005; Lui 2002). Therefore, the criticisms of
Vörös et al. are based on a simplistic notion of CD and
inaccurate understanding of wavelet analysis. In addi-
tion, there is important underlying physics that can be
extracted from the wavelet analysis results as shown
in Yoon et al. (2009) that is totally unattainable by the
Vörös et al. analysis.

For the CD event examined by Yoon et al. (2009),
the corresponding wavelet analyses of these field com-
ponents are shown in Figs. 5.34 and 5.35. When
the perturbations were tested with the wave disper-
sion equation based on the Maxwell’s equation, it
was found that the wave characteristics match with
those generated by the Alfvén ion cyclotron instability

with propagation angles nearly perpendicular to the
magnetic field.

Waves at frequencies much higher than the ion
gyrofrequency have also been observed with dipolar-
ization (Le Contel et al. 2009; Zhou et al. 2009).
Quasi-parallel whistler waves were found throughout
a local dipolarization interval on January 29, 2008
in the near-earth magnetotail (Le Contel et al. 2009).
The measured electron temperature anisotropy, with
perpendicular temperature larger than the parallel tem-
perature, was sufficient to drive the whistler mode
unstable. Poynting vector calculation indicates that the
whistler waves were excited near the neutral sheet
where the temperature anisotropy was the highest.
These waves can be related to small-scale current
sheets.

In another interval of multiple DFs during a sub-
storm on February 15, 2008, large wave fluctuations
extending from below the lower hybrid frequency to
above the electron gyrofrequency were observed in
the near-earth magnetotail (Zhou et al. 2009). Intense
electric field wave packets were observed at the DF,
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Fig. 5.33 Magnetic and electric field measurements by THEMIS P5 in the inner magnetosphere for a CD onset on January 29, 2008
(Yoon et al. 2009)

which was estimated to have a thin current sheet with a
size on the order of the ion inertial length. Electrostatic
electron cyclotron harmonic waves, possibly gener-
ated by the positive slope of the electron perpendicular
velocity distribution, were observed slightly after the
DF. The power spectrum, waveform, and electron dis-
tribution function for the event are shown in Fig. 5.36.

Panel (a) shows the power spectrum of electric
field and the vertical dashed line indicates the electron
gyro-frequency. Waveforms in field-aligned coordinate
filtered between 800 and 3000 Hz are shown in panels
(b) and (c). 1D cut of the electron phase space density
as a function of perpendicular velocity at V|| = 0 is
shown in panel (d).

The multiscale nature of plasma waves excited at
CD onset is demonstrated well by the wavelet analy-
sis shown in Figs. 5.34 and 5.35. More detail analysis
of CD events shows CD to be non-MHD turbulence
(Consolini et al. 2005). The validity of the term tur-
bulence to describe the large magnetic and electric
fluctuations during CD is also demonstrated by the
multiscale and multifractal nature of these disturbances
(Lui 2002).

Plasma turbulence can lead to the breakdown of
the frozen-in condition assumed in the MHD the-
ory. This is captured by Cluster observations during
a substorm on August 22, 2001 when it was in the
downtail distance of ∼19 RE in the midnight sector
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Fig. 5.34 Wavelet analysis of magnetic fluctuations during the
CD event observed by THEMIS P5 on January 29, 2008. Inverse
cascade of wave energy from high to low frequencies is evident

in the BZ component and, perhaps, in the BY component as well
(Yoon et al. 2009)

(Lui et al. 2007b). Figure 5.37 shows observation in
the breakdown of frozen-in condition at C1, identi-
fied by the difference between EY and –(V×B)y, where
V is the plasma bulk flow. The breakdown was very
intermittent and occurred during high plasma flows.

The high-time resolution electric field measurement
during the breakdown interval showed large variabil-
ity as shown in Fig. 5.38. The electric field magnitude

reached almost 200 mV/m. The breakdown occurred
at other intervals at C1 as well as at another location
sampled by C3, where the frozen-in condition can be
checked.

The terms in the generalized Ohm’s law can be esti-
mated for this event. The current density J can be eval-
uated by the curlometer technique (Dunlop et al. 1988;
Chanteur 1998), so can its time derivative (the inertial
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Fig. 5.35 Wavelet analysis of electric fluctuations during the CD event observed by THEMIS P5 on January 29, 2008
(Yoon et al. 2009)

term). The Hall term J × B can be calculated with the
averaged B. Since ∂/∂x 
 ∂/∂z in the tail, the domi-
nant terms in electron viscosity (∇• Pe)y are ∂Peyy/∂y
and ∂Peyz/∂z. They can be estimated by the gradients
of Peyy and Peyz between C1 and C2. The anomalous
resistivity terms can be estimated by the fluctuations
in B, E, and number density. With these estimates,
it is found that the anomalous resistivity contribution
arising from field fluctuations is the most significant,
followed by the Hall, electron viscosity, and inertial

contributions in descending order of importance. The
values of these terms are shown in Fig. 5.39 for the
time interval encompassing the breakdown. It can be
seen that these terms only have significant values
during the interval of frozen-in condition breakdown.

Electron diffusion region is where electrons do not
satisfy the frozen-in condition. This occurs when the
frozen-in condition is broken due to significant values
from any of the three terms in the generalized Ohm’s
law, i.e., electron viscosity, inertial, and resistivity
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Fig. 5.36 Power spectrum, waveform, and electron distribution function for waves identified as electron cyclotron harmonic waves
around dipolarization observed by THEMIS P4 on February 15, 2008 (Zhou et al. 2009)

from field fluctuations. A schematic diagram illustrat-
ing the electron diffusion region encountered during
this event is shown in Fig. 5.40, emphasizing the strong
turbulence and the complex magnetic field configura-
tion in the closed magnetic field line region. The spatial
separation of the Cluster satellites and the simultane-
ous detection of the frozen-in condition breakdown
at two Cluster satellite locations give the approxi-
mate dimensions (>1000 km) for the electron diffusion
region in both the radial and the north-south directions,
which is much larger than the electron inertial scale
for this event. The different symbol sizes of current
density JY and electric field EY illustrate the different
magnitude of these quantities, which have mostly pos-
itive values but occasionally negative values as well.
The electron diffusion region is thus mostly dissipative
but occasionally is a dynamo in localized regions.

Similar breakdown was reported in another sub-
storm interval on August 28, 2005 when Cluster was in
the downtail distance of ∼17 RE (Runov et al. 2008).
This breakdown occurred during significant plasma

flows also. However, the inability to estimate all the
terms of the generalized Ohm’s law for this event by
Runov et al. (2008) leads only to the assessment of
the ion diffusion region rather than the electron dif-
fusion region. Furthermore, the north-south dimension
of this breakdown region was estimated to be less than
900 km. This smaller dimension should not be sur-
prising since different events have different plasma
parameters in the breakdown region. Therefore, the
dimensions from one event cannot be considered appli-
cable to other events. Furthermore, it is also possible
that the north-south distance separation between the
Cluster satellites for that event did not span the entire
ion diffusion region. For example, if the Cluster satel-
lite nearest to the neutral sheet had a substantial dis-
tance from it or the Cluster satellite furthest from the
neutral sheet was not at the outermost reconnection
layer, then the separation between Cluster satellites
does not yield an accurate determination of the ion
diffusion dimension. As a result, a smaller dimension
than the actual one would be inferred instead. In any
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Fig. 5.37 Cluster observations of a breakdown of the frozen-in condition at ∼19 RE in the magnetotail (Lui et al. 2007b)

Fig. 5.38 Electric field fluctuations seen by Cluster during the breakdown of the frozen-in condition (Lui et al. 2007b)
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Fig. 5.39 Evaluation of the terms in the generalized Ohm’s law that lead to the breakdown of the frozen-in condition
(Lui et al. 2007b)

case, it is important to recognize that the dimensions
found in Lui et al. (2007b) event are larger than the
theoretical expectation.

5.5 Time History Analysis

A recent trend in substorm research is motivated by
the THEMIS mission whose goal is to differentiate
two main competing substorm models, one based on

MR (magnetic reconnection) and the other on current
disruption instability (CDI). The approach is to exam-
ine the time history of substorm disturbances within
the magnetotail using five THEMIS satellites aligned
nearly along the tail axis during major tail conjunc-
tion intervals, i.e., when all THEMIS satellites are
aligned roughly along the tail axis. When substorm dis-
turbance is first detected by a satellite in the mid-tail
region, followed subsequently by disturbance seen at
satellites closer to the Earth according to the downtail
distance, then it is the ‘outside-in’ scenario. Otherwise,
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Fig. 5.40 A schematic
diagram to show the
breakdown of the frozen-in
condition in the magnetotail,
emphasizing the size
(>1000 km) in the X- and
Z-directions of the electron
diffusion region and its
immersion in fast earthward
plasma flow region for this
event. The irregularities in the
magnetic field lines in the
electron diffusion region
illustrate the high fluctuation
nature of the magnetic field
(Lui et al. 2007b)

it is the ‘inside-out’ scenario. It is implicitly assumed
that the ‘outside-in’ scenario implies the substorm
onset process to be MR while the ‘inside-out’ scenario
implies the substorm onset process to be CDI. Three
individual substorm events (Sections 5.5.1–5.5.3) are
presented here and the usefulness of this approach will
be evaluated in Section 5.5.4.

5.5.1 2008 February 26 Event

Analysis of substorm disturbances on 2008 February
26 was conducted by Angelopoulos et al. (2008) based
on the time history approach. The THEMIS satellites
were aligned well along the tail axis; see right col-
umn of Fig. 5.41. The signatures at P1 used for MR

Fig. 5.41 Observations of substorm disturbances from three THEMIS satellites on 2008 February 26 (Angelopoulos et al. 2008)
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Fig. 5.42 Observations of
significant substorm
disturbances on 2008
February 26 from P1, P3, and
P4. Panels (a)–(c) show the
x-component of the convective
flow from P1, P3, and P4,
(d)–(f) show the elevation
angle of the magnetic field
from P1, P3, and P4, and (g)
shows the perturbation at the
ground magnetic station
Leirvogur (Lui 2009)

identification are slight southward dipping of the mag-
netic field (Fig. 5.41a), slight northward plasma flow
toward the neutral sheet (Fig. 5.41b), and opposite
anisotropy between cold and hot electrons (Fig. 5.41e).
MR signature used for P2 was a slight positive swing
of BZ (Fig. 5.41f). However, it was unaccompanied
by earthward plasma flow or any noticeable change in
the plasma flow signature (Fig. 5.41g), contrary to the
expected MR signature. The larger disturbances at P3
occurred later (Fig. 5.41h, i). From this time history,
it was concluded that MR near X = −20 RE was the
substorm onset trigger.

However, Lui (2009) pointed out several interpre-
tation problems in addition to the discrepancy at P2.

A close look of Fig. 5.42 at the significant distur-
bances at the THEMIS satellites using the standard
MR signatures shows that tailward plasma flow and
southward BZ at P1 (Fig. 5.42a, d) occurred later than
earthward plasma flow and CD activities at P3 and P4
(Fig. 5.42b, c, e, f). P2 observations are not included in
the figure because significant changes occurred much
later. Thus, the time history indicates the ‘inside-out’
scenario instead.

Other potential problems exist for MR as a substorm
trigger:
(1) CD/dipolarization associated with the substorm

current system occurred at P3 and P4, which were
at ∼10 RE earthward of postulated MR site. If the
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MR site were linked to the auroral onset arc, then
it would imply that the substorm westward electro-
jet, which is a part of the substorm current system,
would form well equatorward of the auroral onset
arc. This expected feature has never been observed
for an isolated substorm.

(2) If one relates the energy flux of electrons ejected
from the postulated MR site to the intensity of
auroral onset arc, then the energy flux is at least
one order of magnitude below what is needed
to account for the observed auroral intensity. In
contrast, the electrons ejected from dipolariza-
tion region at P3 and P4 have the energy flux in
the right order of magnitude (Lui, 2011b). Again,
since P3 and P4 were ∼10 RE earthward of the
MR site, one would expect that if the MR site were
linked with the auroral onset arc, then there would
be another bright arc substantially equatorward of
the onset arc, contrary to observation.

(3) The time delay between the postulated MR onset
and the arc brightening is too short to be consis-
tent with the Alfvén transit time between the two
sites. If one invokes the Tamao path (Tamao 1964;
Chi et al. 2009) to reduce the time delay, then one
would expect an auroral arc (even though it might
be weak) to move from high to low latitudes to
reach the onset arc. This feature was not seen.

(4) Angelopoulos et al. (2009) tried to justify the use
of unconventional features as MR signatures by
stating that P1 was near the plasma sheet boundary
and not near the neutral sheet. However, the posi-
tive swing of BZ and the absence of change in the
tailward plasma flow at P2 cannot be reconciled
with MR interpretation even for a location near the
plasma sheet boundary. Furthermore, since CDs
are spatially localized (Ohtani et al. 1998), slow
increases in earthward flow at P3 and P4 are CD
signatures when the satellites are not close to the
neutral sheet and not at the CD site. Stronger earth-
ward flows and high field fluctuations will only
occur when CD reaches the locations of these
satellites.

(5) Although Angelopoulos et al. (2008, 2009) and
Pu et al. (2010) interpreted the substorm activ-
ity at ∼0450 UT as distinct from the early one at
∼0400 UT, this interpretation is inconsistent with
the disturbances at the ground magnetic station
Leirvogur. The H- and Z-perturbations were recov-
ering from the disturbance initiated at ∼0400 UT

and the D-perturbation was near its peak at ∼0450
UT (Fig. 5.42g). In addition, for this earlier onset,
the time history indicates substorm disturbances
occurring in the near-earth region earlier than in
the mid-tail, as illustrated in Fig. 5.43.

Note that strong earthward plasma flows as well as
dipolarization based on the elevation angle of the mag-
netic field occurred first at P4, then P3, then finally
P1. Pu et al. (2010) have noted that P1 detected tail-
ward flows with a maximum speed of ∼300 km/s at
∼0358 UT. However, those flows were mainly field-
aligned and the convective part was only ∼60 km/s.
Field-aligned tailward flow and slight southward field
dipping may equally be interpreted as thinning in
the near-earth region where the plasma sheet is thin-
ner than in the mid-tail (causing southward dipping).
These features have been modeled by Chao et al.
(1977) and have been shown in a statistical study
of IMP-6 observations in the magnetotail (Lui et al.
1977b).

With the above reservations, this event cannot be
considered as a compelling case for MR being the
substorm trigger.

5.5.2 2008 February 16 Event

Gabrielse et al. (2009) conducted another study using
the time history approach during a minor tail con-
junction on 2008 February 16 when four of the five
THEMIS were aligned nearly along the tail axis. The
satellite locations in the magnetotail are shown at the
right column of Fig. 5.44.

The substorm onset based on auroral brightening
was determined to be at 045018 UT. It was preceded
by several auroral brightenings and Pi2 onsets, e.g., at
044135, 044327, and 044815 UT, which were inter-
preted as pseudobreakups and not substorm onsets.
P2, the most tailward satellite for this tail conjunc-
tion, observed a positive swing of BZ at 044935 UT,
followed by a significant negative BZ at ∼0452 UT
accompanied by tailward plasma flows. These signa-
tures were interpreted as initial generation of a plas-
moid. P3, closer to the Earth than P2, observed dipo-
larization starting at 045015 UT, as shown in Fig. 5.45.
Detailed timing analysis suggests that MR started at
044907-044914 UT and its location was between 15.6
and 15.9 RE downtail. Dipolarization at P3 started
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Fig. 5.43 Observations of
significant substorm
disturbances on 2008
February 26 from P1, P2, P3,
and P4. Panels (a)–(d) show
the x-component of the
convective flow and (e)–(h)
show the elevation angle of
the magnetic field from P1,
P2, P3, and P4 (Lui 2011a)

at 045019 UT, 68 s after MR onset, supporting the
‘outside-in’ scenario.

However, different interpretations can be made with
these observations. For example, the positive BZ swing
at P2 can be interpreted as the satellite moving closer
to the neutral sheet as indicated by the decrease in
the BX component. Such sign change in BZ as a satel-
lite approaches the neutral sheet has been reported in
Lui et al. (1977b) and reproduced here in Fig. 5.46.
Therefore negative BZ at the high latitude plasma sheet
may not necessarily imply MR occurring earthward of
the location.

The highlighted time interval in Fig. 5.45 shows
that dipolarization at P3 occurred in the absence of
any plasma flow, which has also been reported in CD
that exhibits non-MHD behavior (Lui et al. 1999).
Therefore, the dipolarization at P3 is not due to earth-
ward flow from MR reaching the near-earth region,
contrary to the ‘outside-in’ scenario. Furthermore,
multiple activations prior to the MR onset at 044947
UT may indicate that the substorm had already started
before MR onset. The subsequent disturbances are
associated with substorm intensifications, not substorm
onset.
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Fig. 5.44 Locations of THEMIS satellites and observations of substorm disturbances from P2 satellite on 2008 February 16
(Gabrielse et al. 2009)

5.5.3 2008 February 25 Event

A recent study using a very short time history was
reported by Kepko et al. (2009) who showed the
ground auroral observation on 2008 February 25 in
conjunction with data from two THEMIS satellites and
GOES 12. Figure 5.47 shows the time series of auro-
ral data using multi-spectral and white light all sky
imagers at Gillam, Canada for this event. The satellite
projections are indicated in the upper left image (P3:
black; P4: white; GOES 12: grey) based on the T01
magnetic field model (Tsyganenko 2002). Letters A–C
represent the low (A), mid (B), and high (C) latitude
features.

For the 630.0 nm emission column, an auroral fea-
ture was seen in the middle of the frame starting at
052650 UT, which intensified drastically at 053002
UT. To the west of this feature, an auroral arc became
noticeable at 052715 UT and intensified in the subse-
quent frames. For the 557.7 nm emission, there was a
noticeable connection between the high latitude feature
and the low latitude one as early as 052647 UT. This
connection seems to disappear at 052735 UT to give

rise to a weak auroral arc at 052759 UT, which later
joined with the low latitude feature when it started to
expand poleward at 052935 UT. Similar evolution of
auroral activity can be seen in the 427.8 nm emission.
For the white light, an auroral arc at the east edge of
the frame was brightening as early as at 052655 UT
and eventually expanded poleward at 053007 UT.

Corresponding satellite observations are shown in
Fig. 5.48. THEMIS P3 and P4 were located in GSM
coordinates at (X, Y) = (–11.1, 2.1) and (–10.6, 2.9)
RE, respectively. GOES 12 was in the post-midnight
sector. Plasma flows were observed by P3 and P4 start-
ing at 052850 UT, before auroral poleward expansion.

Onsets of several features are marked on the top
of Fig. 5.48 and are used to assert that plasma flows
preceded auroral expansion onset by ∼90 s. However,
this inference is rather misleading since substorm onset
is defined by the initial auroral brightening time (see
Fig. 5.1). For this event, the initial brightening can be
seen to start at 052647 UT in 557.7 emission prior
to poleward expansion. Therefore, plasma flows seen
by P3 and P4 were ∼2 min later than the initial
brightening time. If one adds the Alfvén transit time
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Fig. 5.45 Observations of substorm disturbances from P3 on 2008 February 16 (Gabrielse et al. 2009)

from the magnetosphere to the ionosphere, the plasma
flow onset was ∼3–4 min after substorm onset, i.e.,
substorm onset could not be caused by the flow bursts.
It was stated in the article that the results are con-
sistent with the scenario advocated by Angelopoulos
et al. (2008). This is inaccurate since observations in
Figs. 5.47 and 5.48 are more consistent with the sce-
nario of plasma flow braking in the inner magnetotail
to trigger a substorm (Haerendel 1992; Shiokawa et al.
1997) than the initial brightening arc being directly
linked to the MR site without the intermediate step of
flow braking in the inner magnetotail as advocated in
Angelopoulos et al. (2008).

5.5.4 Weaknesses in the Time History
Approach

The time history analysis relies on the progression of
substorm disturbances in the tail region to determine
the substorm initiation location in the tail and to imply
the physical process for substorm onset. This implicit
assumption can be very misleading in ascertaining sub-
storm onset processes. For example, Fig. 5.32 shows
two auroral activations in the interval ∼0930–0945 UT
at 15 RE in the magnetotail. MR was invoked for the
onset process based on a general trend of Hall magnetic
perturbations (in spite of very large deviations) at that
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Fig. 5.46 Magnetic field
observation from IMP-6
plotted in a vector form to
show BZ sign change as the
satellite approaches the
neutral sheet (Lui et al.
1977b)

time. However, the large fluctuations in the magnetic
field are indicative of CD and the general trend of Hall
perturbations could arise simply from electrons exiting
the turbulence region further than the ions, thus setting
up the Hall current system mimicking the MR site.

The observed large magnetic fluctuations differ
from the orderly magnetic configuration expected
for MR, as shown in Fig. 5.49. Therefore, this
‘outside-in’ scenario may imply CDI as the onset pro-
cess. Furthermore, the auroral activation at ∼0841 UT
was attributed to MR at ∼9 RE in the magnetotail,
consistent with the magnetic field configuration mod-
eled and shown in Fig. 5.50 (Sergeev et al. 2007). This
‘inside-out’ scenario then implies MR rather than CDI
as the substorm onset process.

The time history approach also has another pitfall.
Since CD and MR are spatially localized in the dawn-
dusk direction, there is no guarantee that satellite
observation of CD or MR for a particular event is
the initial disturbance from these processes for sub-
storm onset. This leads to conflicting results even for
the interpretation of a given event, as discussed in
Sections 5.5.1–5.5.3. In addition, time history analysis
for multiple events shows a wide range of possibili-
ties, leading to the suggestion that a global Alfvénic
interaction model is more appropriate than the two sce-
narios (Lin et al. 2009). On top of this is the possibility

of new plasma intrusion from MR approaching the
near-earth magnetotail to initiate substorm onset by
a near-earth instability, which can be considered as
a hybrid between the two scenarios (Vogiatzis et al.
2005; Nishimura et al. 2010; Lyons et al. 2010).

Another problem with the time history approach is
whether the onset identified is in fact the start of the
substorm expansion or onset of a substorm intensi-
fication well after onset. If the identified onset is a
substorm intensification onset, then the observations
will give inappropriate timing sequence for substorm
disturbances. A case in point is the ambiguity for the
February 26, 2008 substorm event examined by both
Angelopoulos et al. (2008) and Lui (2009). The for-
mer interpreted ∼0452 UT as the substorm onset while
the latter suggested the actual substorm onset to be at
∼0400 UT with ∼0452 UT as the substorm intensi-
fication time, as discussed at length in Section 5.5.1.
Therefore, the time history approach distracts research
efforts in identifying the substorm onset processes.

One may compare the time history approach with a
different approach that does not have the weaknesses
inherent in the time history approach. This is to exam-
ine the plasma pressure at the auroral onset arc from
low altitude measurements (see Fig. 5.51), as done
by Dubyagin et al. (2003). They conducted a detailed
study of an isolated substorm with the FAST satellite
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Fig. 5.47 Auroral images
from the multispectral all-sky
and THEMIS white light
cameras at Gillam on 2008
February 25. North is up and
west is to the left (Kepko et al.
2009)

crossing the most equatorward auroral arc just at the
time of its breakup. It is found that (1) the arc flux
tube was in the region of considerable pressure gradi-
ent where the pressure was ∼1–2 nPa; (2) the arc was
just 0.4◦ poleward of the proton isotropic (b2i) bound-
ary and close to the peak of the diffuse auroral electron
precipitation, and (3) Tsyganenko 96 model maps the
arc to the equatorial distance of ∼ 8 RE. These results
are indicative of the near-earth initiation for substorms,
i.e., the ‘inside-out’ scenario.

5.6 System-Wide Approach

It is useful to extract further properties of the substorm
onset processes from a system-wide approach. This
different approach is pioneered theoretically by Chang
(1992) and observationally by Consolini et al. (1996)
and Consolini (1997). It motivated Lui et al. (2000)
to study the analogy between the dynamic magneto-
sphere and an avalanche system with global auroral
power dissipation as a measure of the power output of
the magnetosphere.
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Fig. 5.48 Satellite
observations on 2008
February 25 (Kepko et al.
2009). The red curve in the
bottom panel should be
labeled as GSM Z instead

Figure 5.52 shows the result from analyzing ∼9000
images to generate the normalized occurrence for
auroral dissipation area and power. Quiet times and
substorm intervals were separately examined. Two
types of energy dissipation were revealed: those
internal to the magnetosphere occurring at all activ-
ity levels without an intrinsic scale and those occur-
ring during active times with a characteristic scale.
The internal events exhibit the same power law index

in both active and quiet times, consistent with the
behavior of a simple avalanche system. This approach
enables 2D cellular automata modeling of the substorm
disturbances in the magnetotail (Lui and Consolini
2005) to reproduce the skew distribution on the propa-
gation of auroral activity site reported by Carbary et al.
(2000).

This work was further extended to predict the proba-
bility of an auroral feature yielding a given total energy
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Fig. 5.49 A schematic diagram of the magnetic configuration
for magnetic reconnection to illustrate its orderly pattern (Lui
2010b)

dissipation throughout its lifetime (Lui et al. 2003).
The prediction algorithm is based on the instantaneous
values of four attributes of the auroral feature, namely,
its area, its power, and their rates of change.

Figure 5.53 shows the probability distribution func-
tion of the total dissipation and the resulting true skill
score (TSS) based on the adopted prediction algorithm.
The values of TSS range from 0.70 to 0.88, indicat-
ing that fairly reliable predictions can be made based
on the probability density distribution. The higher TSS
score is obtained from the prediction of a higher total
dissipation of an auroral form.

The plausible energy avalanche in the central
plasma sheet has also been examined with 1D cel-
lular automaton (Liu et al. 2006). The simulation
shows that a central plasma sheet driven by a spa-
tially non-uniform energy loading to mimic convec-
tion is in a self-organized critical state. Its energy
avalanches obey a scale-free distribution and exhibit
quasi-periodic intermittencies, which are correlated to
ring current injections. On the other hand, the strong
avalanches bear no apparent correlation with tailward
energy injection.

5.7 Implications on Substorm Onset
Theories

If one disassociates the time history approach from
identifying the substorm onset processes due to its
weaknesses elaborated in Section 5.5.4, then the obser-
vations presented in Sections 5.3 and 5.4 reveal
one prominent candidate, namely, a form of bal-
looning instability (BI) discussed by many substorm
researchers (Roux et al. 1991; Samson et al. 1992a, b,
1996; Voronkov et al. 1997; Liu 1997; Pu et al. 1997,
1999; Bhattacharjee et al. 1998; Cheng and Lui 1998;
Erickson et al. 2000; Cheng 2004; Zhu et al. 2004;
Samson and Dobias 2005; Donovan et al. 2006b, Liu
et al. 2008; Saito et al. 2008a; Henderson 2009).

Evidence for BI being a favorable candidate
includes the analyses on the pressure gradient (Chen
et al. 2003), associated wave properties in CD in the
near-earth magnetotail (Cheng and Lui 1998; Erickson
et al. 2000; Saito et al. 2008a) as well as the spa-
tially periodic auroral spots just prior to substorm onset
(Elphinstone et al. 1995; Donovan et al. 2006b, 2008;
Henderson 2009). The range of wavelength inferred
from these auroral spots is consistent with BI charac-
teristics. One study on the threshold for BI triggering
CD gives the magnitude of a quasi-electrostatic field to
be at ∼4 mV/m (Liu and Liang 2009).

The features from BI in the ionosphere and in
the magnetospheric equatorial plane are illustrated in
Fig. 5.54 (Henderson 2009). The positive feedback
on an initial surface perturbation on the transition
region arises from amplification of an azimuthal elec-
tric field by the ∇B drift. The ∇B drift is higher in
the tail-like field region than in the dipolar-like field
region. As a result, an induced duskward electric field
is produced along the boundary of the perturbed intru-
sion that feeds field-aligned currents at the duskward

Fig. 5.50 Magnetic field configuration based on a magnetic field model showing the occurrence of magnetic reconnection at 9 RE
in the magnetotail for a weak substorm disturbance on September 26, 2008 (Sergeev et al. 2007)
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Fig. 5.51 Latitudinal profiles of proton pressure (top) and the
precipitating electron energy flux (bottom) from FAST observa-
tions. Vertical line indicates the breakup arc position (Dubyagin
et al. 2003)

boundary to produce the spatially periodic brightening
on the substorm onset arc system. Note that although
the azimuthal electric field in Henderson (2009) is
attributed to the ∇B drift current, from the perspec-
tive of the guiding center orbit theory, it is more
appropriate to attribute the azimuthal electric field to
the diamagnetic current instead since the ∇B current
is cancelled completely by part of the magnetization
current (Longmire 1963).

Another instability for CD that has the same wave-
length range as observed for the periodic auroral spots
is the cross-field current instability (CCI: Lui et al.
1991). The corresponding excited waves near the ion
gyrofrequency at local CD onset have been identified
with wavelet analysis and are consistent with those pre-
dicted by CCI (Lui and Najmi 1997; Yoon et al. 2009).
Donovan et al. (2006b) reported that the motion of
these periodic auroral spots could be westward, sta-
tionary, or eastward. The variable direction of spot
movement can be explained in terms of the relative
importance of electrons as current carriers in the mag-
netospheric frame of reference. Note that the CCI
theory is formulated in the reference frame where the
electron drift is zero. Based on this theory, the pre-
dicted motion of these spots will be westward, nearly
stationary, and eastward with increasing dominance of

electrons as the current carriers in the cross-tail current
at the instability location.

It is pointed out by Haerendel (1992) that BI con-
verts particle energy to magnetic energy as it develops.
Substorm onset requires the opposite conversion, i.e.,
from magnetic energy to particle energy to release the
magnetic stress built up in the growth phase. This con-
version can be accomplished by CCI, which can gener-
ate a meridional current system (Lui 2004). From this
consideration, it is likely that BI and CCI may act in
unison to produce local CD, with BI causing thinning
of the current sheet explosively to trigger CCI onset.
Onset locations of both BI and CCI have been shown
to coincide with an auroral arc (Roux et al. 1991;
Samson et al. 1992a, b, 1996; Voronkov et al. 1997;
Lui and Murphree 1998; Samson and Dobias 2005),
satisfying one of the observational constraints that
substorm onset starts on an auroral arc.

Rae et al. (2010) recently conducted a detailed anal-
ysis of the optical frequency and azimuthal spatial
structure of a substorm onset arc. The observational
results provide extremely powerful constraints to date
on the ionospheric manifestation of the physical pro-
cesses occurring near substorm onset. Based on the
extracted frequency, growth rates, and spatial scales,
they found that these values to be consistent with the
CCI and/or BI (collectively included in the term CDI)
as the substorm onset mechanism.

All the above considerations (observations and the-
ories) point to most, if not all, substorm onsets being
caused by CDI operative near the nightside cusp
(transition region between the dipolar field and tail-
like field configurations) and MR is a consequence
of this initial disturbance. It is important to realize
that the conclusion of the nightside cusp being the
substorm onset location is reached by studies that
cover both ground-based and space-based measure-
ments. However, MR starting earlier than substorm
onset may provide indirectly a favorable environment
in the nightside cusp for the CDI onset. The observa-
tions that an auroral arc lying poleward of the substorm
onset arc remains typically undisturbed are consistent
with this temporal development (e.g., Akasofu et al.
2010).

One might consider the possibility that a plasma
process at low-altitudes generates the spatially peri-
odic auroral spots. However, such a hypothesis has to
be backed up by identifying the low-altitude process as
well as showing that it could reproduce the phenomena
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Fig. 5.52 The probability distribution functions of power and area size of auroral blobs during quiet and substorm times (Lui et al.
2000)

observed in the magnetotail as well as the wavelength
and motion of these auroral spots in the ionosphere.

It is important to note that CDI can occur in mid-
tail, as shown in Figs. 5.32 and 5.37–5.40. Anomalous
resistivity from mid-tail CDI activity can enable mid-
tail MR. Also, both MR and CDI can produce fast
plasma flows and dipolarization. DF therefore cannot
be taken as a unique signature for MR even though MR
can give rise to DF (Sitnov et al. 2009).

Many global MHD simulations have claimed suc-
cess in reproducing observed substorms (Lyon et al.
1998; Raeder et al. 2008; Zhu et al. 2009). One cause
of concern on these simulations is the lack of grid
convergence, i.e., the demonstration that the evolution
of the system remains the same from duplicate runs
with finer and finer grid resolutions in the simulation
runs. Another concern is that some simulations rely on
numerical resistivity for substorm initiation. Whether
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Fig. 5.53 The probability distribution functions of total energy
dissipation of individual auroral blobs with prediction algorithm
based on four attributes of the auroral blobs (Lui et al. 2003)

such procedure corresponds to a realistic physical pro-
cess is uncertain. It is desirable to examine these global
simulations in terms of their predictions on the system-
wide properties of the magnetospheric substorm, such
as the probability density function of power dissipation
and area of auroral sites as shown in Fig. 5.52.

While plasma instabilities have short time- and
spatial-scales, especially the kinetic ones, transient and
localized substorm activities can generally be con-
sidered as consistent with these characteristics. On
the other hand, it is unclear how MR in the mag-
netotail is transient and spatially localized in nature
unless the occurrence of MR critically depends on
anomalous resistivity from plasma instabilities. Along
this line of thought, it should be noted that several
analysis of substorm activity shows the robust nature

Fig. 5.54 A schematic diagram of the ballooning instability
showing the development of an initial perturbation in the tran-
sition region separating dipolar and tail-like magnetic field
configuration in the near-earth magnetotail (Henderson 2009)

of avalanche in substorm activity, as discussed in
Section 5.6. Therefore, the avalanching aspects should
not be ignored. Otherwise, one would have a short
duration of substorm activity and the global substorm
evolution of the magnetotail will not be adequately
portrayed. For example, if one were to artificially
remove plasma content in a flux tube in the inner mag-
netosphere to mimic the local effects of CD (note that
this procedure does not encompass all the effects of
CD), then one should ensure that this would instigate
the onset of CDI in an adjacent region, allowing plasma
and magnetic flux to enter the initial CD region. CD in
the adjacent region should then instigate CDI onset in
another adjacent region, producing the chain reaction
of avalanche. Without this chain reaction, the global
evolution of the magnetotail from a localized CD will
not be adequately modeled.

Ground-based observations of substorm activity
provide a global evolution of substorm activity over
extended periods. Satellite point-wise observations in
space can never match such complete and simultane-
ous coverage. Attempts to use ground-based obser-
vations to infer magnetospheric disturbances are well
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justified. Most investigations along this line use mod-
ified magnetic field model to gain insight on this link.
However, magnetic field variations around substorm
onset intervals are difficult to model and such models
often provide representation with large uncertainties.
It is highly desirable to overcome this limitation by
using natural plasma boundaries or parameters to relate
ionospheric features to magnetospheric features and
vice versa. These natural reference frames include
the trapping boundary of energetic particles, the inner
edge of the cross-tail current and/or plasma sheet, the
isotropic boundary, the proton temperature profile, the
plasma pressure profile, and the phase space density
profile. Examples using these natural boundaries to
infer the substorm onset location in the magnetotail can
be found in, e.g., Lui and Burrows (1978), Dubyagin
et al. (2003), and Donovan et al. (2008).

5.8 Concluding Remarks

The substorm concept was introduced more than four
decades ago. Many studies on substorm phenomena
have been conducted. It is conceivable that the results
from these studies have already provided sufficient
clues to identify the physical processes for substorm
onset. It is vital to consolidate observations from the
ground and various regions in space to gain insight
on the onset processes. An ingredient for success in
this pursuit is to evaluate all potential candidates with
observations at hand and not to interpret observations
always in the framework of one particular candidate as
done in several past studies.
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6Cluster Observations of Plasma
Bubbles, BBFs and Their Wakes

Andrew P. Walsh and Colin Forsyth

Abstract
Bursty Bulk Flows (BBFs) are an important means of transporting magnetic flux and
plasma through the Earth’s magnetosphere and can be explained as entropy depleted
flux tubes (plasma bubbles) propagating earthward under the action of the interchange
instability. For 10 years ESA’s Cluster spacecraft have been making measurements
of BBFs in the magnetotail at spacecraft separations ranging from 100 to 10,000 km.
Here we compare three BBFs observed by Cluster at three different spacecraft sep-
arations and discuss some of the similarities and differences between the features
observed during each event, with particular reference to field-aligned currents and
the newly-discovered wake region observed behind and around earthward moving
flux tubes.

6.1 Introduction

The transport of magnetic flux and plasma through
the magnetotail during periods of enhanced geomag-
netic activity is predominantly carried out during tran-
sient events known as Bursty Bulk Flows, or BBFs
(Angelopoulos et al. 1992). BBFs are defined as
periods of earthward plasma flow and enhanced BZ

detected by spacecraft in the magnetotail that last
∼10 min and are often comprised of several so-called
“flow bursts” each lasting ∼1 min.

A theoretical framework that reproduces the obser-
vational features of BBFs is the plasma bubble theory
of Chen and Wolf (1993) wherein each flow burst
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can be represented as a plasma bubble – an entropy
depleted flux tube that propagates earthward under the
action of the interchange instability. At its simplest,
the plasma bubble theory predicts that BBFs have a
lower plasma pressure than surrounding flux tubes,
compensated for by a higher magnetic pressure than
surrounding flux tubes. The bubble theory also pre-
dicts regions of field-aligned current (FAC) should be
present at the edges of the plasma bubble, associated
with the magnetic field shear caused by the bubble’s
motion through the ambient magnetic field. The sense
of the magnetic field shear (i.e. the sign of BX · δBY)
at the edge of the bubble is indicative of the direction
of FAC. Currents into the ionosphere are expected at
the dawnward edge of the bubble and currents out of
the ionosphere are expected at the duskward edge of
a bubble (Sergeev et al. 1996), in the same manner as
the Substorm Current Wedge. Thus by measuring the
direction of FAC using multi-spacecraft techniques,
or through examining any magnetic field shear seen
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by a single spacecraft, the location of a spacecraft
relative to the bubble centre line can be determined.
Tailward directed return flows have also been predicted
to be found around the edges of the depleted flux tube.
Various spacecraft observations have been made of
these features (Forsyth et al. 2008; Walsh et al. 2009).

The plasma bubble theory does not offer any expla-
nation as to the source of depletion, although recent
simulation work (Sitnov et al. 2005, 2009) suggests
that reconnection of closed field lines may be respon-
sible. Here we compare and contrast, with partic-
ular reference to return flows and wake structures,
two of the more detailed observational studies of
BBFs/plasma bubbles based on Cluster observations.
The first study (Walsh et al. 2009) reported obser-
vations made during the 2005 tail season, when the
separation of the Cluster spacecraft was ∼10,000 km,
while the second (Forsyth et al. 2008) reported obser-
vations made during the 2003 tail season when the
Cluster spacecraft were separated by 100 km. A third

event from the 2004 (1000 km separation) tail season is
also included.

6.2 Case Study One:
21 September 2005

The data in this section were first presented by Walsh
et al. (2009) and concern a plasma bubble observed
on 21 September 2005, when Cluster 1 was located
at GSM(–15.9, 1.8, 1.1) RE. During the interval the
Cluster spacecraft were configured in a 10,000 km
triangle in the plane of a model tail neutral sheet
with one spacecraft (C4) offset from that triangle
by 1000 km. During this interval, C2 was located
10,000 km duskward of C1. Data from the interval are
plotted in Fig. 6.1. Panel a shows magnitude and GSM
components (all data are presented in GSM unless oth-
erwise stated) of magnetic field from Cluster 1 FGM
(Balogh et al. 2001). Panel b shows total, magnetic and

Fig. 6.1 Data from 21st September 2005. Panel (a) shows GSM
components of magnetic field from C1; Panel (b) the proton,
magnetic and total pressures from C1; Panel (c) electron energy

fluxes from PEACE for particles with pitch angles of 0◦, 90◦ and
180◦ and Panel (d) GSM components of V⊥ from C1. Panels (e)
and (f) are equivalent to Panels (a) and (d) but for C2
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ion pressure from C1 FGM and CIS-HIA (Rème et al.
2001). Panel c shows total electron energy flux for par-
ticles with pitch angles of 0◦, 90◦ and 180◦ from C1
PEACE (Johnstone et al. 1997). Panel d shows GSM
components of ion velocity perpendicular to the mag-
netic field velocity (V⊥) from C1 CIS-HIA. Panels e
and f are equivalent to A and D for C2 with velocities
derived from PEACE electron measurements.

The minute-long period of enhanced V⊥ X detected
by C1 beginning at ∼13:58:55 UT (Panel a). During
the period of enhanced BZ, which was longer than
the flow burst, the plasma pressure was reduced and
the magnetic pressure enhanced, resulting in approx-
imately constant total pressure (Panel c), consistent
with the plasma bubble theory. Furthermore, a mag-
netic shear (δBY) was detected as the spacecraft passed
into the low plasma pressure region consistent with C1
passing through the dawnward side of a plasma bub-
ble (Panel a). What is not predicted by theory is the
extended region of reduced plasma pressure behind the
bubble that forms a depleted “wake”. This wake is par-
tially stagnant and partially tailward flowing. In con-
trast, no BZ enhancement was detected by C2, instead
there was an enhancement in BX (Panel e) contempo-
raneous with tailward- and dawnward-directed flows
(Panel f). Since BZ was positive, it is likely that the C2
spacecraft missed the bubble itself and made the first
direct detection of the expected return flows around
the edges of a plasma bubble. The enhanced BX in the
return flow region means there is an enhanced mag-
netic pressure, so the return flow region may also have
been depleted in the same manner as the wake behind
the bubble that was observed by C1. A decrease in
perpendicular electron flux (not shown) was observed
and is consistent with this. No ion measurements are
available from C2, however, thus it is not possible to
directly compare the pressures in return flow region
and wake region directly.

The earthward flow at C1 was first detected before
the magnetic field dipolarization and before the deple-
tion in plasma pressure. This was interpreted as a
region of magnetic flux and plasma pileup in front of
the plasma bubble. The increase in magnetic pressure
seen before the dipolarization (Panel c) is also con-
sistent with this. Once within the plasma bubble, the
spacecraft detected a negative V⊥ Z (Panel d) consistent
with the contraction of the flux tube as it propagated
towards the Earth into higher field strength regions.

The dimensions of this particular plasma bubble can
be estimated because of the relative locations of C1 and
C2. The spacecraft were separated by approximately
10,000 km in Y GSM, with C2 located duskward of
C1. Thus if C1 passed through the plasma bubble on
its dawnward side, consistent with the sign of BX·δBY

just prior to bubble entry, assuming approximate sym-
metry either side of the bubble centre line, the bubble
can be no wider than twice the spacecraft separa-
tion, i.e. ∼20,000 km or 3RE (Walsh et al. 2009),
consistent with previous observations (Nakamura
et al. 2004).

6.3 Case Study Two: 25 August 2003

The data in this section were first presented by Forsyth
et al. (2008) and concern a BBF observed on 25
August 2003. During the event, the Cluster spacecraft
were located at GSM(–18.7, –3.6, –1.1)RE in a forma-
tion close to a regular tetrahedron and separated by
120 km. Data from Cluster 4 are plotted in Fig. 6.2.
Due to their close separation, data from all four space-
craft were similar throughout the event (Forsyth et al.
2008). Panel a shows the magnetic field components
in GSM. Panel b shows the proton (dashed line), mag-
netic (dotted line) and total (based on the proton and
magnetic) pressures. Panel c shows the total energy
flux for electrons with 0◦, 90◦, and 180◦ pitch angles.
Panel d shows the proton velocity perpendicular to
the magnetic field in GSM coordinates. Panel e shows
the field-aligned current (FAC) calculated using the
curlometer method (Dunlop et al. 1988) for both the
5 Hz (dotted line) and spin resolution (solid line) mag-
netic field data. Proton data are from the CIS-CODIF
instrument (Rème et al. 2001).

From 01:24:25 UT, V⊥ was enhanced for 2 min
(Fig. 6.2, Panel d), associated with a dipolarization
of the magnetic field (Panel a) and a decrease in the
plasma pressure (Panel b) driven by a drop in density.
The magnetic field and proton pressure indicate that
the BBF was made up of two individual flow bursts (i.e.
two regions of reduced proton and enhanced magnetic
pressure), separated by a region of enhanced (relative
to each flow burst) proton pressure and reduced mag-
netic pressure. This is confirmed by the presence of
two bi-polar FAC signatures (Panel e), indicating that
the spacecraft passed from the dusk to dawn sides of
the flow bursts, consistent with results from minimum
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Fig. 6.2 Data from 8 August 2003. Panels (a) to (d) are the
same as for Fig. 6.1 while Panel (e) shows j// calculated using
the curlometer technique from spin resolution and 5 Hz FGM

data. Solid vertical lines delimit the BBF and wake regions. The
dashed vertical line marks the boundary between the two flow
bursts

variance analysis and multi-spacecraft timing analysis
(Forsyth et al. 2008). During the two flow bursts, it can
be seen that the electron energy flux was enhanced in
the parallel and anti-parallel directions over the per-
pendicular direction. Following the BBF, there were 45
s during which time BZ turned negative and BX turned
positive.

From 01:27:20 UT, V⊥ X and V⊥Z were negative,
indicating tailward flow away from the centre of the
plasma sheet, associated with enhanced field parallel
electron energy flux. This is similar to the wake region
behind the BBF discussed above and had not previ-
ously been noted. Within this region, the field-aligned
currents were directed earthwards, consistent with cur-
rents on the dawn side of a flow. These Earthward field-
aligned currents are expected, given that Cluster exited
the last flow burst on the dawnward side (Forsyth et al.
2008). Compared to the currents within the BBF, these
currents show less variability (in both the 5 Hz and spin

resolution data) although they are somewhat smaller
than the currents in the flow region.

6.4 Case Study Three:
24 September 2004

During the 2004 tail season, the Cluster spacecraft
were orbiting in a regular tetrahedral formation, sep-
arated by approximately 1000 km. To complement
the above studies, we present observations of a BBF
from 24 September 2004 when Cluster was located at
GSM(–17.3, 4.2, –2.3) RE. Data from Cluster 1 from
the event are plotted in Fig. 6.3. Panel a shows the
magnetic field components in GSM. Panel b shows
the proton (dashed line), magnetic (dotted line) and
total (based on the proton and magnetic) pressures.
Panel c shows the total energy flux for electrons with
pitch angles of 0◦, 90◦, and 180◦. Panel d shows the
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Fig. 6.3 Data taken by C1 on 24th September 2004. Panels are the same as for Fig. 6.2

ion velocities perpendicular to the magnetic field in
GSM coordinates. Panel e shows the field-aligned cur-
rent calculated using the curlometer method (Dunlop
et al. 1988) for both the 5 Hz (dotted line) and spin
resolution (solid line) magnetic field data.

The transport of magnetic flux (V⊥ ) was enhanced
from 10:22:00 to 10:31:00, predominantly in the pos-
itive Y direction (Fig. 6.3, Panel d), associated with a
decrease in BX and an increase in BZ (Panel a), con-
sistent with the definition of a BBF. During the V⊥
enhancement, there were four distinct intervals dur-
ing which time the parallel electron flux was enhanced
above the perpendicular electron flux (Panel c), coin-
ciding with enhancements in the Earthward magnetic
flux transport (V⊥ X, Panel d) and dipolarizations of
the magnetic field and indicating the presence of four
separate flow bursts. During the flow bursts the mag-
netic pressure was also enhanced and proton pressure
appeared reduced (Panel b), although noisy CODIF
data mean this is not as clear as for the 2003 and 2005
events. Also during the flow bursts, the field-aligned
currents were enhanced, showing tailward flowing

currents for each of the flow bursts apart from the
last, which showed a bipolar current signature, indica-
tive of the spacecraft staying on the duskward side of
each of the first three flow bursts and passing from the
duskward to the dawnward side of the final flow burst.
The duskward direction of V⊥ Y throughout the BBF is
consistent with this interpretation.

After 10:31:00, all components turned negative,
indicating that the spacecraft entered the wake region
behind the BBF. In this region, the parallel electron
flux remained elevated above the perpendicular elec-
tron flux and the field-aligned currents were variable,
showing no apparent tendency to be earthward or
tailward.

6.5 Discussion

We have presented the results from three case studies
of BBFs using the Cluster spacecraft when the space-
craft were separated by 100, 1000, and 10,000 km, two
of which have previously been examined individually
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(Forsyth et al. 2008; Walsh et al. 2009). In the
following, we discuss the similarities and differ-
ences between the observations. Wake regions were
observed, albeit with slightly different characteris-
tics, during all three of the presented events. Only in
case study one was the return flow region observed,
which is thought to form the wake behind the plasma
bubble (Walsh et al. 2009). This was observed con-
currently with the earthward moving plasma bubble.
The wake/return flow region was most obviously dif-
ferent from the bubble itself in the 2005 case, possibly
because that event represented a single flow burst
whilst multiple flow bursts were observed within the
2003 and 2004 BBFs. This may indicate that the ambi-
ent plasma between the flow bursts interacts in a more
complex manner with the earthward moving flux tubes.
In all cases the perpendicular electron fluxes were
higher in the wake regions than within the depleted flux
tubes themselves.

In the 2004 and 2005 cases, the (anti)parallel elec-
tron fluxes observed in the wake regions were reduced
with respect to those seen within the plasma bubbles,
while in the 2003 case the (anti)parallel electron fluxes
resembled those seen during the flow bursts. In this
case, the wake region was separated from the flow
bursts by a region of negative BZ which was not present
in either of the other cases. Enhanced (anti)parallel
electron fluxes were, however observed at the interface
between the wake and undisturbed plasma sheet in the
2004 and 2005 cases (Figs. 6.3 and 6.1, Panels c). It
would appear, then, that the wake regions behind BBFs
and flow bursts show significant variability in magnetic
field, plasma properties, field-aligned currents and sub-
structure that require further, statistical, study in order
to be properly understood.

It has previously been shown that the curlometer
technique (Dunlop et al. 1988) can be used to exam-
ine the current systems of BBFs using data from the
Cluster spacecraft when the spacecraft are in a regular,
tetrahedral formation (Forsyth et al. 2008). However,
studies have shown that when the spacecraft forma-
tion deviates strongly from a regular tetrahedron, the
curlometer provides less meaningful results (Robert
et al. 1998). As such, we only have curlometer data
from the events in 2003 (100 km scale) and 2004
(1000 km scale). Both events consist of multiple flow
bursts within a period of enhanced magnetic flux trans-
port and both show enhancements of the field-aligned
currents associated with the flow bursts. During the
2004 event, Cluster observed only tailward currents

(field-parallel in the southern plasma sheet) for the first
three flow bursts, whereas the last flow burst, and both
flow bursts in the 2003 event, had bipolar current sig-
natures. The currents from the 2003 event were larger
than that of the 2004 event and showed greater vari-
ability between the results from the spin resolution and
5 Hz magnetic field data. Modelling studies (Forsyth
et al. 2010) have shown that, for a fixed width line
current, the curlometer will detect more of the current
when the spacecraft are deployed in a smaller tetrahe-
dron than a larger tetrahedron relative to the current
width. As such, we would expect that the currents in
2003 would be larger, assuming that currents within
flow bursts do not vary significantly between events. In
both the 2003 and 2004 cases, FAC were observed in
the wake regions behind the BBF, albeit of lower mag-
nitude than during the flow bursts. For the 2005 event,
an examination of the electron fluxes in the parallel and
antiparallel directions in the wake observed by C2 did
not reveal any significant flux imbalance (Walsh et al.
2009), contrary to the fluxes observed in the plasma
bubble itself (Fig. 6.1, Panel c), hence it was not possi-
ble to infer the presence of significant FAC in that case.

In each case the velocities of the BBFs were slightly
different. In 2003 and 2004 V⊥ Y dominated while in
2005 V⊥ X was dominant. In all cases however, the
component of V⊥ Z was consistent with that of a con-
tracting flux tube: negative when the spacecraft was
located north of the tail neutral sheet (2005), posi-
tive when the spacecraft were located south of the
neutral sheet (2003, 2004). The magnitude of V⊥ Z

was higher for those events where the spacecraft were
located further from the neutral sheet, as expected
for the contracting flux tube scenario. The observed
asymmetry in electron pitch angle distributions, i.e.
enhanced (anti)parallel flux and reduced perpendic-
ular flux, within all three plasma bubbles can be
explained in context of the contracting flux tube sce-
nario. Particle populations frozen to contracting flux
tubes can be Fermi accelerated in order to conserve
the bounce invariant, provided the contraction happens
on a time scale longer than the particle bounce time.
Alternatively, if the plasma bubbles were first formed
by localised reconnection of open, lobe field lines,
one might expect the electrons frozen to those field
lines to have a more (anti)field-aligned (i.e. PSBL-like)
character (Forsyth et al. 2008).

The events from 2004 and 2005 showed little
change in the total pressure observed by the Cluster
spacecraft passing through the flows. In the 2004 event,
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the ion pressure increased slightly, and the magnetic
pressure dropped slightly and vice versa for the 2005
event. In contrast, the event from 2003 had a distinct
drop in the total pressure, driven by a drop in the
ion pressure that was not fully compensated for by
an increase in the magnetic pressure. MHD models of
plasma bubbles (Birn et al. 2004) have predicted that
during the early life of plasma bubbles, the particle
pressure is depleted and forces act to re-establish pres-
sure balance between the bubble and its surroundings.
Later on, once pressure balance has been restored, the
particle pressure along the flux tube further from the
neutral sheet may increase above its surroundings.

Based on this, we suggest that events from 2004
and 2005 are relatively mature bubbles compared to
the event from 2003, which shows the characteristics
of a young bubble.

In the 2004 case particularly, V⊥ Z was northward
during each of the individual flow bursts within the
BBF, in contrast to the “ambient” BBF plasma which
had a southward directed V⊥ Z (Fig. 6.3, Panel d).
This highlights the difference between the flow bursts
and the rest of the BBF. The flow bursts (i.e. plasma
bubbles) had significantly different V⊥ X and V⊥ Z com-
ponents than the “ambient” BBF, despite all of the
plasma having a significant V⊥ Y, hinting that different
physical processes govern their motion and evolution.
Indeed, if one compares the velocity profile of a single
flow burst from the 2004 event with the 2005 event one
sees similar features in V⊥ X and V⊥ Z, despite the very
different V⊥ Y behaviour. Furthermore, the 2003 and
2004 events make clear that the regions between the
individual flow bursts that make up a BBF do not have
reduced plasma pressure (Figs. 6.2 and 6.3, Panels
b) and the electron fluxes in these regions are not as
parallel-dominated as during the flow bursts/bubbles
themselves. An important, question, then, is what is
the difference between these regions, and what causes
them to move if not the same interchange mechanism
as the plasma bubbles themselves? Interaction between
earthward-moving magnetic structures in the magneto-
tail and the ambient plasma and magnetic field might
be expected to cause the ambient plasma to move
(Slavin et al. 2003), indeed the moving pile-up region
in front of the flow burst in the 2005 event (Fig. 6.1,
Panel d) is evidence that this can occur, however in the
2003 and 2004 cases the dominant V⊥ Y is not consis-
tent with plasma and flux being driven before a more
earthward-moving plasma bubble or flow burst such
as those observed in the 2004 event. A more detailed

investigation into the interaction between flow bursts
and the rest of a BBF is beyond the scope of this paper,
however further theoretical and simulation work focus-
ing on the this topic and more detailed multi-scale
measurements would both be necessary in answer-
ing this question and shedding light on the generation
mechanism of BBFs.

Recent work (Panov et al. 2010) based on data from
the THEMIS spacecraft has interpreted tailward flows
observed directly after earthward flows as the rebound-
ing of earthward propagating flux tubes. It is important
to make a distinction between tailward directed return
flows (i.e. bubble wakes) that are a result of inter-
change motion and rebounding flux tubes that have
been observed closer to the Earth than the events
reported here. The tailward flows observed by both C1
and C2 in the 2005 event certainly do not represent a
rebounding flux tube: The same bubble was observed
by Double Star TC-2 near geosynchronous orbit some
3 min later (Walsh et al. 2009), thus one might expect
to see bubble wakes in the near-tail region where
rebounding flux tubes have been detected. Further
work is required to determine what proportion of
tailward flows with positive BZ observed in the near-
earth tail are bubble wakes and what proportion are
rebounding flux tubes.

6.6 Summary and Conclusions

We have presented three case studies of BBFs using
data from the Cluster spacecraft. Each of the three case
studies had several common features, yet there were
also some significant differences between them. In the
2003 and 2004 cases each BBF was made up of sev-
eral flow bursts, the 2005 event was just one flow burst.
Each flow burst conformed to the plasma bubble model
and had associated with it field-aligned currents con-
sistent with those expected (Sergeev et al. 1996) and
each had a reduction in plasma pressure, increase in
magnetic pressure and transient dipolarization.

Whilst the 2004 and 2005 plasma bubbles were gen-
erally in pressure balance with their surroundings, the
2003 bubble was not. This was interpreted as being
because the 2003 bubble was detected earlier in its life-
time than the 2004 and 2005 bubbles. In all cases indi-
vidual flow bursts had a component of V⊥ Z consistent
with the depleted flux tube contracting as it propagated
earthward. Each flow burst had enhanced (anti)parallel
electron fluxes and reduced perpendicular electron
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fluxes within it, possibly a result of Fermi acceleration
of the particles as the flux tube contracted, or evi-
dence the flux tube was made up of reconnected PSBL
field lines. Between the flow bursts in the “ambient
BBF” there was no reduction in plasma pressure and
the anti(parallel) electron fluxes reduced. The motion
of the “ambient BBF” seems to be different from that
of the flow bursts, particularly in the 2004 case when
there was a dominant V⊥ Y throughout the BBF.

Previously, wakes had only been reported for the
2005 event (Walsh et al. 2009). In this study, wakes
were identified behind each BBF and, in the case of
the 2005 event, the expected return flow region around
its sides. Where it was possible to use the curlometer to
detect FACs, currents with a lower current density were
detected in the wake regions than at the boundaries of
the plasma bubbles.

While wakes were detected in all three cases it was
only during the 2005 event, that the wake and the flow
burst were observed simultaneously and the dimen-
sions of the flow burst estimated. With this tetrahedron
configuration, determination of FACs using the cur-
lometer was not possible. Conversely, for the 2003 and
2004 events, the field-aligned current density could be
determined through the curlometer, however details of
the interaction between the flow bursts and the wake
was not able to be determined, nor the dimensions
of the flow bursts and BBFs. In order to fully under-
stand BBFs and plasma bubbles then; and determine
how and/or whether the magnitude of FACs are related
to bubble size, density, velocity or other parameters,
detailed measurements made simultaneously at mul-
tiple scales are required. The planned Scope mission
should provide this capability.
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7A Statistical Study of Pressure Changes
in the Near-Earth Magnetotail
Associated with Substorm
Expansion Onsets

Y. Miyashita, S. Machida, and A. Ieda

Abstract
We have statistically studied substorm-associated evolution of the near-Earth mag-
netotail to understand the substorm triggering mechanism. In the present chapter we
focus on changes in the total and plasma pressures. We find that energy release is
more significant between the regions of the magnetic reconnection and the initial
dipolarization, i.e., at –12 > X > –18 RE than in the surrounding regions. Unlike pre-
viously reported results, the plasma pressure increases in association with the initial
dipolarization at X > –12 RE, the increase largely contributed by high-energy parti-
cles. This result suggests that the rarefaction wave scenario proposed in the current
disruption model is questionable.

7.1 Introduction

The triggering mechanism of a substorm expansion
onset is a major issue in magnetospheric research.
Substorm models proposed so far include the near-
Earth neutral line (NENL) model (e.g., Russell 1972,
1974; Hones 1976; Baker et al. 1996; Shiokawa et al.
1997, 1998), the current disruption (CD) model (e.g.,
Lui 1996), the magnetosphere-ionosphere coupling
model (Kan et al. 1988; Rothwell et al. 1988; Kan
2007), the convection reduction model (Lyons 1995),
the boundary layer dynamics model (Rostoker and
Eastman 1987; Rostoker 1996), and the thermal catas-
trophe model (Smith et al. 1986; Goertz and Smith
1989).

Y. Miyashita (�)
Solar-Terrestrial Environment Laboratory, Nagoya University,
Furo-cho, Chikusa-ku, Nagoya, Aichi 464-8601, Japan
e-mail: miyasita@stelab.nagoya-u.ac.jp

Among these models, the NENL model and the CD
model are thought to be the principal candidates. These
models are different in the initial process, its location,
and the propagation direction of the resultant flows or
waves. In the NENL model, the magnetic reconnection
first occurs in the midtail at X ∼ –20 RE, generating a
tailward moving plasmoid and a fast earthward flow.
The fast earthward flow propagates to the near-Earth
tail at X ∼ –10 RE, causing the dipolarization or the
current disruption. On the other hand, the CD model
predicts that the current disruption first occurs in the
near-Earth tail at X ∼ –10 RE, resulting in the dipolar-
ization. This process is accompanied by a plasma pres-
sure reduction, generating a rarefaction wave. It then
propagates tailward and leads to plasma sheet thin-
ning and weakening of the north-south magnetic field.
As a result, the magnetic reconnection takes place in
the midtail at a later time (Lui 1991). Recently, how-
ever, Machida et al. (2009) have proposed a new model
called a “catapult (slingshot) current sheet relaxation
model”, in which the initial process occurs between
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the regions of the magnetic reconnection and the initial
dipolarization, leading to the two processes.

For clarifying the relative timing and the causal
relationship of substorm-associated processes in the
magnetotail, it is helpful to employ a timing analy-
sis, such as superposed epoch analysis (e.g., Lui et al.
1998; Nagai et al. 1998; Machida et al. 1999, 2009;
Miyashita et al. 2000, 2003, 2009). Miyashita et al.
(2009) have revealed an overall picture of substorm-
associated evolution of the near-Earth magnetotail:
The magnetic reconnection occurs at X ∼ –16 to
–20 RE at least 2 min before onset to create a plasmoid
tailward of X ∼ –20 RE. Almost simultaneously with
the magnetic reconnection, or within a few min, the
dipolarization begins at X ∼ –7 to –10 RE.

Further detailed studies, however, are needed to
understand the causal relationship between the mag-
netic reconnection and the current disruption as well
as processes midway between the regions of the two
processes, such as fast earthward flow and rarefaction
wave. There are possibly various approaches to under-
standing the causal relationship, such as timing analy-
sis of multispacecraft observations (e.g., Angelopoulos
et al. 2008; Lui et al. 2008). In the present study,
we focus on changes in the total and plasma pres-
sures in the magnetotail in association with substorm
onsets. The pressure is one of the key parameters for
the substorm dynamics.

In the present chapter, after showing the main
results of Miyashita et al. (2009), we show some of
the statistical results of the plasma pressure and dis-
cuss the rarefaction wave scenario proposed in the CD

model in connection with the triggering of the mag-
netic reconnection in the midtail. More details about
the plasma pressure changes can be found in Miyashita
et al. (2010).

7.2 Superposed Epoch Analysis

In this section, we show the results of superposed
epoch analysis of the plasma flow, the north-south
magnetic field, the total pressure (Miyashita et al.
2009), and the plasma (ion) pressure (Miyashita et al.
2010), which are fundamental to the understanding of
the magnetotail dynamics. The variations that we show
are on the X–Y plane, while Machida et al. (2009)
showed those on the X–Z plane. Figure 7.1 shows a
summary of the results of Miyashita et al. (2009).

We utilized a total of 3787 substorm events that
were determined from the auroral breakup observed
by Polar UVI (Liou et al. 2000) or IMAGE FUV
(Frey et al. 2004; Frey and Mende 2007). The sub-
storm expansion onset times (t = 0) were determined
with an accuracy of less than or equal to 2 min,
which was why we used 2 min averages for the super-
posed epoch analysis. During each of the selected
events, any of the Geotail, Polar, and GOES space-
craft was located in the nightside sector: −5 ≥ X ≥
−31 RE and |Y| ≤ 15 RE in GSM coordinates for
Geotail, −3.5 ≥ X ≥ −10 RE, |Y| ≤ 9 RE, and |Z| ≤
5 RE for Polar, and −3.5 ≥ X ≥ −6.6 RE and |Y| ≤
6 RE for GOES. For the Geotail data, we used the
LEP ion moments, the MGF magnetic field, and the

Fig. 7.1 Summary of the
magnetotail evolution
associated with substorm
onsets. The figure is not
exactly scaled (from
Miyashita et al. 2009)
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EPIC-STICS high-energy particle data. Note that the
ion pressure was calculated by combining the LEP (a
few tens of eV/q to ∼40 keV/q) and EPIC-STICS (44–
265 keV) data. The classification of the Geotail data
into the plasma sheet (PS), the plasma sheet bound-
ary layer (PSBL), and the lobe was based on the ion
β (see Miyashita et al. 2000). We also used the Polar
MFE and GOES magnetic field data for the near-Earth
region. More details about the data set and the method
were described in Miyashita et al. (2009).

Figure 7.2 shows the results of the X component
of the plasma (ion) flow VX in the PS and PSBL, the
deviation of the north-south magnetic field � Bz in the
PS, PSBL, and lobe, and the normalized deviation of
the total pressure � Pt/Pt in the PS, PSBL, and lobe
(Miyashita et al. 2009). Here the baseline of the devi-
ation (Bz and Pt) is the average value over the interval
from t = –11 to –7 min, calculated for each event.
The total pressure is the sum of the ion and magnetic
pressures.

Fast tailward flows begin to grow significantly in the
premidnight sector at X < −20 RE at onset (t = 0),
associated with the formation and evolution of the
plasmoid. They further develop continuously, with
the region of fast tailward flow expanding in the Y
direction due to the plasmoid expansion. In contrast,
more fast earthward flows appear at X < −12 RE after
t = −2 min, but they are not distributed very widely
even immediately after onset, probably due to the
localization of the flows in the Y and Z directions.
Some earthward flows slightly grow at t = 2 min
at (X, Y) ∼ (−8, 0) RE, where there are very slow
flows and even tailward flows (see Miyashita et al.
2000, 2003).

For the north-south magnetic field, at onset the neg-
ative � Bz substantially grows, that is, Bz decreases
in the premidnight sector tailward of X ∼ −20 RE.
A detailed analysis shows that the development of the
negative � Bz already begins at t = –2 or possibly –
4 min at X < −23 RE. In this region the fast tailward
flows are seen, so that the negative � Bz is associated
with the plasmoid in the PS and the traveling compres-
sion region in the PSBL and the lobe. On the other
hand, simultaneously with the plasmoid evolution, the
positive � Bz begins to grow, that is, Bz substantially
increases first at X ∼ –7 to –10 RE and Y ∼ 4 RE at
t = –2 min in association with the dipolarization. The
dipolarization region then successively expands tail-
ward, duskward, dawnward, and earthward. Another

interesting feature of � Bz is that the relatively large
negative � Bz appears in the premidnight sector at X ∼
–5 to –20 RE and Y ∼ 2 − 12 RE before onset, implying
that magnetic field lines become considerably taillike
and the cross-tail current is significantly intensified
there before onset.

For the total pressure, before and at t = –4 min, the
positive � Pt/Pt enhances, that is, the total pressure
increases in the entire tail. At t = –2 min, however,
the values of the positive � Pt/Pt become small in
the premidnight sector at X ∼ −16 to –20 RE and
Y ∼ 0 − 5 RE, followed by the appearance and growth
of the negative � Pt/Pt. Namely, the total pressure
decreases first in this region. This change relates to the
magnetic reconnection. Subsequently the total pres-
sure also decreases in the surrounding regions, except
the dipolarization region at X > −10 RE, at or immedi-
ately after onset. In contrast, the total pressure gener-
ally increases, rather than decreases, in the near-Earth
region at X > −10 RE and −5 < Y < 8 RE simultane-
ously with or a few min after the beginning of the
dipolarization. Tailward of X ∼ −10 RE, the total pres-
sure decreases before the dipolarization region reaches
there, but the total pressure continues to decrease or
begins to increase when the dipolarization occurs.

The fast tailward flow and the significant growth
of the negative � Bz due to the plasmoid, as well as
the initial total pressure decrease, obtained from our
statistical analysis suggest that the magnetic reconnec-
tion first occurs in the premidnight tail, on average, at
X ∼ –16 to –20 RE at least 2 min before onset. Almost
simultaneously with the magnetic reconnection (with
2 min resolution), the dipolarization begins first at
X ∼ –7 to –10 RE 2 min before onset.

Furthermore, we examined the pressure changes in
more detail. The left column of Fig. 7.3 shows the total
pressure deviation � Pt. The negative � Pt begins to
grow in the premidnight sector at −10 > X > −20 RE

at t = –4 or –2 min. In particular, this decrease in the
absolute value of the total pressure is more significant
at X ∼ –12 to –18 RE, i.e., on the earthward side of
the magnetic reconnection region than in the surround-
ing regions. This result suggests that energy release
is more significant between the two regions of the
magnetic reconnection and the initial dipolarization.

The right column of Fig. 7.3 shows the plasma (ion)
pressure deviation � Pp in the PS. The plasma pressure
increases, rather than decreases, in the initial dipo-
larization region at X > −12 RE and −2 < Y < 6 RE
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Fig. 7.2 Two-dimensional plots of (left) the X component of
the plasma (ion) flow Vx on the GSM X–Y plane in the plasma
sheet (PS) and plasma sheet boundary layer (PSBL), (middle)
the deviation of the north-south magnetic field � Bz in the PS,
PSBL, and lobe, and (right) the normalized total pressure devi-
ation � Pt/Pt in the PS, PSBL, and lobe from t = –6 to 6 min.
The size of bins is 4 RE × 4 RE, except for � Bz in the inner

magnetospheric region, 2 RE × 2 RE. The 4 RE × 4 RE (2 RE ×
2 RE) bins are slid by 2 RE (1 RE) on the X–Y plane, so that only
their central parts of 2 RE × 2 RE (1 RE × 1 RE) are shown in the
figure not to overlap each other. The times shown are the cen-
ters of the averaging intervals. The original color version can be
found in Miyashita et al. (2009)
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Fig. 7.3 Two-dimensional plots of the deviations of (left) the
total pressure � Pt in the PS, PSBL, and lobe and (right) the
plasma (ion) pressure � Pp in the PS in 4 RE × 4 RE bins from

t = –6 to 6 min. The original color version can be found in
Miyashita et al. (2009, 2010)
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simultaneously with or just after the beginning of
the dipolarization. Outside this region, particularly
tailward and duskward of this region, the plasma
pressure decreases just before onset, i.e., before the
dipolarization region reaches there; when the dipolar-
ization occurs at later times, the plasma pressure tends
to increase.

We also examined the contribution of each of high-
energy (EPIC-STICS) and low-energy (LEP) particles
to the plasma pressure (figures are not shown). In the
initial dipolarization region, the plasma pressures from
both high- and low-energy particles generally increase.
In particular, high-energy particles largely contribute
to the plasma pressure increase in association with the
dipolarization. Furthermore, the plasma pressure from
high-energy particles increases just outside the ini-
tial dipolarization region, but it does not significantly
change further away from this region. The plasma
pressure from low-energy particles generally decreases
outside the initial dipolarization region, particularly
duskward and tailward of this region.

The plasma pressure increase in association with
the dipolarization is consistent with recent THEMIS
observations (Xing et al. 2010; Dubyagin et al. 2010).
Kistler et al. (1992) also reported that the plasma
pressure increases, associated with “energetic particle
injection”, although because of the lack of the mag-
netic field data, it was not clear whether or not the
change that they reported related to the dipolarization.
On the other hand, our result is obviously different
from that of Lui et al. (1992) and Lyons et al. (2003),
who reported that the plasma pressure in the plasma
sheet decreased in association with the dipolarization.

7.3 Discussion

We have statistically studied substorm-associated evo-
lution of the near-Earth magnetotail to understand the
substorm triggering mechanism. In the present chap-
ter we focused on changes in the total and plasma
pressures. In this section we discuss the significant
decrease in the total pressure between the regions of
the magnetic reconnection and the initial dipolariza-
tion, and an implication of the plasma pressure increase
in association with the initial dipolarization.

We found that the total pressure decrease is more
significant between the regions of the magnetic recon-
nection and the initial dipolarization, suggesting that

energy release is more significant there. This may be
a key to the understanding of the causal relationship
between the two processes and the substorm trigger-
ing mechanism. A possible explanation for the energy
release is as follows: Magnetic energy in the lobe is
released and converted to plasma kinetic and thermal
energy in the plasma sheet. Part of the plasma energy
is transported by fast earthward flows. Meanwhile,
the region of the significant energy release is located
near the earthward edge of a region of fast earth-
ward flows, or probably the flow braking region. The
low-frequency magnetic and electric field fluctuations
are seen at X ∼ –14 to –20 RE around onset (see
Miyashita et al. 2009). Hence the fast flow is coupled
with the Alfvén wave or other kinds of waves to con-
vert the plasma energy into the wave energy, leading
to acceleration and heating of electrons (Angelopoulos
et al. 2002; Zhou et al. 2009). In addition, some
process other than the fast flow may be involved
in the energy release, since the region of the total
pressure decrease is wider than that of the fast earth-
ward flow, as shown in the left columns of Figs. 7.2
and 7.3. In the near-Earth region the plasma pressure
enhances in association with the initial dipolariza-
tion. Some portion of the energy for this near-Earth
process may be transported from the region of the sig-
nificant energy release, although a large portion can
be transported by the Poynting flux from the lobe
(Miyashita et al. 2001). It is an open question, however,
whether the carrier is the plasma flow or some types
of wave, i.e., how the energy is released, transported,
and spent.

As mentioned in the introduction, Lui (1991) pro-
posed that the tailward propagating rarefaction wave,
generated by the plasma pressure reduction associated
with the current disruption or the dipolarization in the
near-Earth region, leads to the magnetic reconnection
in the midtail. However, there seems to be no solid evi-
dence to support the rarefaction wave scenario, as dis-
cussed below in terms of the plasma pressure decrease,
the propagation direction of the fast earthward flow,
and the plasma sheet behavior.

For discussion about the possibility, it is very impor-
tant to clarify the duration of the rarefaction wave and
the necessary growth time of an instability resulting
in the magnetic reconnection. The thin plasma/current
sheet and a very small Bz for some duration are
required for efficient triggering of the magnetic recon-
nection. In simulations by Shinohara et al. (2007),
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it takes ∼1 min for the magnetic reconnection to
be triggered. If the rarefaction wave scenario is true,
the magnetic reconnection should be caused instan-
taneously or within ∼1 min after the arrival of the
rarefaction wave, considering that the propagation time
of the rarefaction wave from the initial dipolarization
region to the magnetic reconnection region is ∼1–
2 min and that the two processes occur nearly simul-
taneously, as shown above. However, our statistical
study with 2 min resolution data and our case studies
with 1 min resolution data (not shown) demonstrated
that the plasma pressure increases in association with
the dipolarization, without a transient decrease. Recent
THEMIS observations with 3 s resolution data (Xing
et al. 2010; Dubyagin et al. 2010) have also shown
the same result. Hence, even if the plasma pressure
decrease occurs, it should be very transient, lasting
for less than a few seconds, and the resultant rarefac-
tion wave should also be very transient. Because of the
finite Larmor radius effect, this small-scale structure
may not be sustained long enough to propagate to the
midtail and trigger the magnetic reconnection. Even if
a very transient rarefaction wave can be sustained, it
is questionable that the magnetic reconnection can be
effectively triggered by the short-duration plasma sheet
thinning and Bz decrease. Otherwise, it is debatable
whether or not waves generated at different sites suc-
cessively reach the midtail region, leading effectively
to the magnetic reconnection within ∼1 min, even if
the duration of each wave is very short.

Meanwhile, fast earthward flows at ∼400 km/s
associated with the tailward propagating rarefaction
wave should appear first on the earthward side and
then on the tailward side. However, recent THEMIS
observations (Runov et al. 2009; Takada et al. 2009)
and a Geotail statistical study (Machida et al. 2009)
showed that fast earthward flows appear in reverse
order, i.e., first on the tailward side and then on the
earthward side; the fast earthward flow propagates
earthward from the tailward region, before the dipolar-
ization region expands tailward (Machida et al. 2009;
Takada et al. 2009). Furthermore, the plasma pressure
decrease begins away from the initial dipolarization
region, i.e., in the midtail region before the expected
arrival of the rarefaction wave, as shown by our sta-
tistical studies. In addition, the plasma sheet expands
in the Z direction, rather than thins, at R < ∼15
RE at or immediately after onset (Hones et al. 1984;
Baumjohann et al. 1992). Thus these observations

of the plasma pressure, flow, and plasma sheet
behavior are not consistent with the rarefaction wave
scenario.

In conclusion, a number of substorm models have
been proposed for the triggering mechanism of an
expansion onset, as mentioned in the introduction.
Each of them can explain part of the observed substorm
processes, but none of them can perfectly explain all
the processes. For fully understanding the substorm
triggering mechanism, it is necessary in future stud-
ies to clarify what each model, not exclusively the
NENL and CD models, can explain and what it cannot
explain, as well as why it can or cannot, and establish
an integrated model or an entirely new model which
can truly explain all the observed processes.
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8Categorization of the Time Sequence
of Events Leading to Substorm Onset
Based on THEMIS All-Sky Imager
Observations
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and S.B. Mende

Abstract
The sequence of events leading to substorm auroral onset has been a long-standing
issue in substorm research. Based on statistical studies using THEMIS all-sky imager
data, we have recently reported evidence that most substorm onset events are pre-
ceded by a pre-onset auroral form which is a distinct north-south arc originating from
an poleward boundary intensification (PBI) and reaches the auroral onset region just
before onset. This onset sequence was found to be a repetitive process; it is detected
in 84% of 249 events between November 2007 and April 2008. A high occurrence
of PBIs (84%) emphasizes an abrupt flux transport across the open-closed field line
as initiation of the onset sequence. Here we present a variation of the onset sequence
we have previously reported and two less frequently observed types of onset time
sequence: poleward boundary contact and Harang aurora deformation. While pole-
ward boundary contact events also start with PBIs, the auroral oval width becomes
much narrower (∼2◦ MLAT) prior to onset, indicating that the plasma sheet is thin
and the nightside magnetic separatrix is located closer to the near-Earth onset region.
Harang auroral deformation events are not associated with an observed PBI, but the
equatorward portion of a pre-existing Harang aurora bends equatorward, which indi-
cates a rapid convection change leading to onset. All of those three categories of
events suggest that new plasma intrusion toward onset location changes the pressure
profile in the near-Earth region and leads to onset instability.
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Solar-Terrestrial Environment Laboratory, Nagoya University,
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8.1 Introduction

Determination of the sequence of events that lead to
substorm onset has been a critical problem and the sub-
ject of much debate since the discovery of the substorm
more than 40 years ago. Substorm onset can be identi-
fied by its ionospheric manifestation, an auroral onset,
which starts along an arc near the equatorward bound-
ary of the auroral oval and likely maps along magnetic
field lines toward the near-Earth portion of the electron
plasma sheet (Samson et al. 1992; Zou et al. 2009a, b).
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The main debate has been whether substorm onset
is initiated by magnetic reconnection in the mid-tail
plasma sheet (∼20–30 RE, downtail from the Earth)
or by an instability along the near-Earth plasma sheet
field lines (∼10 RE downtail) (Angelopoulos 2008).

However, a potential resolution to this long-term
problem was recently given by Nishimura et al. (2010,
hereafter referred to as Paper 1). They examined obser-
vations from the THEMIS all-sky imager (ASI) array,
which provides unprecedented high spatial and tem-
poral resolution of auroral observations together with
broad latitudinal and longitudinal coverage. Their anal-
ysis showed a distinct and repeatable sequence of
events leading to onset which has similarities but also
important differences from each of the above ideas for
substorm onset. In the present chapter, we separate the
pre-onset time sequence into three classifications. The
most common of these was shown and described in
Paper 1; this type of sequence, including an occasion-
ally seen variation of this type, and two others less
common types are discussed here.

Recent THEMIS spacecraft observations during
radially aligned spacecraft configurations in the mag-
netotail have given evidence that tail reconnection
occurs prior to substorm onset (Angelopoulos et al.
2008). Mid-tail reconnection is expected to lead to
onset by driving longitudinally localized flows from
the reconnection region toward the near-Earth onset
region (e.g., Birn et al. 1999). A statistical study
using Geotail spacecraft observations shows evidence
for enhancements of the plasma flow in the plasma
sheet soon before auroral onset (Miyashita et al.
2009), though onsets in this study where determined
from global auroral images from space, which can-
not reliably detect the initial brightening of a thin
breakup auroral arc. On the other hand, localized
plasma sheet flows are known to cause auroral activ-
ity. Specifically, poleward boundary intensifications
(PBIs) have been related to enhanced equatorward
flows that carry plasma across the nightside separa-
trix (de la Beaujardiere et al. 1994) into the plasma
sheet (Lyons et al. 1999). Some PBIs develop into
equatorward moving auroral arcs roughly north-south
(NS) orientated, which have been related to chan-
nels of enhanced earthward flows within the plasma
sheet (Rostoker et al. 1987; Sergeev et al. 1999, 2000;
Nakamura et al. 2001; Zesta et al. 2002; Henderson
et al. 2002). Thus, if mid-tail reconnection were able to
lead to onset, the flows coming from the reconnection

location to the near-Earth onset should lead to north-
south (NS) aurora moving equatorward toward onset
latitudes. Elphinstone et al. (1995) suggested that NS
arcs may precede some substorm onsets and recently
Kepko et al. (2009) noted an equatorial moving diffuse
aurora feature prior to onset for one event, suggesting
it might be related to mid-tail reconnection. However,
neither of these features has been verified as a common
pre-cursor to onset. This lent support for a near-Earth
instability process leading to onset, in order to explain
auroral onset occurring near the equatorward boundary
of the auroral oval (Samson et al. 1992; Donovan et al.
2008).

The pre-onset auroral sequence described in Paper 1
is initiated by a PBI, which is followed by an NS
arc moving equatorward towards the onset latitude.
Because of the linkage of fast magnetotail flows to
PBIs and to NS auroras, this sequence gives strong
support to an idea that onset is preceded by enhanced
earthward flows of plasma from the distant magne-
totail to the near-Earth region. That the sequence is
initiated by PBIs indicates that the enhanced flow
enters the plasma sheet from the open field line
region in association with enhanced reconnection
near the pre-existing open-closed field line bound-
ary rather than being from a mid-tail reconnection
region. Since such earthward flow enhancements have
been linked to under-populated flux tubes (Wolf et al.
2009), Paper 1 suggested that the arrival of new flux
tubes with reduced entropy from the Earth’s mag-
netotail to the near-Earth magnetosphere leads to
the expansion phase of substorms via a near-Earth
instability.

Also important fact is that the substorm onset loca-
tion has been linked to the plasma convection pattern.
Lyons et al. (2010) used Sondrestrom incoherent scat-
ter radar and showed that plasma flows near the pole-
ward boundary of the auroral oval are enhanced several
minutes prior to substorm onset, and SuperDARN
(Miyashita et al. 2008) and Poker Flat incoherent scat-
ter radar observations (Lyons et al. 2010) have detected
a plasma flow enhancement near the onset latitude a
few minutes preceding onset. These ionospheric flow
responses are consistent with inferences given in Paper
1 that newly-injected plasma across the open-closed
boundary is transported toward the near-Earth region
and leads to substorm onset.

The following case studies illustrate three different
types of the pre-onset aurora sequence: PBI and NS arc
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related (described in Paper 1), and the less common
poleward boundary contact and Harang aurora defor-
mation events. We show statistics indicating that most
of the events are associated with PBIs followed by
westward-moving auroral forms turning from NS arcs.
We suggest that enhanced plasma flows injected into
the onset location leads to substorm onset, and that
the convection pattern developed during the growth
phase governs motion of the enhanced flows that lead
to onset.

8.2 Case Study

In this section, we present three examples illustrat-
ing the sequence of events in the ASI that we have
repeatedly found to lead to onset. Here substorm onset
refers to the initiation of substantial intensification of
an auroral arc near the equatorward boundary followed
by a poleward expansion lasting more than 3 min
(Akasofu 1964; Angelopoulos et al. 2008) together
with enhancements of the westward electrojet identi-
fied by ground magnetometers. Arc intensification near
the equatorward boundary lasting less than 3 min is
classified as a pseudo-breakup.

8.2.1 15 February 2008 Auroral Breakup

Figure 8.1 presents a sequence of selected images
from four ASIs during a substorm auroral onset that
occurred at 6:13:39 UT on 15 February 2008 near the
Churchill meridian (See movie S1 for the entire image
sequence). A faint, pre-existing growth phase arc ini-
tially extended azimuthally at ∼67◦ magnetic latitude
(MLAT) (Fig. 8.1a). The poleward boundary of the
auroral oval was located at ∼74◦ MLAT.

After multiple PBIs, a PBI occurred at 06:09:24 UT,
∼5 min prior to auroral onset, identified as a bright
auroral form near the center of the RANK imager
field-of-view (FOV) in Fig. 8.1a. The auroral form
expanded both eastward and westward, and then an
NS arc extending from the eastern edge of the PBI
drifted equatorward and westward, forming an arc
rotating clockwise (Fig. 8.1b). The NS arc contacted
the growth phase arc in the FOV of the GILL imager.
Finally, auroral onset started on the pre-existing growth
phase arc to the west of the NS arc at 06:13:39 UT,

Fig. 8.1 THEMIS ASI data during an auroral onset on 15
February 2008. ASIs used are RANK, FSMI, and GILL. White
lines are isocontours of magnetic latitude (every 10◦ in solid
lines) and longitude (every 15◦). The blue line in each panel is
the magnetic midnight meridian. The onset occurred at 06:13:39
UT. The entire sequence is shown in movie S1
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immediately after the NS aurora contacted the growth
phase arc. The auroral onset and small poleward and
westward expansion can be seen clearly in Fig. 8.1d
(images taken 4.2 min after onset).

The time evolution of the pre-onset auroral form can
also be identified in the keogram shown in Fig. 8.5a–d.
The onset marked by the vertical line is characterized
by substantial auroral intensification followed by a
poleward expansion observed within the GILL imager
FOV (Fig. 8.5c) and an enhancement of the west-
ward electrojet (Fig. 8.5d). Multiple PBIs occurred
(Fig. 8.5a) and the NS arc marked by the arrows moved
equatorward and was associated with the brightest PBI.
The onset followed the contact of the NS arc with the
growth-phase arc.

The above time sequence clearly demonstrates the
connection between auroral onset and the pre-onset
aurora starting at the poleward boundary. Based on
the association of PBIs and NS arcs with flow chan-
nels in the magnetotail, the temporal evolution of the
pre-onset auroral form can be regarded as motion of
magnetospheric plasma. First, new plasma, presum-
ably with lower entropy than the surrounding plasma
(Wolf et al. 2009), is supplied across the open-closed
field line boundary. This plasma is then transported
earthward along an azimuthally narrow flow channel,
with upward field-aligned currents and the NS aurora
measured by the ASIs along its westward edge. While
interchange motion is presumably responsible for the
flow channel that brings the low-entropy plasma earth-
ward, a separate instability, which could also be an
interchange mode, is triggered near the inner edge of
the electron plasma sheet by the intrusion of the new
plasma. Auroral brightening occurs within the iono-
spheric footprint of this instability, followed by either
a pseudo-breakup or full onset.

We emphasize that the pre-onset auroral form did
not move equatorward along the onset magnetic merid-
ian, but instead approached the onset location from the
east. The NS arc reached the growth phase arc ∼1 h
in magnetic local time (MLT) to the east of the onset
location and subsequently approached the onset loca-
tion along a pre-existing growth phase arc. Together
with the clockwise motion of the NS-oriented arc, the
two-dimensional evolution of the onset time sequence
seen in the pre-midnight sector is similar to the Harang
flow shear in duskside ionospheric convection. This
suggests that motion of the pre-onset (substorm pre-
cursor) auroral form was organized by the two-cell

ionospheric convection developed during the growth
phase. As in many of our events, an NS arc formed
in the dusk convection cell at the poleward boundary
of the auroral oval and then moved equatorward and
eastward around the poleward portion of the Harang
aurora. It then turned westward and continued mov-
ing around the equatorward portion of the flow shear
within the dusk convection cell leading to onset in the
premidnight sector.

8.2.2 4 February 2008 Auroral Breakup

Figure 8.2 shows ASI data from four imagers located
in the central region of Northern America during an
auroral onset on 4 February 2008, and illustrate a rel-
ative uncommon type of event where an unusually
narrow auroral oval develops near the onset longitude.
The full sequence is shown in movie S2. As seen
in Fig. 8.2a prior to the onset, the auroral oval was
narrow in latitude near the magnetic midnight merid-
ian with the poleward and equatorward boundaries
at ∼71◦ and ∼68◦ MLAT, respectively. As described
below, the oval width (∼3◦) was much narrower than
that of the quiet time found ∼2 h before during the
NOAA-18 observation. A PBI was detected at ∼72◦
MLAT in the FSMI imager 2.6 min prior to the auroral
onset (seen clearly in Fig. 8.2b). The onset occurred
at 08:37:25 UT soon after the PBI expanded equator-
ward and contacted the growth phase arc (Fig. 8.2c).
The oval width decreased down to ∼2◦ at onset. The
aurora then expanded poleward with clockwise rota-
tion (Fig. 8.2d), indicating existence of the Harang
flow shear around the onset arc.

The narrow auroral oval feature detected in ASIs
is supported by a simultaneous observation of pre-
cipitating electrons by the NOAA-18 spacecraft.
Figure 8.3a, b show a comparison of the approximately
latitudinal distribution of the precipitating electron
energy flux ∼2 h (moderately disturbed) and ∼10 min
(growth phase) before onset, respectively. The pre-
cipitating region during the growth phase is much
narrower than that detected ∼2 h before. When using
0.1 mW/m2 as a reference, the poleward boundary
moved equatorward from 77.4◦ to 73.4◦ MLAT and the
equatorward boundary shifted poleward from 63.6◦ to
65.8◦ MLAT. The latitudinal range in Fig. 8.3b cor-
responds quite well to the poleward and equatorward
boundaries (∼74◦ and 67◦ MLAT) seen in the auroral
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Fig. 8.2 THEMIS ASI data during an auroral onset on 4
February 2008. The format is same as Fig. 8.1. ASIs used are
FSIM, FSMI, GILL and RANK. The onset occurred at 08:37:25
UT. The whole sequence is shown in movie S2

image along the footprint of the spacecraft in Fig. 8.2a.
This agreement leads us to suggest that, based on the
auroral observations, the plasma sheet width became
narrow near the onset longitude during the growth

Fig. 8.3 NOAA-18 observations of the downward energy flux
of electrons with energies below 20 keV. Data shown in panel (b)
were obtained during the growth phase of the substorm shown in
Fig. 8.2, while data in panel (a) were taken during the previous
pass

phase and that the poleward boundary aurora con-
tacted the equatorward boundary aurora just prior
to onset.

The time evolution of the pre-onset auroral form can
also be identified in the keograms shown in Fig. 8.5e–f.
Onset (second vertical line) is marked by substan-
tial auroral intensification and poleward expansion
(Fig. 8.5e) and enhancement of the westward electro-
jet identified as further changes in all of the magnetic
field components detected in YKC located near the PBI
(Fig. 8.5f). Variations in the D and H components start-
ing earlier than the auroral breakup are possibly due
to the current associated with PBIs, which occurred at
latitudes overlapping those of the westward electrojet
because of the latitudinally narrow oval extending from
∼67◦ to ∼68.8◦ MLAT as seen in Fig. 8.5e just prior to
onset. A PBI started at ∼8:35 UT and extended equa-
torward while the poleward boundary stayed at ∼68.5◦
MLAT. The onset started just after the PBI reached the
equatorward boundary of the auroral oval.
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Fig. 8.4 THEMIS ASI data for an auroral onset on 11 February
2008 auroral onset. The format is same as Fig. 8.1. ASIs used
are FSIM and FSMI. Onset occurred at 07:56:48 UT. The entire
sequence is shown in movie S3

8.2.3 11 February 2008 Pseudo-breakup

The three events discussed above are associated with
PBIs and enhanced auroral brightness moving toward
the onset locations. A small number of events, how-
ever, do not have such precursor auroral forms but
instead show a sudden change in auroral motion near
the onset location just before onset. Such an example
is shown in Fig. 8.4. The entire sequence is pre-
sented in movie S3. As clearly seen in the movie and
Fig. 8.4a, the auroral arc in the premidnight sector
prior to the onset, marked as Harang aurora, rotated
clockwise with southeastward and westward motion
in the poleward and equatorward halves of the auro-
ral form. Similar to the clockwise-rotating arc seen in
Fig. 8.1, this arc motion also presumably follows the
Harang flow shear. There is evidence of fast equator-
ward flows in SuperDARN radar observations near the
eastern boundary of the poleward portion of the Harang
aurora (not shown), indicating the existence of a flow
channel supplying new plasma toward onset location.

The pre-onset feature in this event is characterized
as equatorward bending of the equatorward portion of
the Harang aurora, as seen in Fig. 8.4b. The arc then
started to fade and a new arc appeared just equatorward
(Fig. 8.4c). The pre-existing Harang arc merged into
the new arc, and the new arc developed as a pseudo-
breakup, which did not show a remarkable poleward
expansion as seen in Fig. 8.4d. The sequence suggests
that an abrupt change in the plasma convection pattern
and the current system initiate onset instability; a direct
connection to flows from the polar cap boundary is not
evident from the auroral observations.

The time sequence described above can also be seen
in the keogram in Fig. 8.5g. The equatorward portion
of the Harang aurora located at ∼68◦69◦ MLAT started
to fade when the breakup arc appeared just equator-
ward. It expanded poleward only for a minute, and
the westward electrojet (see Fig. 8.5h) also stopped
increasing in ∼1.5 min.

8.3 Statistical Study

Nishimura et al. (2010) performed a statistical study
of the occurrence probability of the pre-onset auro-
ral forms using 249 auroral onset events occurred
within FOVs of THEMIS ASIs from November 2007
to April 2008. They classified events into the four
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categories and showed that the majority (84.1%) of
substorm onset events fall into the sequence associ-
ated with NS or east-west (EW) arcs moving toward
onset location as precursors as represented in Fig. 8.1.
As shown below, pre-onset auroral forms in this cat-
egory typically originated from auroral activity at or
near the poleward boundary of the auroral oval. An NS
arc extends from the poleward boundary and reaches
the onset location directly or after turning into an
EW arc. The second category, auroral stream pattern
change events, contains most of the remaining events
(10.7%). Sudden changes in auroral motion patterns as
described in Section 8.2.3, possibly related to changes
in magnetospheric convection prior to onset, can thus
also be a precursor of auroral onset. Category 3 events,
for which no pre-onset auroral activity was detected
(4.8%), include many in which bright moonlight or
partly cloudy skies might have obscured faint auroral
forms. Thus, it can be concluded that substorm auro-
ral onset in the absence of a precursor is rare, and most
auroral substorms are associated with pre-onset auroral
forms moving toward the onset location.

Figure 8.6 presents detection probabilities of the
different types of pre-onset auroral forms in category
1 (209 events). The existence of NS or EW arcs or the
poleward boundary contacting the onset location was
determined for all events. Here, NS arcs occasionally

Fig. 8.6 Occurrence rates of pre-onset phenomena: (a) pre-
onset auroral forms related to those contacting with onset loca-
tions just prior to onset, and (b) pre-onset phenomena related
to region 2 FACs. Grey areas correspond where EW arcs turned
from NS arcs contact onset locations. Total number of events and
number of events matching each condition are shown on the top
of each area

turn into EW arcs after contacting growth phase arcs.
PBI occurrence was obtained for all events where the
FOVs of imagers covered at least 2 h of MLT of the
poleward boundary centered on the MLT of the NS
arcs. For 84% of such events, a PBI was seen con-
nected to the NS arcs leading to onset. Thus, enhanced
flows that brought newly-supplied plasma across the
open-closed boundary were a frequent precursor to
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onset. PBIs were followed by NS arcs extending equa-
torward, and the NS arcs were observed to directly
reach the onset location for about half of the onset
events (48%). For 19% of onset events, NS arcs con-
tacting a growth phase arc merged with EW arcs, and
the associated auroral enhancement contacted the onset
location by moving azimuthally along the pre-existing
growth phase arc. EW auroral enhancements come
from outside the imager FOVs along growth phase
arcs without detection of a PBI or NS arc for 34% of
events. Those events may also be connected to NS arcs,
but such arcs would have extended equatorward to the
growth phase arc outside of the FOVs of the avail-
able ASIs. The high occurrence rate (53% as pre-onset
aurora indicates that it is approximately as common for
the plasma populations leading to near-Earth onset to
have turned and drifted roughly azimuthally toward the
onset locations as for onset to occur at the first contact
point with the growth phase arc. The rest of the events
(4.2%) are not associated with NS or EW arc but the
poleward boundary moves equatorward and contacts
with the onset location just prior to onset.

Conclusion
This study presents classifications of the time
sequence of events leading to substorm onset using
the THEMIS ASI array. The onset time sequence
can be classified into three major types: PBI and
NS arc related, poleward boundary contact, and
Harang aurora deformation events. The most domi-
nant sequence detected in 84% of the events where
the FOV of the imagers cover up to the pole-
ward boundary, starts from a PBI, indicating an
abrupt injection of a new plasma and magnetic flux
from the lobe to the plasma sheet through mag-
netic reconnection. The sequence is summarized in
Fig. 8.7a and below:
1. The initial feature of pre-onset auroral activity

is a PBI.
2. An NS arc extending from the PBI then moves

equatorward, roughly following the preexisting
flow pattern around the Harang flow shear.

3. The NS arc contacts a growth phase arc within
the equatorward portion of the auroral oval. For
about half of the events, onset occurs at the
contact location.

4. For the other half, the NS arc turns into EW auro-
ral form with enhanced auroral brightness that
moves azimuthally (according to the ionospheric

Fig. 8.7 Schematic illustration of motion of pre-onset auroral
forms and their relation to nightside ionospheric convection.
(a) The time sequence for PBI and NS arc related, (b) pole-
ward boundary contact, and (c) Harang aurora deformation
onset events. Pink stars, NS-oriented pink line, and azimuthally-
extended wavy lines indicate PBIs, NS-oriented arc and onset
arcs, respectively. Blue arrows illustrate the plasma flow pattern
inferred from pre-onset auroral motion. Numbers 1–5 show time
evolution of pre-onset aurora (see text). Yellow and gray areas
correspond to proton and electron precipitations

convection pattern, dominantly westward lead-
ing to premidnight onset) along the growth
phase arc.

5. Onset occurs when the azimuthally-moving
brightened EW auroral form reaches the onset
location.

Although each auroral feature in the above
sequence is well known, the present study links
these features together, giving evidence that a con-
nection between the poleward and equatorward
boundaries of the aurora oval leads to substorm
onset.

The high incidence of PBIs (84%) observed to
initiate the sequence, together with the known rela-
tion between PBIs and NS arcs and flow chan-
nels, leads to the inference that the pre-onset
sequence starts with the enhanced transport of new
plasma across the open-closed field line boundary.
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This enhanced transport corresponds to a local-
ized enhancement of the reconnection rate, which
would reflect an enhancement in reconnection pre-
ceding substorm onset as has been observed by
the THEMIS spacecraft (Angelopoulos et al. 2008).
This then leads to a channel of enhanced earthward
flow carrying the new plasma earthward, which is
manifested by the NS arc seen moving equatorward
in the ionosphere.

A minor population of onset events (4.2% out
of the cases where precursor auroral forms are
detected) shows a narrow auroral oval width which
decreases to ∼2◦ just prior to onset. The sequence
is summarized in Fig. 8.7b. The poleward bound-
ary near the magnetic midnight moves equatorward,
and the auroral oval near midnight becomes much
narrower than the dawn and dusk regions. PBIs with
a finite latitudinal width directly reach onset loca-
tion. This sequence indicates that magnetic recon-
nection is enhanced when the plasma sheet becomes
extremely thin and plasma is rapidly transported
toward the near-Earth region leading to onset.

Contrary to the PBI-associated events described
above, auroral onsets are not associated with any
PBI or enhanced brightness moving toward onset
location for a small fraction of events (10.7%). As
illustrated in Fig. 8.7c, the pre-onset feature in this
category is characterized as equatorward bending
of the equatorward portion of the Harang aurora.
The pre-existing arc then generally starts to fade
and a new arc appears equatorward and develops
as an auroral brightening. Although the cause of
the bending of the pre-existing aurora cannot be
identified from ASIs, it suggests that an abrupt
change in the plasma convection pattern associated
with enhanced plasma flows leads to initiation of
onset instability. We cannot exclude the possibil-
ity that the convection change results from new
plasma intruding from the polar cap boundary, but
we see no evidence for this intrusion in the auroral
observations.

The events and statistics presented in this study
suggest that enhanced plasma flows into the onset
location lead to substorm onset and that the con-
vection pattern during the growth phase governs
motion of the enhanced flow. Using observations
from incoherent scatter radars, Lyons et al. (2010)
showed a plasma flow enhancement near the open-
closed field line boundary associated with PBIs is

commonly observed at a time preceding onset. Pre-
onset flow enhancements are also observed by radar
observations a few minutes prior to onset near the
onset location (Miyashita et al. 2008; Lyons et al.
2010). These radar observations thus support the
above suggestion based on ASI observations that an
influx of new plasma crossing the nightside separa-
trix and intruding to the near-Earth magnetosphere
along channels of enhanced flow leads to substorm
onset. The new plasma injection from the open-
closed field line boundary toward the near-Earth
region can be observed by in-situ spacecraft obser-
vations and radar observations in conjunction with
the aurora forms that lead to onset, and such a study
is currently in progress (Xing et al. 2010; S. Zou,
personal communication 2009).
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9Dynamic Inner Magnetosphere:
A Tutorial and Recent Advances

Y. Ebihara and Y. Miyoshi

Abstract
The purpose of this chapter is to present a tutorial and recent advances on the Earth’s
inner magnetosphere, which includes the plasmasphere, warm plasma, ring current,
and radiation belts. Recent analysis and modeling efforts have revealed the detailed
structure and dynamics of the inner magnetosphere. It has been clearly recognized
that elementary processes can affect and be affected by each other. From this sense,
the following two different approaches enable us to fully understand the inner mag-
netosphere and magnetic storms. The first is to investigate its elementary processes,
which would include the transport of single particles, interaction between parti-
cles and waves, and collisions. The other approach is to integrate the elementary
processes in terms of cross energy and cross region couplings. Multi-satellite obser-
vations along with ground-network observations and comprehensive simulations are
one of the promising avenues to incorporate the two approaches and treat the inner
magnetosphere as a non-linear, compound system.

9.1 Preface

The inner magnetosphere is a natural cavity in which
various types of charged particles are trapped by a
planet’s intrinsic magnetic field. With regard to the
Earth, the kinetic energy of these trapped particles
ranges from ∼eV to ∼108 eV. These particles undergo
different physical processes and are never stable, even
in geomagnetically quiet times, due to variations in
the solar wind and self-excited instabilities in the inner
magnetosphere.

Y. Ebihara (�)
Institute for Advanced Research, Nagoya University,
Aichi, Japan (Now at Research Institute for Sustainable
Humanosphere, Kyoto University, Uji, Japan)
e-mail: ebihara@rish.kyoto-u.ac.jp

The following terms have traditionally been used
to identify the Earth’s energy regimes. In the order
of low to high energies, they are the plasmasphere
(∼ eV), ring current (∼ 1–100 keV), and radiation belts
(>∼100 keV) (Fig. 9.1). In a broad sense, the plas-
masphere is the region where the number density of
particles is high. The ring current is the torus-like
region where the energy density (or the plasma pres-
sure) is high. Van Allen radiation belts consist of
energetic particles of electrons and ions of more than
a few hundred keV (Van Allen and Frank 1959). The
electron radiation belts consist of inner and outer belts.
There exists a slot region between them, in which elec-
tron flux is small. The proton/ion radiation belt consists
of a single belt.

These energy regimes are directly or indirectly cou-
pled with one another. Mass and energy are transported
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Fig. 9.1 Energy structure of
particles trapped in the inner
magnetosphere

to the other regions such as the outer magnetosphere
and the ionosphere. Research efforts directed toward
cross energy and cross region couplings are therefore
needed for a comprehensive understanding and mod-
eling of the inner magnetosphere. In this chapter, we
review the progress of research on the inner magneto-
sphere and offer perspectives on future research direc-
tions in terms of the elementary processes involved
and their role in the coupled evolution of the inner
magnetospheric system.

9.2 Plasmasphere

9.2.1 Structure of Plasmasphere

The region where the number density of the plasma
is higher than the ambient number density is called
the plasmasphere. The plasmasphere consists of cold
and dense plasmas that originate in the topside iono-
sphere. The number density of these plasmas exceeds
∼103 cm–3 at L = 2 and gradually decreases with
L (e.g., Carpenter and Anderson 1992). The typi-
cal temperature of the ions is ∼1–2 eV, a value
which increases with L (Farrugia et al. 1989). At
a certain L, the density shows a sharp drop by an
order of magnitude; this region is called the plasma-
pause (Carpenter 1963). The L-value of the plasma-
pause depends on the magnetic local time (MLT)
(Carpenter 1966) and magnetic activity (Chappell et al.
1970; Carpenter and Anderson 1992; Carpenter and
Lemaire 1997; Moldwin et al. 2002). During mag-
netically quiet times, the plasmapause is located at

L ≈ 7. During active times, it moves to L ≈ 2. Baker
et al. (2004) have indicated that the plasmapause was
shrunk to L = 1.5 during the Halloween storm of
October 2003.

On average, the plasmapause has a bulge on
the duskside when mapped to the equatorial plane
(Fig. 9.2a; see Carpenter 1966). Nishida (1966) and
Brice (1967) have pointed out that the shape of the
plasmasphere is understood to be a combination of
the convection electric field and the corotation electric
field (Fig. 9.2b). Grebowsky (1970) has suggested that
the plasmasphere is elongated sunward on the dusk-
side when the convection electric field becomes strong
(Fig. 9.2c). In-situ satellite observations sometimes
show a “detached” dense plasma cloud outside the
plasmapause (Chappell 1974). Chen and Grebowsky
(1974) have suggested that this “detached” plasma
cloud can be explained by the elongated form of the
plasmasphere, which has what is called a plasma tail
(Fig. 9.2d). This “detached” feature can also be formed
by a strong poleward electric field in the subauro-
ral region (Ober et al. 1997), or by an interchange
instability (Lemaire 2001).

Schematic density profile patterns of the plasmas-
phere are summarized by Singh and Horwitz (1992)
and displayed in Fig. 9.3, indicating that identifica-
tion of the plasmapause is not always easy. Moldwin
et al. (2002) investigated the thermal plasma density
acquired by the CRRES satellite near the equatorial
plane. They found that the plasmapause could be iden-
tified in ∼73% of all the inbound and outbound trajec-
tories of CRRES, and only ∼16% of them displayed a
“classical” plasmapause. The difficulty in identifying
the plasmapause arises from its small density gradi-
ent, and the relatively smooth and highly structured
variations in density. Irregular variations in density
are often observed near the plasmapause (Chappell
1972; Oya and Ono 1987; Koons 1989; Horwitz et al.
1990b; Singh and Horwitz 1992; Carpenter et al. 2000;
Darrouzet et al. 2004; Green and Fung 2005). Due
to the complex nature of the plasmapause, Carpenter
and Lemaire (2004) encourage the use of the term
Plasmasphere Boundary Layer (PBL) instead of the
conventional term plasmapause.

In the late 1990s, semiglobal imaging of the plasma-
sphere was achieved for the first time by the Japanese
NOZOMI (PLANET-B) Mars spacecraft (Nakamura
et al. 2000a). After the launch of NASA’s IMAGE
satellite in 2000 (Burch et al. 2001), the Extreme
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Fig. 9.2 Shape of the plasmasphere

Ultraviolet Image (EUV) instrument on board the
satellite provided completely global images of the
emission of He+ with a time resolution of 10 min and
a spatial resolution of 0.1 Re (Sandel et al. 2003).
The brightness of the He+ emission is proportional
to the line-of-sight density of He+. The images from
IMAGE/EUV reveal more complicated and dynamic
features of the plasmasphere (Fig. 9.2e), such as a
shoulder (Burch et al. 2001), notch/bite-out (Green
and Reinisch 2002), channel (Sandel et al. 2001), and
plume (Sandel et al. 2001). For the determination of the
equatorial plasmapause from the IMAGE/EUV obser-
vations, at least two algorithms have been used: the
Edge Algorithm (Roelof and Skinner 2000) and the
Minimum L Algorithm (Wang et al. 2007). In the late
2000s, the Japanese KAGUYA (SELENE) Lunar satel-
lite, from its lunar orbit, succeeded in capturing images
of emissions from the plasmasphere (Yoshikawa et al.
2010; Murakami et al. 2010). Yoshikawa et al. (2010)

found a large depression of the plasmaspheric plasma
near the equatorial plane.

In general, identifying the plasmapause at a low alti-
tude (in the ionosphere) is more difficult than identify-
ing it at a high altitude (in the magnetosphere). A close
coincidence between the ionospheric trough and the
plasmapause has been suggested by Grebowsky et al.
(1976, 2009) and Yizengaw et al. (2005). When an
electron density trough cannot be identified, the H+

density can be used to identify a mid-latitude trough
(Taylor 1972; Morgan et al. 1976; Grebowsky et al.
2009 and references therein). Anderson et al. (2008)
developed a 7-step method to identify the plasmapause
location from the low-altitude satellite DMSP in the
topside ionosphere. Their results agree well with those
derived from IMAGE/EUV observations. Foster et al.
(2004b) reconstructed a two-dimensional distribution
of the total electron contents (TEC) using a network of
GPS TEC receivers. When mapped on the equatorial
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Fig. 9.3 Six schematic plasmaspheric density profiles (Horwitz et al. 1990a)

plane, the TEC distribution is similar to the global dis-
tribution of the He+ plasmasphere derived from the
IMAGE/EUV images. GPS TEC is the line-of-sight
integral from the GPS satellite (20,220 km altitude)
to the ground, so that GPS TEC includes contribu-
tions from both the plasmasphere and the ionosphere.
Yizengaw et al. (2008) compared the GPS signals
received by the low Earth-orbiting satellite JASON 1
(1,335 km altitude) with those received by ground-
based stations. They concluded that the plasmasphere
contributes significantly to ground-based GPS TEC,
especially at night, when its contribution reaches 60%
at low latitudes.

The plasmasphere consists of H+, He+, O+, O++,
D+, N+, N++, and other minor ionic species. Their
composition ratios are highly variable (Chappell 1972;
Chappell et al., 1982; Horwitz et al. 1986, 1990b;

Farrugia et al. 1989). The most frequent values
given for the He+/H+ ratio in the plasmasphere are
∼2–6% (Farrugia et al. 1989) and ∼20% (Horwitz
et al. 1990b), but it has also been indicated that the
ratio ranges from ∼1% to, on occasion, over 100%
(Farrugia et al. 1989). The He+/H+ ratio decreases
with L (Farrugia et al. 1989). O+ is in general minor,
but the O+/H+ ratio occasionally increases to ∼100%
in the outer plasmasphere during a storm recovery
phase (Horwitz et al. 1984, 1986). The N+/O+ ratio is
∼5–10%, and the N++/N+ ratio is ∼1–5% (Chappell
et al. 1982). As understood using a magnetoseismol-
ogy technique, O+ becomes important in the plas-
matrough (Takahashi et al. 2008), or during a large
magnetic storm (Takasaki et al. 2006; Kale et al. 2009).

The temperature of the thermal plasma increases
with L (Farrugia et al. 1989). The difference in the
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thermal structure of the inner and outer regions of
the plasmasphere has been pointed out by Kotova
et al. (2008). On the basis of data from Interball 2
and Magion 5, they showed that on the nightside, the
plasmaspheric temperatures are quite close to the iono-
spheric temperature at 1.4 < L < 2.8. At L > 3, the
plasmaspheric temperature is higher than the iono-
spheric temperature. They suggested that there is a
heating source at high L, particularly in the noon-to-
dusk sector.

The field-aligned density distribution of plasmas-
pheric electrons has also been studied (Reinisch et al.
2009 and references therein). Theoretical studies have
predicted that the field-aligned density will obey the
hydrostatic assumption if the plasmasphere is in a
steady condition. If the temperatures of the plasmas-
pheric plasma are constant and isotropic along a field
line, the density distribution is in an exponential form,
which is consistent with the result obtained by time-
dependent simulation within ±40◦ MLAT (Rasmussen
et al. 1993). Statistical studies have suggested that
the field-aligned density can be well fitted to a power
law form on the basis of data from Polar (Goldstein
et al. 2001; Denton et al. 2002). Radio sounding of
the plasmasphere was performed by a radio plasma
imager (RPI) on the IMAGE satellite. Huang et al.
(2004) and Tu et al. (2006) suggested a mathemati-
cal form in order to explain the field-aligned density
profile that was observed remotely by IMAGE/RPI. By
measuring Alfvén wave harmonic frequencies, Denton
et al. (2009) inferred a field-aligned mass density pro-
file, and fitted to a polynomial function. The physical
meaning of the field-aligned density distribution of the
thermal plasma is not well understood.

9.2.2 Formation of Plasmasphere

It has been suggested that the plasmasphere is formed
by three principal processes: (1) the supply of thermal
plasma from the ionosphere along a field line (e.g.,
Singh and Horwitz 1992), (2) pitch angle scattering
of the supplied plasma (e.g., Schulz and Koons 1972;
Lemaire 1989), and (3) large-scale electric fields that
act on the drift motion of thermal plasma (e.g., Nishida
1966).

The main source of H+ in the plasmasphere is the
reaction O+ + H → O + H+ that takes place in the
topside ionosphere. The reverse reaction, O + H+ →

O+ + H, also takes place with almost the same speed,
which is the main sink for H+. When the plasmasphere
is completely empty, the former process will proceed,
and H+ will be supplied into the magnetosphere with
a maximum flux. The limiting flux of H+ is a weak
function of a neutral temperature, but is directly pro-
portional to the neutral hydrogen density and to the
O+ scale height and O+ density at a lower boundary
altitude of the production region (Richards and Torr
1985). The lower boundary altitude increases from
500 km for a solar minimum to 1000 km for a solar
maximum because of an increase in the neutral density
scale height and O+ density. When the lower boundary
altitude increases, the density of the neutral hydrogen
decreases, so that the limiting flux is decreased. Thus,
the refilling time is longer at a solar maximum than at a
solar minimum. The opposite tendency is expected for
He+, according to the simulation performed by Krall
et al. (2008). The refilling of He+ is more rapid at
a solar maximum than at a solar minimum because
the He+ density generally increases with solar activ-
ity due to photo ionization. The idea that He+ density
is largely controlled by photo ionization is supported
by the diurnal variation in the He+ density observed by
IMAGE/EUV (Galvan et al. 2008).

Based on whistler wave observations in Antarctica,
the time required to reach an equilibrium was obtained
to be ∼1 day at L = 2.5 and ∼8 days at L = 4 (Park
1970, 1974). Using cold ion data from the GEOS-2
satellite at geosynchronous orbit, Song et al. (1988)
found that the refilling time constants range from ∼3
to ∼7 days with refilling rates depending on the Dst
index. The first global imaging of a refilling process
was accomplished by Sandel and Denton (2007) using
data from IMAGE/EUV. In the early stage of the refill-
ing process, the interior of the He+ plasmasphere is
structured in azimuth and the plasmapause is diffuse,
suggesting that the refilling may take place nonuni-
formly in azimuth. The refilling rates were inferred to
be ∼1 He+ cm−3 h−1 at L = 3.3, and ∼7 × 10−2 He+

cm−3 h−1 at L = 6, rates which are consistent with
those reported in previous studies.

Electric fields play a major role in the forma-
tion of the plasmasphere (Nishida 1966; Brice 1967;
Kavanagh et al. 1968; Grebowsky 1970; Chen and
Grebowsky 1974). The corotation electric field cap-
tures the thermal plasma originating from the iono-
sphere. The convection electric field peels away the
outer layer of the thermal plasma. When the electric
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fields are stationary, the transition between them is pre-
cisely determined by the combination of the corotation
and convection electric fields. The last-closed equipo-
tential corresponds to the plasmapause. The situation,
however, is not as simple as this suggests because
the electric fields are never stationary. Major changes
in the convection electric field result in the forma-
tion of a plasma tail (drainage plume) (Grebowsky
1970; Chen and Grebowsky 1974). Even though the
large-scale convection electric field is relatively sta-
ble, small fluctuations in the convection electric fields
result in a leakage of plasma (Matsui et al. 1999, 2000).
Additional electric fields driven by magnetosphere-
ionosphere coupling also result in deformation of the
plasmapause (Goldstein et al. 2003b, c).

The plasmasphere can be used as a diagnostic tool to
investigate the magnetosphere’s electric fields because
its structure is highly sensitive to the electric fields.
The strength of the large-scale convection electric field
was modeled using the location of the plasmapause
(Maynard and Chen 1975). The degree of shielding
was investigated using the shape of the plasmapause
(Ejiri 1981; Ebihara and Ejiri 2003). The corotation
lag (∼10%) was evaluated using a distinguishable
structure of the plasmapause (Burch et al. 2004). The
response time between the solar wind electric field
and the electric field in the inner magnetosphere has
been evaluated (Goldstein et al. 2003a). Using two-
dimensional images of the plasmasphere, snapshots of
the electric fields were obtained for the entire plasma-
sphere (Gallager and Adrian 2007), and also along the
plasmapause (Goldstein et al. 2004b).

9.2.3 Fate of Plasmaspheric Plasma

Erosion is the most drastic large-scale phenomenon
in the plasmasphere. The erosion takes place when
the enhanced convection electric field peels away
the outer layer of the plasmaspheric plasma with
a time delay of ∼30 min (Goldstein et al. 2003a).
A plasma tail (Grebowsky 1970, or Fig. 9.2c) or a
drainage plume (Sandel et al. 2001, or Fig. 9.2e)
is thought to be a manifestation of the path of the
peeled plasma. In the noon-dusk sector, sunward drift-
ing cold ions have already been observed at geosyn-
chronous orbit (Freeman 1969; Borovsky and Denton
2008). Borovsky and Denton (2008) confirmed that
the drainage plume plasma moves sunward with flow

speeds that decrease as storms progress. According
to their calculation, the integrated mass fluxes in the
plumes are ∼2×1026 ions/s in the early stage of mag-
netic storms. It is estimated that ultimately, a total of
∼2×1031 ions (34 tons of protons) is drained from
the main body of the plasmasphere during a mag-
netic storm. Plumes exhibit large velocity fluctuations,
suggesting a turbulent condition, as was previously
suggested by Matsui et al. (1999).

The fate of the drained plasma is not well known.
During magnetic storms, cold ions have been observed
on, or just outside the magnetopause (e.g., Freeman
1969; Elphic et al. 1996; Borovsky et al. 1997). Foster
et al. (2004a) observed a cold plume plasma with its
leading edge making contact with a cusp region at the
ionospheric altitude. The transport rates of the plas-
maspheric material were estimated to be ∼1026 ions/s
(Elphic et al. 1997) and >1026 ions/s (Foster et al.
2004a). Recently, McFadden et al. (2008) have shown
clear evidence that the cold plume plasma exists in
open flux tubes, suggesting that the cold plume plasma
participates in the magnetic reconnection at the day-
side magnetopause. This observed fact supports the
idea that the cold plume plasma changes from a closed
field line to an open field line at the dayside mag-
netopause and moves antisunward through the lobe
region (Borovsky et al. 1997; Elphic et al. 1997).

Moore et al. (2008) used the term “plasmaspheric
wind” to describe the cold plasma population that orig-
inates from the plasmasphere. They investigated the
fate of the plasmaspheric wind by test particle simu-
lation under the 3-D magnetospheric fields provided
by a global MHD simulation. The plasmaspheric wind
escapes from the magnetosphere downstream, rather
than being recycled through the inner magnetosphere.
They found that the contribution from the plasmas-
pheric wind to the inner magnetosphere is negligible in
comparison with the solar wind protons for the south-
ward IMF condition but becomes significant for the
subsequent northward IMF condition.

The plasmasphere is of importance in the disper-
sion relations of waves, which lead to scattering of
the energetic particles trapped in the inner magneto-
sphere (e.g., Lam et al. 2007; Shprits et al. 2008b;
Varotsou et al. 2008; Gamayunov and Khazanov 2008;
Gamayunov et al. 2009; Breneman et al. 2009). Chen
et al. (2009) evaluated the path-integrated gain of elec-
tromagnetic ion cyclotron (EMIC) waves and found
that the minimum cyclotron-resonant electron energy
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occurs in the plasmaspheric plume. The minimum res-
onant electron energies are several MeV in plumes and
near the plasmapause, and > 8 MeV in the low-density
trough. See Sections 9.6.3.2 and 9.6.4.2 for a more
detailed description in this regard.

9.3 Warm Plasma

In situ measurements have shown the presence of a
variety of ions whose temperatures ranging between
a few eV and hundreds of eV (e.g., DeForest and
McIlwain 1971; Comfort and Horwitz 1981; Kaye
et al. 1981; Fennell et al. 1981; Olsen 1981; Quinn
and Johnson 1982a, b; Sojka et al. 1983; Nagai et al.
1983; Sagawa et al. 1987; Olsen et al. 1987; Collin
et al. 1993; Yamauchi et al. 1996). Chappell et al.
(2008) have clarified that the warm plasma represents
an intermediate energy population (a few eV to hun-
dreds of eV) that is too high in energy to be a direct
upward flow of the ionosphere (0.1 to a few eV) and
too low in energy to be accepted as part of the dominant
plasma sheet (1–10 keV) or ring current (10–100 keV)
populations. The warm plasma population tends to
appear in the morning to early afternoon sector, which
is called the “warm plasma cloak” (Chappell et al.
2008). The pitch angle distribution of the warm ions
is isotropic, bidirectional field-aligned, unidirectional
field-aligned, or pancake-like, and their occurrence
rates depend on the local time, magnetic activity, and
ionic species (Comfort and Horwitz 1981; Nagai et al.
1983; Collin et al. 1993).

Origin of the warm ions is a subject of debate.
The uncertainty arises from the fact that these ions
can be accelerated, heated, and transported by dif-
ferent means. The acceleration mechanisms include
quasi-static parallel electric fields in the ionosphere
(Mizera and Fennell 1977; Frahm et al. 1986),
substorm-associated induction electric fields in the
magnetosphere (Quinn and McIlwain 1979), and ion
cyclotron waves (Klumpar 1979). The heating mecha-
nism includes cyclotron turbulence near the equatorial
plane (Olsen et al. 1987). The transport mechanisms
include convection from the nightside (Fennell et al.
1981; Chappell et al. 2008) and substorms (Moore
et al. 1981). In addition, it has been suggested that
the ring current population becomes warm ions due
to its interaction with thermal plasmas, that is, due to
Coulomb drag (Jordanova et al. 1996).

It has been pointed out that a field-aligned pitch
angle distribution of ions does not always indicate a
direct supply from the ionosphere (Nagai et al. 1983).
The presence of ions in the loss cone is the best
indication of such a direct supply.

Warm ions are sometimes accompanied by a wedge-
like energy dispersion in energy vs. time spectrograms.
These wedge-like structures have been observed
by Viking (Yamauchi et al. 1996; Ebihara et al.
2001), Equator-S (Ebihara et al. 2008b), and Cluster
(Yamauchi et al. 2009) when the satellites traverse the
inner magnetosphere in the radial direction. The shape
of this dispersion is well understood to represent a
convective transport from the nightside plasmasphere
(Ebihara et al. 2001), and the source population of the
warm H+ is estimated to be ∼10 eV in the near-Earth
plasma sheet (Ebihara et al. 2008b), which is obvi-
ously distinct from the typical plasma sheet population
(∼keV).

Warm (suprathermal) electrons are also supplied
from not only the ionosphere (Peterson et al. 1977;
Khazanov et al. 1996) but also the plasma sheet
(Khazanov et al. 1996). Bortnik et al. (2007) have
shown that fluxes of the warm electrons at all ener-
gies increase with increasing magnetic activity. It has
been suggested that the warm electrons tend to be more
likely associated with ECH (Electrostatic Cyclotron
Harmonic) emissions and upper-band whistler-mode
chorus waves (e.g., Horne et al. 2003; Ni et al. 2008).

9.4 Ring Current

9.4.1 Carrier of Ring Current

A complete or incomplete ring-like region where the
plasma pressure (energy density) is high is hereinafter
termed a ring current. The general expression of the
ring current is given by Parker (1957) as follows:

J = JM + JB + Jc

= B
B2 ×

[
∇P⊥ + (

P|| − P⊥
) B · ∇B

B2

] (9.1)

where JM, JB, JC, P⊥, P||, B are the magnetization cur-
rent (due to gyration), grad-B drift current, curvature
drift current, perpendicular pressure, parallel pressure,
and magnetic field, respectively. The inertial current
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is usually negligible in the inner magnetosphere. The
pressure terms are given by

P⊥ = 1

2

∑
i

∫
Fi (v, α) miv

2cos2αdvdα (9.2)

P|| =
∑

i

∫
Fi (v, α) miv

2sin2αdvdα (9.3)

where F, i, m, v, and α are the distribution function of
particles, particle species, mass, speed, and pitch angle,
respectively. Positively (negatively) charged particles
drift westward (eastward) due to the grad-B and cur-
vature drifts. Thus, the drift currents JB and JC flow
westward in the Earth’s magnetosphere. For isotropic
pressure (P = P⊥ = P‖), the contributions from JB

and JC are canceled by a part of JM, and the resul-
tant electric current is simply expressed as J⊥ =
B × ∇P

/
B2. Thus, the contribution from JM is signif-

icant, while the drift currents (JB and JC) are less so.
In this particular case, the pressure peak (dP/dL = 0) is
located along the shear of the electric currents, that is,
a westward current in the outer region and an eastward
current in the inner region. The idea that “the ring cur-
rent flows westward because ions drift westward and
electrons drift eastward” is incorrect.

In-situ observations have shown that the plasma
pressure is primarily sustained by ions with an energy
that ranges from ∼1 keV to ∼a few hundred keV
(Frank 1967; Smith and Hoffman 1973; Williams
1981; Daglis et al. 1993). The H+ ions usually make the
greatest contribution to the plasma pressure, though the
energy density of O+ ions occasionally dominates that
of H+ ions during particular magnetic storms (Lundin
et al. 1980; Lennartsson et al. 1981; Krimigis et al.
1985; Hamilton et al. 1988; Daglis et al. 1999). Other
ionic species such as He+, He++, O++ (Krimigis et al.
1985), N+ (Liu et al. 2005b), and O≥+3 (Ebihara et al.
2009a), have also been identified in the ring current
region. The N+/O+ ratio is ∼0.314 during quiet times,
and it decreases with F10.7 (Liu et al. 2005b).

He+ and O+ ions are thought to originate in the
Earth, while He++ and O≥+3 ions are thought to orig-
inate in the Sun. Using data from the Polar satellite,
Ebihara et al. (2009a) found that O≥+3 and O+,++ are
almost simultaneously enhanced in the heart of the
ring current during magnetic storms. This observa-
tional fact indicates that both contributions from the
solar wind and the ionosphere are important for the

storm-time ring current. However, transport, acceler-
ation, and loss processes of these ions are not fully
understood.

The contribution of electrons to the ring current is
uncertain. During quiet times, ∼1–50 keV electrons
have been found to contribute to 1% (Liu et al. 2005a)
of the ring current. During active times, these elec-
trons have been found to contribute to ∼25% (Frank
1967), and 8–19% (Liu et al. 2005a) of the ring cur-
rent. A simulation has also predicted that the electrons
contribute to and ∼2% during quiet times and ∼10%
during active times (Jordanova and Miyoshi 2005).
The reason for their small contribution to the ring cur-
rent is unknown. The smallness may come from the
relatively low temperature of the electrons in the night-
side plasma sheet (Baumjohann et al. 1989) or from
rapid losses of electrons.

Dessler and Parker (1959) and Sckopke (1966)
developed a formula that relates the total energy of
trapped particles to the magnetic field perturbation
at the center of the Earth. Greenspan and Hamilton
(2000) confirmed that this formula holds true on aver-
age when using the Dst index as a proxy for the
magnetic field perturbation at the center of the Earth.
On the other hand, Turner et al. (2001) have shown that
the ring current ions contribute, on average, half of the
Dst index.

9.4.2 Structure of Ring Current

Chapman and Ferraro (1933) predicted the existence
of a circular ring of current surrounding the Earth.
In our time, a detailed picture of the ring current has
been obtained by the following different observational
means.
1. Ground-based measurements of the magnetic

deflection induced by the ring current (e.g.,
Akasofu and Chapman 1964; Kamide and
Fukushima 1971; Kamide 1974; Clauer and
McPherron 1980). The averaged magnetic field
deflection observed at a geomagnetically low lati-
tude is used to derive the Dst index (Sugiura 1964).
The local time asymmetry of the ground magnetic
deflection can be used to measure the asymmetry
of the ring current (Akasofu and Chapman 1964;
Cahill 1966), though one must be careful to take
into account the contribution of the field-aligned
current (Ohtani et al. 2007a).
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2. In-situ measurements of energetic particles. The
plasma pressure (energy density of plasma) distri-
bution has been observed (e.g., Frank 1967; Smith
and Hoffman 1973; Lui et al. 1987; Spence et al.
1989; De Michelis et al. 1997; Milillo et al. 2001,
2003; Korth et al. 2000; Ebihara et al. 2002; Lui
2003). The observed pressure is always underesti-
mated because of the finite energy window of the
instrument used to measure particles.

3. In-situ measurements of the magnetic fields induced
by the ring current (Cahill 1966; Sugiura et al.
1971; Hoffman 1973; Terada et al. 1998; Lui 2003;
Le et al. 2004; Vallat et al. 2005; Ohtani et al.
2007a).

4. Remote sensing of energetic neutral atoms (ENAs)
emitted from the ring current (Jorgensen et al. 1997;
Pollock et al. 2001; Brandt et al. 2004; Ohtani et al.
2006; Scime et al. 2002).
On average, the plasma pressure (or the energy den-

sity) is fairly symmetric during geomagnetically quiet
times (De Michelis et al. 1999; Ebihara et al. 2002;
Lui 2003). The plasma pressure (or the energy density)
becomes asymmetric during high AE (De Michelis
et al. 1999), low Dst (Ebihara et al. 2002), and high
Kp (Lui 2003) periods. The H+ pressure is the high-
est in the dusk-midnight sector (Lui 2003). Ebihara
et al. (2002) found that the degree of the pressure
asymmetry depends on the storm phase. During the
storm main phase, the energy density of H+ shows an
increase on the nightside and a decrease on the dayside
(Ebihara et al. 2002, 2004a). During the storm recov-
ery phase, the energy density evolves in the opposite
direction and becomes asymmetric. The same tendency
has been observed by in-situ particle measurements
(Stüdemann et al. 1987; Korth et al. 2000) and by ENA
measurements (Brandt et al. 2002a).

On average, the anisotropy of the plasma pressure
(A = P⊥/P‖ − 1) is large on the dayside (or inner
region), and small on the nightside (or outer region)
(Lui et al. 1994; De Michelis et al. 1999). At midnight,
the anisotropy index A is ∼2, ∼1, and ∼0.5 at L = 3,
4, and 6, respectively (Lui et al. 1994). Thus, the sec-
ond term in Eq. (9.1) is important when one evaluates
the intensity and force balance of the ring current (Lui
et al. 1987, 1994; De Michelis et al. 1999). The pitch
angle distribution depends on L and energy (Lyons
1977; Collin et al. 1993; Ganushkina et al. 2005; De
Benedetti et al. 2005; Ebihara et al. 2008a).

Tinsley (1981) predicted the existence of a sec-
ondary ring current belt that results from ENAs that
travel from the core of the ring current. Years later,
Søraas et al. (2003) and Sørbø et al. (2006) observed
an inner belt of ring current during magnetic storms
by using data from the low-altitude satellite NOAA.
They termed this inner belt the Storm-Time Equatorial
Belt (STEB). The STEB appears at an extremely low
L-value near the magnetic equator. Convective trans-
port cannot account for the formation of the STEB. It
is plausible that the STEB results from ENAs traveling
earthward from the core of the ring current with-
out any influence by the magnetic field. The ENAs
can become ions through charge exchange with dense
neutral hydrogen and oxygen.

It should be noted that the ring current does not
perfectly encircle the Earth as might inferred from
the name. The plasma pressure distribution is not
axisymmetric with respect to Earth’s dipole moment.
The asymmetry of the pressure distribution results in
uneven current density of the ring current. The rest of
the current is thought to flow into/away from the iono-
sphere along a field line, called field-aligned currents.
The electric currents that might be associated with ring
current are drawn in Fig. 9.4.

9.4.3 Transport and Acceleration of Ring
Current Particles

9.4.3.1 Convection
A long-lasting main phase of magnetic storms is asso-
ciated with a prolonged southward IMF (Kokubun
1972), which results in the enhancement of the large-
scale convection (Dungey 1961; Baumjohann and
Haerendel 1985; Weimer 2001, 2005; Matsui et al.
2008). A large-scale, dawn-to-dusk convection elec-
tric field conveys charged particles from the near-Earth
plasma sheet to the dayside magnetopause (Kavanagh
et al. 1968). As the particles drift earthward, they gain
kinetic energy in order to conserve the first two adia-
batic invariants. The first and second adiabatic invari-
ants (μ and J) are respectively expressed as (Roederer
1970)

μ = p2⊥
2m0B

(9.4)

J =
∮

p||dl (9.5)
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Brandt et al. (2008)Roelof (1989)

(b)(a)

Fig. 9.4 (a) Global electric current lines deduced from model
ring current pressure distribution (Roelof 1989), and (b) ring
current plasma pressure deduced from energetic neutral atom

observation and possible field-aligned current generated by the
plasma pressure (Brandt et al. 2008)

where m0 is the rest mass, p is the momentum, and
dl is a line element along a field line. If the magnetic
field is the dipole, the kinetic energy will be propor-
tional to L–3 for an equatorial pitch angle of 90◦ and
to L–2 for an equatorial pitch angle of 0◦ (Ejiri 1978).
The ions tend to drift westward due to grad-B and
curvature drifts as they gain kinetic energy. As a con-
sequence, the plasma pressure (or the energy density)
of ions is increased in the premidnight sector. The
convection electric field also conveys the preexisting
particles on the dayside to the dayside magnetopause,
resulting in the decrease in the plasma pressure in
the prenoon sector (Ebihara et al. 2002). The increase
in the pressure in the dusk-midnight sector and the
decrease in the pressure in the prenoon sector results
in an asymmetric distribution of the plasma pressure,
namely “asymmetric ring current.” The global evolu-
tion of the asymmetric distribution was measured by
IMAGE/HENA (Brandt et al. 2002a).

It has been confirmed that enhancements of the
convection electric field can reasonably account for
observations regarding the morphology of the ring cur-
rent, ion flux enhancements, and observed variations
in the Dst (Ejiri et al. 1980; Roeder et al. 1999; Korth
et al. 2000; Brandt et al. 2002b; Ebihara et al. 2004;
Miyoshi and Kataoka 2005; Burke et al. 2007), and
numerical simulations (Wolf et al. 1982; Fok et al.
1996; Kozyra et al. 1998a; Ebihara and Ejiri 1998,
2000, Jordanova et al. 1999; Liemohn et al. 1999,
2001; Brandt et al. 2002b; Garner et al. 2004; Ebihara
and Fok 2004; Liemohn et al. 2005). During the super

storm of November 2003, the intensified convection
electric field could account for the ion injection deep
into L = 1.5 (Ebihara et al. 2005a).

When the convection electric field becomes weak
during a storm’s recovery phase, these particles tend to
drift azimuthally, resulting in symmetric distribution of
the plasma pressure, namely “symmetric ring current”
(Korth et al. 2000; Ebihara et al. 2002).

The rate of increase of kinetic energy due to the
electrostatic field is given by qV· E, where q is charge,
V is the drift velocity, and E is the electric field.
The upper limit of the particle energy to be accel-
erated is determined by the total electric potential
imposed on the magnetosphere. The cross polar cap
potential, which is a measure of the net electric poten-
tial, shows saturation for a large solar wind electric
field (Reiff et al. 1981; Wygant et al. 1983; Siscoe
et al. 2002; Ober et al. 2003; Hairston et al. 2005).
DMSP satellite measurements indicate that the satu-
ration limit of the cross polar cap potential was about
260 kV for the severe storms of October–November
2003 (Hairston et al. 2005). This saturation is thought
to have resulted from the Region 1 field-aligned
current (Siscoe et al. 2002), ionospheric conduc-
tance (Merkin et al. 2005), the impedance mismatch
between the solar wind and ionosphere (Kivelson and
Ridley 2008), and a current-limited voltage genera-
tor (Borovsky et al. 2009). Lopez et al. (2009) have
proposed a mechanism that explains the nonsaturated
behavior of the ring current intensification under a
saturated condition of the polar cap potential.
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The details of structure and generation mecha-
nism of the electric field in the inner magnetosphere
remain controversial. The electric field measured near
the plasmapause is highly variable and its ampli-
tude increases with magnetic activity (Maynard et al.
1983). When averaged, the electric fields are qual-
itatively in agreement with ionospheric observations
(Maynard et al. 1983; Baumjohann and Haerendel
1985; Rowland and Wygant 1998; Matsui et al. 2008).
The cause of fluctuations in the electric fields in the
inner magnetosphere has not yet been determined.
Hori et al. (2005) have pointed out that no system-
atic increase was found in plasma sheet electric fields
(>9 Re) during a storm’s main phase. Their result
may introduce ambiguity to the idea that enhanced
convection conveys the plasma sheet particles into
the inner magnetosphere during the main phase of
a storm. A large spike in the amplitude of the
poleward electric field has frequently been observed
in the magnetosphere at subauroral latitudes (e.g.,
Maynard et al. 1980) and is described in detail in
Section 9.4.6.1.

The response time of the inner magnetospheric con-
vection electric field to the solar wind electric field
is also uncertain. On the basis of their observation
of plasmaspheric erosion, Goldstein et al. (2003a)
obtained a response time of ∼30 min. They suggested
that the propagation time from the magnetopause to the
ionosphere takes ∼3–15 min, followed by ∼10–25 min
for complete reconfiguration of the ionospheric con-
vection. Kikuchi et al. (1996, 2008) have shown that
the dawn-to-dusk convection electric field is “imme-
diately” transmitted from the polar ionosphere to the
equatorial ionosphere. This suggests that reconfigu-
ration of the ionospheric convection can be accom-
plished quickly, at the speed of light, by the TM0 mode
waves in an Earth-ionosphere waveguide (Kikuchi
et al. 1978).

9.4.3.2 Substorm
Impulsive enhancements of particle fluxes have fre-
quently been observed near geosynchronous orbit
(Konradi et al. 1967; DeForest and McIlwain 1971;
McIlwain 1974) and inside the geosynchronous orbit
(Reeves et al. 1996; Ohtani et al. 2007b). These
enhancements are associated with substorms that are
identified by ground magnetic fields (Konradi et al.
1967; DeForest and McIlwain 1971; Kamide and
McIlwain 1974). Because of the sudden appearance

of particles, this phenomenon is called a “substorm
injection.”

A “substorm injection” that is not accompanied by
energy dispersion is called a “dispersionless” injec-
tion. Such an injection has been observed at least at
4 ≤ L ≤ 8 (Friedel et al. 1996). After injection, a cloud
of the injected particles begins to display energy dis-
persion due to drift velocities, depending on its energy
(DeForest and McIlwain 1971). Mauk and McIlwain
(1974) specified a zero-energy boundary of the injected
cloud at the geosynchronous orbit, and found that the
location of the boundary depends on MLT and Kp.
They suggested a spiral-shaped boundary of injection,
called an injection boundary. Konradi et al. (1975)
extended the injection boundary to the morning quad-
rant by reflecting the spiral-shaped evening boundary
about the midnight meridian. As a consequence of
the reflection, the injection boundary has a dented
form, shaped somewhat like the Arabic numeral “3”.
Following the study of Konradi et al., this 3-shaped
boundary is commonly referred to as an injection
boundary (e.g., Mauk and Meng 1983; Lopez et al.
1990; Reeves et al. 1996). However, the existence of
the 3-shaped boundary is still a controversial subject.
Zhang et al. (2009) simulated a plasma bubble ejected
by a substorm and demonstrated that the inner edge of
the plasma sheet has a 3-shaped boundary.

A “substorm injection” is thought to be caused by
the relaxation of the magnetic field associated with a
substorm (Walker et al. 1976). In the course of such
relaxation (dipolarization), a strong dawn-dusk induc-
tion electric field was observed (Aggson et al. 1983).
A 2-min envelope of the dawn-dusk electric field hav-
ing an amplitude of 30 mV/m correlates with that of the
inductive fields of the collapsing magnetic field. Low-
frequency (t∼10 s) and high-frequency (t < 1 s) wave
variations were also present throughout the event.

At geosynchronous altitude, the ion temperature
increases significantly, while the ion density remains
almost constant during the course of a substorm
(Birn et al. 1997a). This quite likely suggests that
the particles are significantly accelerated. A test par-
ticle simulation performed in the three-dimensional
MHD field showed that ions with an energy >20 keV
are accelerated by the cross-tail electric field under
nonadiabatic motion during dipolarization (Birn et al.
1997b). Particles can also be accelerated by a parallel
component of the induction electric field (Quinn and
Southwood 1982), and by magnetic field fluctuations
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having frequencies that are close to the gyrofrequen-
cies of the ions (Ono et al. 2009). The test particle
simulation performed by Birn et al. (1997b) showed
that ions with an energy <20 keV are not effectively
accelerated by this process because the E×B drift
dominates the cross-tail drifts. A substorm-associated
dipolarization event probably results in both a local
acceleration (as was observed by Lopez et al. 1990)
and the inward transport of particles (as was observed
by DeForest and McIlwain 1971; Mauk and McIlwain
1974). Sergeev et al. (1998) have emphasized that one
can observe an increase, a decrease, or no variation of
flux after a substorm, and that particle flux variation
depends on the energy and radial flux gradient.

The net result of a “substorm injection” on the ring
current is still being debated. Mitchell et al. (2003)
observed intensifications of H+ and O+ immediately
following substorms. H+ and O+ were not simulta-
neously enhanced, suggesting that a mass-dependent
acceleration process probably takes place. Simulations
have shown that a substorm results in net intensifi-
cation of the ring current (Fok et al. 1999; Zhang
et al. 2009). Further observations and simulations are
awaited that will quantitatively evaluate the overall
influence of a substorm on the development of the ring
current.

9.4.3.3 Compression of Magnetosphere
Sometimes the magnetosphere is compressed by an
abrupt enhancement of the solar wind dynamic pres-
sure prior to the main phase of a storm. This is
called storm sudden commencement (SSC), which is
followed by a storm’s initial phase. Due to magneto-
spheric compression, ions having an energy between
keV and hundreds-of-keV are increased by ∼25–40%
due to adiabatic energization (Lee et al. 2007). Due
to an azimuthal induction electric field (Shinbori et al.
2004), preexisting particles are expected to drift in the
radial direction. The magnetospheric state established
in the initial phase may also play an important role in
the subsequent development of the ring current during
the main phase of a storm.

9.4.3.4 Wave-Particle Interaction
EMIC waves can be excited by cyclotron resonant
instability with anisotropic ring current H+, leading to
heavy ion heating perpendicular to the ambient mag-
netic field (e.g., Gendrin and Roux 1980; Anderson
and Fuselier 1994; Thorne and Horne 1994; Horne and

Thorne 1997). This process may be efficient when the
concentration of O+ is significantly enhanced, and con-
tribute to the observed acceleration of O+ up to the ring
current energy. Recently, Pickett et al. (2010) found the
triggered emission of EMIC waves in the inner magne-
tosphere. Omura et al. (2010) developed a nonlinear
wave growth theory of this triggered emissions, which
may cause efficient acceleration of ions in the inner
magnetosphere.

9.4.4 Source of Ring Current Particles

The importance of the number density in the plasma
sheet has been suggested based on observations
(Thomsen et al. 1998; Smith et al. 1999; Liemohn
et al. 2008), and simulations (Chen et al. 1994; Kozyra
et al. 1998b; Ebihara and Ejiri 1998, 2000; Kozyra
and Liemohn 2003; Ebihara et al. 2005a). In stronger
storms, the plasma sheet density at geosynchronous
altitude becomes high (Liemohn et al. 2008). In super
storms, on average, density peaks appear 9 h before the
storm peak, and around the storm peak. For the super
storm of November 20, 2003, the enhancement of the
plasma sheet density around the storm peak is neces-
sary in order to account for the large development of
the ring current (Ebihara et al. 2005a).

On average, the plasma sheet density is fairly well
correlated with the solar wind density (Terasawa et al.
1997; Borovsky et al. 1998; Ebihara and Ejiri 2000).
Terasawa et al. (1997) found that the plasma sheet
becomes dense and cold when the IMF is northward.
The best correlations between the plasma sheet param-
eters and the IMF are obtained when the solar wind
density is averaged over 5–12 h prior to the plasma
sheet observations. For given plasma pressure in the
plasma sheet, cold-dense plasma sheet results in deeper
penetration of the plasma sheet ions (Garner 2003;
Lavraud and Jordanova 2007). At geosynchronous alti-
tude, the density is usually 0.4–2 cm–3, though it
sometimes exceeds 2 cm–3 (Borovsky et al. 1997;
Thomsen et al. 2003; Lavraud et al. 2005). This is
called a super dense plasma sheet. A hot and super
dense plasma sheet is detected at geosynchronous orbit
for ∼20 h following the convection onset that is led by
high-speed coronal hole streams (CHS) (Denton and
Borovsky 2008).

Some entry processes from the solar wind into
the magnetosphere have been suggested; magnetic
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reconnection near the subsolar point under a southward
IMF (Dungey 1961), double lobe reconnection under a
northward IMF (Song and Russell 1992; Song et al.
1999), diffusive entry (Terasawa et al. 1997; Fujimoto
et al. 1998), Kelvin-Helmholtz instability (Hasegawa
et al. 2004), and cusp entry (Fritz et al. 2003). Once it
has entered, the plasma is transported to the inner mag-
netosphere by the convection electric field through the
plasma sheet (Spence and Kivelson 1993), eddy dif-
fusion (Borovsky et al. 1998), and convection through
the lobe (Ebihara et al. 2009a).

The Earth’s ionosphere is also a significant source of
ring current particles, as evidenced by in-situ observa-
tions of O+ in the heart of the ring current (Lundin et al.
1980; Lennartsson et al. 1981; Krimigis et al. 1985;
Hamilton et al. 1988; Daglis et al. 1999; Pulkkinen
et al. 2001). At least three distinct time scales for the
supply of O+ have been determined: ∼10s of minutes
(Daglis and Axford 1996; Daglis et al. 2000; Mitchell
et al. 2003), ∼days (Hamilton et al. 1988; Daglis et al.
1999), and ∼years (Young et al. 1982; Pulkkinen et al.
2001; Greenspan and Hamilton 2002).

On a short time scale (∼10s of minutes), the vari-
ation of O+ ions is associated with a substorm expan-
sion. This variation may be attributed to a rapid supply
of ions from the ionosphere to the equatorial plane
(Daglis and Axford 1996), or to a localized energiza-
tion of preexisting ions (Mitchell et al. 2003). Mitchell
et al. (2003) stressed that the rapid enhancement of
O+ just after substorms cannot be explained by a rapid
supply from the ionosphere. Trajectory tracing of O+

predicts that it usually takes ∼1–2 h to reach the equa-
torial plane from the ionosphere (Cladis and Francis
1992). Nosé et al. (2009a) have presented observa-
tional evidence that during magnetic storms, the O+

outflow commences in the topside ionosphere within
several minutes immediately following a substorm,
and that subsequently, O+ is increased in the near-Earth
plasma sheet on a time scale of 1 h.

The medium time-scale (∼days) variation is associ-
ated with a magnetic storm. During magnetic storms,
O+ ions are enhanced in the ring current (Krimigis
et al. 1985; Hamilton et al. 1988; Daglis et al. 1999;
Pulkkinen et al. 2001). The O+ concentration is also
increased in the plasma sheet (Lennartsson and Sharp
1982), which can be attributed to an enhancement
of the auroral and polar outflow of O+ (Yau et al.
1985a; Abe et al. 1996). In situ observations have sug-
gested that O+ can be directly introduced from the

ionosphere into the inner magnetosphere during mag-
netic storms (Kaye et al. 1981; Sheldon et al. 1998; Yao
et al. 2008).

The long time scale (∼years) variation is associated
with the solar cycle. Outflowing O+ from the topside
ionosphere is increased with F10.7 (Yau et al. 1985b).
O+ concentration is also increased with increasing
F10.7 in the plasma sheet in the energy 0.1–16 keV/e
(Lennartsson et al. 1989) and 9.4–212.1 keV/e (Nosé
et al. 2009b).

Ebihara et al. (2006) emphasized the importance
of the thinness of the current sheet in transporting
O+ from the ionosphere to the inner magnetosphere.
When outflowing O+ first encounters the current sheet,
it moves in a meandering path and undergoes nona-
diabatic acceleration in the current sheet where the
gyroradius is close to the curvature radius of a field
line (Sergeev et al. 1983; 1993). When the current
sheet is thick, the O+ gains more energy and under-
goes grad-B and curvature drifts. When energized too
much, O+ is difficult to drift earthward by the E×B
drift (Ebihara and Ejiri 2000; Garner 2003; Lavraud
and Jordanova 2007). In order to effectively supply
O+ from the current sheet to the inner magneto-
sphere, a thin current sheet and strong convection are
needed (Ebihara et al. 2006). During magnetic storms,
the magnetic field is stretched further (Ohtani et al.
2007a) and the current sheet becomes thin (Sitnov
et al. 2008). The storm-time current sheet structure
would help the O+ efficiently propagate into the inner
magnetosphere.

9.4.5 Loss of Ring Current Ions

9.4.5.1 Charge Exchange
A fast ion captures an electron from a neutral atom to
become a fast neutral atom. In the neutral state, a fast
atom becomes free of any control by a magnetic field,
as has been observed by the IMAGE satellite (e.g.,
Mitchell et al. 2003). The charge exchange occurs fre-
quently in the region where there is a high concentra-
tion of neutral atoms. In the topside ionosphere, oxy-
gen atom is the dominant neutral species. With increas-
ing altitude, hydrogen becomes dominant (Rairden
et al. 1986). The number density of neutral hydro-
gen is ∼500–1000 cm–3 at 3 Re, and ∼50–100 cm–3

at 6 Re (Rairden et al. 1986; Østgaard et al. 2003).
The cross sections for the charge exchange have been



158 Y. Ebihara and Y. Miyoshi

suggested by Janev and Smith (1993) for the H+–H
reaction, by Barnett (1990) for the He+–H reaction,
and by Phaneuf et al. (1987) for the O+–H reaction.
Because the geocoronal hydrogen is dense at a low
altitude, ions with small equatorial pitch angles read-
ily undergo charge exchange. Smith and Bewtra (1976)
suggest that the bounce-averaged lifetime is as follows:

〈τ 〉 = cos3.5±0.2λm

nHvσch
, (9.6)

where <τ>, nH, v, σ ch, and λm are the bounce-averaged
lifetime, neutral hydrogen density in the equatorial
plane, velocity of the ion, charge exchange cross sec-
tion, and mirror latitude, respectively. The lifetime of
H+ is shorter than that of O+ for energy less than
45 keV, while it is longer than that of O+ for energy
greater than 45 keV (Fok et al. 1991).

Ebihara and Ejiri (2003) calculated the ring current
evolution during weak magnetic storms, and showed
that the Dst variation is well explained by the ring cur-
rent simulation with the charge exchange loss. When
the charge exchange loss is excluded, the Dst variation
is obviously different from that observed.

Hamilton et al. (1988) demonstrated a rapid recov-
ery of Dst (e-folding time scale of ∼9.3 h) and a rapid
decay of O+ ions (30–310 keV/e) during the intense
storm of February 1986. They suggested that the rapid
decay of O+ could be attributed to the short charge
exchange lifetime of O+. The two-step recovery of Dst
can be attributed to the rapid decay of O+ followed
by the slow decay of H+. Fok et al. (1995) simu-
lated the ring current during the February 1986 storm
and encountered a problem in the interpretation of the
rapid recovery of Dst. Kozyra et al. (1998a) pursued
the rapid recovery, and suggested that, in addition to
charge exchange, precipitation loss plays an important
role in the ion loss.

9.4.5.2 Coulomb Drag
Ions are decelerated by Coulomb collisions with ther-
mal plasma. This is called Coulomb drag. The decay
rate has been formulated by Fok et al. (1991) and
Jordanova et al. (1996). The Coulomb drag results in
redistribution of the ions in the velocity space, and
it enhances the low-energy ion precipitating fluxes
inside the plasmasphere (Jordanova et al. 1996). The
kinetic energy of the ions is transferred to the thermal
electrons (Kozyra et al. 1987) and to the ionosphere,

contributing emissions at 630 nm. The resultant glow
of these emissions manifests in what are termed stable
auroral red (SAR) arcs (Cole 1965; Kozyra et al. 1997).
Coulomb drag is insignificant in ring current decay
because the loss rate is much smaller than that of the
charge exchange at energy >10 keV (Fok et al. 1991)
and because the plasmasphere shrinks during magnetic
storms.

9.4.5.3 Coulomb Scattering
Ions are scattered by Coulomb collisions with ther-
mal plasma and are precipitated into the ionosphere
in what is called Coulomb scattering. Jordanova et al.
(1996) found that, in general, the decay rates are small.
The decay rates due to Coulomb scattering are much
smaller than those due to Coulomb drag by two orders
of magnitude.

9.4.5.4 Wave-Particle Interaction
Ions are scattered by the EMIC waves (e.g., Cornwall
et al. 1970; Summers 2005; Summers et al. 2007)
that are frequently observed in the inner magneto-
sphere (e.g., Anderson et al. 1992; Mursula et al. 2001;
Engebretson et al. 2007). EMIC waves are primar-
ily caused by the temperature anisotropy of ions with
an energy of 10–50 keV (Cornwall 1977). Such tem-
perature anisotropy can be easily established by the
charge exchange as represented by Eq. (9.6), as well
as by convective transport. Jordanova et al. (1997)
calculated the growth of EMIC waves and the evolu-
tion of the ring current with pitch angle diffusion due
to wave-particle interaction. They found that EMIC
waves are readily developed near the plasmapause
on the duskside, resulting in scattering of the ions.
The localized precipitation of ions results in the pro-
ton auroral emission associated with plumes, and is
remotely monitored by an auroral imager onboard the
IMAGE satellite (Fuselier et al. 2004; Spasojevic et al.
2005; Jordanova et al. 2007).

Thorne and Horne (1997) showed that the EMIC
waves are absorbed efficiently at high magnetic lati-
tudes via cyclotron resonant interactions with energetic
O+. When the fractional composition of ring current
O+ exceeds 60%, cyclotron absorption by resonant
O+ can become so severe to totally suppress wave
excitation. The storm-time development of the ring
current may be modulated by the relative composi-
tion of energetic O+ through resonant interaction with
EMIC waves.
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9.4.5.5 Adiabatic Loss Cone Loss
When ions drift earthward, their equatorial pitch angle
shifts toward 90◦ due to the conservation of the first
two adiabatic invariants. The loss cone angle is also
rapidly widended as the ions drift earthward, so that
ions with a small pitch angle encounter the loss cone
at a certain L-value without any pitch angle scattering
(cf., figure 9 of Ebihara and Ejiri 2003). This is called
adiabatic loss cone loss. Jordanova et al. (1996) have
suggested that adiabatic loss cone loss is sufficient
to explain the ion precipitation observed by satellites.
Ebihara and Ejiri (2003) precisely calculated the pre-
cipitating ion flux and found that the energy flux of the
precipitating flux is much smaller than that observed
by the DMSP satellite. The calculated loss rate of the
ring current due to the adiabatic loss cone loss is ∼1–
2% for a weak storm. The importance of the adiabatic
loss cone loss is yet to be conclusively determined.

9.4.5.6 Violation of First Adiabatic Invariant
The first adiabatic invariant of ions is no longer con-
served when the ions are situated in a stretched mag-
netic field line. The pitch angle is scattered and the ions
are precipitated into the ionosphere when the first adi-
abatic invariant is violated. The characteristics of such
scattering due to field line curvature (FLC) have been
theoretically studied (Sergeev et al. 1983; Büchner
and Zelenyi 1989; Delcourt et al. 1996). The FLC
scattering is thought to be responsible for the global
precipitation of ions with a pitch angle distribution that
is almost isotropic (Sergeev et al. 1993). The equator-
ward edge of the isotropic precipitation is called the
isotropic boundary (IB), whose latitude, they suggest,
is a manifestation of the stretching of the magnetic field
on the nightside.

9.4.5.7 Magnetopause Loss
When ions encounter the magnetopause, they are
thought to escape from it (Möbius et al. 1986; Zong
and Wilken 1999; Christon et al. 2000; Keika et al.
2004). Herein, we refer to two types of magnetopause
loss of ring current particles. In Type 1, the plasma
sheet density suddenly decreases on the nightside. In
Type 2, the dayside magnetopause shrinks.

Type 1. Liemohn et al. (2001) calculated the evo-
lution of the ring current by changing the convection
electric field and suggested that most of the ions that
constitute the ring current during the storm main phase
have open drift paths. This implies that under a strong

convection electric field, the ions are injected from
the plasma sheet on the nightside and ejected to the
dayside magnetopause. The compensation between the
inflow and the outflow determines the budget of the
total energy of particles within the inner magneto-
sphere, that is, the ring current. When the plasma sheet
density abruptly decreases, this change is transmit-
ted sunward so that the total energy of the particles
decreases (Ebihara and Ejiri 1998, 2003; Liemohn
et al. 2001; Jordanova et al. 2003). The transit time
involved depends entirely on the strength of the con-
vection electric field. When the plasma sheet den-
sity and the convection electric field simultaneously
decrease, the transit time will be very long and the
change in the plasma sheet density is not effectively
transmitted into the inner magnetosphere because the
last-closed equipotential is expanded (Ejiri 1978). In
the case of Type 1, the degree of loss depends on the
plasma sheet density on the nightside and the strength
of the convection electric field.

Type 2. Keika et al. (2004) have shown that the
energetic ions originating from the magnetosphere are
frequently observed outside the magnetopause during
magnetic storms. The energy flux of outflowing ions is
well correlated with the square root of the solar wind
dynamic pressure, rather than the solar wind electric
field (Keika et al. 2005). The energy flux of outflow-
ing ions during the recovery phase is comparable to
that during the main phase. Keika et al. (2005) have
suggested that the magnetospheric ions are lost due to
magnetic drift, rather than the E×B drift. In the case of
Type 2, the degree of the loss depends on the standoff
distance of the dayside magnetopause.

9.4.6 Influence on Other Regions
and Other Energy Regimes

9.4.6.1 Ring Current-Ionosphere Coupling
The electric current (ring current) cannot be com-
pletely closed in the inner magnetosphere. Vasyliunas
(1970) and Wolf (1970) have suggested the follow-
ing conceptual framework regarding the closure of
the electric current. The convection electric field con-
veys hot plasma into the inner magnetosphere, and
enhances the plasma pressure. A remnant of the cur-
rent must flow into/away from the ionosphere along
a field line to complete the closure. To conduct away
the space charge deposited by the field-aligned current,
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an additional electric field must be developed in the
ionosphere. This electric field is fed back into the mag-
netosphere, affecting the E×B drift velocity of the
trapped particles. Thus, the electric field induced by
the ring current potentially influences the dynamics of
the inner magnetosphere.

The ring current tends to generate a downward
(magnetosphere to ionosphere) field-aligned current on
the duskside, and an upward (ionosphere to magneto-
sphere) current on the dawnside. This current system
resembles the Region 2 field-aligned current (Iijima
and Potemra 1976). The direction of the resultant elec-
tric field is eastward on the nightside, which is opposite
to that of the convection electric field. Thus, the resul-
tant electric field is called a shielding electric field,
whose existence has been supported by ground-based
observations (Fejer et al. 1979; Kelley et al. 1979;
Spiro et al. 1988; Kikuchi et al. 2008, 2010; Ebihara
et al. 2008c). An overshielding condition can be estab-
lished immediately following an abrupt decay of the
Region 1 current (Spiro et al. 1988; Peymirat et al.
2000; Ebihara et al. 2008c), an abrupt decay of the
aurora oval (Ebihara et al. 2004), or an abrupt contrac-
tion of the auroral oval (Kikuchi et al. 2008), because
the ring current-associated field-aligned current cannot
decay as quickly as the Region 1 current.

The shielding electric field may elongate the pattern
of the duskside convection cell toward the equator-
ward of the dawnside convection cell. The resultant
convection cell resembles the Harang discontinuity
(Erickson et al. 1991; Ebihara et al. 2005a; Gkioulidou
et al. 2009). During a storm, the ring current intensi-
fies and the elongation is further developed. Finally, a
flow reversal on the dawnside develops (Ebihara et al.
2005a), which was observed by a satellite (Ebihara
et al. 2005a) and by HF radar (Kataoka et al. 2007) at
subauroral latitudes. It appears that a strong westward
electric field is established near the eastern edge of
the flow reversal, resulting in the intensification of the
tens-of-keV proton fluxes in the inner magnetosphere
(Fok et al. 2001; Ebihara and Fok 2004). Such unusual
dawnside enhancements of tens-of-keV proton fluxes
were first confirmed by IMAGE satellite observations
(Brandt et al. 2002b). It has also been suggested that
the shielding electric field impedes the development of
the ring current (Ebihara et al. 2005b). The intensity of
the ring current was previously thought to be simply
proportional to the plasma sheet density (Nps) (Chen
et al. 1994; Ebihara and Ejiri 1998, 2000; Liemohn
et al. 2001), but the shielding may result in the intensity

being proportional to the square root of Nps (Ebihara
et al. 2004). The degree of the impediment may depend
upon the conductivity (Spiro and Wolf 1984; Ebihara
et al. 2004).

In the premidnight sector, the downward Region 2
current tends to flow into the ionosphere equatorward
of the auroral oval. The upward Region 1 current tends
to flow away from the auroral oval. A poleward electric
field is then established on the duskside to complete
the closure of the Region 1 and Region 2 currents. The
conductivity is high in the auroral oval due to the pre-
cipitation of energetic particles, while the conductivity
is low in the subauroral region. The poleward electric
field is strengthened in the subauroral region because
of low conductivity, resulting in a rapid, westward
plasma flow in the subauroral region (Anderson et al.
1993). This phenomenon has been described by vari-
ous terms: Polarization Jet (PJ) (Galperin et al. 1973),
SubAuroral Ion Drift (SAID) (Spiro et al. 1979), Drift
Spike (DS) (Unwin and Cummack 1980), SubAuroral
Electric Field (SAEF) (Maynard et al. 1980; Karlsson
et al. 1998), and SubAuroral Polarization Stream
(SAPS) (Foster and Vo 2002). PJ, SAID, and DS
probably refer to a subregion of SAPS.

Data from the DMSP satellites showed that the lat-
itude of the SAPS channel decreases with a decrease
in the Dst index, suggesting that the SAPS is related
to the ring current (Huang and Foster 2007). Seasonal
variations in the SAPS have also been noted. There is
a strong correlation between the subauroral integrated
conductivity and the latitude of the SAPS channel, and
there is a strong anticorrelation between the conduc-
tivity and the SAPS velocity (Wang et al. 2008). This
suggests that the SAPS is a part of the current system
caused by a current generator. The SAPS is intensi-
fied after a substorm following a delay of >30 min
(Anderson et al. 2001), ∼10 min (Mishin and Puhl-
Quinn 2007), and ∼30 s (Nishimura et al. 2008). If
a substorm results in a localized enhancement of the
plasma pressure, a blob of the plasma pressure will
travel inward under the influence of the convection
electric field, enhancing the SAPS speed. When this
is the case, the delay time can be explained by the
traveling time between the source and the observa-
tion point. Quasi-periodic variations in the speed of the
SAPS have been observed during a time of disturbance
(Foster et al. 2004b; Ebihara et al. 2009b), and these
may be interpreted in terms of structured, multiple
ring currents moving earthward (Ebihara et al. 2009b).
Different types of subauroral flows have recently been
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reported. One study reported is that a westward flow
is sandwiched in between eastward flows, a configura-
tion which was termed a mirror eastward flow channel
(Makarevich et al. 2009). A rapid, eastward plasma
flow was also found, which was termed an abnormal
SAID (Voiculescu and Roth 2008).

9.4.6.2 Ring Current-Thermosphere Coupling
In the course of the precipitation of energetic protons
deep into the atmosphere, the protons undergo electron
capture, neutral excitation, and electron loss processes.
The hydrogen atoms can be left in an excited state
so that Lyman, Balmer, or other H series may be
radiated (Vallance Jones 1974). The proton aurora is
thus considered to be a direct manifestation of pro-
ton precipitation from the magnetosphere. A patch
of proton aurora in the subauroral region was first
observed by Ono et al. (1987). A similar patch was
also observed together with intensification of geomag-
netic ULF waves that manifest in bursts, the so-called
Pc 1 pulsations (Sakaguchi et al. 2007, 2008, Yahnin
et al. 2007; Yahnina et al. 2008). The close relationship
between the proton auroral spot and the bursts of Pc 1
pulsations implies that the source of the proton precip-
itation is probably the EMIC waves excited in the ring
current. This excitation of the EMIC waves is stim-
ulated by compression of the dayside magnetosphere
(Zhang et al. 2008; Yahnina et al. 2008; Usanova et al.
2008) and convective transport (Jordanova et al. 1997),
which causes temperature anisotropy or some other
instabilities. Jordanova et al. (2006, 2007) simulated
the growth rate of the EMIC waves with the evolving
ring current H+, O+, and He+ ion distributions. The
global distribution of the simulated proton precipita-
tion is similar to that of the proton aurora taken by
IMAGE/FUV.

Hardy et al. (1989) have documented the global dis-
tribution of precipitating ions. The hemispheric energy
input from the ions is 11–17% of that from the elec-
trons. The precipitating ions, however, are the major
source of ionization and conductance in the evening
sector (Senior et al. 1987; Senior 1991; Galand and
Richmond 2001), along with Joule heating, an increase
in the E and F region temperature, and strong neutral
winds in the lower thermosphere (Galand et al. 2001).

The ENAs emitted from the ring current are sug-
gested to strike the thermosphere and cause the ion-
ization at low latitudes. Rowe (1974) presented the
observation that the electron density in the nightside

E region at Arecibo was significantly enhanced during
magnetic storms. Precipitating ENAs may be suffi-
cient to account for the electron density enhancement
(Lyons and Richmond 1978). Spectrographic pho-
tometers onboard TIMED detected anomalous auroral
emissions from the nightside thermosphere at low lat-
itudes during intense magnetic storms (Zhang et al.
2006). The brightness of these anomalous emissions is
correlated with |Dst|. Zhang et al. (2006) suggest that
the source of the anomalous emissions is ENAs.

9.4.6.3 Ring Current-Plasmasphere Coupling
The ring current interacts with the plasmasphere both
directly and indirectly. Theoretically, the inner edge of
the ion plasma sheet and the plasmasphere can coexist
in the “nose” energy dispersion structure (Ejiri et al.
1980; Kozyra et al. 1993). The kinetic energy of the
ions is degraded by the Coulomb drag and transferred
to the thermal plasma. The heat flux is then propagated
to the topside ionosphere along a field line, resulting
in a glow of emissions that are called SAR arcs (Cole
1965; Kozyra et al. 1987) (see Section 9.4.5.2). SAR
arcs can last for ∼28 h (Craven et al. 1982) and can be
a very bright (∼13 k Rayleighs) (Baumgardner et al.
2007).

The ring current induces additional electric fields
in the ionosphere, known as SAPS and overshielding
(Section 9.4.6.1). The deformation of the ionospheric
electric field is transmitted to the magnetosphere, and
is also thought to result in deformation of the plasmas-
phere (Goldstein et al. 2003c, 2004a).

9.4.6.4 Ring Current-Ring Current Coupling
The electric field deformed by the ring current can also
deform the ring current itself. Post-midnight enhance-
ments of tens-of-keV ions (Brandt et al. 2002b) can
be explained by the electric potential deformed by
the ring current (Fok et al. 2001; Ebihara and Fok
2004). The convection electric field is weakened by the
ring current, and the strength of the ring current is no
longer proportional to the plasma sheet density (Spiro
and Wolf. 1984; Ebihara et al. 2004). For a detailed
explanation, see Section 9.4.6.1.

Lyons and Williams (1976) have shown that during
the main phase of a storm, the flux of the equatorially
mirroring ions at > 200 keV decreases. Lyons (1977)
found that the pitch angle distribution of the ions shows
a butterfly pattern having a minimum flux at a 90◦ pitch
angle in association with a reduction in the equatorial
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magnetic field. They have attributed the decrease in the
90◦ ions to adiabatic deceleration (betatron decelera-
tion). Ebihara et al. (2008a) have demonstrated that
during the main phase of a storm, the H+ flux at
> 80 keV at pitch angles near 90◦ decreases, while the
H+ flux at near 0◦ and 180◦ increases. Ebihara et al.
(2008a) have suggested that these variations can be
explained by a combination of the betatron decelera-
tion (due to a depression of the equatorial magnetic
fields), and the Fermi acceleration (due to a shorten-
ing of the distance between mirror points). Zaharia
et al. (2006) have predicted that the pressure anisotropy
(A = P⊥/P‖ − 1) is reduced mainly due to the Fermi
acceleration under the magnetic field that is depressed
by the ring current.

9.4.6.5 Ring Current-Radiation Belt Coupling
Relativistic trapped particles sometimes show an
abrupt decrease during magnetic storms (McIlwain
1966; Williams et al. 1968), in what is called a Dst
effect, or a ring current effect. The Dst effect may
be understood, in part, as energy deceleration due to
the betatron deceleration and radial displacement due
to the conservation of the third invariant (Dessler and
Karplus 1961). This process may be valid when the
field deformation proceeds slowly enough (Northrop
and Teller 1960). For a detailed explanation, see
Section 9.6.4.1.

EMIC waves generated from the ring current ions
cause pitch angle scattering of the radiation belt elec-
trons (see Section 9.6.4.2), which is another example
of ring current-radiation belt coupling. ULF waves
driven by ring current ions also have an impact on
the radial transport and energization of radiation belt
electrons (Ozeke and Mann 2008).

9.5 Proton Radiation Belt

9.5.1 Time Variation of Proton
Radiation Belt

The inner part of the proton belt, L < 2.0, is very
stable. Secular changes in the Earth’s magnetic field
may gradually increase the proton intensity by a fac-
tor of 10 due to contacting drift shells (Selesnick et al.
2007). Therefore, the reduction of the Earth’s intrinsic
magnetic field exerts an impact upon the proton belt.
During solar cycles, solar activity causes expansion of

the scale height of upper atmosphere, and the collision
rate increases at a low altitude. The proton flux shows
solar cycle variations that are anti-correlated with solar
activities (Miyoshi et al. 2000).

In the outer part of the proton belt (L > 2), dramatic
variations have been observed, especially during strong
interplanetary shocks. For example, during a record
SSC event on March 24, 1991, a new proton belt was
formed within just 3 min (Blake et al. 1992). A similar
shock-associated enhancement of the proton belt was
observed in 2003 (Looper et al. 2005).

9.5.2 Source and Loss of Relativistic
Protons

It has been though that Cosmic Ray Albedo Neutron
Decay (CRAND) is mainly responsible for energies
>100 MeV protons. In CRAND, the cosmic ray flux
on the atmosphere is backscattered as neutrons which
decay into protons and electrons trapped in the inner
magnetosphere. Solar protons during proton events are
a source of protons of the radiation belt (Hudson et al.
1995, 2004; Kress et al. 2005). The inward trans-
port of protons by radial diffusion is important for
their acceleration (Albert et al. 1998; Jordanova and
Miyoshi 2005). The dominant causes of loss of protons
are Coulomb collisions with plasmaspheric thermal
plasma and atmospheric absorption, which have been
modeled in a three-dimensional Fokker-Planck simula-
tion for the proton radiation belt (Beutier et al. 1995).
The precipitation into the ionosphere due to the pitch
angle scattering is also important.

In the outer part of the proton belt, shock-related
compression of the magnetosphere can accelerate solar
protons to energies of more than tens of MeV on
timescales of tens of seconds (Hudson et al. 1995).

9.6 Electron Radiation Belt

9.6.1 Time Variation of Electron
Radiation Belt

In the inner belt, the electron flux is usually stable,
while the electron flux sometimes increases in associa-
tion with large magnetic storms. During the strong SSC
event on March 24, 1991, injections and drift echoes of
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tens of MeV electrons were observed at L = 2 (Blake
et al. 1992; Li et al. 1993; Gannon et al. 2005).

In the slot region and the outer belt, the elec-
tron flux shows dynamical time variations on var-
ious scales. Electron flux variations in the radi-
ation belts are the result of achieving a balance
between source (transport/acceleration) and loss pro-
cesses (Reeves et al. 2003). Different processes for
acceleration/transportation and loss occur simultane-
ously during storms (see figure 2 of Reeves 2007,
and reviews Friedel et al. 2002; Millan and Thorne
2007; Shprits et al. 2008a, b, Hudson et al. 2008 and
references therein).

9.6.1.1 Storm-Time Variations
Typically, the outer belt flux decreases/disappears dur-
ing the main phase of a storm then returns to its
prestorm level during the early recovery and recovery
phases (e.g., Baker et al. 1986; Nagai 1988; Reeves
et al. 2003; Miyoshi and Kataoka 2005; Li et al.
2005). The flux sometimes increases to a degree that
is higher than its prestorm level. The typical time
scale for the flux enhancement of the outer belt is a
few days (Nagai 1988; Reeves et al. 1998), depend-
ing on the L-shell (e.g., Li et al. 1997; Vassiliadis
et al. 2003, 2005), while it has been observed that
rapid flux enhancement in the inner portion of the
outer belt and in the slot region takes place within
a few hours (Baker et al. 1998b; Nagai et al. 2006).
As will be discussed later, the decrease and increase
in the electrons of the outer radiation belt frequently
occur not only in storms but also associated with solar
wind disturbances.

Magnetic storms are caused by large scale interplan-
etary structures. Coronal Mass Ejections (CMEs) and
Corotating Interaction Regions (CIRs) have intense
electric fields that can drive magnetic storms, though
there are several differences between CME- and CIR-
driven storms (Borovsky and Denton 2006). CMEs
have a strong magnetic field in the sheath as well as
the ejecta and exert an interplanetary shock that causes
the sudden commencement of the storm. CIRs have a
strong magnetic field that is the interface between slow
and fast streams, and they are followed in time by CHS.
All intense storms (Dst < –150 nT) are driven by CMEs
during solar cycle 23. Therefore, it is expected that the
outer belt will respond differently to CME- vs. CIR-
driven storms. Note that the outer belt flux variation
is independent of the storm size as measured by the

Dst index (Reeves et al. 2003). CIR-driven storms are
more effective than CME-driven storms for the large
flux enhancement of MeV electrons in the outer por-
tion as well as at geosynchronous orbit (Miyoshi and
Kataoka 2005). Large flux enhancements of MeV elec-
trons occur at geosynchronous orbit in 80% of intense
CIR-driven storms (Dst < –100 nT), and in ∼50%
of CME-driven storms (Kataoka and Miyoshi 2006).
On the other hand, large flux enhancement in the
inner portion and the slot region occur during CME-
driven great-storms of Dst < –150 nT (Miyoshi and
Kataoka 2005). These findings are consistent with the
peak L-shell dependence on the storm amplitude (e.g.,
Tverskaya et al. 2003; O’Brien et al. 2003).

It is noteworthy that a large number of multiple
storms occur during the solar maximum. The size of
these multiple storms tends to be large and some-
times exceeds –400 nT (Kataoka and Miyoshi 2006).
For example, the largest flux enhancement observed
was in the inner portion and the slot region in the
famous Halloween event, which occurred in October
2003 (Baker et al. 2004; Horne et al. 2005b; Loto’aniu
et al. 2006). The largest flux enhancement during solar
cycle 23 at geosynchronous orbit was observed in
July 2004 during the recovery phase of intense mul-
tiple storms driven by a series of CMEs (Kataoka and
Miyoshi 2008a, b). These multiple storms might not
have any notable effect on the solar cycle variations of
the outer belt since subsequent solar wind structures
produce new variations in the outer belt. In the inner
belt, however, long-lasting flux enhancements which
persist for more than a few years have been observed
following intense storms triggered by events such as
those of March 1991 and October/November 2003 (Li
and Temerin 2001; Looper et al. 2005).

9.6.1.2 Semiannual Variations
Besides variations ranging from a few days to a week,
there are other timescales for flux variation of the
radiation belts. During the solar declining phase, recur-
rent flux variations of 27 days and 13.5 days are
significantly associated with the arrival of recurrent
high-speed CHS. There are also semiannual variations
in which the flux increases in the spring and autumn
(Baker et al. 1999; Li et al. 2001; Miyoshi et al. 2004).
The origin of this semiannual variation in the radia-
tion belts is geomagnetic activities that are driven by
the Russell-McPherron effect (Russell and McPherron
1973; Baker et al. 1999; Miyoshi et al. 2004).
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9.6.1.3 Solar Cycle Variations
The outer belt and slot region vary with the solar cycle
(Miyoshi et al. 2004; Li et al. 2006; Fung et al. 2006;
Maget et al. 2007; Baker and Kanekal 2008). During
the solar declining phase, the flux in the outer portion
of the outer belt tends to increase in association with
small storms (and also with no storms), while the flux
in the inner portion of the outer belt and the slot region
tends to decrease. During the solar active period, the
flux tends not to increase in the outer portion, and vice
versa in the inner portion. These long-term variations
in each position correspond to long-term structural
shifts of the outer belt; the outer belt moves outward
during the solar declining phase and moves inward
during the solar active period (Miyoshi et al. 2004).
These long-term structural variations are the result of
occurrence variations of CME-driven great storms and
high-speed coronal hole streams. That is, CME-driven
great storms tend to increase electrons in the inner por-
tions, while CHS causes a large flux enhancement in
the outer portion (Miyoshi and Kataoka 2005; Baker
and Kanekal 2008).

In the inner belt (L < 2), energetic electrons increase
during the solar active period at L > 1.4 (Abel et al.
1994; Miyoshi et al. 2004), while they decrease at L <
1.3 (Abel et al. 1994).

9.6.2 Response to Solar Wind and IMF

9.6.2.1 Solar Wind Speed
Solar wind speed is a primary driver of the large
flux enhancement of the outer belt (e.g., Paulikas and
Blake 1979). Since ULF pulsations in the Pc 5 range
have been well correlated with solar wind speed (e.g.,
Mathie and Mann 2001) through Kelvin-Helmholtz
instability (Claudepierre et al. 2008) and/or fluctua-
tions in the solar wind dynamic pressure (Takahashi
and Ukhorskiy 2007), correlations between the solar
wind speed and MeV electron flux enhancement may
indicate that radial diffusion is a dominant process in
flux enhancement (see Section 9.6.3.1).

9.6.2.2 IMF
Because the outer belt electrons do not always increase
greatly when high-speed streams arrive at the Earth
(e.g., Kim et al. 2006), there must be parameters other
than solar wind speed that control flux enhancement.

Flux enhancement tends to occur during the pre-
dominantly southward IMF (Blake et al. 1997; Iles

et al. 2002; Miyoshi et al. 2007). Statistical stud-
ies focused upon CHS have shown that the large
flux enhancement of MeV electrons depends on the
Russell-McPherron effect; that is, the flux tends to
increase largely in the southward Bz dominant CHS
(Miyoshi and Kataoka 2008a, b; McPherron et al.
2009). It should be noted that the average amplitude of
the minimum Dst in the coronal hole stream is small,
greater than –50 nT, which means that intense flux
enhancements at GEO occur regardless of whether or
not a magnetic storm takes place (Kim et al. 2006;
Miyoshi and Kataoka 2008a). A statistical survey
revealed that 90% (50%) of the fast CHSs (average
solar wind speed faster than 500 km/s) display a large
flux enhancement at geosynchronous orbit when the
southward (northward) Bz is dominant (Miyoshi and
Kataoka 2008b).

9.6.2.3 Solar Wind Density and Dynamic
Pressure

The enhancement of solar wind dynamic pressure
causes the adiabatic acceleration of the energetic parti-
cles due to the compression of the background mag-
netic field. On the other hand, flux decreases at the
outer portion of the outer belt (e.g., geosynchronous
orbit) tend to occur in large dynamic pressure (Onsager
et al. 2007; Ohtani et al. 2009). Same tendency about
flux decrease has been found in the solar wind density
(Lyatsky and Khazanov 2008).

9.6.3 Transport and Acceleration
of Relativistic Electrons

9.6.3.1 Radial Diffusion
Since the typical energy of radiation belt particles
exceeds the upper limit of the particle energy to be
accelerated by the convection electric field (Section
9.4.3.1), radiation belt particles are usually not affected
by the convection electric field.

Radial diffusion is regarded as one of the plausi-
ble mechanisms that could cause flux enhancement of
the radiation belts. The elemental process of radial
diffusion is a “drift resonance” that occurs between
electrons drifting around the Earth and fluctuations
in the electric/magnetic field. Considering the typi-
cal electron drift period, the ULF pulsation in the
Pc 5 frequency range (∼a few minutes) is the most
plausible driver for electron diffusion (e.g., Elkington
et al. 1999, 2003, 2006; Perry et al. 2005; Sarris et al.
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2006). The origin of Pc-5 ULF waves has been vari-
ously attributed to Kelvin-Helmholtz instability (e.g.,
Chen and Hasegawa 1974), fluctuations in the solar
wind dynamic pressure (e.g., Takahashi and Ukhorskiy
2007), and the drift-bounce resonance of ring current
ions (e.g., Southwood et al. 1969). In radial diffusion,
the first two adiabatic invariants (Eqs. (9.3) and (9.4)),
μ and J, are always conserved, so the electron energy
and pitch angle must change when the electrons move
in a radial direction. The particle energy increases and
the pitch angle of a particle shifts to 90◦ when a par-
ticle moves earthward and vice versa when a particle
moves outward.

Since a random resonance with fluctuations has
been assumed, the following Fokker-Planck equation
has been used to describe radial diffusion (e.g., Schulz
and Lanzerotti 1974; Schulz 1991; Shprits et al. 2008a
and references therein):

∂f

∂t
= L2 ∂

∂L

(
DLL

L2

∂f

∂L

)
+ Source − Loss, (9.7)

where f is the phase space density of electrons, DLL

is the radial diffusion coefficient, and t is time. As
shown in this equation, the direction of particle flow is
determined entirely by the particle distribution, follow-
ing Fick’s law, and is independent of the mechanism
given by the radial diffusion coefficient. If there is no
source inside the radiation belts, the phase space den-
sity for any μ and J in the plasma sheet will be larger
than that in the radiation belts, thus producing flux
enhancements. Therefore, the positive gradient of the
phase space density will be observed. In contrast to the
diffusive model, coherent resonance with narrow-band
waves has also been studied (Degeling et al. 2008).

Drift-resonance acceleration has been confirmed
by observation (Tan et al. 2004). Many studies have
shown a correlation between flux enhancement and the
ULF Pc 5 power (e.g., Rostoker et al. 1998; Baker et al.
1998a, b; O’Brien et al. 2001; Mathie and Mann 2001;
Green and Kivelson 2001; Kim et al. 2006; Sarris et al.
2007).

9.6.3.2 In Situ Accelerations by Wave-Particle
Interactions

There are other mechanisms that produce relativis-
tic electrons in the radiation belts: Some plasma
waves; whistler, magnetosonic (ion Bernstein), free-
space mode waves such as auroral kirometric radiation;

and fast MHD waves can resonate with electrons by
violation of adiabatic invariants, causing an acceler-
ation (Horne and Thorne 1998; Summers and Ma
2000; Summers et al. 1998, 2001; Horne et al. 2007;
Xiao et al. 2007, 2010b). A recirculation process
(Nishida 1976) driven by both radial transport and
pitch angle scattering, which causes a violation of all
adiabatic invariants, has been applied for the energiza-
tion of electrons (Fujimoto and Nishida 1990; Liu et al.
1999). Here, we focus on whistler-mode wave particle
interactions, which are thought to be the mechanism
responsible for producing MeV electrons.

Whistler-mode chorus waves generated outside the
plasmapause can accelerate the electrons of the outer
radiation belt by Doppler-shifted cyclotron resonance
(e.g., Horne and Thorne 1998; Summers et al. 1998;
Horne 2002; Shprits et al. 2008b and references
therein). The resonance condition of relativistic elec-
trons can be given by

ω − kv = n
�

γ
, (9.8)

where ω is the wave-frequency, k is the wave num-
ber vector, v is the particle velocity, n is the harmonic
number, � is the electron gyro-frequency, and γ is the
relativistic factor. Since a faster phase speed is required
to effectively accelerate electrons, the low plasma den-
sity outside the plasmapause provides an environment
that is conducive to this acceleration.

In this process, plasma/particles with different
energy ranges are coupled to generate chorus waves
and subsequent electron accelerations. Whistler-mode
chorus waves are generated by the temperature
anisotropy of injected plasma sheet electrons of a
few tens of keV, and are then amplified largely due
to the subsequent nonlinear process (Santolik et al.
2003; Katoh and Omura 2007a; Omura et al. 2008). A
global simulation has successfully reproduced chorus
enhancement during the storm (Jordanova et al. 2010).
Generated whistler-mode chorus waves can resonate
with subrelativistic electrons that might be coming
from the plasma sheet and accelerate these electrons
to the level of relativistic energies. Therefore, the cho-
rus wave acts as a mediating agent. The wave growth
occurs by absorbing a free energy of the low energy
electrons, and then the wave transfers the energies to
the high energy electron acceleration. Since the wave-
dispersion relations as well as the resonance condition
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are strongly affected by the ambient plasma density
and magnetic field, the variations in thermal plasma
density greatly changes the electron acceleration. That
is, the cross-energy coupling of particles whose ener-
gies differ by more than 6 orders is essential to produce
relativistic electrons of the outer belt in regard to
the internal acceleration (Miyoshi et al. 2003, 2007;
Bortnik and Thorne 2007; Horne 2007).

The acceleration process of wave-particle interac-
tions as well as pitch angle scattering has been often
described by the Fokker-Planck equations in the veloc-
ity space.

∂f

∂t
= 1

v sin α

∂
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sin α

(
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1

v
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∂f
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)
,

(9.9)

where α is the pitch angle. The diffusion coefficients
Dvv, Dαα , Dαv, and Dvα are given by the quasi-linear
theory, considering the resonance condition of a given
wave spectrum (e.g., Lyons 1974; Albert 1999). Based
upon a detailed estimation of the diffusion coefficients
(e.g., Horne et al. 2005a; Li et al. 2007) in the realistic
plasma environment during storms, electron accelera-
tion caused by wave-particle interaction is considered
to be possible.

Over the last few years, several research efforts have
supported the concept of accelerations being caused
by wave-particle interactions. Chorus wave power is
most intense outside the plasmapause at midnight and
is distributed to the dawn sector and early afternoon
sector. In this region, the cold plasma density is low,
which fulfills the condition required for efficient elec-
tron diffusion (e.g., Meredith et al. 2003b; Li et al.
2008, 2009). The large flux enhancement of the outer
belt occurs concurrently with chorus wave enhance-
ment (e.g., Meredith et al. 2001, 2003a; Miyoshi et al.
2003, 2007; Kasahara et al. 2009), and recent com-
prehensive numerical simulations and the modeling
of diffusion coefficients using the observed plasma
parameters have accounted for electron acceleration
on the order of 1–2 days, which is comparable to the
observed times scale for acceleration (e.g., Miyoshi
et al. 2003; Varotsou et al. 2005, 2008; Fok et al.
2008; Albert et al. 2009; Shprits et al. 2009; Xiao et al.
2010a; Subbotin et al. 2010). The flat-top pitch angle
distributions that are predicted by the wave-particle

interaction process have been observed during storms
(Horne et al. 2003). Some of the solar wind parameter
dependence of the outer belt electrons (Section 9.6.2)
can be explained by acceleration via wave-particle
interactions.

Although most studies of local acceleration pro-
cesses have focused on the whistler-mode chorus
waves using quasi-linear diffusion theory, strong non-
linear interactions with individual chorus elements
(Katoh and Omura 2007b; Omura et al. 2007; Katoh
et al. 2008; Bortnik et al. 2008) are also important for
the acceleration.

9.6.3.3 Which Mechanism Is Important?
From the standpoint of radial diffusion, the close cor-
relation between solar wind speed and the MeV elec-
tron flux enhancement as described in Section 9.6.2
supports the idea that radial diffusion is a primary
mechanism for the flux enhancement of the outer belt
(e.g., Rostoker et al. 1998; Baker et al. 1998a, b;
O’Brien et al. 2001; Mathie and Mann 2001; Green
and Kivelson 2001; Mann et al. 2004; Kim et al. 2006;
Sarris et al. 2006), because the solar wind speed is the
main driver for the Pc 5 ULF activities in the magne-
tosphere. During a CHS, the plasma sheet temperature
is high (Borovsky et al. 1997; Denton et al. 2006), so
that seed populations with a large magnetic moment
may be stored in the plasma sheet. These electrons
may be diffused inward by continuous enhanced radial
diffusion to produce large flux enhancements during
a CHS.

From the standpoint of the internal acceleration
by VLF waves, the dependence on solar wind speed
and IMF described in Section 9.6.2 can be under-
stood as follows. The acceleration by VLF waves
is especially effective when a continuous source of
hot electrons can be maintained to produce a cho-
rus for the several-day period required to accelerate
electrons to relativistic energies. This suggests that a
prolonged period of enhanced convection/substorms
is required for acceleration (Meredith et al. 2002;
Miyoshi et al. 2003; Bortnik and Thorne 2007; Horne
2007). The southward IMF and high-speed solar wind
causes continuous substorm/convection activities (the
so-called HILDCAAs: High Intensity Long Duration
Continuous AE Activities, e.g., Tsurutani et al. 2006)
in which continuous hot electron injections from the
plasma sheet into the inner magnetosphere can be seen
(Obara et al. 2000; Denton et al. 2006).
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The close relationship between CHS and accelera-
tions by VLF waves was conducted in two CIR storms
in November 1993 by polar-orbit Akebono and POES
satellites. Observations showed that the outer belt elec-
tron flux increased largely during the recovery phase
of the first storm when the Russell-McPherron effect
was at work and did not increase during the recovery
phase of the second storm when it was not at work.
The differences in hot electrons, subrelativistic elec-
trons, VLF waves, and substorm/convection activities
are consistent with the scenario according to which the
internal acceleration by VLF waves is important to flux
enhancement (Miyoshi et al. 2007).

Some observations (Lyons et al. 2005; 2009) have
shown the correlations between VLF waves measured
on the ground and MeV electron flux enhancement
during CHS, which can be explained by this scenario.
The southward IMF dependence of MeV electrons
(Miyosh and Kataoka 2008a; McPherron et al. 2009)
is also consistent with this scenario.

Observations of the phase space density profile are
critical for discriminating between radial diffusion and
internal accelerations. Equation (9.7) shows that the
phase space density gradient should be possible if the
inward radial diffusion contributes to flux enhance-
ment, because the direction of particle movement is
determined by the slope of the phase space density. On
the other hand, the appearance of local peaks and the
subsequent local evolution of the phase space density
indicate that the internal acceleration process con-
tributes to flux enhancement (see figure 2 of Green and
Kivelson 2004). Equation (9.5) is described in vari-
ables of the first and second adiabatic invariants and
L-value, so that it is essential to obtain the accurate
phase space density at a certain μ and J.

There are several observational reports of local
peaks of the phase space density inside the outer
belt, which suggests an internal acceleration (e.g.,
Brautingam and Albert 2000; Selesnick and Blake
2000; Miyoshi et al. 2003; Green and Kivelson 2004;
Iles et al. 2006; Chen et al. 2006, 2007; Fennell and
Roeder 2008). Some studies have reported the pos-
itive gradient of the phase space density, suggesting
that radial diffusion is the primary mechanism of flux
enhancement during a storm (e.g., Hilmer et al. 2000;
Onsager et al. 2004). Due to certain problems that are
addressed below, the subject of phase space density
profiles during a storm is still being debated. However,
it may be natural to consider that both radial diffusion

and in-situ acceleration contribute to flux enhance-
ment, though during a storm, one process might play
a more dominant role than the other.

It should be noted here that some problems attend
the derivation of accurate phase space density values
(see also Green and Kivelson 2004). The magnetic
field model is necessary in order to derive the second
adiabatic invariant and L∗ (Roederer 1970). The results
of the phase space density profile depend largely on
the magnetic field model that is used for the calcula-
tion (Selesnick and Blake 2000; Ni et al. 2009a). Since
the interesting period about the large flux variation is
often magnetic storms, a strong distortion of the mag-
netic field is to be expected, which in turn makes it
more difficult to derive an accurate phase space density
profile. Another problem in the calculation of phase
space density is the coverage of the equatorial pitch
angle. It has been reported that flux variations depend
on the pitch angle (Seki et al. 2005) and that the phase
space density profile depends on the second adiabatic
invariant even when the first adiabatic invariant is the
same (Fennell and Roeder 2008). Therefore, a reliable
empirical and physical magnetic field model that can
be applied in intense magnetic storms is one of the keys
to an accurate phase space density profile. Moreover,
observations around the magnetic equator that can
cover a wide range of equatorial pitch angles, that is, a
wide range of the second invariant, are important and
necessary for future missions.

Note that the data assimilation technique for the
radiation belt studies has recently developed, which
couples the radial diffusion model (Eq. (9.7)) with
the satellite data, to derive more accurate phase space
density profile and specify the physical processes that
cause the flux enhancement (e.g., Koller et al. 2007;
Kondrashov et al. 2007; Shprits et al. 2007; Ni et al.
2009a, b). The data assimilation would become useful
and important tool for better understanding of radiation
belt physics.

9.6.4 Loss of Relativistic Electrons

9.6.4.1 Adiabatic Effect
Electron fluxes decrease in a certain L-shell in a fixed
energy window during magnetic storms (McIlwain
1966; Kim and Chan 1997). This is the so-called
the Dst effect or ring current effect (Section 9.4.6.5),
which causes no change in the phase space density
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in the adiabatic coordinate space. This process causes
flux reduction during the main phase and subsequent
flux recovery to the prestorm level if only adiabatic
processes take place. Due to the ring current effect,
the pitch angle distribution of electrons conserving the
first and second adiabatic invariants exhibits butterfly
distribution due to betatron acceleration (Lyons 1977)
and a combination of betatron acceleration and Fermi
acceleration (Ebihara et al. 2008a).

In about a quarter of magnetic storms, however, the
flux of the outer belt electrons does not recover to the
prestorm level (Reeves et al. 2003), in which case other
nonadiabatic loss processes must occur (see Millan and
Thorne 2007 and references therein).

9.6.4.2 Precipitation into Atmosphere
Pitch angle scattering with plasma waves causes the
precipitation of particles into the atmospheric loss
cone, which is one of the important processes in outer
belt electron loss. This precipitation of MeV elec-
trons depletes ozone through the enhancement of NOx
(Thorne 1977), which may affect the climate (e.g.,
Rozanov et al. 2005).

Pitch angle scattering has been described by the
first term of Eq. (9.7). Whistler-mode waves such as
plasmaspheric hiss and chorus resonate with radiation
belt electrons (Kennel and Petschek 1966; Lyons et al.
1972). Whistler-mode hiss waves are responsible for
the formation of the slot region. The equilibrium struc-
ture of the radiation belts – the inner belt, outer belt,
and slot region – has been successfully reproduced
considering the wave-particle interactions with plas-
maspheric hiss (Lyons et al. 1972; Lyons and Thorne
1972; Albert 1994, 1999; Abel and Thorne 1998a, b).
The measured decay rates following storms show good
agreement with the estimated life times (Albert 2000;
Meredith et al. 2006) and a one-dimensional radial
diffusion simulation (e.g., Lam et al. 2007). The top-
hat shape of the pitch angle distribution is another
piece of evidence for the pitch angle scattering by hiss
waves (e.g., West et al. 1973; Lyons and Williams.
1975a, b, Morioka et al. 2001). The close correlation
between the plasmapause and the outer belt position
also supports the idea that whistler-mode hiss is an
important loss process (O’Brien et al. 2003; Miyoshi
et al. 2004; Goldstein et al. 2005; Li et al. 2006).
Lightning whistler becomes more important, as do the
VLF transmitters at lower L (Abel and Thorne 1998a,
b) and the outer belt (Bortnik et al. 2006a, b).

Another kind of wave for the pitch angle scattering
of relativistic electrons is EMIC waves in the region
where the plasmasphere overlaps with the ring cur-
rent (e.g., Cornwall et al. 1970; Jordanova et al. 1997).
The rapid pitch angle scattering by EMIC waves when
electron energies become relativistic has been pre-
dicted theoretically, (Thorne and Kennel 1971; Lyons
et al. 1972; Summers and Thorne 2003; Albert 2003).
There have also been several observations that sug-
gest EMIC-relativistic electron interactions (e.g., Foat
et al. 1995; Lorentzen et al. 2000; Millan et al. 2002;
Meredith et al. 2003c; Sandanger et al. 2007). In addi-
tion, recent satellite-ground conjunction observations
as well as theoretical checks have identified that EMIC
waves actually cause the coincident precipitation of
tens of keV ions and MeV electrons into the ionosphere
near the plasmapause (Miyoshi et al. 2008). A self-
consistent simulation that included convection, radial
diffusion, and pitch angle scattering by whistlers and
EMIC waves showed that EMIC waves cause the pitch
angle scattering of both ring current ions and MeV
electrons, but the dominant process in the global loss
of the outer belt during the main phase is the outward
diffusion, as shown in Section 9.6.4.3 (Jordanova et al.
2008).

Outside the plasmapause, whistler-mode chorus
causes the pitch angle scattering of electrons as well
as acceleration (Thorne et al. 2005). It has been sug-
gested that the microbursts of MeV electrons that occur
on the dawn-side between L = 4–6 (e.g., Nakamura
et al. 1995, 2000b; Lorentzen et al. 2001) are the
result of scattering by whistler-mode chorus waves.
Microbursts occur frequently during the storm recov-
ery phase, but losses are much stronger during the main
phase, and are capable of emptying the outer belt in one
day or less (O’Brien et al. 2004).

9.6.4.3 Magnetopause Loss
It has been suggested that electron loss from the
magnetopause is the mechanism responsible for elec-
tron flux dropouts. Three-dimensional test particle
simulations (Kim et al. 2008; Saito et al. 2010)
showed that magnetopause shadowing (MPS) causes
the abrupt loss of the outer portion of the outer belt and
changes in the trapping boundary. Two-dimensional
test particle simulations showed that the storm-time
partial ring current produces a nightside depression
of the magnetic field, causing an outward expansion
of the outer belt and the loss of electrons in the
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outer portion (Ukhorskiy et al. 2006). If the phase
space density of the outer portion decreases due to
MPS, then electrons move outward due to the out-
ward diffusion (Eq. (9.5)). Some simulation studies
(Brautingam and Albert 2000; Miyoshi et al. 2003,
2006; Jordanova and Miyoshi 2005; Shprits et al.
2006) found that the outward diffusion triggered by
the flux decrease in the outer portion leads to changes
in the lower L-shells, which in turn contributes to the
flux decrease during the main phase. Recently, Ohtani
et al. (2009) have shown observational evidence that
some flux loss observed at geosynchronous orbit can
be explained by MPS (see Section 9.6.2.3). It is worth-
while to note that such outward diffusion also occurs
through the negative phase space density gradient
when the internal acceleration causes the peak phase
space density inside the outer radiation belt (Shprits
et al. 2009).

9.6.4.4 Which Mechanism Is Important?
During the time of a storm, it is understood that the
various loss processes take place simultaneously, but
it has not been quantitatively understood which pro-
cess predominates in the net loss of the outer belt.
Different processes work at different L-shell and local
times. Green et al. (2004) suggest that precipitation
may account for a part of the loss processes, rather
than MPS, but they do not identify the exact mecha-
nism by which this takes place. Bortnik et al. (2006c)
indicated that both MPS (for high L) and precipitation
by EMIC waves (for low L) may have been active in
the November 2003 storm.

The effective solar wind parameters that would
cause a loss have been debated. Onsager et al. (2007)
found that the onset of southward IMF is an impor-
tant cause of flux dropouts, while Ohtani et al. (2009)
showed that dynamic pressure enhancement is also
essential, due to MPS. Borovsky and Denton (2009)
showed that the onset of the flux dropouts associ-
ated with CIRs tends to occur after the crossing of
the IMF sector boundary, and they investigated how
the pitch angle scattering by EMIC waves inside
the drainage plumes could be an important factor.
Quantitative physics-based models that take into con-
sideration these mechanisms would be necessary in
order to identify the effective loss mechanisms.

9.6.5 Cross-Energy Couplings
for Acceleration of Relativistic
Electrons

Figure 9.5 summarizes these transport/acceleration
mechanisms in the L-energy diagram of the inner
magnetosphere. In radial diffusion (indicated by blue
lines), the electrons move earthward with increasing
energy due to the conservation of the first two adia-
batic invariants. In this process, the ULF waves that
are driven by solar wind and ring current instability are
essential for driving the particle transport. The ambi-
ent plasma density has an effect on the condition of
the drift-bounce resonance (Ozeke and Mann 2008).
On the other hand, in the in-situ acceleration by waves
(indicated by red lines), subrelativistic electrons are

Fig. 9.5 Possible formation
processes for the electron
radiation belt
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accelerated to MeV energies by whistler-mode waves
that are generated by the plasma instability of the ring
current electrons. In this process, the thermal plasma
density plays an essential role as the ambient medium.
Because the transport of ring current electrons and
thermal plasma are predominantly controlled by con-
vective electric fields (see Sections 9.2, 9.3, and 9.4),
the process of convection may affect the relativistic
electron dynamics in this process. In the loss process,
different energy electrons and ions affect the dynam-
ics of the relativistic electrons through wave-particle
interactions as well as the field distortion. Therefore,
the formation of the radiation belt including both flux
enhancement and decrease is one of the manifestations
of cross-energy/cross-region couplings in the inner
magnetosphere.

9.7 Concluding Remarks

The physical processes involved in the structure and
dynamics of the inner magnetosphere are schemati-
cally summarized in Fig. 9.6. While the diagram is
admittedly incomplete, it may provide an essential
context for understanding the inner magnetosphere and

magnetic storms. Each element is directly or indirectly
coupled with one another, so that the inner magne-
tosphere should be treated as a nonlinear, compound
system. Once studied a particular element in detail, one
should take into account its physical connection with
the others as a system network.

During magnetic storms, each element is activated
and the network of the inner magnetospheric system is
dynamically stimulated. The following processes are
expected to occur simultaneously:

1. The convection electric field is enhanced by south-
ward IMF and fast solar wind.

2. Plasma sheet particles are transported into the
inner magnetosphere by the convection electric
field.

3. The ring current is developed on the nightside, and
the plasmasphere shrinks.

4. The inner magnetospheric magnetic field is
inflated by the ring current, resulting in deforma-
tion of the ring current and the radiation belts.

5. The inner magnetospheric electric field is
deformed by the ring current, resulting in fur-
ther deformation of the ring current and the
plasmasphere.

Fig. 9.6 Possible cross energy and cross region couplings in the inner magnetosphere
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6. Waves are excited, resulting in the acceleration
and scattering of particles.

7. Magnetic and electric fields fluctuate greatly,
enhancing the radial diffusion of energetic parti-
cles.

8. The ionospheric conductivity is enhanced by the
precipitation of protons, electrons and ENAs.

9. The ionosphere is heated by the ring current,
resulting in the glow of a SAR arc.

10. Various types of auroras are excited by the precip-
itating protons, electrons and ENAs.

The inner magnetosphere is so dynamic and compli-
cated that only a system-based approach can promise
to offer an overall understanding of the inner magne-
tosphere and the Sun-Earth connection. To achieve a
comprehensive understanding of the dynamics of the
inner magnetosphere, several interesting missions are
now in progress and are being planned. An interna-
tional fleet of inner magnetosphere exploration satel-
lites will consist of THEMIS (US), RBSP (US),
ORBITALS (Canada), RESONANCE (Russia), and
ERG (Japan) around the next solar maximum. Well-
networked ground-based observations by instruments
such as the magnetometer and SuperDARN HF-radar
are powerful remote-sensing tools for exploring the
inner magnetosphere. Simulations that can compre-
hend cross region and cross energy couplings, such
as the Radiation Belt Environment (RBE) model (Fok
et al. 2008) and the ring current-atmosphere interac-
tions model (RAM) (Jordanova et al. 2010), are also
valid to investigate the tightness of the coupling.
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of Plasma Waves and Their Effects
on Energetic Particles
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Abstract
Understanding wave-particle interactions and their effects on energetic particle
dynamics in near-Earth space is needed to develop models with predictive space
weather capabilities. The local acceleration and/or loss of relativistic electrons are
associated with two dominant magnetospheric plasma waves, whistler mode cho-
rus emissions and electromagnetic ion cyclotron (EMIC) waves. The generation and
propagation characteristics of EMIC waves depend strongly on the presence of both
cold and energetic heavy ions (mainly He+ and O+) in the plasmas, which varies sig-
nificantly with geomagnetic and solar activity. We present self-consistent studies of
the excitation of these waves during geomagnetic storms after the fresh injection of
plasma sheet particles into the inner magnetosphere. We use our four-dimensional
(4D) kinetic ring current-atmosphere interactions model (RAM), which includes
time-dependent convective transport and radial diffusion, all major loss processes,
and is coupled with a dynamic (2D) plasmasphere model. The boundary conditions
are specified by a plasma sheet source population at geosynchronous orbit that varies
both in space and time. We calculate the pitch angle anisotropy of ring current ions
and electrons and identify equatorial regions for potential growth of EMIC waves and
whistler mode chorus, respectively. We show that He+ band EMIC wave excitation
may be significantly reduced by ring current O+ ions during storm peak conditions
when O+ contribution increases. We find that the linear growth rate of chorus waves
maximizes at large L shells in the midnight-to-dawn local time sector, while EMIC
waves are most intense in the afternoon sector in agreement with previous satellite
observations.
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10.1 Introduction

The dynamics of energetic particles in the inner mag-
netosphere has been an important subject of near-Earth
space studies in recent years. Observations, theory,
and modeling of the ring current indicate that a thor-
ough understanding of the mechanisms involved in
particle injection, trapping, and loss could be achieved
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only with global scale studies including coupling with
adjacent regions. The motion of charged particles in
the inner magnetosphere is determined by the ambi-
ent electric and magnetic fields. Precise specification
of the spatial structure and temporal development of
the highly variable convection electric field is required
for simulating the storm time ring current. High resolu-
tion empirical models have been developed such as the
Assimilative Mapping of Ionospheric Electrodynamics
(AMIE) (Richmond 1992) involving the synthesis of
ground-based and satellite data, and the Weimer (2001)
convection model derived from measurements of the
Vector Electric Field Instrument (VEFI) on the DE 2
spacecraft. Similarly, detailed knowledge of the mag-
netic field is needed for accurate modeling of particle
drifts since in non-dipolar magnetic fields drift-shell
splitting occurs, resulting in non-isotropic electron
and ion pitch angle distributions. Complex empiri-
cal models of the magnetic field have been developed
as well, like the present state of the art T04S model
(Tsyganenko and Sitnov 2005). These empirical mod-
els have provided much insight in geomagnetic storm
dynamics and have been employed in many numer-
ical studies of particle trajectory tracings. However,
for a more realistic storm time description of the ring
current and the radiation belts and to achieve pre-
dictive modeling capabilities, the modification of the
fields by the plasma pressure in the inner magneto-
sphere has to be included. One of the challenges is
thus to develop ring current models that calculate self-
consistently the electric and magnetic fields in which
the particles drift. An example of such an effort is
the Rice Convection Model (RCM) which computes
the electric potential by solving the fundamental equa-
tions of magnetosphere-ionosphere coupling assum-
ing an electron-proton plasma with isotropic pitch
angle distributions (Toffoletto et al. 2003). Another
example is the addition of a self-consistently calcu-
lated magnetic field to the ring current-atmosphere
interactions model (RAM) (Jordanova et al. 2006;
Zaharia et al. 2006). In these first studies an equi-
librium magnetic field was computed using as input
anisotropic pressure from the kinetic RAM, indicat-
ing significant magnetic field depressions near Earth
at the storm peak. Preserving the storm time pres-
sure anisotropy in the inner magnetosphere is essential
for the excitation of various plasma waves that affect
the dynamics of both ring current ions and radiation
belt electrons.

Observations from geosynchronous Los Alamos
National Laboratory (LANL) satellites show that the
relativistic electron fluxes increase during the solar
quiet period and decrease during the solar active
period. Although such an increase is well correlated
with solar wind speed (Paulikas and Blake 1979),
it shows weaker correlation with geomagnetic activ-
ity (Reeves et al. 2003), the cause for which is not
well understood. The dynamics of relativistic elec-
trons in the radiation belts of the Earth during storm
times are affected by a large number of processes,
causing electron fluxes with energy E > 100 keV to
vary by several orders of magnitude. Even for mod-
est geomagnetic storms, radiation belt electron fluxes
can be rapidly enhanced within the Earth’s inner mag-
netosphere. The majority of radiation belt enhance-
ments occur in association with high-speed solar wind
streams, which produce an intense seed population of
10–300 keV electrons (Miyoshi et al. 2007). These
ring current-energy electrons are subsequently accel-
erated (on time scales of hours to days) to relativistic
energies either by ultralow-frequency (ULF) waves
(Rostoker et al. 1998), higher-frequency (VLF) cho-
rus waves (Summers et al. 1998), or magnetosonic
waves (Horne et al. 2007). On the other hand, the
radiation belt fluxes decrease due to a combination
of electron loss to the magnetopause (Kim and Chan
1997) and to electron precipitation to the atmosphere
(Millan et al. 2002). The main loss process causing
the slot region is pitch angle scattering by plasmas-
pheric hiss (Lyons et al. 1972). Electron loss from the
outer zone occurs from electromagnetic ion cyclotron
(EMIC) waves (Thorne and Kennel 1971) and whistler
mode chorus (Thorne et al. 2005). Detailed description
of the loss and source mechanisms for relativistic elec-
trons in the outer radiation belt can be found in recent
reviews by Shprits et al. 2008a, b. Additional complex-
ity in studying energetic particle dynamics thus comes
from the fact that their evolution depends on the inter-
actions with plasma waves. The free energy for plasma
wave excitation in the inner magnetosphere is provided
by the anisotropic ring current ion and electron dis-
tributions. When plasma sheet ions and electrons are
injected into the ring current region, their pitch angle
distribution is relatively isotropic. As particles drift in,
the pitch angle anisotropy increases due to energization
by betatron acceleration, as well as to losses by charge
exchange, Coulomb collisions, and collisions at low
altitudes with the dense atmosphere (Jordanova et al.
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1999). Another challenge for the space weather model-
ing community is the development of a self-consistent
treatment of particle transport and wave dynamics in
order to address the full physical coupling between
the plasma and the fields. Such an approach has been
used by Jordanova et al. (2001, 2008) to show the
effectiveness of EMIC waves in scattering ring cur-
rent and radiation belt particles and is discussed in the
next section.

In this paper we evaluate the dynamics of the
inner magnetosphere using our kinetic ring current-
atmosphere interactions model (RAM) to simulate the
earthward penetration of plasma sheet ions and elec-
trons during geomagnetic storms. Our model is not
drift-averaged and retains four dimensions (4D) by
solving the bounce-averaged kinetic equation as a
function of radial distance in the equatorial plane,
magnetic local time (MLT), energy, and pitch angle
(Jordanova et al. 1997). RAM includes time-dependent
convective transport, all major loss processes for ring
current ions and electrons, and is coupled with a
dynamic 2D plasmasphere model (Rasmussen et al.
1993). The RAM code was recently extended to rela-
tivistic energies using a convection-diffusion approach
(Jordanova et al. 2006; Miyoshi et al. 2006). The
fluxes at the nightside boundary and the convection
electric field inside the simulation domain are sup-
plied either from the Rice Convection Model (RCM)
(Harel et al. 1981) or from empirical models. We cal-
culate the linear growth rate of EMIC and whistler
mode chorus waves in the equatorial plane due to
the anisotropic ring current populations. We identify
localized (L shell and MLT-dependent) regions where
these plasma waves are excited, which is important
in delineating prominent mechanisms for acceleration
and loss of charged particles in the near-Earth space
environment.

10.2 Global Simulations
of Electromagnetic Ion Cyclotron
Waves

10.2.1 Effects of Heavy Ions on EMIC Wave
Generation and Propagation

During geomagnetic storms the ring current ion dis-
tributions become anisotropic and unstable to EMIC
wave excitation in the equatorial magnetosphere

(Cornwall 1977; Solomon and Picon 1981). The gen-
eration and propagation of EMIC waves are strongly
influenced by the presence of both cold (plasmas-
pheric) and hot (ring current) heavy ions (mainly He+

and O+) in the plasmas (Rauch and Roux 1982; Kozyra
et al. 1984). Heavy ions can modify the frequencies
at which wave growth occurs as well as the growth
rates themselves, and significantly decrease the group
velocity. The presence of heavy ions results in stop
bands above the gyrofrequency of given ion species.
The width of the stop bands depends on the compo-
sition of both cold and hot plasmas. The hydrogen
cyclotron instability is, therefore, suppressed as heavy
ions begin to dominate the ring current, however, wave
growth may still occur in the lower frequency (He+

and O+) wave bands. Reducing the energy of the hot
components reduces the wave growth, while decreas-
ing the magnetic field strength (at higher L shell)
increases the wave growth. The regions where EMIC
waves are present exhibit quite variable MLT depen-
dence during storm time (Jordanova et al. 2001, 2008),
with the strongest waves being usually excited near the
plasmapause.

We use our kinetic RAM (Jordanova et al. 1997,
2006) to simulate ring current evolution and subse-
quent He+ band (between the oxygen and helium
gyrofrequencies) EMIC wave generation during the
21–23 April 2001 storm. This is a CME-driven geo-
magnetic storm with about 15-h long main phase and
a minimum Dst = –102 nT reached at 16 UT on 22
April (Fig. 10.1, top panel). To model the inflow of
plasma from the magnetotail we use geosynchronous
data from LANL satellites, while the convection elec-
tric field is modeled after Weimer (2001) ionospheric
potentials mapped to the equatorial plane using the
Tsyganenko (2002) magnetic field model (for more
details see Jordanova et al. 2006). After being injected
at the nightside boundary, the plasma sheet ions are
transported sunward, energized, and drift azimuthally
around the Earth to form the ring current. The time-
dependent variations of the convection electric field
allow particles to move from open to closed drift
paths and to become trapped. Particles that are not
trapped and remain on open trajectories are lost at
the dayside magnetopause. We calculate the EMIC
wave growth in the equatorial plane as a function of
L shell and MLT with storm evolution using the hot
plasma dispersion relation and RAM input parame-
ters. The dial plots in Fig. 10.1 show several test
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Fig. 10.1 Wave gain of He+

band EMIC waves calculated
with RAM at selected hours
during the main phase of the
21–23 April 2001 storm
indicated with stars on the Dst
plot, considering H+, and
adding He+, and O+ ring
current ions

simulations considering various ring current ion dis-
tributions calculated with RAM: only H+ ions (left
column), both H+ and He+ ions (middle column), and
adding O+ ring current ions as well (right column). The
plasmaspheric density is obtained with the model of
Rasmussen et al. (1993) and a cold ion composition
of 77 % H+, 20% He+, and 3% O+ is assumed during
all simulations. The wave gain obtained after inte-
grating the convective growth rates along field-aligned
wave paths is shown in Fig. 10.1 for two universal
times after 00 UT, 21 April. The wave growth max-
imizes during the storm main phase at first on the
nightside (Fig. 10.1a) and then extends to the day-
side (Fig. 10.1b) as ring current ions are injected and
drift westward with storm development. Clearly, the
wave gain in the He+ band is reduced when heavy ring
current ions are included. The damping due to ring
current O+ ions is more pronounced in this frequency
range than that due to He+ ions which is negligi-
ble; the effect is especially strong near minimum Dst
(Fig. 10.1b) when O+ concentration reaches maxi-
mum. These results indicate that the contribution from
ring current O+ ions has to be considered in EMIC
wave simulations.

10.2.2 Observations and Modeling
of Subauroral Proton Arcs

Global observations from the IMAGE FUV instrument
(Mende et al. 2000) revealed detached subauroral pro-
ton arcs, separated from the main oval and extending
over several hours of local time in the afternoon sec-
tor. Magnetically conjugate observations during some
of the subauroral arc events demonstrated the presence
of precipitating protons and the absence of precipi-
tating electrons (Immel et al. 2002). Recent studies
(Spasojeviç et al. 2004, 2005) indicated simultane-
ous observations of plasmaspheric plumes and EMIC
waves during some of the events. Scattering by EMIC
waves could lead to the precipitation of ring current
ions and the excitation of subauroral arcs. Jordanova
et al. (2007) investigated the mechanisms causing the
proton precipitation during a subauroral arc event that
occurred on 23 January 2001. The FUV images indi-
cated signatures of subauroral precipitation in the after-
noon sector beginning around 21 UT on 23 January
until ∼00 UT on 24 January; the proton aurora bright-
ened significantly around 23 UT and separated from
the main auroral arc. Jordanova et al. calculated the
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growth rate of EMIC waves self-consistently with the
evolving ring current H+, O+, and He+ ion distri-
butions simulated with RAM during the event. The
convective growth rates were integrated along field-
aligned wave paths to obtain the wave gain. A simple
model (Jordanova et al. 2001) was used to relate the
calculated wave gain to EMIC wave amplitude on
the basis of statistical studies, since information on
the background noise level from which the waves
grow is unavailable. Quasi-linear diffusion coefficients
from Jordanova et al. (1996) were used to calcu-
late the pitch angle scattering of ring current protons
into the loss cone due to resonant interactions with
EMIC waves. RAM simulations (Fig. 10.2a) indi-
cated enhancement of EMIC waves within regions of
spatial overlap of energetic ring current protons and
dayside plasmaspheric plumes, and along the plasma-
pause due to guiding of the waves by density gradients
(Jordanova et al. 2007; Thorne and Horne 1997).

Precipitating proton fluxes in the 10–40 keV range
increased by several orders of magnitude between
23 UT and 24 UT when EMIC wave scattering was
included (Fig. 10.2c) in comparison with the simula-
tion when it wasn’t (Fig. 10.2b). In agreement with
observations, the precipitating fluxes decreased 1 h
later (Fig. 10.2, right column) since the ring current
proton anisotropy was reduced due to the pitch angle
scattering, and there was no significant EMIC wave
excitation. The location of the proton precipitation by
EMIC waves thus matched very well the temporal and
spatial evolution of FUV observations, indicated with
diamond line in Fig. 10.2c. This self-consistent sim-
ulation of EMIC wave scattering of ring current pro-
tons and EMIC wave amplification/attenuation showed
that cyclotron resonant wave-particle interactions are
a viable mechanism for the generation of subauroral
proton arcs.

Fig. 10.2 (a) Calculated
EMIC wave gain as a function
of radial distance in the
equatorial plane and MLT at
selected hours after 00 UT on
23 January 2001. (b)
Precipitating proton number
flux considering drift and
collisional losses without, and
(c) with scattering by EMIC
waves. The diamond line
indicates the low-latitude
boundary of FUV images of
proton precipitation mapped
to the SM equatorial plane
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10.2.3 Scattering of Radiation Belt Electrons
by EMIC Waves

EMIC waves affect strongly the loss of MeV elec-
trons and knowledge of their global distribution and
power are crucial for the accurate understanding of

radiation belt dynamics. Jordanova et al. (2008) stud-
ied the effect of EMIC wave scattering on radiation
belt electrons during the large geomagnetic storm
of 21 October 2001 with minimum Dst = –187
nT (Fig. 10.3). LANL satellites provided very good

Fig. 10.3 (top) The Dst index during 21–25 October 2001. (a)
Precipitating 1 MeV electron flux, (b) calculated amplitude of
He+ band EMIC waves, and (c) plasmaspheric electron density,

as a function of radial distance in the equatorial plane and MLT
at selected hours after 00 UT on 21 October 2001, shown with
stars on the Dst plot
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coverage of the time-varying conditions at geosyn-
chronous orbit in response to solar wind changes,
showing a large relativistic electron flux dropout dur-
ing the main phase of this storm. The RAM code
was used to calculate self-consistently the EMIC
wave excitation from the anisotropic ring current
ion populations, and the resulting precipitating ion
and electron fluxes. Particle interactions with these
waves were evaluated according to quasi-linear the-
ory, using diffusion coefficients for a multi-species
plasma and including not only field-aligned but also
oblique EMIC wave propagation. The pitch angle dif-
fusion coefficients increased from 0◦ to ∼60◦ within
the unstable regions and pitch angle scattering by
EMIC waves caused significant loss of radiation belt
electrons at E ≥ 1 MeV and precipitation into the
atmosphere. Figure 10.3a shows results from RAM
simulations indicating large precipitating fluxes within
regions of enhanced EMIC instability, whose loca-
tion varied with time but was predominantly in the
afternoon-dusk sector at 3 ≤ L ≤ 6. Geoeffective
(> 0.1 nT) EMIC wave amplitudes (Fig. 10.3b)
occurred during the main and early recovery storm
phase inside plasmaspheric drainage plumes or along
the plasmapause (Fig. 10.3c). The EMIC waves faded
away at hour 34 (right column) owing to the wave scat-
tering feedback and isotropization of the proton ring
current, so there was no electron precipitation either.
The precipitating electron fluxes were usually collo-
cated with precipitating ion fluxes (not shown) but
occurred at variable energy range and magnitude. The
minimum resonant energy increased at low L and rel-
ativistic electrons at E ≤ 1 MeV did not precipitate at
L < 3 during this storm.

10.3 Global Simulations of Whistler
Mode Chorus Waves

10.3.1 Evolution of Ring Current Electrons

Although there is an increased interest recently in the
prediction of geomagnetic activity, the dynamics of
ring current electrons have not been investigated in
detail. An initial study of Frank (1967) estimated that
the electron component may provide about 25% of the
ring current energy during storm time. Using Explorer
45 data Liu et al. (2005) found that the electrons may
contribute ∼7.5% of the ring current energy, while
the percentage obtained from their simulation results
was 19%. Jordanova and Miyoshi (2005) evaluated
the electron contribution to the ring current during the
October 2001 storm and found it to be highly variable,
being small (∼2%) during quiet time and the largest
near Dst peaks, resulting in ∼10% of the total ring cur-
rent energy content. Jordanova et al. (2010) simulated
ring current electron dynamics during the 21–23 April
2001 storm (the Dst index for this storm is shown in
Fig. 10.1, top) using the RAM extended to relativistic
energies and electrons. RAM was driven by the RCM
electric field which was updated every 10 min during
the storm. The RCM provided as well the fluxes at
the outer boundary of RAM (L = 6.5) every 10 min
and with 1 h MLT dependence. Figure 10.4 shows the
electron fluxes during the main phase of the storm
at hours 31 and 37, simulated with RAM including
only convective transport (top), and adding loss pro-
cesses (bottom). Losses from wave-induced scattering
inside the plasmasphere due to whistler mode hiss,

Fig. 10.4 Electron fluxes at
hours 31 (two left columns)
and 37 (two right columns)
after 00 UT on 21 April, for 2
and 30 keV energy and 60◦
pitch angle, as a function of
radial distance in the
equatorial plane and MLT
considering (a) only
magnetospheric convection,
and (b) convection and
various losses
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lightning whistler, and VLF transmitters (Abel and
Thorne 1998; Albert 1999) and outside the plasmas-
phere due to whistler mode chorus (Chen and Schulz
2001) are included in this simulation using appropri-
ate lifetimes. The ring current electrons drift eastward,
so after injection from the plasma sheet on the night-
side they surround the Earth toward dawn, and if
not trapped leave the simulation domain through the
dayside boundary. The electrons penetrate closer to
Earth with storm evolution and reach L∼4 at hour 37.
The ring current electron energy density peaks near
dawn. When losses are included (Fig. 10.4b) the fluxes
decrease significantly in the noon-to-dusk sector since
the electrons are lost along their drift paths and can-
not reach this location. A very asymmetric electron
distribution is thus obtained.

10.3.2 Observations and Modeling
of Chorus Waves

The injection of plasma sheet electrons into the ring
current during geomagnetically disturbed conditions
leads to distributions that are unstable to the generation

of whistler mode waves (Kennel and Thorne 1967;
Horne et al. 2003). Whistler mode chorus is observed
mostly outside the plasmapause and its source region
is located near the geomagnetic equator (Tsurutani
and Smith 1974; Santolik et al. 2003). Statistical sur-
veys indicate that nightside chorus is strongest in
the near-equatorial region at 3 < L < 7, peaking in
the premidnight-to-dawn MLT quadrant, while day-
side chorus peaks in the dawn-to-prenoon quadrant at
L∼7–8 and propagates to higher latitudes (Meredith
et al. 2001; Horne et al. 2005; Li et al. 2009). The cho-
rus generation process contains both linear and nonlin-
ear growth. The nonlinear growth plays an important
role and Omura and Summers (2004) showed that
whistler mode waves ultimately grow nonlinearly to a
saturation level. Equally important is the linear growth
since it provides the initial amplification that raises
the weak signals to levels at which nonlinear trapping
of electrons takes place (Nunn et al. 2003; Li et al.
2008). Jordanova et al. (2010) calculated the linear
wave growth of whistler mode chorus in the equato-
rial plane due to the anisotropic electron population
using the dispersion relation for whistler mode waves
of Kennel and Petschek (1966). Figure 10.5a shows the

Fig. 10.5 Various parameters calculated with RAM at selected hours after 00 UT on 21 April 2001. From top to bottom the panels
are (a) normalized growth rate of chorus waves, (b) plasmaspheric electron density, and (c) parallel energy of resonant particles
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growth rate of whistler mode chorus calculated in the
equatorial plane during the 21–23 April 2001 storm
using the RAM electron distributions (Fig. 10.4) and
the cold plasmaspheric density (Fig. 10.5b). At every
equatorial location the wave growth was calculated
as a function of frequency normalized to the electron
cyclotron frequency and the maximum wave growth
was selected. The growth rate increased on the night-
side as the plasma sheet electrons were injected into
the inner magnetosphere under storm time enhanced
convection. At first the wave growth was large at L > 5
(hour 31) in the premidnight-to-dawn sector and then
it extended earthward to L∼ 4 at storm peak (hour 40).
The corresponding parallel energy of resonant elec-
trons (Fig. 10.5c) was ∼4–6 keV on the nightside
where the largest growth rates were calculated, and ∼8
to 10 keV on the dayside, respectively. Intense chorus
waves were thus predicted by RAM outside the plas-
masphere on the nightside, in agreement with previous
chorus observations near the equator (Meredith et al.
2003; Li et al. 2009). The wave growth predicted by
RAM on the dayside was weaker because the elec-
tron fluxes were significantly reduced. Larger pitch
angle anisotropy due to increased scattering losses
or drift-shell splitting may lead to the generation of
enhanced chorus emissions in this sector and this will
be investigated in future studies.

10.4 Summary and Conclusions

This paper addresses the challenge of incorporating
in a self-consistent manner the transport of energetic
particles and simultaneous wave-particle interactions
in global models of inner magnetospheric dynamics.
We show kinetic simulations with RAM that demon-
strate highly variable EMIC wave excitation in the
equatorial plane and subsequent localized electron and
ion precipitation. The EMIC wave growth is calcu-
lated self-consistently with the evolving ring current
ion populations and maximizes where the westward
drifts of energetic ions pass through high-density plas-
maspheric regions like dayside drainage plumes, or
along the plasmapause. These waves scatter cyclotron
resonant particles toward the loss cone and enhance
the ring current ion and relativistic electron precipita-
tion to the atmosphere. The proton precipitation causes
the excitation of detached subauroral arcs that are
observed by IMAGE mostly in the afternoon sector.

Similar self-consistent approach for the generation
of chorus waves by the anisotropic ring current elec-
trons is under development (Jordanova et al. 2010).
We show RAM results illustrating chorus excitation in
the equatorial plane after the fresh injection and east-
ward drift of plasma sheet electrons. The wave growth
intensifies outside the plasmasphere in the midnight-
to-dawn sector and reproduces reasonably well previ-
ous satellite observations. Future studies will consider
the implementation of quasi-linear diffusion by chorus
waves in RAM and the effects of these waves on the
acceleration and loss of relativistic electrons.
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Abstract
The structure and localization of high latitude transverse and field-aligned currents
are analyzed using the data from the Themis satellite mission. A number of evidences
resumed in this paper, including daytime compression of magnetic field lines and
the existence of magnetic field minima far from the equatorial plane make necessary
to reanalyze the traditional points of view about the topology of high-latitude mag-
netospheric currents. Comparison between the dayside integral transverse currents
at the geocentric distances 7–10RE, calculated assuming the validity of the condi-
tion of magnetostatic equilibrium and the nighttime transverse currents, showed that
ordinary ring current has the high latitude continuation until geocentric distances
∼10–13RE. The problem of the location of Region 1 field-aligned current of Iijima
and Potemra is discussed.

11.1 Introduction

To clarify the nature of magnetospheric activity,
including the nature of magnetospheric substorms and
storms, it is necessary to establish an adequate descrip-
tion of the topology of high latitude transverse and
field-aligned currents. The auroral oval is a region of
intense magnetosphere-ionosphere interactions where
powerful field-aligned currents are closed inside the
ionosphere. Traditionally it is considered that the auro-
ral oval forms as a result of the plasma sheet mapping
into the ionospheric altitudes. According to the most
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popular points of view, the geomagnetic substorms
develop as a result of tail plasma dynamics (reconnec-
tion in the magnetotail or tail current disruption). At
the same time, magnetic storms are traditionally con-
nected to the ring current development, although, some
authors try to demonstrate the significant contribution
of the tail current into the Dst variation.

From our point of view, there are a number of recent
findings, which could change significantly the tradi-
tional picture of high latitude magnetospheric currents.
In this paper we will summarize such findings includ-
ing distribution of plasma with tail properties inside
the magnetosphere, structure of transverse currents at
the geocentric distance from ∼7 till ∼10–13RE and
auroral oval mapping. We also discuss the topology
of Region 1 currents of Iijima and Potemra and the
location of the region of isolated substorm onset. We
try to show that the reanalysis of the topology of high
latitude magnetospheric currents can help to create a
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DOI 10.1007/978-94-007-0501-2_11, © Springer Science+Business Media B.V. 2011



202 E.E. Antonova et al.

non-contradictory picture of high latitude magneto-
spheric processes.

11.2 Auroral Oval and Plasma
Distribution in the High Latitude
Magnetosphere

Rather good coincidence between thermal particle
fluxes measured by high altitude satellites in the
plasma sheet and by low altitude satellites cross-
ing the auroral oval was the base for the statement
that the auroral oval forms as a result of plasma
sheet particle precipitations and therefore the oval is
a result of the plasma sheet mapping into the iono-
spheric altitudes. Mapping of the near Earth plasma
sheet into the ionospheric altitudes using very popu-
lar Tsyganenko-87 magnetic field model also produced
a nearly ring structure. For example, Fig. 2 of the
paper Stasiewicz (1991) shows the results of straight
line X = const = 10RE mapping into ionospheric alti-
tudes using Tsyganenko (1987) magnetic field model.
Stasiewicz (1991) stressed that a cross-tail band maps
into an ionospheric structure simulating the auroral
oval. It is only necessary to mention that daytime part
of the ring, shown in Fig. 2 of the paper Stasiewicz
(1991) must be obtained as a result of low latitude
boundary layer (LLBL) mapping.

However, even the first observations of the auroral
oval showed that the auroral oval has a closed quasi-
ring structure. For example, Feldstein and Galperin
(1985) defined auroral oval precipitation region (AOR)
as a region with the structured precipitations. They also
selected diffuse auroral zone (DAZ) as a region of dif-
fuse precipitation located equatorward from the auroral
oval and the soft diffuse precipitation region (SOD) as
a region of soft diffuse precipitation adjoining to the
AOR at the poleward border. AOR in this study has
the closed structure near noon. These results were sup-
ported by a vast number of observations (see Vorobjev
et al. (2007) and references therein).

In particular, Newell and Meng (1992) carefully
analyzed a near-noon particle precipitation region.
They showed that plasma sheet particle precipitations
near noon come from a region situated at the equa-
tor from the low latitude boundary layer. Newell et al.
(2009) have developed an auroral precipitation model,
which separately categorizes the discrete aurora and
both the electron and ion diffuse aurora. Newell et al.

(2009) model supports the existence of closed ring of
plasma sheet like precipitations. Therefore, the low
altitude observations show the existence of surround-
ing the Earth closed ring of plasma sheet like plasma.

Results of plasma observations near equatorial
plane totally agree with the existence of surround-
ing the Earth plasma sheet like plasma domain.
AMPTE/CCE observations give the possibility to
obtain the distribution of plasma pressure at the equa-
torial plane (see, Lui and Hamilton 1992; DeMichelis
et al. 1999). The global picture of magnetospheric
plasma pressure distribution at L < 9 demonstrates
the presence of nearly azimuthally symmetric plasma
distribution at L∼7–9 and plasma pressure isotropy.
Latest THEMIS results can be used for the veri-
fication of this picture as all five THEMIS satel-
lites make measurements nearly at the equato-
rial plane (see, Angelopoulos 2008). Figure 11.1
obtained from (http://www.nasa.gov/mission_pages/
themis/) illustrates the results of THEMIS satellite
crossings of the magnetopause near noon on July 18,
2007. Figure 11.1a shows orbit positions, Fig 11.1b
the electron and ion spectrograms of TEMIS-C, -D
and -E satellite, obtained using the ESA instrument. It
is possible to see analyzing Fig. 11.1 that the magne-
topause at subsolar point is rather sharp, and a mixture
of magnetosheath and plasma sheet like plasma (low
latitude boundary layer) is observed just at the inner
boundary of the magnetopause. It is also possible to
see the plasma sheet like plasma at the equator from
the LLBL.

Analysis of the variation of the strength of magnetic
field along the magnetic field line is very important
for the determination of the distribution of transverse
currents. In this context, it is necessary to mention
that minimal values of magnetic field at the magnetic
field line are observed at the equatorial plane near
midnight. Nevertheless, such minima are significantly
shifted from the equatorial plane near noon. A region
from the geostationary orbit till ∼10RE was named the
region of quasi trapping at the first stages of magneto-
spheric studies. From that time, it is well known that
energetic particle trajectories cross the magnetopause
when the particle pitch angle is equal to 90◦. On the
other side, the drift shell splitting effect is observed
for particles with smaller pitch angles (Shabansky and
Antonova 1968). Drift trajectories of such particles are
closed inside the magnetosphere (see, for example, the
discussion in the papers, Delcourt and Sauvaud (1999);



11 Topology of High-Latitude Magnetospheric Currents 203

Fig. 11.1 Positions of the orbits of THEMIS satellites for the event 18 July 2007 (a), and ion and electron spectrograms of
THEMIS-C, D, E satellite for the event July 18, 2007

Öztürk and Wolf (2007)). It was detected by observ-
ing the drift echo effect. Hori et al. (2003) observed
this effect until geocentric distances ∼12–13RE near
midnight, using the data from the Geotail satellite.
This fact indicates that the region of the quasi trapping
extends up to 12–13RE.

Therefore the results of low altitude and high alti-
tude observations demonstrate the existence of the
surrounding the Earth plasma sheet like plasma struc-
ture in which trajectories of energetic particles are
closed inside the magnetosphere up to the low latitude
boundary layer near noon and up to ∼12–13RE near
midnight. However, the distribution of currents in this
structure was not analyzed in details.

11.3 Transverse Currents at Geocentric
Distances >7RE

Values of current densities and integral transverse cur-
rent can be estimated assuming the validity of the
condition of magnetostatic equilibrium when distribu-
tion of plasma pressure is nearly isotropic, as observed

at large geocentric distances (see, DeMichelis et al.
1999). In such a case, transverse current j⊥ is equal to

j⊥ = B × ∇p/B2, (11.1)

where ∇p is the plasma pressure gradient, B is the
magnetic field. Equation (11.1) indicates that sur-
rounding the Earth plasma domain contains transverse
westward current when the plasma pressure gradient
has the earthward direction. Taking into consideration
that the plasma pressure has a constant value along
magnetic field line in accordance with the condition
of magnetostatic equilibrium, it is possible to evaluate
current density at any point of the field line, if plasma
pressure distribution at the equatorial plane is known,
using one of the magnetic field models. Although such
approach is not self consistent, it makes it possible to
estimate current densities far from the equatorial plane.

The plasma pressure gradient obtained by Lui and
Hamilton (1992; DeMichelis et al. (1999) has an
earthward direction, which implies the existence of a
westward transverse current. DeMichelis et al. (1999)
reproduced current density in the equatorial plane
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using values of plasma pressure gradients derived from
AMPTE/CCE satellite and the Tsyganenko-87 mag-
netic field model (Tsyganenko 1987). The nighttime
part of the picture obtained by DeMichelis et al. (1999)
corresponds to comparatively large current densities
∼3–5 nA/m2 and was attributed to the partial ring
current. Daytime current densities were smaller ∼1
nA/m2. These values can be used for the estimation of
integral transverse current near noon only at the geo-
centric distances smaller than 7RE where field lines
are not compressed. Dayside field lines are very com-
pressed, and the minima of geomagnetic field on these
field lines are located far from the equatorial plane.
Therefore, the values of the daytime current densi-
ties obtained by DeMichelis et al. (1999) are smaller
than the largest possible current densities for the same
field lines.

Antonova et al. (2009a) estimated daytime current
densities using radial pressure distribution obtained
by Lui and Hamilton (1992) and Tsyganenko-2001
field line model (Tsyganenko 2002a, b). The values
of plasma pressure measured by Lui and Hamilton
(1992) were used for geocentric distances up to 9RE.
The radial dependence of plasma pressure from 9 to
10RE was approximated used the exponential depen-
dence. It was shown that the integral daytime current
at geocentric distances from 7.5 to 10RE is compara-
ble with the nighttime current at the same geocentric
distances. The possibility to obtain radial plasma pres-
sure gradients at geocentric distances > 9RE appeared

with the beginning of the operation of the THEMIS
satellite mission. To obtain the estimations of radial
plasma pressure gradients Antonova et al. (2009b) used
the data from the THEMIS-B satellite for the period
between June 2, 2007 and October 29, 2007 (http://
www.nasa.gov/mission_pages/themis/) at the equato-
rial plane near noon. Parts of trajectories were selected
at the geocentric distances 7 < r < 12RE with limi-
tation of the azimuthal angle in ±20◦. Figure 11.2
shows the obtained radial plasma pressure profile (a),
the position of minima of the magnetic field at the
daytime magnetic field lines and the calculated val-
ues of current densities in the regions of magnetic field
minima (b). An exponential fit of the obtained plasma
pressure profile was used for the calculation of current
densities at every point of the field line. The resulting
integral quiet time current from 7.5RE till the magne-
topause in both hemispheres is 5.8×105 A. The cen-
ter of transverse currents is situated at Xeff = 7.3RE,
Zeff = ±2.7RE (the star on Fig. 11.2b). Antonova et al.
(2009b) concluded analyzing near Earth tail current
distribution in Tsyganenko quiet time models that con-
siderable part of near Earth tail current can be closed
inside the magnetosphere by dayside transverse cur-
rents at the same geocentric distances. Results obtained
by Antonova et al. (2009a, b) support the assumption
made by Antonova and Ganushkina (2000); Antonova
(2003, 2004) about the existence of high latitude con-
tinuation of the ordinary ring current split into two
branches in the dayside magnetosphere and named the

Fig. 11.2 Dayside radial plasma pressure profile obtained from
the THEMIS-B satellite data (a), positions of minima of the
magnetic field at the daytime magnetic field lines and calculated

transverse current densities in the regions of magnetic field
minima (b)
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Fig. 11.3 Scheme illustrating the configuration of the Cut Ring
Current (CRC)

cut ring current (CRC). Figure 11.3 shows the scheme
illustrating CRC configuration. White arrows show the
current direction. Topologically, this current is the high
latitude continuation of the ordinary ring current and
it is generated by plasma pressure gradients directed
to the Earth. It is possible to mention that current
sheet bifurcation sometimes is observed in the mid-
night magnetosphere as well (see Asano et al. (2005)
and references therein). However, such bifurcation is
connected to the fast plasma flows and nongyrotropy of
plasma pressure. The nature of the effect of the night-
time current bifurcation is completely different from
the dayside transverse current splitting. The last effect
takes place due to daytime magnetic field compression
even in the in case of isotropic plasma pressure.

The daytime part of CRC is situated comparatively
close to the magnetopause and is located far from the
equatorial plane. This could be the reason why it was
not included into the existing versions of Tsyganenko
models. At the same time, the introduction of CRC to
the magnetic field models can help to improve such
models during both quiet and disturbed periods.

11.4 Auroral Oval and Field-Aligned
Currents

Iijima et al. (1990) analyzed the magnetic field data
from the AMPTE/CCE satellite obtained at geocen-
tric distances < 8.8RE and concluded that the equatorial
currents, primarily the westward ring current, and the
Region 2 current system are closely connected. It is
very interesting to understand whether the Region 1
currents of Iijima and Potemra or part of these currents
can be supported by the divergence of CRC currents.

Mapping of Iijima and Potemra (1976) picture
of the field-aligned currents to the equatorial plane
using different magnetic field models (see, Potemra

(1976) and Antonova et al. (2006)) shows that the
source of the major part of the Region 1 cur-
rents is located inside the magnetosphere. Potemra
(1976) used the Fairfield and Mead model (Fairfield
and Mead 1975), Antonova et al. (2006) used
Tsyganenko-1996 and 2001 models (Tsyganenko and
Stern 1996; Tsyganenko 2002a, b). Comparison of
obtained pictures shows that Tsyganenko models pro-
duce such mapping at much larger geocentric dis-
tances, which is explained by well known overstretch-
ing of Tsyganenko models. The location of the source
of Region 1 currents inside the magnetosphere leads to
the natural suggestion that such currents are the result
of the divergence of large-scale transverse magneto-
spheric currents.

Considerable part of Region 1 currents in accor-
dance with the picture obtained by Potemra (1976) is
mapped into geocentric distances smaller than 13RE

near midnight. Therefore, the picture obtained by
Potemra (1976) gives the possibility to suggest that sig-
nificant part of Region 1 currents of Iijima and Potemra
is supported due to CRC divergence.

The value of field-aligned current in the condition of
magnetostatic equilibrium at the ionospheric altitudes
is determined by Grad-Vasyliunas-Boström-Tverskoy
relation (Grad 1964; Vasyliunas 1970; Boström 1975;
Tverskoy 1982)

jII = 0.5n · [∇W × ∇p], (11.2)

where ∇ is the two-dimensional gradient, W = ∫dl/B
is the volume of the magnetic flux tube per unit flux,
dl is the element of magnetic field line length, B is the
magnetic field and the integration is produced between
the conjugate ionospheres, n is the external normal
to the ionosphere, and the positive sign is assigned
to the upward field-aligned current. The generation of
field-aligned current in accordance with (11.2) requires
the noncoincidence of isosurfaces W = const and
p = const. The verification of the possibility of the
action of plasma pressure mechanism of Region 1
current generation requires the analysis of the topol-
ogy of the magnetic configuration (as was done by
Antonova and Ganushkina (1997) using Tsyganenko
magnetic field models) or measurements of plasma
pressure gradients.

Results obtained by Wing and Newell (2000) and
Stepanova et al. (2004) support the action of the plasma
pressure mechanism. Low altitude observations were
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used for obtaining the global picture of plasma dis-
tribution at the equatorial plane. Tsyganenko-89 mag-
netic field model was used by Wing and Newell (2000)
for mapping the picture of plasma pressure gradients
obtained at low altitudes into the equatorial plane.
However, Peredo et al. (1993) and Reeves et al. (1996)
demonstrated the overstretching of Tsyganenko-89
model. This means that plasma pressure gradients sup-
ported in accordance with Wing and Newell (2000)
Region 1 currents are located at smaller geocentric dis-
tances than it is shown on Figure 1 of the paper Wing
and Newell (2000). Stepanova et al. (2004) used the
Tsyganenko-96 magnetic field model, which also is
overstretched as shown by Antonova et al. (2006).

Successful launch of the Themis multisatellite mis-
sion makes possible to study pressure gradients in
situ. Xing et al. (2009) have investigated the quiet-
time azimuthal plasma pressure gradient in the plasma
sheet at a radial distance between 10 and 12RE using
THEMIS spacecraft TH-D and TH-E. They identi-
fied the duskward pressure gradient as a source of the
upward Region-2 current system in the post-midnight
sector and the upward Region 1 current system in pre-
midnight sector. These results were compared with the
mappings of the Region 1 and Region 2 upward cur-
rent systems of Iijima and Potemra (1976) made by
Potemra (1976) and Antonova et al. (2006). It was
shown that the mapping of Region 1 currents with the
Fairfield and Mead model is consistent with the results
of Xing et al. (2009), indicating the overstretching of
Tsyganenko-1996 and -2001 models used for mapping
by Antonova et al. (2006). Therefore, some inconsis-
tencies of Wing and Newell (2000) results with Xing
et al. (2009) are probably connected to the model-
dependent mapping uncertainties. The localization of
the source of upward Region 1 current of Iijima and
Potemra at geocentric distances ∼11RE obtained by
Xing et al. (2009) support the possibility of the gen-
eration of part of Region 1 currents by divergence of
CRC currents.

The suggestion of the mapping of Region 1 cur-
rents at comparatively small geocentric distances leads
to the suggestion that auroral oval maps at compar-
atively small distances. Really, Tsyganenko models
(Tsyganenko-Sitnov model will be discussed later)
can not be used for proper auroral oval mapping
due to their overstretching. CRC is not introduced in
the existing models that can be the reason of such
overstretching.

It is possible to obtain the global picture of upward
field-aligned currents using data of auroral imagers.
Maximal energy flux of precipitating electrons in the
case of absence of field-aligned potential drop is equal
to (see, Antonova 1981)

ε∗ = n0T3/2
e 21/2/(πme)

1/2, (11.3)

where n0 is the electron density near the equato-
rial plane, Te is the electron temperature (Maxwellian
approximation is used for electron distribution func-
tion), me is the electron mass. For typical plasma
sheet parameters n0 = 0.5–1 cm−3 and Te = 0.5 keV,
ε∗ ∼0.4–0.8 erg/cm2s. Such energy flux is close to a
threshold of measurements of the imager of Polar satel-
lite (∼0.5 erg/cm2s). Visually observed aurora of the
I class of brightness requires 0.6 erg/cm2s (Akasofu
and Chapman 1972). The existence of field aligned
potential drop accelerating magnetospheric electrons
up to ∼3–10 keV at the altitude ≥1 RE leads to an
one-two orders of magnitude increase of the energy
flux value in accordance with Knight (1973) rela-
tion (see also, Antonova and Tverskoy (1975); Lyons
et al. (1979)) and, correspondingly, to the appear-
ance of II and III class of aurora. It is necessary to
mention that the accelerated magnetospheric electrons
with energies 1–10 keV cannot create polar aurora of
IV class. They are produced by accelerated till 1–
2 keV dense (with density ∼102–103 cm–3) electrons
of inospheric origin. Region of downward acceler-
ated magnetospheric electrons is the region of upward
field-aligned current. That is why visible picture of
polar aurora simultaneously represents the distribu-
tion of upward field-aligned currents. Such feature was
used in KTH-model of magnetospheric convection by
(Marklund et al. 1987) (see also references in the paper
Cumnock and Blomberg (2004)).

Region of upward field-aligned currents in the pic-
ture of Iijima and Potemra (1976) has a horseshoe like
form. It contains the daytime gap near noon. Such dis-
tribution of upward field-aligned current produces the
horseshoe like distribution of bright aurora. Upward
current region can be divided into the Iijima and
Potemra sheets of upward Region 1 and Region 2 cur-
rents and substorm-connected currents near midnight.
Sometimes it is possible to observe their development
(see Chua et al. (1998); Shue et al. (2002)). Figure 11.4
contains an example of the comparison of Iijima and
Potemra (1976) picture of field-aligned currents and
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Fig. 11.4 Comparison of Iijima and Potemra (1976) picture of field-aligned currents with Polar UVI observations
February 10, 1997

results of Polar UVI observations (http://www.nsstc.
nasa.gov/) on February 10, 1997. Nightside gap in this
picture is filled by auroral structures during substorms.

The existence of the horseshoe like structure of
bright auroral forms can be considered as a proof of
tail source of the auroral oval if it will be possible
to forget that this is the picture of upward current.
Therefore, the location of the source of upward current
at the equatorial plane must coincide with the source
of auroras in the auroral oval. The band of upward
current is split into a definite number of structures
if the value of upward current is larger than definite
threshold (see, Antonova et al. 1998). The result of
such splitting is the appearance of multiple inverted
V auroral structures. Penetration of cold ionospheric
plasma inside the region of field-aligned potential
drop at the boundary of inverted V structure produces
collimated field-aligned particle beam having the elec-
tron density ∼102–103 cm–3 and energy ∼1–2 keV
(see discussion in the paper Stepanova et al. (2002)).
Therefore, the brightest auroral forms also appear in
the region of upward current. Splitting of the upward
current band and appearance of bright thin auroral
arc makes the picture of the field-aligned currents
more complex (appearance of small and medium scale
downward field-aligned currents in the region of large-
scale upward current). However, the region of discrete
auroral forms continues to be the region of large-scale
upward current. Therefore, the deep connection of

large-scale upward current band of Iijima and Potemra
(1976) with discrete auroral oval precipitation region
gives the possibility to clarify the location of the
source of AOR at the equatorial plane, taking into
consideration that the situation with the formation of
large-scale currents became clearer after Xing et al.
(2009) findings.

11.5 Discussion and Conclusions

The results of particle observations give the possibil-
ity to introduce new structure of high latitude trans-
verse currents – Cut Ring Current (CRC) which is
the high latitude continuation of the ordinary ring cur-
rent till magnetopause near noon and till ∼10–13RE

near midnight. Despite the necessity to continue with
this research, introduction of the CRC system can sig-
nificantly change the common point of view to the
magnetospheric processes, showing that many pro-
cesses that have been considered as a part of the tail
dynamics become a part of the ring current dynamics.

In the first place, it is necessary to mention, that
nearly ring structure of the CRC can produce signifi-
cant contribution to the Dst variation, as discussed by
Antonova et al. (2009a). In this context, it is neces-
sary to reanalyze the well-known fact that the auroral
oval moves to the lower latitudes during storms, which
implies the movement of the upward current region
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as well. This displacement can be an important fac-
tor for the solution of the problem of external radiation
belt filling and appearance “electrons-satellite killers”
during storm recovery phase.

Second problem is the location of isolated substorm
onset. Lui et al. (2008) have found that the onset is
located at the geocentric distances < 10RE, confirming
previous results (see also the discussion in the paper
Antonova et al. (2009c)). Zou et al. (2009) show that
the substorm auroral onset is seen to occur quite near
the center of the Harang flow shear and stressed that
the nightside Region 2 field-aligned current physics is
closely related to substorm dynamics. Region 2 cur-
rent source is located at geocentric distances smaller
than 10RE and ordinarily connected to partial ring cur-
rent development. This means that isolated substorm
onset is located in the quiet time CRC region and
the processes giving such onset are connected to CRC
dynamics. The processes of partial ring current forma-
tion are ordinarily connected to the development of
Region 2 field-aligned current system during growth
phase of magnetospheric substorm. At the same time,
theories of current disruption during substorm con-
sider the disruption of tail current. Partial ring current
in such a case must be overlapped with tail current.
Considering partial ring current as a stage of CRC
development we have more natural picture in which
the symmetrization of partial ring current produce the
ring current surrounding the Earth.

The situation with Region 1 currents is not so clear.
The location of “roots” of Region 1 currents at the
equatorial plane requires very careful analysis in the
future works as such currents create the dawn-dusk
electric field in the polar cap. This field is ordinar-
ily considered as the driver of many magnetospheric
processes. Region 1 currents can appear as a result
of CRC divergence at its polar boundary or tail cur-
rent divergence at its equatorial boundary. However,
the results obtained by Xing at al. (2009) clearly show
that the source of Region 1 currents is not located at
large distances in geomagnetic tail.

The introduction of CRC can help to improve mag-
netic field models based on the fitting of the selected
current systems. At the same time, results of Xing
et al. (2009) demonstrated very good accuracy of
Fairfield and Mead model, which was created using
any suggestion about existing current systems. Nearly
the same approach was used in Tsyganenko-Sitnov
model (Tsyganenko and Sitnov 2007; Sitnov et al.

2008) which show many interesting details of distri-
bution of the magnetospheric currents. However, some
difficulties appear with the localization of “roots” of
field-aligned currents. In any case, it will be very
interesting try to check Region 1 current nature and
localization using latest multisatellite missions.

Mapping of the Region 1 currents and external
boundary of the auroral oval at the external boundary
of CRC, if the future studies will support the dis-
cussed findings, can be very important for the study
of the problem of magnetosphere-ionosphere interac-
tions. The analysis of the stability of plasma pres-
sure distribution of the plasma ring surrounding the
Earth leads to the solution describing the formation
of Region 1 and Region 2 field-aligned currents and
large-scale magnetospheric convection (see Antonova
(2008) and references therein). Such approach gives
the possibility to overcome difficulties connected to
the hypothesis of solar wind electric field penetration
inside the magnetosphere and considers the formation
of magnetospheric convection as the process inside
the magnetosphere modulated by the interplanetary
magnetic field.
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12Detection of Dynamical Complexity
Changes in Dst Time Series Using
Entropy Concepts and Rescaled
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Abstract
Using an array of diagnostic tools including entropy concepts and rescaled range anal-
ysis, we establish that the Dst index time series exhibits long-range correlations, and
that the underlying stochastic process can be modeled as fractional Brownian motion.
We show the emergence of two distinct patterns in the geomagnetic variability of
the terrestrial magnetosphere: (1) a pattern associated with intense magnetic storms,
which is characterized by a higher degree of organization (i.e., lower complexity or
higher predictability for the system) and persistent behavior, and (2) a pattern asso-
ciated with normal periods, which is characterized by a lower degree of organization
(i.e., higher complexity or lower predictability for the system) and anti-persistent
behavior.

12.1 Introduction

Studies of entropy provide physical insight into space
plasma transport, intermittency, turbulence, and infor-
mation flow in the heliosphere and magnetosphere
(Wing and Johnson 2010). Moreover, entropy-based
information theory can be used to characterize the
dynamics of complex magnetospheric phenomena
(Balasis et al. 2008, 2009; Balasis and Eftaxias 2009).

Here we present a detailed investigation of the
Dst index time variations using entropy measures
and rescaled range analysis (via the Hurst exponent)
to search for long-time correlations and dynamical
changes in the complex system of the magnetosphere.

G. Balasis (�)
Institute for Space Applications and Remote Sensing, National
Observatory of Athens, Athens, Greece
e-mail: gbalasis@space.noa.gr

In this context, we seek a “good” complexity measure,
i.e., a statistic quantifying regularity and complexity,
which has application to relatively brief and noisy data.

We consider 1 year of Dst data (2001) including two
intense magnetic storms, which occurred on 31 March
2001 and 6 November 2001 with minimum Dst values
−387 nT and −292 nT respectively, as well as a num-
ber of weaker events (e.g. May and August 2001 with
Dst ∼ −100 nT in both cases). More precisely, the
temporal evolution of nonlinear characteristics is stud-
ied by applying a variety of recently proposed entropy
techniques: the original Dst time series is projected to
a symbolic sequence and then analyses in terms of the
classical Shannon entropy, dynamical (Shannon-like)
block entropy, T-complexity and non-extensive Tsallis
entropy follow. For the purpose of comparison we also
analyze the original Dst data by means of approximate
entropy. Finally, for the first time, the rescaled range
analysis method is applied to the Dst data to calculate
the values of the Hurst exponent. This analysis verifies
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the results of an earlier fractal spectral analysis of the
Dst index based on wavelet transforms (Balasis et al.
2006).

12.2 Theoretical Background

In this section we briefly introduce concepts of entropy
and tools of information theory which will be used in
the present study.

12.2.1 Fundamentals of Symbolic Dynamics

For the sake of completeness and for later use, we
compile here the basic points of symbolic dynam-
ics. Symbolic time series analysis is a useful tool for
modelling and characterization of nonlinear dynam-
ical systems. It provides a rigorous way of looking
at “real” dynamics with finite precision (Hao 1989;
Karamanos and Nicolis 1999). Briefly, it is a way of
coarse-graining or simplifying the description.

The basic idea is quite simple. One divides the phase
space into a finite number of partitions and labels each
partition with a symbol (e.g. a letter from some alpha-
bet). Instead of representing the trajectories by infinite
sequences of numbers-iterates from a discrete map or
sampled points along the trajectories of a continuous
flow, one watches the alteration of symbols. Of course,
in so doing one loses an amount of detailed informa-
tion, but some of the invariant, robust properties of the
dynamics may be kept, e.g. periodicity, symmetry, or
the chaotic nature of an orbit (Hao 1989).

In the framework of symbolic dynamics, time series
are transformed into a series of symbols by using an
appropriate partition which results in relatively few
symbols. After symbolization, the next step is the
construction of “symbol sequences” (“words” in the
language symbolic dynamics) from the symbol series
by collecting groups of symbols together in temporal
order.

To be more precise, the simplest possible coarse-
graining of a time series is given by choosing a
threshold C (usually the mean value of the data con-
sidered) and assigning the symbols “1” and “0” to
the signal, depending on whether it is above or below
the threshold (binary partition). Thus, we generate a
symbolic time series from a 2-letter (λ = 2) alphabet
(0, 1), e.g. 0110100110010110. . . . We usually read

this symbolic sequence in terms of distinct consecu-
tive “blocks” (words) of length n = 2. In this case
one obtains 01/10/10/01/10/01/01/10/. . . . We call this
reading procedure “lumping”.

The number of all possible kinds of words is λn =
22 = 4, namely 00, 01, 10, 11. The required proba-
bilities for the estimation of an entropy, p00, p01, p10,
p11 are the fractions of the blocks (words) 00, 01, 10,
11 in the symbolic time series, namely, 0, 4/16, 4/16,
and 0, correspondingly. Based on these probabilities
we can estimate, for example, the probabilistic entropy
measure HS introduced by Shannon (1948)

HS = −
∑

pi ln pi (12.1)

where pi are the probabilities associated with the
microscopic configurations.

Various tools of information theory and entropy
concepts are used to identify statistical patterns in the
symbolic sequences, onto which the dynamics of the
original system under analysis has been projected. For
detection of an anomaly, it suffices that a detectable
change in the pattern represents a deviation of the sys-
tem from nominal behavior (Graben and Kurths 2003).
Recent published work has reported novel methods
for detection of anomalies in complex dynamical sys-
tems, which rely on symbolic time series analysis.
Entropies depending on the word-frequency distribu-
tion in symbolic sequences are of special interest,
extending Shannon’s classical definition of the entropy
and providing a link between dynamical systems and
information theory. These entropies take a large/small
value if there are many/few kinds of patterns, i.e.,
they decrease while the organization of patterns is
increasing. In this way, these entropies can measure the
complexity of a signal.

12.2.2 The Concept of Dynamical
(Shannon-Like) Block Entropy

Block entropies, depending on the word-frequency dis-
tribution, are of special interest, extending Shannon’s
classical definition of the entropy of a single state to the
entropy of a succession of states (Nicolis and Gaspard
1994).

Symbolic sequences, {A1, . . . , An, . . . , AL} are com-
posed of letters from an alphabet consisting of λ letters

{A(1), A(2), . . . , A(λ)}. An English text, for example,
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is written on an alphabet consisting of 26 letters
{A, B, C, . . . , X, Y , Z}.

A word of length n < L, {A1, . . . , An}, is defined
by a substring of length n taken from {A1, . . . ,
An, . . . , AL}. The total number of different words of
length n which exists in the alphabet is Nλn = λn.

We specify that the symbolic sequence is to be read
in terms of distinct consecutive “blocks” (words) of
length n,

. . . , A1, . . . , An︸ ︷︷ ︸
B1

An+1, . . . , A2n︸ ︷︷ ︸
B2

, . . . , Ajn+1, . . . , A(j+1)n︸ ︷︷ ︸
Bj+1

, . . .

(12.2)

As stated previously, we call this reading proce-
dure lumping. Gliding is the reading of the symbolic
sequence using a moving frame. It has been suggested
that, at least in some cases, the entropy analysis by
lumping is much more sensitive than classical entropy
analysis (gliding) (Karamanos 2000, 2001).

The probability p(n)(A1, . . . , An) of occurrence of a
block A1, . . . , An is defined by the fraction,

No. of blocks, A1, . . . , An, encountered when lumping

Total no. of blocks
(12.3)

starting from the beginning of the sequence.
From the quantities characterize the informa-

tion content of the symbolic sequence (Khinchin
1957; Ebeling and Nicolis 1992) we focus on
the Shannon n-block entropy. Following Shannon’s
approach (Shannon 1948) the n-block entropy, H(n),
is given by

H (n) = −
∑

p(n) (A1, . . . , An) ln p(n) (A1, . . . , An)

(12.4)

The entropy H(n) is a measure of uncertainty and
gives the average amount of information necessary to
predict a sub-sequence of length n.

12.2.3 T-complexity

T-entropy is a novel grammar-based complex-
ity/information measure defined for finite strings of
symbols (Ebeling et al. 2001; Titchener et al. 2005).
It is a weighted count of the number of production

steps required to construct a string from its alpha-
bet. Briefly, it is based on the intellectual economy
one makes when rewriting a string according to
some rules.

An example of an actual calculation of the T-
complexity for a finite string is given by Ebeling et al.
(2001). We briefly describe how the T-complexity is
computed for finite strings. The T-complexity of a
string is defined by the use of one recursive hierar-
chical pattern copying (RHPC) algorithm. It computes
the effective number of T-augmentation steps required
to generate the string. The T-complexity may thus be
computed effectively from any string and the resultant
value is unique.

The string x(n) is parsed to derive constituent pat-
terns pi ∈ A+ and associated copy-exponents, ki ∈ N+,
i = 1, 2, . . . , q, where q ∈ A+satisfying:

x = p
kq
q p

kq−1
q−1 ...pki

i ...pk1
1 α0, α0 ∈ A (12.5)

Each pattern pi is further constrained to satisfy:

pi = p
mi,i−1
i−1 p

mi,i−2
i−2 , . . . , p

mi,j
j , . . . , p

mi,1
1 αi (12.6)

αi ∈ A and 0 ≤ mi,j ≤ kj (12.7)

The T-complexity CT (x(n)) is defined in terms of the
copy-exponents ki:

C (x (n)) =
q∑
i

ln (ki + 1) (12.8)

One may verify that CT (x(n)) is minimal for a string
comprising a single repeating character.

The T-information IT(x(n)) of the string x(n) is
defined as the inverse logarithmic integral, li−1, of the
T-complexity divided by a scaling constant ln 2:

IT (x (n)) = li
−1 ln

(
CT (x (n))

ln 2

)
(12.9)

In the limit n → ∞ we have that IT (x (n)) ≤ ln (#An).
The form of the right-hand side may be recog-

nizable as the maximum possible n-block entropy of
Shannon’s definition. The Neperian logarithm implic-
itly gives to the T-information the units of nats. IT (x(n))
is the T-information of string x(n). The average T-
information rate per symbol, referred to here as the



214 G. Balasis et al.

average T-entropy of x(n) and denoted by hT (x(n)), is
defined along similar lines,

hT (x (n)) = IT (x (n))

n
(nats/symbol) (12.10)

12.2.4 Principles of Non-extensive
Tsallis Entropy

It has been established that physical systems which
are characterized by longrange interactions or long-
term memories, or are of a multi-fractal nature, are
best described by a generalized statistical-mechanical
formalism proposed by Tsallis (1988, 2009). More
precisely, inspired by multifractals concepts, Tsallis
introduced an entropic expression characterized by an
index q which leads to non-extensive statistics (1988,
2009):

Sq = k
1

q − 1

(
1 −

W∑
i=1

pq
i

)
(12.11)

where pi are probabilities associated with the micro-
scopic configurations, W is their total number,
q is a real number and k is Boltzmann’s con-
stant. The entropic index q describes the deviation
of Tsallis entropy from the standard Boltzmann-
Gibbs entropy. Indeed, using p(q−1)

i = e(q−1) ln(pi) ∼
1 + (q − 1) ln (pi) in the limit q → 1, we recover the
usual Boltzmann-Gibbs entropy

S1 = −k
W∑

i=1

pi ln (pi) (12.12)

The entropic index q characterizes the degree of
non-extensivity reflected in the following pseudo-
additivity rule:

Sq (A + B) = Sa (A) + Sq (B) + 1 − q

k
Sq (A) Sq (B)

(12.13)

For subsystems that have special probability corre-
lations, extensivity

SB−G = SB−G (A) + SB−G (B) (12.14)

is not valid for SB−G, but may occur for Sq with
a particular value of the index q. Such systems are

sometimes referred to as non-extensive (Tsallis 1988,
2009).

The cases q > 1 and q < 1, correspond to sub-
additivity, or super-additivity, respectively. We may
think of q as a bias-parameter: q < 1 privileges
rare events, while q > 1 privileges prominent events
(Zunino et al. 2008).

We clarify that the parameter q itself is not a mea-
sure of the complexity of the system but measures the
degree of non-extensivity of the system. It is the time
variations of the Tsallis entropy for a given q, (Sq), that
quantify the dynamic changes of the complexity of the
system. Lower Sq values characterize the portions of
the signal with lower complexity.

In terms of symbolic dynamics the Tsallis entropy
for the word length n is (Balasis et al. 2008):

Sq (n) = k
1

q − 1

⎛
⎝1 −

∑
(A1,A2,...,An)

[
p(n)A1,A2,...,An

]q
⎞
⎠

(12.15)

12.2.5 Approximate Entropy

Approximate entropy (ApEn), has been introduced as
a quantification of regularity in time series data, moti-
vated by applications to a wide variety of relatively
brief, noisy data sets. ApEn could serve as a valuable
tool for dynamically monitoring “health” status in a
wide range of non-stationary systems. Therefore, it is
here adopted for examining the dynamic system of the
Earth’s magnetosphere.

Related to time series analysis, ApEn provides a
measure of the degree of irregularity or randomness
within a series of data (of length N). ApEn was pio-
neered by Pincus as a measure of system complexity
(Pincus 1991). It was introduced as a quantification of
regularity in relatively brief and noisy data. It is rooted
in the work of Grassberger and Procaccia (1983) and
has been widely applied to biological systems (Pincus
and Goldberger 1994; Pincus and Singer 1996 and
references therein).

The ApEn examines time series for similar epochs:
more similar and more frequent epochs lead to lower
values of ApEn.

For a qualitative point of view, given N points, the
ApEn-like statistics is approximately equal to the neg-
ative logarithm of the conditional probability that two
sequences that are similar for m points remain similar,
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that is, within a tolerance r, at the next point. Smaller
ApEn-values indicate a greater chance that a set of
data will be followed by similar data (regularity), thus,
smaller values indicate greater regularity. Conversely, a
greater value for ApEn signifies a lesser chance of sim-
ilar data being repeated (irregularity), hence, greater
values convey more disorder, randomness and system
complexity. Thus a low/high value of ApEn reflects a
high/low degree of regularity. Notably, ApEn detects
changes in underlying episodic behavior not reflected
in peak occurrences or amplitudes (Pincus and Keefe
1992).

The following is a brief description of the calcu-
lation of ApEn. A more comprehensive description
of ApEn may be found in (Pincus 1991; Pincus and
Goldberger 1994; Pincus and Singer 1996).

Given any sequence of data points u(i) from i = 1 to
N, it is possible to define vector sequences x(i), which
consists of length m and are made up of consecutive
u(i), specifically defined by the following:

x (i) = (u [i] , u [i + 1] , . . . , u [i + m − 1]) (12.16)

In order to estimate the frequency that vectors
x(i) repeat themselves throughout the data set within
a tolerance r, the distance d(x[i], x[j]) is defined as
the maximum difference between the scalar compo-
nents x(i) and x(j). Explicitly, two vectors x(i) and x(j)
are “similar” within the tolerance or filter r, namely
d
(
x [i] , x

[
j
]) ≤ r, if the difference between any two

values for u(i) and u(j) within runs of length m does
not exceed r (i.e. |u (i + k) − u (j + k)| ≤ r{�∇ 0 ≤
k ≤ m). Subsequently, the correlation sum of vector
x(i) is

Cm
i =

[
number of j such that d

(
x [i] , x

[
j
]) ≤ r

]
(N − m + 1)

where j ≤ (N − m + 1).
The Cm

i (r) values measure, within a tolerance r, the
regularity (frequency) of patterns similar to a given one
of window length m. The parameter r acts like a fil-
ter value: within resolution r, the numerator count the
number of vectors that are approximately the same as
a given vector x(i). The quantity Cm

i (r) is called the
correlation sum because it quantifies the summed (or
global) correlation of vector x(i) with all other vectors.

Taking the natural logarithm of Cm
i (r), the mean

logarithmic correlation sum of all vectors is defined as:

�m (r) =
∑

i

ln Cm
i (r)/(N − m + 1) (12.17)

where �i is a sum from i = 1 to (N − m + 1). �m (r)
is a measure of the prevalence of repetitive patterns of
length m within the filter r. Briefly, �m(r) represents
the average frequency of all the m-point patterns in the
sequence remain close to each other.

Finally, ApEn(m, r, N), is defined as the natural log-
arithm of the relative prevalence of repetitive patterns
of length m as compared with those of length m + 1:

ApEn(m, r, N) = �m (r) − �m+1 (r) (12.18)

Thus, ApEn(m, r, N) measures the logarithmic fre-
quency that similar runs (within the filter r) of length
m also remain similar when the length of the run is
increased by 1. Small values of ApEn indicate regu-
larity, given that increasing run length m by 1 does not
decrease the value of �m (r) significantly (i.e., regular-
ity connotes that �m [r] ≈ �m+1 (r)). ApEn(m, r, N) is
expressed as a difference, but in essence it represents
a ratio; note that �m (r) is a logarithm of the averaged
Cm

i (r), and the ratio of logarithms is equivalent to their
difference.

In summary, ApEn is a “regularity statistics” that
quantifies the unpredictability of fluctuations in a time
series. The presence of repetitive patterns of fluctua-
tion in a time series renders it more predictable than
a time series in which such patterns are absent. A
time series containing many repetitive patterns has a
relatively small ApEn; a less predictable (i.e., more
complex) process has a higher ApEn.

12.2.6 Rescaled Range Analysis

Following the original work of Hurst (1951), the
rescaled range (R/S)method is used to calculate the
scaling exponent (Hurst exponent), H, to give quan-
titative measure of the persistence of a signal. First,
when 0 < H < 1 a signal can be modeled by fractional
Brownian motion (fBm) (Henegham and McDarby
2000). 0.5 < H < 1 is taken to indicate persistence,
while H = 0.5 indicates an uncorrelated process.
Persistence means that if the amplitude of the fluctua-
tions increases in a time interval it is likely to continue
increasing in the next interval. 0 < H < 0.5 indicates
anticorrelation or anti-persistence. Anti-persistence
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implies a set of fluctuations tending to induce stability
within the system.

The R/S analysis is a statistical method to anal-
yse long records of natural phenomena (Vanouplines
1995). There are two factors used in this analysis:
firstly the range R, this is the difference between
the minimum and maximum “accumulated” values or
cumulative sum of X(t, τ ) of the natural phenomenon
at discrete integervalued time t over a time span τ , and
secondly the standard deviation S, estimated from the
observed values Xi(t). Hurst found that the ratio R/S
is very well described for a large number of natural
phenomena by the following empirical relation:

R/S = (cτ)H (12.19)

where τ is the time span, and H the Hurst exponent.
The coefficient c was taken equal to 0.5 by Hurst. R is
defined as:

R (τ ) = max (X (t, τ)) − min (X (t, τ)) (12.20)

where t takes values from [1 τ ]. S is given by:

S =
{

1

τ

τ∑
t=1

[
ξ (t) − 〈ξ 〉τ

]2}1/2

(12.21)

where 〈ξ 〉τ = ∑τ
t−1 ξ (t)/τ and X (t, τ) =∑t

u=1

[
ξ (u) − 〈ξ 〉τ

]
. This method handles obser-

vations in time. The graphical representation uses time
in the abscissa, and the observed value in the ordinate.

12.3 Results

In Fig. 12.1 the Dst time series is presented. The 1
year Dst data (2001) are divided into 5 shorter time
series (see triangles denoting 5 distinct time intervals
in Fig. 12.1). The 2nd and 4th time windows include
the Dst variations associated to the 2 intense mag-
netic storms of 31/3/2001 and 6/11/2001, respectively.
In Fig. 12.1 the values of the H parameter calculated
by two different methods (i.e., fractal spectral anal-
ysis using wavelets (see Balasis et al. 2006, 2008,
2009) and R/S analysis) are also shown for the Dst
index data. Figure 12.1 shows that Dst variations fol-
low the fBm model (H always lies between 0 and 1)
and exhibit persistent properties (0.5 < H < 1) around
31 March and 6 November 2001 magnetic storms (c.f.
parts of H plot calculated by fractal spectral analysis
marked in red represent persistency). In general, there
is good agreement with the results for the H exponent

Fig. 12.1 Dst time series (upper panel) and Hurst exponents H
(lower panel) calculated by fractal spectral analysis (blue color)
and R/S analysis (green color). The 31 March and 6 November
2001 magnetic storms are marked with red. The red dashed

line in H plot marks the transition between anti-persistent and
persistent behavior. The triangles denote 5 time intervals corre-
sponding to windows related to intense magnetic storms (2nd
and 4th) and windows related to normal times (1st, 3rd and 5th)
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Fig. 12.2 Average values of
the Hurst exponents H
calculated by fractal spectral
analysis (blue color) and R/S
analysis (green color) at the 5
time windows indicated in
Fig. 12.1. The red dashed line
marks the transition between
anti-persistent and persistent
behavior. It is evident that
time windows 1, 3 and 5
correspond to Dst index data
with anti-persistent behavior,
whereas, time windows 2 and
4 represent Dst time series
with persistent behavior

from the R/S method. Thus, it is evident that the onset
and development of the magnetic storms of 31/3/2001
and 6/11/2001 are associated with persistent behav-
ior, which suggests that the underlying dynamics is
governed by a positive feedback mechanism.

In Fig. 12.2 we show the average values of the
Hurst exponents H calculated by fractal spectral anal-
ysis (blue color) and R/S analysis (green color) at the
5 time windows of Fig. 12.1. We stress that as both
methods state the anti-persistent epochs (0 < H < 0.5)

Fig. 12.3 From top to bottom: Dst time series along with
its wavelet power spectrum for 2001 and time variations of
Shannon entropies and Tsallis entropies, Sq. The 31 March and
6 November 2001 magnetic storms are marked with red. The
red dashed line in Sq plot marks a possible boundary value
for the transition to the lower complexity characterizing the

different state of the magnetosphere. The triangles denote 5 time
intervals (as in Fig. 12.1) in which: 1st, 3rd and 5th time win-
dows correspond to anti-persistent (0 < H < 0.5) or high Tsallis
entropies epochs; second and fourth time windows correspond to
persistent (0.5 < H < 1) or lower Tsallis entropies epochs
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Fig. 12.4 From top to bottom: Dst time series along with time
variations of block entropies, approximate entropies ApEn and
T-complexities. The 31March and 6 November 2001 magnetic
storms are marked with red. The red dashed line in ApEn plot

marks a possible boundary value for the transition to the lower
complexity characterizing the different state of the magneto-
sphere. The triangles denote 5 time intervals (as in Figs. 12.1
and 12.3)

correspond to the normal (quiet-time) magnetosphere
(1st, 3rd and 5th time windows where H is below 0.5),
while, the persistent epochs (0.5 < H < 1) correspond
to the abnormal (storm-time) magnetosphere (2nd and
4th time windows where H is above 0.5). This finding
supports the existence of two different epochs referring
to two distinct states of the magnetic storm evolution.

Figure 12.3 gives the temporal evolution of Dst
along with its wavelet power spectrum (Balasis et al.
2006) and corresponding time variations of Shannon
entropy and Tsallis entropy for the whole year of
2001. In terms of entropy measures, we see how
nicely Tsallis entropy variations identify the differ-
ent complexity regimes in the Dst time series (c.f.
red part of the corresponding plot). Figure 12.3 fur-
ther demonstrates that Tsallis entropy yields superior
results in comparison to Shannon entropy regarding the
detection of dynamical complexity in the Earth’s mag-
netosphere (i.e., offer a clearer picture of the transition
from normal state to magnetic storms). A possible
explanation for this is that Tsallis is an entropy obey-
ing a non-extensive statistical theory, which is different
from the usual Boltzmann-Gibbs statistical mechanics
obeyed by Shannon entropy. Therefore, it is expected
to better describe the dynamics of the magnetosphere,

which is a nonequilibrium physical system with large
variability.

Figure 12.4 gives the temporal evolution of Dst
along with corresponding time variations of the block
entropy, the T-complexity and, the ApEn for the whole
year of 2001. We see how nicely the entropy measures
identify the different complexity regimes in the Dst
time series (c.f. red part of the corresponding plots).
Figure 12.4 further demonstrates that the ApEn entropy
yields superior results in comparison to the other
entropy measures regarding the detection of dynamical
complexity in the Earth’s magnetosphere (i.e., offer a
clearer picture of the transition). A possible explana-
tion for this is that ApEn is more stable when dealing
with nonstationary signals of dynamical systems (such
the magnetospheric signal) than the rest of the entropy
measures presented in Fig. 12.4.

12.4 Discussion and Conclusions

Entropy can provide the basis for information the-
ory, which can be used to analyze the dynamics of a
complex system. An example of such an application
in the terrestrial magnetosphere is provided here. Our
study uses several complexity measures (e.g. Tsallis
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entropy, approximate entropy, and Hurst exponent) to
analyze Dst during storm and nonstorm (“normal”)
times. Moreover, Hurst exponent can be used to char-
acterize the persistence of a system, e.g., whether the
trend of the fluctuations will continue (“persistent”)
or differ (“anti-persistent”) in the next time interval.
We also find that the nonstorm intervals have higher
entropies and lower persistence than storm intervals.
Tsallis entropy, which is based on a non-extensive sta-
tistical theory, rather than Boltzmann-Gibbs statistical
mechanics, can better describe the dynamics of the
magnetosphere because the latter is a nonequilibrium
system with large variabilities.

We stress that the anti-persistent time windows cor-
respond to the time windows of higher entropies, while
the persistent time windows correspond to the time
windows of lower entropies. Importantly, a recent anal-
ysis presented by Carbone and Stanley (2007) shows
that anti-correlated time series, with Hurst exponent
0.5 < H < 1, are characterized by entropies greater
than correlated time series having 0.5 < H < 1. This
suggestion is in agreement with our results. Wanliss
(2005) and Wanliss and Dobias (2007) analyzed fluc-
tuations of the SYM-H index around magnetic storms
and found that there was a rapid and unidirectional
change in the Hurst scaling exponent at the time of
storm onset indicating a nonequilibrium dynamical
phase transition.

An important remark is the agreement of the results
between the linear analysis in terms of the Hurst expo-
nent and nonlinear entropy analyses. A combination
of linear and nonlinear analysis techniques can offer
a firm warning that the onset of an intense magnetic
storm is imminent.

As an extension of this application, we will con-
sider in the near future a basic space weather challenge
(Daglis et al. 2001, 2003, 2009), i.e., the problem of
continuous monitoring of the magnetospheric condi-
tion, where the time series is not a fixed and complete
set, but is “streaming”. If we can associate a change in
signal complexity with a change in the condition of the
system, then we can hope that an entropy-like measure
will be able to detect a developing storm and potential
problem for space systems (and possibly provide some
warning before system failure).

This would be the ultimate task of our research
efforts.
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13Magnetospheric ULF Waves: A Review

Frederick W. Menk

Abstract
Ultra-low frequency (ULF; approx. 1 mHz ≤ f ≤ 10 Hz) MHD plasma waves are
readily recorded throughout the Earth’s magnetosphere and on the ground. Generated
by a variety of instabilities, ULF waves transport and couple energy throughout
the system, and may play important roles in the energization and loss of radi-
ation belt particles. ULF waves also provide a convenient probe and diagnostic
monitor of the magnetosphere. The availability of multipoint measurements from
spacecraft, ionospheric sounders and ground magnetometer arrays and the increas-
ing sophistication of modeling tools have stimulated much recent progress in this
area. Nevertheless, fundamental questions remain regarding the generation, propaga-
tion and consequences of these waves. This chapter reviews recent developments in
these areas.

13.1 ULF Wave Sources

Ultra-low frequency (ULF) plasma waves are broadly
of two types, depending on whether their energy
source originates in the solar wind or from processes
within the magnetosphere. Evidence for the former
comes from the dependence of daytime power in the
Pc3 (20–100 mHz), Pc4 (7–20 mHz) and Pc5 (1.7–
7 mHz) ranges on solar wind speed and interplan-
etary magnetic field (IMF) clock angle (e.g. Odera
1986; Engebretson et al. 1987; Mathie and Mann
2001; Kessel et al. 2004; Francia et al. 2009). Solar
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School of Mathematical and Physical Sciences, The University
of Newcastle, Callaghan, NSW 2308, Australia
e-mail: fred.menk@newcastle.edu.au

wind density also plays an important role in con-
trolling Pc3 activity (Heilig et al. 2010). Substorms
and other instabilities in the tail form an important
source of ULF waves on the nightside, but are con-
sidered elsewhere in this volume and the discussion
here focuses on sources of waves on the dayside.
Other recent reviews on ULF waves include Walker
(2005), Kivelson (2006), Takahashi et al. (2006),
Fraser (2007), and Villante (2007).

13.1.1 Sources in the Solar Wind

There are several ways in which ULF waves may
be energized by the solar wind. A rich variety of
plasma waves occurs in the magnetosheath, in partic-
ular Alfvén/ion cyclotron and mirror modes under low
and high plasma β conditions respectively (Schwartz
et al. 1996). Magnetospheric ULF waves occur most
favorably under near-radial IMF conditions (Russell
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et al. 1983) when Alfvén/ion cyclotron waves may
be produced upstream by the right-hand (RH) reso-
nance instability with field-aligned backstreaming ions
(Troitskaya et al. 1971; Takahashi et al. 1984; Le and
Russell 1996; Blanco-Cano et al. 2009). Spatial prop-
erties of waves in the foreshock were described by
Archer et al. (2005). The waves can convect down-
stream to the subsolar region of the magnetopause and
into the magnetosphere without significant change to
their spectrum (Greenstadt et al. 1983; Krauss-Varban
1994). The wave frequency depends on the strength
and cone angle of the IMF but is typically in the Pc3
range (Takahashi et al. 1984).

Global two-dimensional hybrid (kinetic ions and
fluid electrons) simulations for radial IMF conditions
reveal the formation of a very perturbed foreshock
region within which a slightly smaller ULF wave fore-
shock is embedded (Blanco-Cano et al. 2009). Weakly
compressive sinusoidal waves in this region are RH
polarized in the plasma frame but LH in the spacecraft
frame. The extent of the foreshock over the dayside
region decreases with increasing cone angle.

These ideas are supported by multisatellite obser-
vations of upstream waves entering and propagating
through the magnetosphere as compressional waves
(Sakurai et al. 1999; Constantinescu et al. 2007;
Heilig et al. 2007; Clausen et al. 2008, 2009). By
examining wavefront curvature and propagation prop-
erties for Pc3 waves recorded during an outbound
magnetosheath crossing of the four Cluster satellites,
Constantinescu et al. (2007) found that these waves
mostly originated from the cusp and electron fore-
shock, but not especially from the ion fore-shock. This
suggests that small Alfvén/ion cyclotron and mirror
mode waves are initially stimulated in the electron
foreshock and then couple to and are amplified by
ion beam instabilities in the slightly downstream ion
foreshock region.

In an independent study using the Cluster and
Geotail spacecraft and ground magnetometers located
near the Cluster footpoint, Clausen et al. (2009) found
a ‘cradle to grave’ example of Pc3 event that was gen-
erated in the foreshock region after a sudden reduction
in the solar wind cone angle, and was then observed
in the outer magnetosphere and on the ground. The
upstream waves were predominantly transverse but
with a compressional component, relating (after a
suitable propagation delay) to compressional waves
in the outer magnetosphere that mode-converted to

bandlimited field line guided toroidal Alfvén waves
at the local field line eigenfrequency as verified
using ground cross-phase measurements. The fre-
quency of the upstream waves agreed precisely with
the Takahashi et al. (1984) prediction.

Heilig et al. (2007) presented a detailed statistical
survey of Pc3-4 compressional mode wave power at
∼350 km altitude using the CHAMP spacecraft, find-
ing that events between ±60◦ latitude are most likely
generated in the upstream foreshock region, with wave
frequency depending on IMF strength and a Doppler
shift due to the Alfvénic mach number MA, but not
on the cone angle: fpeak (mHz) = (0.708 · MA + 0.64)
(mHz/nT) · BIMF (nT).

Periodic compressional or Alfvénic fluctuations in
the solar wind may also directly drive discrete fre-
quency ULF waves in the magnetosphere (e.g. Potemra
et al. 1989; Prikryl et al. 1998; Stephenson and Walker
2002; Kepko and Spence 2003; Menk et al. 2003).
Kessel (2008) examined the relationship between Pc5
wave power in the solar wind (ACE, Wind), near the
magnetopause (Geotail), at geostationary orbit (GOES
8, 10), over the poles (Cluster), and on the ground
near the Geotail and GOES footpoints, during high
speed streams and coronal mass ejections. Over 80%
of total Pc5 activity (including propagating compres-
sional waves, field line resonances and global modes)
during a 2 week interval was driven by solar wind
pressure fluctuations, with the amplitude and power of
Pc5 compressional fluctuations in the magnetosphere
and on the ground being directly proportional to the
amplitude and power of similar fluctuations in the solar
wind.

A similar conclusion was reached by Takahashi and
Ukhorskiy (2007, 2008) who conducted superposed
epoch analyses of upstream solar wind parameters
recorded by ACE, and Pc5 wave fields at GOES at
solar maximum and solar minimum, finding that solar
wind pressure variations are the major driver of Pc5
waves at geosynchronous orbit, where standing Alfvén
waves are then established.

Recent event and statistical studies provide accumu-
lating evidence that periodic variations in solar wind
dynamic pressure are prompt drivers of some mag-
netospheric Pc5 ULF waves and field line resonances
(FLRs) at the discrete ‘magic’ frequencies (0.7, 1.4,
2.0, 4.8 mHz) reported by Samson et al. (1992) and
many others (e.g. Ziesolleck and McDiarmid 1994;
Francia and Villante 1997) and ascribed to magneto-
spheric cavity/waveguide modes.
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Examining a specific event, Fenrich and Waters
(2008) used a phase coherence technique to show
that 1.7 mHz oscillations in solar wind density were
related, with 99% confidence and after a suitable
propagation delay, to FLR signatures recorded near
62◦ magnetic latitude in the ionosphere with an HF
SuperDARN radar. Villante et al. (2007) also used a
phase coherence technique to examine the relation-
ship between discrete frequency oscillations in the
solar wind and at low latitudes on the ground, while
Eriksson et al. (2006b) found that 9 out of 10 Pc5
events detected in the ionosphere by an HF radar
exhibited high correlation coefficients with oscillations
in the solar wind dynamic pressure. Such pressure-
driven ‘magic frequency’ Pc5 pulsations can also be
associated with auroral pulsations (Liou et al. 2008).

In an important study, Viall et al. (2009) examined
the occurrence of discrete spectral peaks in the 0.5–
5.0 mHz range for over 11 years of measurements of
number density in the upstream solar wind (recorded

by the Wind spacecraft) and for 10 years of mag-
netic field data in the magnetosphere within an hour
of local noon (recorded by the geostationary GOES
spacecraft). Using statistical tests on overlapping 6-h
intervals, they found in both data sets discrete frequen-
cies that occurred more often than other frequencies,
and also determined that such discrete frequencies
were seen in the magnetosphere 54% of the time they
occurred in the solar wind. Their results are summa-
rized in Fig. 13.1. The discrete frequencies are at or
near the Samson ‘magic’ frequencies, although in both
data sets there was some gradual evolution through the
solar cycle. Viall et al. concluded that a clear physical
relationship exists between some discrete, repeatable
frequencies in solar wind number density and in the
magnetosphere, although other discrete frequencies are
also present in the magnetosphere due to other physical
processes.

In conclusion, multipoint observations show that
Pc3-4 ULF waves generated in the foreshock region

Fig. 13.1 Mean residuals of 3-year occurrence distribution of
statistically significant frequencies over 1995–2005 in solar
wind number density (left) and in the dayside magnetosphere

(right). Vertical bars indicate ±1 s.d.; y-axis tick marks denote
100 counts (Figures 4 and 5 from Viall et al. 2009)
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may be observed in the magnetosphere and on the
ground, while there is also accumulating evidence that
Pc5 waves may be directly driven by pressure oscil-
lations in the solar wind. This may be an important
source of magnetospheric ULF waves at low frequen-
cies which are hard to reconcile with cavity/waveguide
modes. Fundamental questions that arise include: (i)
How important are these solar wind-related mecha-
nisms as sources of Pc3-5 ULF waves in the daytime
magnetosphere? (ii) Hence, how significant are cav-
ity/waveguide modes? (iii) To what extent can these
sources explain ULF waves seen on the ground in the
polar cap and tail regions? (iv) Why and how should
discrete frequencies be present in the solar wind?

13.1.2 Instabilities at the Magnetopause

The correlation between solar wind speed and ULF
power in the magnetosphere suggests that the Kelvin-
Helmholtz instability (KHI) resulting from the veloc-
ity shear at the magnetopause may be a significant
source of ULF wave energy (e.g. Walker 1981; Pu and
Kivelson 1983). The resultant surface waves propa-
gate antisunward and are strongly evanescent within
the magnetosphere. However, the shear flow between
the plasma in the magnetosheath and magnetosphere
also controls the reflection condition at the magne-
topause, and when taking into account the bound-
ary layer thickness this may result in the formation
of over-reflection modes at the magnetopause (Mann
et al. 1999; Walker 2000). Over-reflection occurs when
the characteristic scales of the wave and the inho-
mogeneity are comparable, and may provide an effi-
cient process for the extraction of energy from the
magnetosheath to magnetospheric waveguide modes
on the flanks during fast solar wind speed intervals
(Wright and Mann 2006). This may explain the pro-
duction of discrete frequency ULF waves in the mag-
netosphere and statistical correlations between Pc5
power on the ground and solar wind velocity (Mathie
and Mann 2001; Mann et al. 2004; Pahud et al.
2009).

Numerical models now permit studies of the
entire magnetosphere system under various condi-
tions. Claudepierre et al. (2008) described a global
three-dimensional (3-D) MHD simulation of the solar
wind/magnetosphere interaction in which all solar
wind parameters except driving velocity were held

constant. Two coupled ULF surface modes were
excited by the KHI near the dawn and dusk magne-
topause, one propagating tailward along the magne-
topause boundary and the other along the inner edge
of the boundary layer. The phase velocities of the
modes were different but the frequencies were the
same and depended on the solar wind driving velocity.
For both modes the preferred wavenumber was related
to the boundary thickness, so that the KH waves are
monochromatic.

Multispacecraft observations provide new oppor-
tunities for in situ studies of wave distributions and
properties. Using 13 months’ electric and magnetic
field THEMIS data covering all local times but mostly
under weak solar wind conditions, W. Liu et al. (2009a)
found that wave power in the outer magnetosphere
was greater in the Pc5 compared to the Pc4 range,
being dominated by toroidal modes near the flanks
and poloidal modes near noon. It was concluded that
the KHI plays an important role in the excitation of
Pc5 waves (especially near the flanks) during solar
minimum years. During northward IMF conditions
KHI events with particularly long wavelengths can be
excited on the flanks of the equatorial magnetosphere
(Hasegawa et al. 2009).

While Viall et al. (2009) suggested that solar wind
perturbations drive ULF waves at certain frequencies,
Plaschke et al. (2009a) presented results from an anal-
ysis of spline function interpolation of nearly 6700
THEMIS magnetopause crossings (to determine prop-
erties of magnetopause undulations) to suggest that
Alfvénic waves propagating along the magnetopause
surface may develop into standing Alfvén waves on
the boundary due to reflection from the conjugate
ionospheres (i.e. Kruskal-Schwarzschild modes). The
surface waves are likely due to magnetopause dis-
placements as a result of local pressure perturbations
in the magnetosheath, while the eigenfrequencies of
the standing modes are determined by the magne-
topause geometry and are strikingly similar to the
Samson ‘magic’ frequencies; see Fig. 13.2. Plaschke
et al. (2009b) added solar wind observations to their
dataset in order to determine the dependence of the
observed spectrum of magnetopause oscillations on
solar wind and IMF conditions and local time. They
found that magnetopause oscillations occurred more
favorably near noon and for northward IMF, low solar
wind speed and low cone angle. This combination of
conditions suggests that the oscillations are more likely
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Fig. 13.2 Oscillation frequencies due to magnetopause motion
(Figure 2 from Plaschke et al. 2009a)

due to Kruskal-Schwarzshild modes than solar wind
pressure perturbations or the KHI at the flanks.

There have been few reports of the KHI in the mag-
netotail (e.g. Takagi et al. 2006). However, Volwerk
et al. (2007) identified 5 min magnetic oscillations
as the Cluster and Doublestar spacecraft entered a
flow shear channel in magnetotail. The oscillations
propagated Earthward at about half the plasma flow
speed and increased in amplitude in agreement with
KHI wave growth. These results also suggest that the
KHI may play a role in the braking of fast flows in the
magnetotail.

In conclusion, simulation and observational studies
show that instabilities at the magnetopause are likely
an important source of long period ULF wave activ-
ity. Further work is needed on both fronts to clarify
the role of such instabilities as sources of ‘every-
day’ wave activity. The significance of over-reflection
and Kruskal-Schwarzshild modes requires particular
investigation.

13.1.3 Interactions within the
Magnetosphere

ULF waves can be generated by a variety of mecha-
nisms internal to the magnetosphere, including drift-
mirror instabilities due to pressure anisotropies, and
drift-bounce resonance with trapped energetic ions
(e.g. Walker 2005). These waves are often strongly

compressional, have high azimuthal wave number, m,
and are attenuated on the ground due to spatial inte-
gration, resulting in a ‘hidden’ wave population pre-
viously hinted at by radar observations (e.g. Yeoman
et al. 2000) and fortuitous satellite conjunctions (e.g.
Hughes et al. 1978). Recent radar observations are
outlined in Section 13.4.

The drift-mirror instability occurs under high β con-
ditions when there is significant perpendicular pres-
sure anisotropy. The frequency of the growing mode
depends on the diamagnetic drift frequency but the
instability condition is affected by field line curva-
ture and coupling to transverse shear Alfvén waves.
The drift mirror waves will propagate slowly with the
Larmor drift frequency. Rae et al. (2007) showed an
example of a large amplitude compressional Pc5 wave
event detected for some hours by Equator-S in the
dawnside magnetopause under average solar wind con-
ditions. The waves were most likely generated by a
drift mirror instability near the equatorial plane and
might also couple to local standing toroidal mode
Alfvén waves.

High-m compressional Pc5 waves have been mea-
sured by the THEMIS spacecraft in the outer magne-
tosphere under average magnetic conditions near local
dawn (Korotova et al. 2009) and dusk (Constantinescu
et al. 2009). Both studies found the waves had wave-
lengths of ∼2 RE and propagated sunward at velocities
of ∼10–20 km/s, and both studies concluded that the
waves were most likely generated by the drift mirror
instability.

The availability of multipoint spacecraft observa-
tions has therefore provided new information on the
source and generation of high-m waves in the outer
magnetosphere.

13.2 Wave Generation and Propagation
Mechanisms

The propagation of magnetospheric ULF plasma
waves has been described in detail by many workers
(e.g. Allan and Poulter 1992), usually in the context
of standing shear Alfvén mode field line oscillations
with low azimuthal wavenumber (e.g. Orr 1984) that
are driven by energy coupling from incoming compres-
sional fast mode waves (e.g. Odera et al. 1991). The
latter may also excite global eigenoscillations of the
magnetosphere (Kivelson and Southwood 1986; Allan
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et al. 1986a) or the plasmasphere (Allan et al. 1986b;
Waters et al. 2000). In fact, the coupling of cavity
or waveguide eigenmodes to FLRs may explain how
discrete spectra are produced across a range of lati-
tudes (Kivelson and Southwood 1985; Samson et al.
1995; Menk et al. 2000), including at the ‘magic’ fre-
quencies (e.g. Samson et al. 1992; Mathie et al. 1996;
Villante et al. 1997). However, cavity modes are dif-
ficult to detect with spacecraft (Waters at al. 2002)
and the existence of highly stable discrete frequency
modes is still controversial. On the other hand, the
existence of a peculiar, large, highly monochromatic
wave mode called giant pulsations has been known for
a long time (e.g. Chisham et al. 1990). Measurements
with ionospheric sounders have shown that these high
m poloidal mode waves may be fairly common after
storms (e.g. Wright and Yeoman 1999). In this sec-
tion we focus mainly on waves generated in the
local daytime.

13.2.1 Global Cavity Modes

Many studies have suggested that global cavity modes
may be responsible for the appearance of ULF signals
with multiple discrete spectral peaks at the ‘magic’
frequencies and spanning a range of latitudes. During
very large storms such discrete frequency modes may
be detected throughout the magnetosphere (Lee et al.
2007). Figure 13.3 shows discrete frequency Pc5

Fig. 13.3 Power spectrum of discrete frequency auroral pulsa-
tions. Horizontal dashed lines denote preferred Pc5 frequencies
(Figure 2 from Liou et al. 2008)

Fig. 13.4 Occurrence of spectral peaks in 1 year of Cluster
magnetometer data (Adapted from Figure 11 of Clausen and
Yeoman 2009)

pulsations and auroral modulations at frequencies up to
6–8 mHz, most likely produced by global cavity modes
caused by solar wind pressure variations (Liou et al.
2008).

Using case studies and a 1-year statistical survey,
Clausen and Yeoman (2009) examined FLRs recorded
at the ‘magic’ frequencies by the Cluster spacecraft
and at ground stations. As seen in Fig. 13.4, there
was no preference for the set of ‘magic’ frequencies
in the data, but there was a tendency for certain fre-
quencies above 5 mHz, attributed to higher harmonics
of waveguide/cavity modes.

Takahashi et al. (2009) reported the observation of
global eigenmode oscillations near 15 mHz through-
out the dayside plasmasphere (L∼1.7–3.1) under con-
ditions favorable for the propagation of broadband
compressional mode power from the solar wind into
the magnetosphere. However, no distinct plasmapause
signature was evident and they therefore termed the
plasmaspheric global mode a virtual resonance. The
existence of such virtual resonance modes was pre-
dicted by Lee and Lysak (1999) and Lee and Takahashi
(2006), and they are believed to account for the
observed spectral properties of night-time Pi2 pulsa-
tions (Kim et al. 2005; Teramoto et al. 2008).

Plasmaspheric cavity resonances are expected to
be a fraction of an RE apart (Samson et al. 1995),
and it would be difficult to detect the resultant spec-
tral fine structure using spacecraft, but this is easier
with ground magnetometers. The structure of such
trapped plasmaspheric modes was predicted using a
simple 1-D waveguide model by Waters et al. (2000),
confirming the observations of Menk et al. (2000).
However, virtual resonance modes can extend beyond
the plasmasphere and can exist even in the absence of
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a clear plasmapause boundary. Takahashi et al. (2005)
pointed out that nightside Pc4 pulsations at geomag-
netically quiet times could result from plasmaspheric
cavity modes excited by a dayside energy source.
Similar Pc4 pulsations have been reported in HF radar
signals (Ponomarenko et al. 2003).

In summary, the following key questions remain
unresolved. (i) Is there clear evidence in spacecraft
data for the existence of cavity modes? (ii) Do cavity
modes preferably exist at the ‘magic’ Samson frequen-
cies or higher frequencies or both? (iii) Under which
conditions do global cavity modes exist – i.e. extreme
or quiet conditions; frequent or infrequent occurrence;
dependence on a solar wind driver; etc? (iv) Under
which conditions and at what frequencies do virtual
cavity resonances exist compared to plasmaspheric
cavity modes?

13.2.2 Field Line Resonances (FLRs)

The physical principles of FLRs are well known (e.g.
Waters et al. 2006). However, mathematical descrip-
tions often assume a simple dipolar geometry which
is not appropriate to high latitudes where field lines
experience significant temporal distortion. This affects
the frequency (Waters et al. 1996; Wild et al. 2005)
and polarization properties of the FLRs (Kabin et al.
2007). The latter is important because wave-particle
energy transfer involves the wave electric field com-
ponent parallel to the drift velocity of particle, i.e. the
azimuthal field (poloidal mode) in a dipolar magnetic
field. In order to obtain a more realistic representa-
tion of the situation Elkington et al. (2003) used a
non-axisymmeteric compressed magnetic field model,
but assumed that the wave electric field was either
exactly radial or azimuthal. However, Kabin et al.

showed that in a 3-D compressed dipole background
field (described in terms of Euler potentials) and
using the Rankin et al. (2006) standing shear Alfvén
wave model, the polarization of Alfvén modes can no
longer be described as poloidal or toroidal but becomes
increasingly mixed and changes with local time. This
arises because the contours of constant magnetic field
no longer coincide with contours of constant wave
period for either mode in the equatorial plane, as shown
in Fig. 13.5. This means that at high latitudes different
Alfvénic modes may contribute to particle acceleration
in different MLT sectors.

This work has been extended by Degeling et al.
(2010) who modeled the propagation of MHD waves
and the formation of FLRs in a compressed dipole
geometry including day/night asymmetry. In addition
to the MLT dependence of shear Alfvén wave eigen-
mode polarization, they found that the FLR properties
depend strongly on the wave source location at the
magnetopause boundary.

A further complication arises when the magneto-
spheric plasma is in relative motion, such as near a
KHI site. Kozlov and Leonovich (2008) modeled this
analytically and numerically through azimuthal rota-
tion of the plasma, finding that monochromatic fast
magnetosonic waves could then excite harmonics of
standing Alfvén waves simultaneously on different res-
onant surfaces. The plasma motion effect is greatest
near strong density gradients (magnetopause, plasma-
pause) and results in distorted phase and amplitude
profiles.

Sarris et al. (2009a, c) examined the structure of
FLRs in situ between 4 RE and the magnetopause using
the THEMIS constellation. The polarization character-
istics of the observed FLRs were in striking agreement
with the Kabin et al. (2007) predictions based on a
non-axisymmetric field geometry.

Fig. 13.5 Electric field
polarization in the equatorial
plane with a realistic magnetic
field geometry and for the
wave mode with radial
electric field at midnight (left)
and azimuthal field at
midnight (right) (Figure 6
from Kabin et al. 2007)
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Combined in situ observations with the 4 Cluster
satellites and ground magnetometer measurements
show (Liu et al. 2008) that Pc3 pulsations just
inside the cusp have dominant transverse toroidal and
poloidal components, wavelength ∼103 km, and phase
velocity ∼102 km/s Earthward. The Poynting flux is
field aligned and away from the equatorial plane. These
waves likely arise from incoming compressional mode
waves coupling to guided Alfvén waves on the last
closed field lines, exciting FLRs at lower latitudes. In
a follow-up study Y. Liu et al. (2009b) showed that the
transverse scale size of these Pc3 waves near the cusp
is ∼0.14 RE when using a threshold inter-spacecraft
coherency of 0.65. There was also clear evidence of
rotation of the polarization ellipse by 90◦ between the
spacecraft and ground.

How much energy does a FLR deposit into the iono-
sphere? Estimates for large Pc5 FLR events include
∼6×109 W (Greenwald and Walker 1980), 1010–1013

J (Allan and Poulter 1984), and 1010–1011 J for high-
m particle-driven FLRs (Baddeley et al. 2005a). Most
recently, through combined Polar spacecraft, ground
magnetometer and HF radar observations Rae et al.
(2007) found that the energy dissipated into the iono-
sphere via Joule heating for a high solar wind speed-
driven global Pc5 event was 1014–1015 W, i.e. 30%
of a substorm budget and much higher than previous
estimates.

At low latitudes the source of FLRs is gener-
ally believed to be fast mode waves that propagate
from the solar wind deep into the magnetosphere
(e.g. Yumoto and Saito 1983; Yumoto et al. 1985;
Matsuoka et al. 1997). The frequency of FLRs reverses
near L = 1.6 due to ionospheric mass loading (Menk
et al. 2000; Ndiitwani and Sutcliffe 2010), and the
low latitude limit of FLRs is L ≈ 1.3. In fact, recent
observations have shown that discrete frequency fast
mode waves are often present in the plasmasphere
and couple to standing poloidal and toroidal modes
causing FLRs that are detected on the ground (Menk
et al. 2006; Ndiitwani and Sutcliffe 2009). In the
former study poloidal mode flux tube oscillations at
L = 2.5 were detected with VLF sounders, and cou-
pled to FLRs that were recorded by ground magne-
tometers. The frequency of these signals corresponded
with the frequency expected for waves generated in
the upstream solar wind, although other discrete fre-
quencies were also present in the spectra. The lat-
ter study used CHAMP low-Earth orbit spacecraft
and ground magnetometer observations to show that

discrete frequency fast mode oscillations above the
ionosphere coupled to toroidal mode FLRs.

In summary, although the fundamental properties
of FLRs are well known, many key questions still
exist: (i) How do the properties of FLRs change at
high latitudes in realistic field geometries? (ii) What
is the effect of such changes (e.g. modified wave
polarization) on particle acceleration? (iii) How signif-
icant is the effect of plasma motion on the properties
of FLRs? (iv) There has been much discussion of
the azimuthal wavenumber ky. What are typical val-
ues for the meridional wavenumber kx in FLRs? (v)
How often do large FLRs occur that deposit signifi-
cant energy into the ionosphere, and what are typical
integrated values of energy deposition? (vi) What is
the contribution of FLRs to the ULF wave spectrum
at low latitudes? (vii) At high latitudes Pc3 signals are
detected with clear FLR-like properties, with appar-
ent poleward propagation (Howard and Menk 2005).
Are these higher harmonics of FLRs, and if so what
is the contribution of these to general ULF activity at
high latitudes?

13.2.3 Other Alfvén Modes

Here we are concerned with poloidal mode waves,
and coherent waves at high latitudes whose gener-
ation and propagation mechanisms are unclear. The
compressional narrowband Pc4-5 waves described in
Section 13.1.3 that are produced by drift-bounce reso-
nance with trapped energetic ions have high azimuthal
wave number m and induce poloidal mode (radial) field
line perturbations. Most previous knowledge of these
comes from HF radar measurements of wave fields
in the ionosphere. Multipoint spacecraft observations
are providing new information on these waves, which
may persist up to days in the outer magnetosphere in
the noon/postnoon sectors during the recovery phase
of storms (Takahashi et al. 1985; Eriksson et al. 2005,
2006a; Sarris et al. 2007, 2009b; Schäfer et al. 2007,
2008). The waves are usually quite localized radially
and have azimuthal wavenumbers as high as m ∼ 150
(Eriksson et al. 2006a; Schäfer et al. 2008). The polar-
ization of wave packets may also vary with time or
spacecraft position, as predicted by Kabin et al. (2007).

Occasionally these waves are seen at quiet times
when no energetic particles are present and drift or
bounce resonance is unlikely (Eriksson et al. 2005).
Sometimes high-m Pc4 waves are seen near the
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Fig. 13.6 Location of
poloidal mode resonance
region at the plasmapause.
Upper solid and dashed
curves show radial profiles of
toroidal and poloidal mode
eigenfrequencies; horizontal
dotted line shows observed
frequency fobs = 23 mHz, and
lower curve represents
amplitude profile (Figure 14
from Schäfer et al. 2008)

plasmapause, suggesting they may be due to harmonics
of poloidal mode eigenoscillations in a radially con-
fined Alfvén resonance region at the inner (Schäfer
et al. 2007) or outer edge of the plasmapause (Schäfer
et al. 2008; Turkakin et al. 2008). This situation is
illustrated schematically in Fig. 13.6 and was predicted
by Klimushkin (1998). This is a new result not evident
in ground records.

Observations of whistler mode waves with VLF
sounders are sensitive to localized radial motions of
flux tubes and show that poloidal mode field line oscil-
lations are fairly common at quiet times, are related to
fast mode ULF waves generated in the upstream solar
wind, and couple to FLRs (Andrews 1977; Yearby and
Clilverd 1996; Menk et al. 2006).

Questions that arise regarding new results on
poloidal modes include: (i) How frequently do high-
m poloidal mode particle-generated waves occur? (ii)
Can such waves be generated at quiet times in the
absence of energetic particle distributions? (iii) How
common are high-m poloidal mode waves at the
plasmapause and are they a signature of the plasma-
pause? (iv) What is the significance of these waves
for the energization of ring current particles (see e.g.
Ozeke and Mann 2008)? (v) Techniques such as VLF
sounders and HF radars provide the possibility of
ground-based monitoring of high-m poloidal mode
waves. What new results could emerge?

An unresolved question is how coherent narrow-
band Pc3-4 waves arrive on open field lines in the
polar regions (e.g. Santarelli et al. 2007); these signals
may not just be a poleward extension of mid-latitude

activity but relate to compressional waves in space (e.g.
Engebretson et al. 2006). Pilipenko et al. (2008) sug-
gested these pulsations may be due to the interaction of
propagating magnetosonic and Alfvén waves. In a lon-
gitudinally inhomogeneous plasma the field-aligned
wave vector components of travelling fast magne-
tosonic waves and Alfvén modes match, and fast
mode energy may be resonantly converted to the lat-
ter. This may happen at frequencies much higher than
the Alfvén resonance frequency.

An unexplained phenomenon is the existence of
coherent low m waves that propagate sunward, away
from the midnight sector. These have been observed
in mid-latitude ground data (e.g. Mier-Jedrzejowicz
and Southwood 1979) and now at large L with space-
craft (e.g. Erikkson et al. 2008). The latter reported
observations of 1–2 mHz m = 3 toroidal waves at
L = 16 post-midnight, with sunward propagation and
Poynting flux, and wave frequency that changes with
magnetic field strength. Wright and Allan (2008)
reported numerical simulations of MHD wave cou-
pling in the magnetotail waveguide that suggested
5–20 min fast mode waves generated in the magneto-
tail waveguide by substorms may couple to Earthward
propagating Alfvén waves and produce field-aligned
currents resulting in narrow auroral arcs that move
equatorward at ∼1 km/s. The Alfvén waves phasemix
as they propagate Earthward, resulting in a rapid varia-
tion of wave fields perpendicular to B. The predicted
wave properties agree with observations of Alfvén
waves with local standing wave signatures in the PSBL
and on the ground (Keiling et al. 2005). In summary,
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these new results raise the following questions: (i)
What is the source of coherent narrowband Pc3-4
waves in the polar caps? (ii) What is the source of
coherent sunward propagating waves in the tail? (iii)
How common are such waves? (iv) Can mechanisms
such as that proposed by Wright and Allan play a role
in the generation of these waves?

13.3 Electromagnetic Ion-Cyclotron
Waves (EMICWs)

Until recently the origin of magnetospheric Pc1-2
(∼0.2–5 Hz) waves was thought to be well understood.
The waves are generally believed to be generated in the
equatorial magnetosphere by ion-cyclotron resonance
with unstable distributions of energetic ring current
ions (e.g. Cornwall 1965; Criswell 1969) during the
recovery phase of magnetic storms (Wentworth 1964).
The characteristic fine structure appearance of ‘pearl’
Pc1 waves was attributed to dispersive field-aligned
wave packet propagation in the LH ion mode on suc-
cessive bounces between hemispheres (e.g. Jacobs and
Watanabe 1964; Obayashi 1965). Non-propagation
stop-bands occur at the local bi-ion frequencies in
He+ and O+ rich plasmas (Fraser 1982). On reaching
the ionosphere some of the wave energy couples to
the RH mode and propagates in a horizontal waveg-
uide centered on the ionospheric F2 region (Tepley
and Landshoff 1966; Manchester 1970; Erlandson
and Anderson 1996) from the source region near the
plasmapause (e.g. Altman and Fijalkow 1980; Webster
and Fraser 1985). IPDP are an unstructured subtype
of Pc1-2 pulsations generated by resonant interac-
tion with westward drifting energetic protons near
the plasmapause in the evening sector (e.g. Horita
et al. 1979). Figure 13.7 gives a schematic overview
of the generation and propagation of structured Pc1
emissions.

Difficulties with the above picture of Pc1-2 gen-
eration were summarized by Demekhov (2007) and
Mursala (2007), the main problem being lack of evi-
dence of wave packet bouncing between conjugate
points (Mursala et al. 1997). Spacecraft measure-
ments have shown that EMICW propagation is almost
exclusively away from the equator (Erlandson et al.
1996; Fraser et al. 1996) at latitudes greater than about
11◦ (Loto’aniu et al. 2005), with minimal reflection
at the ionosphere. Furthermore, EMIC emissions can

Fig. 13.7 Schematic picture of a magnetospheric flux tube in
which Pc1 EMICWs are generated and propagate to the ground
(Figure 2 from Demekhov 2007)

occur in the outer magnetosphere (Menk et al. 1992,
1993) in connection with solar wind perturbations
(e.g. Olson and Lee 1983; Hansen et al. 1992, 1995;
Arnoldy et al. 2005).

13.3.1 Observational Studies

Recent studies combining multipoint ground and in
situ observations have confirmed that Pc1 EMICWs
occur in localized L shells near the plasmapause
(Usanova et al. 2008; Engebretson et al. 2008b) and are
seen on the ground mostly after moderate and intense
storms (Bortnik et al. 2008a; Engebretson et al. 2008a).
The Usanova et al. study focused on emissions associ-
ated with a magnetospheric compression, detected by
the THEMIS spacecraft in a narrow L range directly at
the plasmapause, and with no evidence of wave pack-
ets bouncing back and forth to the ground. This work
is important in the context of EMICW-particle interac-
tions discussed later. The Bortnik et al. study examined
8 years of low latitude data using the automated detec-
tion algorithm mentioned in Section 13.5.4.

The association of EMICWs with energetic parti-
cle precipitation is reviewed in Section 13.5.3. Several
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authors have suggested that subauroral proton spots
may be caused by pitch angle scattering by EMICWs
generated by the interaction between hot ring cur-
rent protons and cold plasmaspheric ions (e.g. Fuselier
et al. 2004) or the enhanced cold dense plasma asso-
ciated with plasmaspheric plumes (Frey et al. 2004;
Spasojević et al. 2004). A direct connection between
proton aurora spots, which map to the vicinity of
the plasmapause, and EMICWs was demonstrated by
Yahnin et al. (2007).

A statistical study by Engebretson et al. (2008a)
reinforced the likely association between Pc1-2 on the
ground in the recovery phase of storms and plasmas-
pheric plumes and precipitating energetic particles.

A complete ‘cradle-to-grave’ case study of EMIC
wave propagation was presented by Morley et al.
(2009). They used conjunction observations in the
equatorial magnetosphere, at low-Earth orbit, and on
the ground, to study the propagation of a LH polarized
EMIC wave from the source region to the ground in
association with > 6 keV ion precipitation. They also
used a 21/2-D MHD model to clarify the observed travel
times, showing that the wave and ion source region was
at the edge of a plasma drainage plume.

An important question in the discussion of EMICW
generation and the particular packet structure that gave
rise to the bouncing wave packet idea, is the possi-
bility that the wave generation process is modulated
by compressional Pc5 ULF waves. This has been con-
firmed by case studies and a statistical analysis of
data from CRRES (Loto’aniu et al. 2009). They found

a good linear correlation between Pc1 wave packet
duration and Pc5 wave period, shown in Fig. 13.8,
although the wave packets were sometimes 180◦ out of
phase and non-adiabatic and non-linear processes may
play a role.

During very intense storms unusually polarized
Pc1-2 waves may be produced, including purely com-
pressional waves near the equator that propagate radi-
ally Earthward, and waves with power in the radial and
compressional but not azimuthal components that may
propagate oblique to B (Engebretson et al. 2007).

Pc1-2 waves in the plasmasheet have components
perpendicular and parallel to the field and propagate
perpendicular to it (Broughton et al. 2008). Counter-
streaming ion beams are also associated with these
waves. At high latitudes, near the cusp, Pc1-2 signals
often have the appearance of discrete bursts and struc-
tured emissions whose distribution is indicative of the
source region and magnetospheric topology (e.g. Menk
et al. 1992; Dyrud et al. 1997; Engebretson et al. 2009).
Such Pc1-2 bursts accompany most magnetic impulse
events (Arnoldy et al. 1996; Kurazhkovskaya et al.
2007), which are common in the polar regions (e.g.
Sibeck and Korotova 1996).

In summary, while the general properties of Pc1-2
EMICWs are well established, the relative impor-
tance of sources associated with compressions, plasma
plumes, or the ring current, and the significance of
source modulation by Pc4-5 waves, remain unclear.
Evidence for bouncing wave packets is also lacking.

Fig. 13.8 Relationship between period of Pc1 wave packets and compressional Pc5 waves simultaneously seen at CRRES (Figure
6a from Loto’aniu et al. 2009)
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13.3.2 Modeling and Simulation Studies

Recent modeling efforts have focused on clarifying
the locations and conditions for EMICW generation,
including the effect of heavy ion populations, and
explaining the modulated appearance of wave packets.
The competing generation models were reviewed by
Demekhov (2007), with no clear consensus on a dom-
inant mechanism. These are important questions since
EMIC waves may control the precipitation of energetic
ions (Jordanova et al. 2007) and relativistic electrons
(Rodger et al. 2008). EMIC waves propagate across the
Earth in the ionospheric Alfvén resonator, although the
extent to which this determines the wave properties is
unclear (Demekhov 2007).

Plasma density is one of the most important param-
eters controlling EMIC wave generation. Growth mod-
els which assume the total plasma is dominated by
thermal plasma may not relate to regions where
both cold plasmaspheric plasma and ring current
ions are important. This situation was considered by
Gamayunov and Khazanov (2008) using a global RC-
EMIC simulation model referenced to plasma condi-
tions observed during a large storm (but ignoring O+

ions) and an analytical formulation of the Volland-
Stern electric field. Their approach included wave
growth, damping, propagation, refraction, reflection,
and tunneling and showed that including the contri-
bution of ring current H+ in both the imaginary and
real parts of the He+-mode dispersion relation leads
to the production of EMICWs where the suprathermal
(≤1 keV) ion fluxes are enhanced and the temperature
anisotropy of energetic (>10 keV protons) is high. This
agrees with observations by Engebretson et al. (2007)
and suggests that suprathermal plasma plays a role in
destabilizing the more energetic ring current and/or
plasma sheet distributions to a high energy anisotropy.

Gamayunov and Khazanov (2008) also found that
the results of Loto’aniu et al. (2005) are best explained
by a model which assumes the EMICW source is at
the equator and that waves reflect at off-equatorial lat-
itudes at the bi-ion hybrid frequencies in conjugate
hemispheres. Gamayunov et al. (2009) extended this
modeling to incorporate M-I coupling including the
magnetospheric electric field, ring current, plasmas-
phere and ionosphere. Figure 1 in their paper (not
shown here) describes their approach in block dia-
gram form. Initial simulations using this model, for the
2–4 May 1998 magnetic storm, showed that it would

be necessary to extend the modeling domain to at least
72◦ latitude, to include a self-consistent description
of the ionospheric conductance and the plasmasphere
(e.g. plume structure).

In order to explain their observations that EMICW
propagation is bidirectional within 11◦ of the magnetic
equator but downward for |MLat|>11◦ Loto’aniu et al.
(2005) suggested that EMICWs could be generated by
a backward wave oscillator (BWO) in which waves
generated at the equator are reflected back into this
region by mirrors off the equator (not the heavy ion
resonance locations), allowing feedback wave growth.
This idea has been supported by quantitative modeling
by Trakhtengerts and Demekhov (2007) for a threshold
flux density of ∼107 cm–2 s–1 for protons with energy
≥100 keV, and characteristic wave amplitude ∼0.01
nT at L=6.

Further information on the role of heavy ion hybrid
resonances near the equator comes from modeling by
Lee et al. (2008). By solving the full wave equations
for a cold plasma they found that at resonance mode
conversion occurs and the fast mode wave energy is
absorbed, depending on the direction of the incident
waves. Waves at resonance have linear polarization
but the wave amplitude and frequency depend on the
plasma composition. Fraser and McPherron (1982) had
earlier discussed the effect of heavy ion resonance
propagation effects in EMICW spectra.

EMICWs are occasionally observed on the ground
with varying dispersion characteristics. Feygin et al.
(2007) showed that events with falling frequency tones
are due to RH magnetosonic waves, and a combination
of R- and L-mode (i.e. EMIC) waves which produce
mixed frequency dispersion. The R-modes may be due
to cyclotron instability with 10–100 keV proton beams
moving at vo ≥ U‖ along the background field, where
U is the thermal proton velocity in the beam. When
vo/U‖<<1 L-waves result. It should be noted that R-
mode waves also occur on the ground due to mode
conversion at the crossover frequency and tunneling at
heavy ion stop bands (e.g. Rauch and Roux 1982).

The effect of heavy ion populations drifting rela-
tive to each other is to change the nonlinear dispersion
relation for ICWs, leading to linear ion-acoustic insta-
bilities and destabilizing nonlinear ion-acoustic waves
(Gomberoff 2008).

The effect of Pc3-4 waves in modulating Pc1
EMICW growth rates was considered briefly in
Demekhov (2007), who showed that for typical cold
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plasma conditions at L = 7 a ±5 nT compressional
wave can vary the gain over large ranges above and
below the equatorial He+ gyrofrequency, but at lower
L values much larger wave amplitudes are required.

Recently interest has also focused on whether Pc1
EMICWs are excited at plume boundaries. Jordanova
et al. (2007) used a global kinetic model including a
time-dependent plasmasphere to determine the EMIC
growth rate with time. They found the waves were pref-
erentially excited in regions where energetic ring cur-
rent populations, plumes and steep density gradients
overlap. Ray tracing calculations by Chen et al. (2009)
of ICW growth in a multicomponent cold storm-time
plasma incorporating a realistic plasmasphere and a
plume, and an additional bi-Maxwellian hot ring cur-
rent distribution, found strong wave growth near the
plasmapause, in density structures within the plume,
and in the low density trough.

The Usanova et al. (2008) observations of
compression-related EMICW activity have been
modeled by McCollough et al. (2009) using a 3-D test
particle solver coupled to the time-dependent MHD
fields produced by the global LFM code. This allows a
range of effects including solar wind compressions to
be included. They found that after a compression wave
growth was expected between L = 5–7 in the morn-
ing sector, and near the plasmapause at most times,
in agreement with observations, and that the growth
rate depends not just on warm plasma temperature
anisotropies but also on warm and cold plasma den-
sities (c.f. Gamayunov and Khazanov (2008) results
above).

In summary, while important progress has been
made with modeling studies of EMICW generation
and propagation, the following questions remain: (i)
Is there a favored mechanism for Pc1 pearl formation,
or a combination of mechanisms at different times?
(ii) What are the implications of these new modeling
approaches for the scattering of ring current ions and
relativistic electrons by EMICWs?

13.4 The Ionosphere Boundary

The conducting ionosphere forms the inner boundary
of the magnetospheric cavity and therefore controls
not only the formation and properties of standing field
line oscillations (e.g. Dungey and Southwood 1970;
Hughes, 1974; Yarker and Southwood 1986; Menk

et al. 1995), but also the properties of cavity modes
(Kivelson and Southwood 1985). In addition, all ULF
waves observed on the ground propagate through the
ionosphere and are therefore affected by its properties.
The best known effect is the rotation of the polariza-
tion azimuth of the downgoing wave (Nishida 1964;
Hughes 1983). The fields of these propagating waves
can affect the ionospheric density distribution, thereby
modifying ionospheric properties. These effects can
be detected with HF radars and other sounders, and
may modify the total electron content along GPS
signal paths.

13.4.1 Effects of the Ionosphere
on ULF Waves

We consider first recent theoretical treatments
and observational results regarding effects of the
ionosphere on FLRs, and waves in the Pc1 range.
Waters et al. (this volume) provide a more detailed
treatment of the underlying principles.

MHD models now being used to investigate the
effects of ionospheric conductivity on FLRs incorpo-
rate a realistic ionosphere, oblique magnetic fields,
and a mixture of incident wave modes. Sciffer and
Waters (2002) presented an analytic description of this
form, including a reflection and wave mode conver-
sion coefficient matrix to describe mixing and con-
version between shear Alfvén and fast mode energy
at the ionosphere and atmosphere. These properties
were found to depend critically on the perpendicu-
lar wavenumber ky. This formulation was extended by
Sciffer et al. (2004) to include an inductive shielding
effect for oblique magnetic fields (and hence high to
low latitudes). This effect arises from the generation of
an ‘inductive’ rotational current by the induced part of
the divergent electric field in the ionosphere, reducing
the wave amplitude detected on the ground.

Using a 1-D numerical formulation Sciffer et al.
(2005) found that for an oblique magnetic field the
rotation of the wave polarization azimuth depends on
the compressional mode characteristics and the mode
conversion and reflection properties from the iono-
sphere. Waters and Sciffer (2008) described a 2-D
MHD formulation which was used to investigate the
dependence of FLR frequency on ionospheric conduc-
tivity. They found that under typical mid/low latitude
summer and winter conditions the FLR frequencies
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change by less than 5%. However, at auroral latitudes it
is necessary to account for ionospheric feedback aris-
ing from changes in the Pedersen conductivity due to
electron precipitation. Lu et al. (2007) incorporated a
model of an active auroral ionosphere with a 2-D MHD
model of the magnetosphere using both dipolar and
stretched field geometries. They found that ionospheric
feedback effects can produce strongly localized FLRs
and enhanced amplitudes.

Direct observations of low-mid latitude Pc3-4wave
structure with the CHAMP spacecraft and simultane-
ously on the ground below were described by Heilig
et al. (2007) and Ndiitwani and Sutcliffe (2009). These
confirm that Pc3-4 waves propagate through the mag-
netosphere mostly in the compressional mode and
appear in the D component on the ground, coupling
to discrete FLRs at the characteristic latitude, with 90◦
rotation in polarization of the signal on the ground.

This situation was confirmed by Pilipenko et al.
(2008) using numerical modeling to calculate the
relationship between Pc3 wave power above the iono-
sphere and on the ground. They also found that diurnal
variations in the ionosphere/ground amplitude ratio do
not depend strongly on ionospheric conductance, but
the fast mode field is sensitive to the crustal surface
conductivity.

At equatorial latitudes the nonuniform ionospheric
conductivity at dawn results in strong changes in Pc3
amplitude and D component phase on the ground,
although the phase of the H component is largely
unchanged (Tanaka et al. 2007). It is not clear whether
this results from the ionospheric effect on incident
Alfvén or fast mode waves (cf. Waters et al. 2001).

New observations and modeling have confirmed the
existence of quarter-mode FLRs near the dawn termi-
nator, mostly in winter and summer in the US sector
(Obana et al. 2008). These modes result from the asym-
metry in ionospheric conductivity at conjugate points,
and point to the need for caution in FLR-based mag-
netospheric density surveys. The difference in solar
illumination at conjugate points also causes a strong
seasonal asymmetry in plasmaspheric density that is
maximum in US longitudes around L = 2–3 (Clilverd
et al. 2007a).

In conclusion, new datasets and improvements in
modeling the effect of the ionosphere are starting to
provide a clear picture of the propagation of Pc3-4
signals to the ground. The question arises whether
it is possible to characterize the ionospheric transfer
function for incident ULF waves at all latitudes.

Consideration of ionospheric effects at Pc1 frequen-
cies should incorporate the effect of the ionospheric
Alfvén resonator (IAR). The IAR affects the spec-
trum of 0.1–10 Hz wave power reaching the ground
(Belyaev et al. 1989; Demekhov et al. 2000) and at
low latitudes is expected to be excited by lightning
discharges. Properties of the IAR, including the diur-
nal variation, are determined mainly by the variation
in Alfvén velocity at the F-layer peak (Hebden et al.
2005). Waters et al. (this issue) provide a detailed
description of wave propagation in the IAR, pointing
out the need to include magnetic inclination effects
away from high latitudes. This changes the resonant
frequency (Bösinger et al. 2002) and was described
by Bösinger et al. (2009), who computed artificial
power spectra of ULF fields at mid- and low-latitude
ground sites. They found uneven harmonic spacing
and separation in frequency of the Br and Bϕ res-
onance components. Demekhov (2007) has outlined
difficulties with the notion that the IAR determines the
spectrum of Pc1 waves on the ground.

Simulations using a 3-D linear model of the prop-
agation of kinetic Alfvén waves in the IAR in the
presence of parallel and perpendicular density gradi-
ents (Lysak and Song 2008) reveal the formation of
narrow-scale Alfvén waves which may be important
in the auroral acceleration process. Figure 13.9 illus-
trates the Ex electric field component at various times
after excitation. Interference between waves reflected
from the ionosphere and the IAR leads to small scale
structure that develops with time, and increases with
increasing Pedersen conductance.

A statistical study of observations from the CHAMP
spacecraft has revealed the existence of bursts of very
intense kilometer-scale FACs in the auroral regions
(Rother et al. 2007).

In summary, there is accumulating evidence on the
formation and properties of the IAR, and while this
may ultimately be important for some auroral pro-
cesses, more work is required to clarify the role the
IAR plays in determining the occurrence and proper-
ties of Pc1 pulsations on the ground across a range of
latitudes.

13.4.2 Effects of ULF Waves on the
Ionosphere

ULF wave fields drive perturbations in the iono-
sphere that may be detected with high frequency (HF)
Doppler sounders (e.g. Menk et al. 1983; Menk 1992)
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Fig. 13.9 Ex component of the electric field at 1, 4, 7 and 10 s after excitation by a 1 Hz 10 km wave field incident at 4 RE on a
density cavity (Figure 2 from Lysak and Song 2008)

or HF radars (Ponomarenko et al. 2003) including
the low latitude Arecibo radar (Ganguly and Behnke
1982). Doppler sounder measurements, in particular,
have revealed the existence of a significant popula-
tion of very high-m waves that is largely hidden from
ground magnetometers (Wright et al. 1999; Wright and
Yeoman 1999; Yeoman et al. 2000; Baddeley et al.
2005b). A very detailed review of new developments
in HF radar science over the past decade was presented
by Chisham et al. (2007).

The process by which Alfvén waves incident on
and propagating through the ionosphere lead to ULF
ionospheric Doppler oscillations was first described in
detail by Poole et al. (1988) and Sutcliffe and Poole
(1989). This was extended and generalized by Waters
et al. (2007) to incorporate a mixture of downgo-
ing wave modes and oblique magnetic field geometry,
providing good agreement with observed Doppler
shifts for an m∼150 and m∼10 event recorded by HF
sounders near 66◦ latitude. The modeling is sensitive

to the choice of wavenumber kx and ky and the incident
wave mode mixture, but shows that the main contribu-
tion to the ionospheric Doppler shift arises from e×Bo

advection motion of the ionospheric plasma driven by
the ULF wave electric field.

Menk et al. (2007) reported a study of ULF Doppler
oscillations in the ionosphere recorded with an array
of HF sounders and ground magnetometers over
L = 1.56–2.77. They examined the ionosphere-ground
amplitude and phase relationship (see Fig. 13.10) for
the perturbations as a function of frequency and lati-
tude and compared these with the Waters et al. (2007)
model predictions. As the incident wave mix changed
from purely fast mode away from resonance to largely
shear Alfvén mode at resonance, there was a pro-
nounced change in the amplitude and phase of the
ionospheric oscillations. In fact, at these low latitudes
the ULF resonance structure was more clearly evi-
dent in the ionospheric sounder rather than the ground
magnetometer signals.
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Fig. 13.10 Phase difference between ULF perturbations in the
ionosphere and on the ground at low latitudes. Arrows indi-
cated FLR frequencies and harmonics (Figure 2 from Menk et al.
2007)

An unusual result is the observation at L = 1.3 with
the Arecibo radar of 1.7 mHz oscillations in iono-
spheric plasma frequency at two points 160 km apart
in the F-region (Dyrud et al. 2008). The perturba-
tion spectrum was qualitatively similar with GOES-10

magnetic field and WIND solar wind number density
spectra, suggesting the ionospheric oscillations were
caused by ‘magic frequency’ ULF waves propagating
Earthward from the solar wind.

These results provide an interesting comparison
with observations of 1.7–1.9 mHz oscillations by
SuperDARN HF radars. Menk et al. (2003) showed
that solar wind pressure variations in this range stim-
ulated ULF waves and FLRs recorded by ground
magnetometers, and ionospheric and ground scatter
returns in high latitude HF sounder and radar signals.
More recently, Mthembu et al. (2009) also reported
the observation of ‘magic’ frequencies, in particular
1.9 mHz FLRs, in radar returns and in the upstream
solar wind.

ULF waves also cause perturbations in the total
electron content (TEC) of the ionosphere (Poole and
Sutcliffe 1987; Karatay et al. 2010). The resultant
time delays and phase shifts in HF signals propagating
through the ionosphere affect GPS and radio astron-
omy operations (Skone et al. 2009; Waters and Cox
2009).

Mid-latitude radars can detect the ionospheric
signatures of sub-auroral Pi2 pulsations associated
with substorm expansion (Gjerloev et al. 2007).
Comparison by them of the observed amplitude and
phase relationships for a given event with the Sciffer
et al. (2004) model suggests the incident wave is pre-
dominantly shear Alfvén mode wave with m∼2.3. The
measured and modeled perturbations are compared in
Fig. 13.11.

The inverse process, the production of ULF waves
through modification of ionospheric density with mod-
ulated RF transmissions, has been demonstrated on
open field lines at 1.67 mHz (Clausen et al. 2008). It is
also possible in this way to artificially enhance FLRs
on closed field lines, through the production of an

Fig. 13.11 Wallops HF radar
line-of-sight drift velocities
(black dots), ground magnetic
field perturbation bx (blue)
and modeled ground field
perturbation bx (red line) for a
mid-latitude Pi2 event (Figure
4 (top) from Gjerloev et al.
2007)
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oscillating current system in the ionosphere (Badman
et al. 2009). The resultant FLRs were detected by the
Cluster spacecraft at ∼11 RE altitude. This is the first
such report of field line ‘tagging’ by joint ground- and
space-based techniques.

In conclusion, ULF field line signatures can be
recorded in the ionosphere from low to high lati-
tudes. In the latter case the waves may arise from
solar wind pressure perturbations, or be triggered
by substorms. Under appropriate assumptions of hor-
izontal wave number and mode mix of the inci-
dent waves, relatively simple models can predict
the resultant amplitude and phase profile reasonably
well. Extension of these models to higher dimen-
sions would provide more information on ULF wave
properties at the ionosphere. It is clear, however, that
ionospheric sounders can provide new information
not available from magnetometers on ULF waves at
the lower boundary of the magnetosphere-ionosphere
system.

13.5 Consequences and Applications
of ULF Waves

Since the Alfvén velocity depends on mass density
and magnetic field strength, and since ULF waves
propagate throughout the magnetosphere, they can be
used as a diagnostic probe of magnetospheric den-
sity and hence structure, source region locations, and
solar wind conditions (e.g. Obayashi and Jacobs 1958;
Troitskaya 1961; Gul’yel’mi 1966; Troitskaya and
Gul’yel’mi 1967, 1970). While much of the Earth’s
surface lies at low geomagnetic latitudes, the corre-
sponding magnetic field lines map to a small fraction
of the magnetospheric cavity which is difficult to study
using spacecraft. Furthermore, due to charging effects
it is difficult to measure the cold (< 1 eV) ion density
that comprises the bulk of the inner magnetosphere
population. Therefore ground-based observations are
important for studying the inner magnetosphere (e.g.
Menk et al. 1999, 2000). New analysis techniques
including automated FLR detection algorithms facili-
tate such studies. At radiation belt altitudes particles
can lose or gain energy via wave-particle interactions
while waves are amplified or damped, and particles can
be scattered into the loss cone and precipitate to low
altitudes. Such interactions may have space weather
consequences. It has also been suggested that some

properties of ULF waves may be linked to seismic
activity, and health effects.

13.5.1 Magnetospheric Remote Sensing

It has long been recognized that measurement of
the eigenfrequency of magnetospheric field line reso-
nances can provide information on the mass density
threading the field line, mostly near the equatorial
plane where the field-aligned Alfvén speed is a min-
imum (e.g. Obayashi and Jacobs 1958; Gul’yel’mi
1966; Poulter and Nielsen. 1982; Orr 1984). However,
the distribution of plasma mass density along the field
line alters the harmonic spacing of ULF resonances
(Poulter et al. 1988; Takahashi et al. 2004) and
mass loading due to heavy ions of ionospheric origin
becomes important at low latitudes (Hattingh and
Sutcliffe 1987; Waters et al. 1994). At high latitudes
the field line geometry, and in particular the diurnal
variation, plays an important role in determining the
resonance frequency (Waters et al. 1995). Use of the
dipole approximation introduces errors in mass density
estimates for L >∼3 (Singer et al. 1981; Berube et al.
2006). The structure and location of Pc1-2 waves also
provides a convenient diagnostic of high latitude topol-
ogy (Menk et al. 1992). Ground based techniques for
determining the FLR frequency were outlined in Menk
et al. (1999).

There is growing use of ground ULF wave FLR
observations to monitor magnetospheric properties
such as the radial density distribution (Waters et al.
1996; Loto’aniu et al. 1999; Menk et al. 1999; Dent
et al. 2003) and hence the plasmapause position
(Milling et al. 2001; Menk et al. 2004; Dent et al.
2006), the presence and evolution of plasmaspheric
plumes and biteouts (Abe et al. 2006; Grew et al.
2007; Takahashi et al. 2008), refilling processes (Dent
et al. 2006; Obana et al. 2010), and the location of
the open-closed field line boundary (Ables and Fraser
2005). Such remote sensing using ground-based obser-
vations of standing Alfvén waves is sometimes termed
normal mode magnetoseismology (Chi and Russell
2005). Comparison with other techniques allows the
plasma composition to be determined (Grew et al.
2007; Takahashi et al. 2008).

A statistical study of ULF field line resonance fre-
quencies at low latitudes (L < 2) has demonstrated
that the daily average FLR frequency, and hence
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plasmas-pheric mass density, follows the 27-day vari-
ation in F10.7 solar flux with a 1–2 day time delay
(Vellante et al. 2007). This shows that at low latitudes
the FLR frequency is clearly controlled by the solar
EUV irradiance, and the flux tubes may be regarded
as being in diffusive equilibrium with the underlying
ionosphere. Vellante et al. also noted a pronounced
annual variation in mass density, which probably varies
with longitude as determined for electron densities
using VLF whistler measurements (Clilverd et al.
1991) and is probably due to the tilt of the magnetic
dipole axis from the rotation axis. The existence of
quarter-mode FLRs near the dawn terminator points
to the need for caution in FLR-based magnetospheric
density surveys (Obana et al. 2008).

It is interesting to compare FLR-derived estimates
of mass density near the equatorial plane with indepen-
dent determinations of electron density, which can be
used to determine the heavy ion mass loading factor
(Menk et al. 1999). In particular, due to mass load-
ing effects the electron and heavy ion density profiles
may be significantly different at the plasmapause or
plume boundaries, especially in the presence of an
O+ torus (Fraser et al. 2005). Sometimes the domi-
nance of heavy ions in the plasmatrough may mask the
plasmapause and plasma plume boundaries compared
to electron number density or light ion data (Takahashi
et al. 2008).

An intercalibration of ULF-derived mass densities,
electron densities from VLF whistler measurements
and IMAGE spacecraft RPI data, and IMAGE EUV
He+ density estimates, was described by Clilverd
et al. (2003). Grew et al. (2007) mapped the pres-
ence of a plume and biteout and showed that during an
extended disturbed interval the H+:He+:O+ composi-
tion by number in the plasmasphere and plasmatrough
(near L = 2.5) was ∼ 82:15:3, but just outside the
plasmapause the O+ concentration exceeded 50%, sug-
gesting the presence of an oxygen torus. Takahashi
et al. (2008) compared mass density measurements
based on in situ E and B field measurements from
CRRES, with electron number densities measured by
the same spacecraft, and found that in a plasma plume
H+ was the dominant species, while O+ accounted for
∼90% of the mass density.

Earlier, Berube et al. (2005) had compared the
FLR-based mass density between L = 1.7 and L = 3.2
with in situ plasmaspheric electron densities deter-
mined from the IMAGE RPI, finding that heavy ion

concentrations were enhanced during large storms,
when a heavy ion torus is likely to form. Mass density
has been found to rapidly increase over 1.6 < L < 5.1
immediately following a very large storm onset due to
rapid outflow of ionospheric O+ (Kale et al. 2009), fol-
lowed by plasmaspheric density depletion and refilling
for the next few days.

A detailed study of post-storm refilling using
ground-based FLR observations was reported by
Obana et al. (2010). They found that refilling takes 2–3
days for L = 2.3 flux tubes, 3 days at L = 2.6, and over
4 days for L > 3.3, and determined the upward plasma
flux (at the 1000 km level) and the daily average refill-
ing rate. Finally, by comparison with IMAGE-EUV
and VLF whistler data they estimated the O+ plasma
concentration was of order 3–7% at L = 2.3 and 6–13%
at L = 3.0.

The cross-phase technique (Waters et al. 1991)
is perhaps the best-known method for determining
toroidal mode FLR frequencies with closely-spaced
ground stations. Kale et al. (2007) showed that where
the radial density gradient exceeds r−8 (i.e. near a
steep plasmapause) the cross-phase is reversed. Such
cross-phase measurements all relate to the magnetic
H component between meridionally spaced stations.
Menk et al. (2006) demonstrated that the D component
cross-phase may also provide information on poloidal
mode resonances.

These methods rely upon knowledge of the field-
aligned density distribution, which is often assumed to
obey a power law (e.g. Cummings et al. 1969; Berube
et al. 2005; Vellante and Förster 2006). This assump-
tion, and improvements, have been discussed by many
authors (e.g. Schulz 1996; Denton and Gallagher
2000). The spacing of FLR harmonics allows the mass
density at points along the field line to be deter-
mined without assuming any functional form for the
density distribution (Price et al. 1999). Satellite mea-
surements of toroidal resonance harmonics near L=7
suggest that the field-aligned density distribution is
better described by a polynomial series (Takahashi
et al. 2004; Takahashi and Denton 2007), revealing an
equatorial density enhancement in the afternoon sector
at geostationary orbit and near 4.8 RE (Denton et al.
2009) where density varies with L like L−4. However,
in many situations the simple power law approach
allows the radial density profile to be estimated within
observational uncertainty limits (Menk et al. 2004;
Vellante and Förster 2006; Maeda et al. 2008).
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In addition to using the eigenfrequency of stand-
ing Alfvén field line eigenoscillations to estimate mass
density, it is also possible to estimate the density dis-
tribution and hence Alfvén speed required to explain
the measured travel time of MHD waves through the
magnetosphere and to the ground (Matsuoka et al.
1997; Chi et al. 2001; Howard and Menk 2001, 2005;
Ponomarenko et al. 2005; Chi et al. 2006). The waves
essentially obey Huygens’ and Fermat’s principles and
follow the path that minimizes the travel time and con-
serves the most wave energy; this path involves fast
mode MHD waves propagating initially Earthward in
the equatorial plane and converting to field-aligned
Alfvén waves. This is a fairly common concept in
geophysics (e.g. Moser 1991) and explains why Pc3
ULF pulsations appear to propagate poleward across
the ground at high latitudes (Howard and Menk 2005).

In conclusion, magnetoseismology offers the ability
to remotely monitor magnetospheric properties includ-
ing the plasmapause location, the radial density profile,
and under certain conditions the presence of plasma
plumes, the field-aligned density distribution, and the
plasma composition. Measurements of the field line
eigenfrequency and harmonics are the most established
techniques for this, although the wave travel time can
also provide information on the density distribution.
Further intercalibration studies are required to com-
pare ground-based mass density estimates with in situ
observations in order to understand the full utility of
the technique, and the precision of composition esti-
mates. It would also be interesting to study how mass
loading and hence plasma composition varies with
magnetic activity and L.

13.5.2 Energization of Magnetospheric
Particles

In recent years there has been considerable interest
regarding the role and efficiency of ULF waves in
accelerating trapped magnetospheric particles, espe-
cially in the radiation belts (e.g. O’Brien et al. 2003;
Summers et al. 2007; Shprits et al. 2008a, b). A
detailed review was presented by Elkington (2006).

Many observational studies have highlighted an
association between Pc3-5 ULF waves and the ener-
gization of radiation belt electrons, particularly at
geosynchronous altitude (e.g. Mathie and Mann 2001;
O’Brien et al. 2003). In fact, long duration elevated

Pc5 wave power seems to be a strong predictor of
enhancements in relativistic electron fluxes at geosyn-
chronous orbit (O’Brien et al. 2001). Statistically there
is a strong correlation between solar wind speed, Pc5
ULF wave power and MeV electron fluxes throughout
the outer radiation belt, with the highest correlations
late in the declining phase of the solar cycle when the
radiation belts are most intense (Mann et al. 2004).
There is also a clear and systematic time lag, with MeV
electron fluxes at geosynchronous altitudes lagging the
peak in ULF wave power by ∼2 days, before peaking
later at lower L shells.

Electron distribution functions in the radiation
belts often peak at pitch angles perpendicular to the
background field, and diffusive cross-L transport of
electrons is believed to involve resonant interaction of
the electron drift motion with ULF electric and mag-
netic field oscillations. Such processes violate the third
adiabatic invariant and require the superposition of
multiple stochastic interactions when averaged over a
statistical ensemble incorporating different wave fre-
quencies and phases, LT distribution, and variations in
solar wind pressure (Ukhorskiy et al. 2005; Degeling
et al. 2006; Elkington 2006).

Test-particle simulations have shown that perturba-
tions in electric and magnetic fields are induced across
wide regions of the magnetosphere by global magne-
tospheric compressions due to ULF variations in solar
wind dynamic pressure and presumably also FLRs and
magnetosonic waves (Ukhorskiy et al. 2006). Resonant
interaction of the drift motion of electrons with these
fields drives cross-L transport and radial diffusion
in the inner magnetosphere, although the collective
motion of outer belt electrons can exhibit large devi-
ations from simple radial diffusion (Ukhorskiy and
Sitnov 2008).

Diffusion models require the perpendicular electric
and compressional magnetic diffusion coefficients to
be specified in terms of ULF wave power. This means
in turn that ground observations of ULF wave power
need to be mapped to the equatorial plane. Analytical
(e.g. Ozeke et al. 2009) and empirical/statistical (e.g.
Brautigam et al. 2005) approaches may be used.

The average rate of radial diffusion is described by
the diffusion coefficient and is a function of L, the
wave power and mode structure. Time scales are typi-
cally of order a day (Elkington 2006). Loto’aniu et al.
(2006) used ground magnetometer observations dur-
ing a very large storm, when large amplitude ULF
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waves and relativistic electrons were recorded deep
in the slot region (L∼2–3), to calculate the in situ
equatorial poloidal electric field PSD values and hence
determine the radial diffusion rates. They found diffu-
sion rates were 3–5 h at L > 4 and 12–24 h for L < 4,
able to account for the observed increase in relativistic
electrons in the slot. O’Brien et al. (2003) had ear-
lier found during a solar cycle-long statistical survey
that ULF activity is probably responsible for the main
electron acceleration at geosynchronous orbit, but that
VLF/ELF wave interactions were required to account
for electron flux peaks at L∼4.5.

The ULF waves responsible for radial transport of
trapped electrons are often believed to be toroidal
mode Pc5 waves such as FLRs with low azimuthal
wavenumbers and radially directed electric field per-
turbations (e.g. Elkington et al. 2003; Ukhorskiy and
Sitnov 2008; Degeling et al. 2008). In reality the waves
usually exhibit a mixture of toroidal and poloidal
modes (e.g. Ukhorskiy et al. 2005; Loto’aniu et al.
2006), and although the radial electric field of the
toroidal component often dominates observations, dif-
fusion rates due to the azimuthal electric fields of the
associated poloidal modes are much more important

(Ukhorskiy et al. 2005; Elkington 2006). Figure 13.12
shows results of numerical test particle simulations for
1 MeV electrons, compared to theoretical expectations,
for m=1 ULF waves with azimuthal and radial electric
fields based on a statistical survey of wave obser-
vations from CCRES. The required stochasticity in
electron motion is assumed to arise due to randomness
introduced by solar wind turbulence.

There have been concerns that radial diffusion can-
not account for the relativistic particle fluxes that
occur during storms (e.g. Horne et al. 2005). A non-
diffusive mechanism for the energization of electrons
by Pc5 ULF waves has been proposed by Degeling
et al. (2006, 2008). This involves adiabatic transport
due to drift resonance interaction between individ-
ual packets of coherent, narrowband compressional
waves and equatorially mirroring MeV electrons, lead-
ing to localized peaks in electron phase space density.
The initial time-dependent compressional waves may
be launched from disturbances at the magnetopause,
have low azimuthal wavenumber (m∼3) in the mag-
netosphere, and couple to FLRs. The waves were
modeled with an ideal MHD approach in a dipo-
lar geometry and only azimuthal fields, well away

Fig. 13.12 Diffusion rates
for 1 MeV equatorial
electrons due to low m ULF
waves. Top: azimuthal electric
field; theoretical values shown
with solid lines, and
numerical values with square
symbols. Middle: radial
electric field. Bottom:
background field asymmetry
(Figure 5 from Ukhorskiy
et al. 2005)
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from the FLR, were considered. Because the wave
phase speed and the azimuthal electron drift speed
need to be similar, the drift resonance interaction
region is limited to a range in L that depends on the
wave amplitude.

While much attention has focused on low-m ULF
waves, large amplitude internally generated high-m
Pc4-5 waves also occur at storm times. Ozeke and
Mann (2008) considered guided poloidal waves with
mainly azimuthal electric fields and m ≥10. The waves
can be generated by the N=2 drift-bounce resonance
interaction with energetic ring current ions (∼10–
15 keV H+ or ∼100–300 keV O+). Such ion popula-
tions may occur in the inner magnetosphere at storm
times when the plasmapause is at low L. The resultant
waves have eastward phase propagation. In turn, east-
ward drifting >1 MeV radiation belt electrons may
undergo drift resonance with the fundamental mode
waves at L∼3–4. Note that the high-m poloidal waves
could also be produced by other mechanisms, such
as the Kelvin-Helmholtz instability, and are partially
or largely screened from the ground due to spatial
integration effects. This mechanism provides an inter-
esting and potentially important process for particle
energization at storm times.

The arrival of interplanetary shocks can stimulate
high-m poloidal and toroidal waves throughout the
magnetosphere, and Zong et al. (2009) used Cluster-
Double Star observations to record the almost simul-
taneous enhancement of energetic electron fluxes in
the radiation belt, probably due to drift-resonance
acceleration by the waves.

Higher frequency plasma waves may accelerate
radiation belt electrons through gyroresonant inter-
actions. This includes EMIC waves (Summers et al.
2007) and fast magnetosonic waves with frequency
below the lower hybrid resonance frequency but above
the local proton gyrofrequency (i.e. in the range 20–
60 Hz) (Horne et al. 2007). The waves are generated
by ion ring distributions in the ring current at fre-
quencies close to harmonics of the proton gyrofre-
quency, and interact with electrons and ions via the
Doppler shifted cyclotron resonance. While it is gener-
ally believed that whistler mode chorus waves are very
effective in accelerating electrons to MeV energies
(e.g. Horne et al. 2005), Horne et al. (2007) suggested
that magnetosonic waves may be equally important in
accelerating these particles.

Recently attention has focused on the energization
of auroral electrons by inertial Alfvén waves (e.g.
Chaston et al. 2003; Seyler and Liu 2007). This topic
is not reviewed here. Note however that the fluxes
of energetic electrons and ions may be modulated by
low-m standing toroidal mode Pc5 ULF waves in the
outer magnetosphere, probably due to drift resonance
interactions (Zong et al. 2007).

In conclusion, statistical and case studies show that
ULF waves likely play a major role in the energiza-
tion of relativistic particles in the radiation belts and
into the slot. Questions remain concerning the rela-
tive contributions of different Pc5 wave types: radial
diffusion due to broadband low-m waves, adiabatic
transport due to time dependent compressional waves,
and high-m waves in the ring current, as well as the
role of EMIC waves.

13.5.3 Precipitation of Magnetospheric
Particles

Many studies confirm that EMIC waves may cause
pitch angle scattering and precipitation into the atmo-
sphere of energetic protons (e.g. review by Yahnin and
Yahnina 2007) and electrons (e.g. review by Millan and
Thorne 2007).

Yahnin and Yahnina (2007) outlined observations
demonstrating that localized precipitation of energetic
protons is due to the scattering of particles into the
loss cone by Pc1 ICWs in the equatorial plane. In the
morning sector localized proton auroras may be con-
nected with Pc1 sources associated with undulation
of the plasmapause surface, while in the evening sec-
tor the waves may be generated near plasmaspheric
plumes (e.g. Spasojević et al. 2004). Observations
detailing the formation of an isolated subauroral pro-
ton arc (30–80 keV protons at L∼4) in the premidnight
sector in association with intense Pc1 EMICWs near
the plasmapause were presented by Sakaguchi et al.
(2007).

There is accumulating observational evidence that
EMIC waves are also responsible for relativistic elec-
tron precipitation (REP) after geomagnetic storms (e.g.
Lorentzen et al. 2000; Meredith et al. 2003; Loto’aniu
et al. 2006; Clilverd et al. 2007b; Blum et al. 2009).
Examining an isolated proton aurora, Miyoshi et al.
(2008) compared ground-based optical observations,



244 F.W. Menk

co-located magnetometer measurements of associated
Pc1 pulsations, and data from the POES-17 satellite
as it passed over the ground stations showing precip-
itating 10s of keV ions and MeV electrons. DMSP
mapped this region to the plasmapause. Miyoshi et al.
were then able to demonstrate that the pitch angle dif-
fusion coefficients were consistent with scattering of
the relativistic electrons by the EMIC waves.

Results from a new and independent method for
detecting REP were presented by Rodger et al. (2008),
who have established a global network of VLF
receivers which monitor the absorption of artificially
produced VLF signals along a range of subionospheric
paths. REP results in localized VLF absorption at alti-
tudes below ∼70 km. Riometer absorption is weak
or absent at these times. They detected such events
near the plasmapause during small geomagnetic dis-
turbances in association with IPDP/Pc1 EMIC activity
recorded on ground based magnetometers.

There has also been considerable effort on model-
ing the process by which EMICWs scatter radiation
belt electrons. This is usually regarded as a gyrores-
onance process and treated with a bounce-averaged
quasi-linear diffusion approach (e.g. Summers et al.
2007). Jordanova et al. (2008) described a kinetic
ring current-atmosphere interaction model (RAM) that
includes radiation belt electron and ring current ion
interactions with EMICWs whose excitation is incor-
porated self-consistently, and incorporates convective
and diffusive transport and various loss processes.
Using initial conditions referenced to observations and

empirical models, they calculated the global precipitat-
ing electron and ion fluxes at 200 km altitude at various
times during the large 21 October 2001 storm, finding
that REP due to EMICWs maximized at L≈4.5 near
dusk at hour 18 but with localized patches elsewhere.
Outward radial diffusion was the main loss process
for L > 5, while ion precipitation was most intense at
low L shells at hour 24. Figure 13.13 summarizes their
results, which compare favorably with observational
studies mentioned above.

In contrast to gyroresonance scattering that vio-
lates the first invariant, Shprits (2009) pointed out that
bounce resonance interaction with magnetosonic and
EMIC waves, violating the second invariant, may be
an important process for pitch-angle scattering of par-
ticles mirroring near the equator. It should be noted
that the interaction between radiation belt electrons
and EMICWs can be highly nonlinear (Albert and
Bortnik 2009) and that the waves can be highly oblique
(Khazanov and Gamayunov 2007).

13.5.4 New Techniques

As outlined earlier, there is growing use of ULF FLR
measurements for magnetospheric remote sensing. The
tedium of manually determining resonance frequen-
cies and the existence of large ULF wave datasets has
led to the development of automated detection algo-
rithms (Berube et al. 2003; Vellante et al. 2007). An
automatic algorithm to identify Pc1 wave events and

Fig. 13.13 Computed global
distribution of energetic
electron and ion number
fluxes at selected times after
0000 UT on 21 October 2001
due to interactions with EMIC
waves (Figure 6 from
Jordanova et al. 2008)
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simultaneously characterize their polarization proper-
ties has also been developed by Bortnik et al. (2007),
who illustrated its use on 6 months of data. Their
statistical analysis included the determination of cross-
correlation for 12 wave parameters including wave
frequency and bandwidth, azimuth angle, plasmapause
location, and He+ gyrofrequency.

The performance of FFTs to identify ULF waves
in such procedures has been compared with wavelet
transform (WT) techniques (Boudouridis and Zesta
2007; Heilig et al. 2007; Murphy et al. 2009), max-
imum entropy spectrum analysis (MESA; Ndiitwani
and Sutcliffe 2009), Wigner-Ville distributions (WVD;
Chi and Russell 2008), and Hilbert-Huang transforms
(HHT; Kataoka et al. 2009). The FFT seems to outper-
form the continuous WT in automated FLR detection
approaches (but the Morlet WT is better where the sig-
nal changes rapidly), while the WVD offers several
advantages (especially for time-varying signals such as
Pi2, Pc1 packets and phase skips in Pc3-4) including
the ability to determine wave polarization properties.
However, it is important to first detrend the data series
and the WVD approach is more computationally inten-
sive than the FFT or wavelet approaches. The HHT
decomposes the waveform into a small number of
intrinsic mode functions for which the instantaneous
frequency is determined by the Hilbert transform. The
method is particularly well suited for irregular signals
such as Pi1, Pi2 and storm-time Pc3 packets.

The use of discrete wavelet transforms (DWTs)
based on the Meyer wavelet for detecting Pi2 signals
was first evaluated by Nosé et al. (1998). A detector
and locator of substorm onsets based on Pi1/2 detec-
tion in this way was described by Milling et al. (2008)
and Murphy et al. (2009). The first of these papers
illustrated the use of the Meyer DWT to determine
the onset time (resolution ∼16 s) and location of Pi1
activity at substorm onset, and the subsequent expan-
sion rate. The locations of the upward and downward
field aligned currents were also determined. The sec-
ond paper validated the DWT technique by comparing
ULF wave onset times and locations for 5 substorms
and one pseudobreakup with IMAGE-FUV observa-
tions. Figure 13.14 shows an example for a substorm
initiated over the CARISMA magnetometer array.

A ‘wave telescope’ field line resonance detector for
multipoint data was described in detail by Plaschke
et al. (2008). The technique estimates the spectral
energy density of the wave field across a station array,

Fig. 13.14 Contours of Pi1/2-based onset times for a substorm
on 3 June 2005 (Figure 6 from Murphy et al. 2009)

and is thus able to find hidden FLR phase struc-
tures because of the coherency across a large area.
The use of the detector was demonstrated on 1 year
of ground magnetometer data from the CARISMA
array, where FLR properties such as time distribution,
location, azimuthal wavenumber, see Fig. 13.15, were
determined.

An important concern in magnetospheric physics is
mapping ground-based observations to the magneto-
sphere. Ozeke et al. (2009) have shown analytically
how to map magnetic field amplitudes observed on the
ground, through the ionosphere, to electric field ampli-
tudes in the equatorial plane for the guided toroidal
and poloidal modes. They also compared numerical
solutions with an observational example of a guided
toroidal FLR, providing two simple expressions for

Fig. 13.15 Distribution of FLR events in 1 year of CARISMA
ground data sorted by LT and azimuthal wavenumber (Figure 10
from Plaschke et al. 2008)
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determining the ionospheric magnetic field and hence
the equatorial electric field.

In conclusion, several important new techniques
have been recently developed to facilitate the auto-
matic detection of Pc1 ULF waves, Pi1 and Pi2 and
hence substorm onsets, and FLRs, and for determin-
ing wave properties in space using ground instruments.
These techniques should provide new opportunities for
statistical and detailed case studies using existing and
growing new datasets.

13.5.5 Other Effects

There have been reports for many years that Pc1
pulsations may be associated with seismic activity
(e.g. Hayakawa et al. 2006, and associated special
issue; Fraser-Smith 2008), particularly as precursors
(Dovbyna 2007). Causative mechanisms are often dis-
cussed in terms of ionospheric perturbations, although
there have also been many reports of no correla-
tion between ULF/ELF/VLF phenomena, ionospheric
properties and earthquakes (e.g. Rodger et al. 1996).
It has also been suggested that the spectral power law
across the ULF range is modified by the appearance of
flicker noise before large seismic events (Smirnova and
Hayakawa 2007).

Bortnik et al. (2008b) described a detailed and care-
ful statistical study, spanning 7.5 years, of Pc1events
(8913 events) and nearby earthquakes (434 M > 3.0
events within 200 km) at a low latitude site. They found
a statistically significant increase, by a factor of 3–5,
in the occurrence probability of daytime Pc1 pulsa-
tions ∼5–15 days prior to an earthquake. Their results
are summarized in Fig. 13.16. Evidence of earthquake
precursors in the 0.01–0.5 Hz range has also been pro-
vided by Fraser-Smith et al. (1990) and Fraser-Smith
(2008).

One of the main difficulties in this type of work is
discriminating any seismic effect from the background
of naturally-occurring global geomagnetic pulsations
and artificial noise effects. Hattori et al. (2004a) exam-
ined for this purpose the effectiveness of a principal
component analysis method, based on eigenvalue anal-
ysis of the covariance matrix of the observed signal
matrix, for frequencies >10 mHz and M > 6 earth-
quakes. They also accounted for possible shaking of
the sensors. Looking at 8 months data, they found
earthquake-related enhancements in ULF activity first

Fig. 13.16 Relative probability of Pc1 occurrence (a) prior to
an earthquake, (b) with respect to a similar number of random
events, and (c) normalized for LT. (Figure 4a–c from Bortnik
et al. 2008b)

appeared about 2 weeks prior to and peaking a few
days before, a large earthquake, with an average inten-
sity of order 10–2 nT over the frequency range. Further
extensive studies were reported in Hattori et al. (2004b,
2006). Fraser-Smith et al. (1990) reported similar
effects, including ‘an exceptionally high level of activ-
ity’ immediately preceding an M = 7.1 earthquake.

There have also been recent reports that Pc1 pulsa-
tions present a potential hazard for myocardial infarc-
tion (Kleimenova et al. 2007) and other medical condi-
tions (Matveyeva and Shchepetnov 2007). The former
reports a study of nearly 86,000 instances over 3 years,
suggesting that in winter, days of high myocardial
incidence correspond with high Pc1 incidence.

There is much discussion in the media regard-
ing human effects on the environment. Guglielmi and
Zotov (2007) considered whether there may be a
weekend effect of human origin on Pc1 wave occur-
rence. They examined Pc1 activity at Borok (L=2.9)
over 1958–1992 and found an inherent enhancement
in Pc1 occurrence of about 10% on weekends, and
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Fig. 13.17 Evolution of the weekend effect in Pc1 activity over
35 years (Figure 4 from Guglielmi and Zotov 2007)

that this value is increasing: see Fig. 13.17. In a previ-
ous 12-year study of Pc1 activity Fraser-Smith (1979)
suggested that such an effect may be related to the
level of power line harmonic radiation into the mag-
netosphere during weekends. This is an outstanding
question: for example, could lower levels of artificial
noise on weekends simply facilitate detection?

In conclusion, further work is required to establish
whether enhanced Pc1 activity may generally precede
earthquakes, and if so, the physical mechanism. The
cause of the weekend effect in Pc1 activity also needs
to be established.
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Abstract
Low-orbiting observations at satellites with high-accuracy magnetometers onboard
(Oersted, CHAMP, ST5) have provided the possibility to examine the ULF wave
(Pc3, Pi2, Pc1) structure in the topside ionosphere. Pc3 waves were detected very
clearly in the compressional component of the satellite magnetic data, whereas on the
ground, their signature was found in the H component. The relationships between the
Pc3 wave compressional magnetic component above the ionosphere and the ground
response can be produced by two different mechanisms: (a) an incident Alfven wave
generates an evanescent fast mode as a result of its interaction with the anisotropi-
cally conducting ionosphere; (b) transport of ULF wave energy from a distant source
towards the ionosphere predominantly occurs via the fast mode. Numerical modeling
and analytical estimates have been applied to the interpretation of Pc3 waves observed
by CHAMP in the upper ionosphere and by ground stations at mid-latitudes. The
observed ratio between the compressional component in space and the ground signal
corresponds better to the scenario of direct fast mode transmission to the ground. To
interpret simultaneous observations of low-latitude Pi2 pulsations at CHAMP and on
the ground a simple analytical model which couples an incident compressional wave
above the equatorial ionosphere with the ground response can be used. The ampli-
tude and phase relationships between Pi2 signals in the upper ionosphere and on the
ground at conjugate stations Tihany and Hermanus (L∼1.8) match the theoretical
predictions.

V. Pilipenko (�)
Space Research Institute, Moscow 117997, Russia
e-mail: pilipenk@augsburg.edu

14.1 Introduction: Simultaneous
Observations of ULF Waves
by Low-Altitude Satellites
and Ground Stations

The current knowledge of ULF wave physics is mainly
based on the results of wave observations either in
the near-equatorial magnetospheric domain made with
geosynchronous or high-Earth orbit satellites or in
the lower ionosphere with radar facilities or ground
magnetometers. The region of top-side ionosphere,
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above the F-layer, has remained mostly unexplored.
Previously, the difficulty had been to extract the rela-
tively small pulsation perturbation from the large back-
ground field due to the limited digitization step size
of the satellite magnetometer and to the environmental
noise.

Only recently, advances in precise high-rate low-
noise measurements of the geomagnetic field by low
Earth orbit (LEO) satellites have made it possible to
detect ULF waves in the top-side ionosphere. The
magnetic field measurements from CHAMP are of
unprecedented accuracy and resolution, which have
enabled clearly resolved observations of Pi2 and Pc3
pulsations in the ionosphere at LEO using vector mag-
netic field data. These observations have demonstrated
that earlier opinions claiming that a comparison of
ULF wave observations from a low-altitude satellite
and from the ground is not very promising, because
of the too-rapid movement of the satellite, must be
revised.

14.1.1 Pc3 Waves

In magnetic field measurements from the low-orbiting
near-polar CHAMP satellite (h = 350–450 km) Pc3
waves rather surprisingly were seen clearly in the
magnetic field-aligned b|| component, whereas on the
ground, their signatures were found in the H com-
ponent (Heilig et al. 2007a). The coherence between
ground and satellite wave signatures was high over
wide latitude and longitude ranges. The occurrence of
a significant compressional component b|| of the Pc3
wave structure was unexpected, because traditional
notions assumed that Pc3 waves at the ground were
mainly produced by field line Alfven oscillations.

Observations of Pc3 pulsations by the scalar mag-
netometer on the Oersted satellite (h = 650–900∼km)
also showed the dominance of the compressional com-
ponent (Jadhav et al. 2001). Pc3 wave packets were
almost simultaneous at Oersted and at ground mag-
netic stations. In nighttime events the Pc3 packets
had about the same amplitude, but during the daytime
Pc3 amplitudes at the satellite were larger than on the
ground, especially at lower latitudes.

There have been many observations of compres-
sional Pc3 waves in the near-equatorial regions of the
magnetosphere, which were interpreted as fast mode
inward transport of wave energy from the boundaries

of the magnetosphere (Kim and Takahashi 1999;
Takahashi et al. 1994; Yumoto and Saito 1983). The
main features of the dayside compressional Pc3 activ-
ity at LEO were found to be controlled by interplane-
tary parameters (Heilig et al. 2007b). Wave amplitudes
are controlled by the solar wind speed and the IMF
cone angle, while the dominant frequency is deter-
mined first of all by the IMF strength. All these find-
ings support the upstream origin of the compressional
waves observed at LEO. However, because fast waves
are expected to be reflected from regions with high
Alfven velocity VA, they are expected to be localized
in the near-equatorial plane of the magnetosphere only,
and they can reach the ionosphere only as an evanes-
cent mode. Therefore, the existing theoretical view
assumes that in effect only Alfven waves can reach
the ionosphere. The results of the Pc3 observations
by the magnetometer onboard low-altitude CHAMP
satellite and along the MM100 ground array (Heilig
et al. 2007a) have evidenced that this notion has to be
revised.

For comparison of theoretical predictions with
ground-satellite observations we introduce the ratio κ

of the compressional component above the ionosphere
b|| to the ground magnetic signal b(g)

x (H compo-

nent), namely κ = b‖/b(g)
x . The dependence of κ on

MLT at different magnetic latitudes should elucidate
the role of the ionosphere in the ULF wave struc-
ture. For that, the mean compressional wave power
and the mean power of the H-component in the 20–
70 mHz band were estimated for the period Jan–Apr.,
2003 with wavelet transform (Heilig et al. 2007a).
The global magnetic latitude-MLT dependence of the
CHAMP compressional power demonstrates a near-
noon (09–13 MLT) maximum at low latitudes (<15◦).
In addition, a nighttime maximum at low latitudes
and high-latitude maxima on the day- and nightside
are probably produced by the contribution to the Pc3
band by spatial structures sampled by the fast moving
satellite, namely the equatorial spread F phenomenon
and field-aligned currents. Figure 14.1 shows the MLT
dependence of satellite and ground Pc3 wave power
and satellite/ground amplitude ratio κ , estimated with
the use of data from Tihany (THY, geomagnetic lat-
itude �= 42.4◦) and CHAMP. Comparison of these
plots makes it evident that Pc3 wave power both in
space and on the ground decrease from noon hours to
night time hours by about an order of magnitude. At
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Fig. 14.1 The MLT dependence of (a) satellite and ground power and (b) the satellite/ground amplitude ratio estimated with the
use of data from THY (� = 42◦) and CHAMP for the period Jan–Apr. 2003

the same time, the ratio between the Pc3 amplitudes on
CHAMP and on the ground remains pretty much the
same, varying in the range κ = 1.0 ± 0.5. The same
kind of dependence was found for other magnetic lati-
tude: whereas the Pc3 power varies significantly from
dayside hours to nightside hours, the ratio between
the Pc3 amplitudes remains very stable at practically
all MLT (Pilipenko et al. 2008). The observed ratio
κ for the CHAMP-ground pair decreases slightly with
latitude from ∼1.0 at � = 42◦ to ∼0.5 at � = 57◦.

The multi-component structure of ULF waves in
the top-side ionosphere may be closely related to their
propagation mechanism. That is why we suppose that
the occurrence of a significant compressional com-
ponent deserves thorough consideration. A model to
interpret simultaneous Pc3 observations in the top-
side ionosphere and on the ground was developed in
(Pilipenko et al. 2008). In Section 14.2 we will give a
summary of this model.

14.1.2 Pi2 Waves

Using data from CHAMP, Sutcliffe and Luehr (2003)
were for the first time able to extract and clearly resolve

Pi2 pulsations in vector magnetometer data at LEO.
These observations showed the occurrence of a sig-
nificant compressional component in Pi2 pulsations
at LEO. Pi2 pulsations observed by the Orsted satel-
lite in a low-latitude region were also nearly pure
compressional/fast-mode waves (Han et al. 2004). The
Pi2 compressional component mapped directly to the
H-component on the ground. These observations were
interpreted such that on the night side the Pi2 waves at
low latitude are due to cavity fast mode wave directly
incident to the ground. The idea of mid-latitude Pi2 as
cavity mode oscillatory response of the inner magneto-
sphere to the substorm activation was firmly supported
by numerous satellite observations in the nightside
magnetosphere (Takahashi et al. 1995, 1999; Keiling
et al. 2001).

As an example of simultaneous observations of
nightside Pi2 waves at CHAMP and on the ground we
show observations on April 11, 2004 when the satellite
was in the northern hemisphere (Sutcliffe and Luehr
2010). The comparison of Pi2 signatures in compres-
sional b||, toroidal by, and poloidal bx components at
CHAMP and the horizontal components at the conju-
gate northern and southern stations Tihany (THY) and
Hermanus (HER) at L∼1.8 are shown in Fig. 14.2. The
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Fig. 14.2 Observations of a nightside Pi2 pulsation on April 11,
2004 when CHAMP was in the northern hemisphere. (a) The
panels from top to bottom show the compressional, toroidal, and
poloidal components at CHAMP (solid line) and the H and D
components at conjugate stations HER (dashed line) and THY
(dotted line). (b) and (c) show the spectral characteristics of the

compressional and poloidal components respectively relative to
the H component: the amplitude spectra for CHAMP (solid),
HER (dashed), and THY (dotted). The center and bottom pan-
els show the coherence and phase difference respectively for
HER/CHAMP (solid) and HER/THY (dotted)

amplitude spectra for CHAMP, HER, and THY have a
common peak at ∼16 mHz. The spectral power ratio
at this frequency is κ ∼ 1.0. The compressional com-
ponent in the upper ionosphere is in phase with the H-
component on the ground. The poloidal bx component
is in anti phase with the H-component at ground sta-
tions, but for events when CHAMP is in the southern

hemisphere, the bx component is in phase with the
H-component.

In the Section 14.4 the model will be presented to
couple the compressional component of Pi2 pulsations
observed by low-orbiting satellites with the ground
response.
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14.1.3 Pc1 Wave Packets

Successful attempts have been made to identify high-
frequency Pc1 waves on the ground and on the low-
orbiting satellites MAGSAT (Iyemori and Hayashi
1989), and ST5 (Engebretson et al. 2008). A survey
of ULF waves in the Pc 1 frequency range (0.2–5 Hz)
recorded by the three spacecraft of the ST-5 mission
in a pearls-on-a-string configuration found that regions
with Pc 1 wave activity are highly localized to rather
narrow L shells (<100 km). These observations showed
that at least some of the Pc1 waves in the topside
ionosphere could not be treated as quasi-longitudinally
propagating (k|| ≈ kA >> k⊥, where kA = ω/VA is
the Alfven wave number) ion-cyclotron waves, as com-
monly assumed in theoretical modeling. A mechanism
of the Pc1 wave localization and possible occurrence
of the waveguides along field lines have not been
resolved yet.

14.2 Relationship Between the
Compressional Disturbance Above
the Ionosphere and the Ground
Signal: Model

The ULF wave pattern in the topside ionosphere is a
complicated mixture of incident, reflected, and mutu-
ally converted waves. Therefore, interpretation of the
low-altitude observations and comparison of satel-
lite/ground measurements demands a relevant model.
For low frequencies (Pc3/Pi2 pulsations) an elabora-
tion of such a model is facilitated by the possibil-
ity to use the thin ionosphere approximation. Under
such an approximation the interaction of a plane
wave harmonic with the magnetosphere-ionosphere-
atmosphere-ground system can be described analyti-
cally (Alperovich and Fedorov 2007). However, in the
Pc1/Pi1 range the approximation of a thin ionosphere
is not valid, and the full wave equations in a realis-
tic vertically inhomogeneous ionospheric plasma must
be treated. An additional complication arises, which is
to be taken into account, that a part of the Pc1 wave
energy can be trapped in the ionospheric cavity. This
cavity can serve as a waveguide for the fast magne-
tosonic mode and as a resonator for the Alfven mode.
The channeling of Pc1 wave energy in the ionospheric
waveguide ensures the propagation of the signal to
large distances along the ionosphere (Fujita and Tamao

1988). The partial trapping of the incident wave energy
in the ionospheric Alfven resonator results in oscil-
latory frequency-dependent transmission properties of
the ionosphere in the Pc1 band (Lysak 1997).

The occurrence of ULF compressional disturbance
can be caused by two possible mechanisms:
– an incident Alfven wave generates an evanescent

fast compressional mode upon interaction with
the anisotropically conducting ionosphere (Hughes
and Southwood 1976; Kivelson and Southwood
1988);

– transport of ULF wave energy from a distant source
to the ionosphere occurs predominantly via the fast
magnetosonic mode.

14.2.1 MHD Wave Penetration Through
the Ionosphere to the Ground

The model which will be used represents the mag-
netosphere as a half-space filled with a cold plasma
immersed in a straight magnetic field B0, bounded by
a thin ionosphere – an anisotropically conducting layer
at altitude h with height-integrated conductances �P

and �H. The magnetospheric plasma is characterized
by an Alfven velocity VA and a wave conductance
�A = 1/μ0VA.

In Cartesian coordinate system the x, y and z-axes
are directed southward, eastward, and upwards, respec-
tively. The magnetic field inclination is denoted as I
(>0 in the Northern and <0 in the Southern hemisphere;
vertical B0 corresponds to I = ±π/2, in the equatorial
ionosphere I → 0). In a dipole field the inclination I is
related to the geomagnetic latitude � by the relation-
ship tan I = 2 tan �. The atmosphere and ground are
assumed to be isotropic conductors with conductivities
σ a and σ g.

The wave electric (E) and magnetic (b) fields
can be decomposed into two modes. The magneto-
spheric wave fields are the sum of Alfven (A) mode,
where the disturbed magnetic field b⊥ is perpendic-
ular to B0 and divergence-free, ∇ · b⊥ = 0 , whereas
the longitudinal component is vanishing b|| = 0; and
Fast (F) mode, where b⊥ is curl-free, ∇ × b⊥ = 0,
so that the field-aligned component of the current
vanishes j|| = 0.

An electromagnetic disturbance in the atmosphere
and at the ground is composed of Magnetic H-mode,
where the vertical component of the disturbed electric
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field is absent, Ez = 0; and Electric E-mode, where the
vertical component of the disturbed magnetic field is
absent, bz = 0.

The general set of Maxwell and ideal MHD equa-
tions for the electromagnetic field in the magneto-
spheric plasma may be decomposed into two uncou-
pled sets of equations for A- and F-modes. In a similar
way, the decomposition into uncoupled equations for
E- and H-modes takes place in the atmosphere/ground
region.

We consider a harmonic incident wave
∝ exp(−iωt + ikx) (where k = kx is the compo-
nent of the horizontal wave number in the horizontal
plane), and neglect the azimuthal variations ky = 0.
Then, the magnetospheric modes have the following
properties:

The incident A-mode has an azimuthal magnetic
component b(i)

y only, whereas b(i)
x = b(i)

z = 0; and the

wave electric field with components E(i)
X and E(i)

Z lies in
the meridional plane. The incident F-mode has a non-
vanishing compressional component b(i)

|| (therefore

the b(i)
x and b(i)

z magnetic components are also non-
vanishing), whereas the azimuthal component b(i)

y = 0.

Only the azimuthal electric component E(i)
Y does not

vanish.
The boundary conditions for the electromagnetic

field at the ground surface (z = −h) can be derived via
the spectral surface impedances for E and H modes,
Z(e)

g and Z(h)
g , as follows (Pilipenko et al. 1998)

E(g)
X = Z−1

0 Z(e)
g by and E(g)

Y = Z−1
0 Z(h)

g bx

where Z0 = √
μ0/ε0 is the impedance of free space.

Usually, the wave skin-depth δg = (
2/ωμ0σg

)1/2 in
the ground is much less than the horizontal scale of the
disturbance, that is kδg << 1. In this case the electric

and magnetic impedances coincide, so Zg = Z(e)
g =

Z(h)
g , and for the homogeneous semi-space the surface

impedance is Z/ωμ0 = δg/

√
2i − (

kδg
)2

.
The model is based essentially on analytical rela-

tionships extracted from the general theory of MHD
wave interactions with a thin ionosphere (Alperovich
and Fedorov 2007). The electromagnetic field in the
magnetosphere may be presented as a combination of
incident (i) and reflected (r) waves, e.g. b = b(i) +
b(r) and E = E(i) + E(r). It is convenient to intro-
duce the reflection coefficients, denoted as RFF, RFA,

RAF, and RAA, for the ratio of the horizontal mag-
netic components br of the wave magnetic fields after
and before reflection. Similarly, for the wave pen-
etration to the ground, the transmission coefficients
THF, THA, TEF, and TEA for the ratio of the hori-
zontal magnetic field at the ground to the horizon-
tal magnetic field in the ionosphere before reflection
are introduced. Subscripts A or F indicate the A-
or F-mode in the magnetosphere, and E and H sub-
scripts indicate electric or magnetic mode on the
ground, respectively. The reflection and transmission
matrices

R =
(

RFF RFA

RAF RAA

)
T =

(
THF THA

TEF TEA

)
(14.1)

connect magnetic components at the ionospheric
level in incident b(i)

τ = b(i)
x x̂ + b(i)

y ŷ, reflected b(r)
τ =

b(r)
x x̂ + b(r)

y ŷ, and ground b(g)
τ = b(g)

x x̂ + b(g)
y ŷ waves

(
b(r)

x

b(r)
y

)
= R

(
b(i)

x

b(i)
y

) (
b(g)

x

b(g)
y

)
= T

(
b(i)

x

b(i)
y

)
(14.2)

Owing to the high resistance of the atmosphere,
the current density near the Earth’s surface is much
less than the current density of ionospheric currents.
Therefore, the ratio of magnetic components of the
atmospheric E-mode to the magnetic components in
the ionosphere is very small: the relevant transmis-
sion coefficients |TEA| << 1 and |TEF| << 1. In other
words, the E-mode is only very weakly excited by
magnetospheric disturbances (Anisimov et al. 1993),
and corresponding elements of the transmission matrix
will not be considered further.

In what follows, we consider separately the mecha-
nisms of occurrence of b|| upon incidence of Alfven
and fast waves onto the ionosphere-atmosphere-
ground system.

14.2.2 Incident Alfven Waves

Upon interaction with the anisotropic ionosphere, a
compressional component of the reflected evanescent
mode b‖Acan be produced by an incident Alfven wave

b||A (z) = −RFAb(i)
y exp (iI) exp (−kz) (14.3)
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The ratio κA(z) of the compressional component of an
evanescent mode above the ionosphere b||A (z) to the

ground magnetic signal b(g)
xA is

κA (z) = b||A (z)

b(g)

xA

= − exp (iI)
RFA

THA
exp (−kz) (14.4)

Alfvenic disturbances with f ≤ 0.1 Hz at ionospheric
altitudes have small scales (k < 10−2 km−1) as com-
pared with their field-aligned scales, k >> kA. In this
case for a homogeneous ground σg = const, (14.4) can
be written as follows (Pilipenko et al. 2008)

κA (z) = exp (iI)
sinh (kh)

exp (kz)

×
⎛
⎝1 + ikδg√

2i − k2δ2
g

coth (kh)

⎞
⎠

(14.5)

The second term in brackets in (14.5) describes the
influence of finite ground conductivity σ g on the
ULF wave structure. For a high ground conductivity
and large-scale wave structure, so that kδg << 1 and
kh << 1, (14.5) becomes simply

κA = exp (iI) kh∗ exp (−kz) h∗ = h + (1 + i)δg/2
(14.6)

Thus, the ratio κA between the ground magnetic signal
and the compressional component above the iono-
sphere should not depend on the ionospheric conduc-
tance, but is determined by the ground conductivity,
wave scale, and the altitude of the space monitor.
The latitude (or inclination) determines the phase shift
between the compressional and ground signals, but not
the amplitude of their ratio.

14.2.3 Incident Fast Mode

This mechanism assumes that the wave energy is
transported from a source towards the ground by a
fast mode, without conversion into Alfven waves.
However, the wave scale of the fast mode in the
Pc3 range in the magnetosphere is expected to be
very large (e.g., for T = 30 s, and VA = 103km/s,
kA ≈ 2 × 10−4 km−1). Therefore, fast waves cannot
reach the ionosphere directly under reasonable hori-
zontal wave numbers, because upon their propagation

toward plasma with higher VA they encounter a non-
propagation (opaque) region, where the F-mode field-
aligned wave number, k2

F = k2
A − k2 < 0. However,

owing to its large horizontal scale, even an evanescent
F-mode can convey significant wave energy towards
the Earth.

The ratio of the ground magnetic signal b(g)
xF to the

incident compressional wave amplitude b(i)
xF is deter-

mined (Pilipenko et al. 2008) to be

b(g)
x = 2b(i)

x / (1 − ip) (14.7)

Here the complex parameter p = k0h∗Z0�C, where
k0 = ω/c is the wave number of free space, has been
introduced. This parameter for an infinitely conductive
ground σg → ∞ becomes real: p → p0 = k0hZ0�C.
Here the Cowling-like conductivity is �C = �P +
�2

H/�P, whereas �̃C = �P + �2
H/
(
�P + �A |sin I|)

is the modified Cowling conductivity with allowance
for the emission of Alfven waves into the magneto-
sphere (Alperovich and Fedorov 2007). The parameter
p controls the penetration of the fast mode through the
ionosphere to the ground. The amplitude of the ground
response diminishes with the increase of ionospheric
conductance, as p0 ∝ �C, and with frequency, as
p0 ∝ ω. Under nighttime conditions, when |p| << 1,
the ionosphere becomes transparent to the fast mode,
so the incident F-mode is reflected mainly from
Earth’s surface (e.g., for �C = 0.1S, the parame-
ter |p| < 10−2 for f < 0.1 Hz). The dayside iono-
sphere is semi-transparent for the fast mode in Pc3
band, as |p| ∼ 1.

The total longitudinal magnetic field (summed inci-
dent and reflected waves) of the evanescent fast mode
b||F = b(i)

||F + b(r)
||F in the non-transparent region above

the ionosphere, k >> kA, kF ≈ ik, is

b(i,r)
|| = −q±b(i,r)

x q± = cos I ± (k/kF) sin I (14.8)

The factor κF characterizing the ratio of the total
compressional magnetic disturbance above the iono-
sphere at altitude z to the ground magnetic disturbance,
induced by the fast mode, is as follows

κF (z) = b||F (z)

b(g)
xF

= −q+ exp (−ikFz) + q−RFF exp (ikFz)

THF
(14.9)
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For large-scale disturbances the relationships for
the transmission and reflection coefficients are sig-
nificantly simplified, namely RFF = 1, and THF =
2(1 − ip)−1 (Alperovich and Fedorov 2007). As a
result, for low altitudes above the ionosphere, where
|kFz| << 1, (14.9) reduces to

κF (z) = − (1 − ip) (cos I − ikz sin I) (14.10)

The small linear term with respect to |kz| << 1 inside
the second factor in (14.10) becomes significant at
polar latitudes when I → ±90◦. The factor κF should
decrease with an increase of latitude/inclination κF ∝
cos I.

14.3 Numerical Modeling

Here we compare the simple analytical estimates
described above with the results of the more complete
and exact formulas. The relationships between ampli-
tudes of incident, reflected and transmitted modes
will be presented as a dependence on the wave hor-
izontal scale k. The key elements RFF and RFA of
the reflection and THF and THA of the transmis-
sion matrices are given in the theory of MHD wave
interaction with the thin ionosphere (Alperovich and
Fedorov 2007). These complete relationships take
into account the Hall effect of the Alfven wave
reflection (Yoshikawa and Itonaga 1996), excitation
of the ionospheric surface mode (Pilipenko et al.
2000), and the finite conductivity of the atmosphere
and ground.

The results of numerical modeling of the Pc3 wave
structure (T = 30 s) are given for the following param-
eters: VA = 800 km/s, which gives the wave conduc-
tance �A ∼ 800/VA = 1 S and Alfven wave number
kA = 2.6 × 10−4 km−1. The ratio between the Hall
and Pedersen ionospheric conductances is �H/�P= 2,
and h = 100 km. The interval of possible wave num-
bers is from 10−6 to 10−1 km−1, that is the interval
of considered transverse scales, ∼ 1/k, is from 106

to 10 km. The observations are assumed to be con-
ducted at middle latitudes in the Northern hemisphere
with inclination I = 60◦. The ground conductivity is
high, σg = 0.1 S/m, and corresponds to the skin-depth
δg ∼ 8.3 km.

14.3.1 Dayside Ionosphere (�P = 10 S)

The basic reflective properties of both modes are illus-
trated in Fig. 14.3. As expected for the dayside iono-
sphere, the Alfven wave reflection, as characterized
by RAA coefficient (solid line), is high (∼0.9) for all
scales. This value is in good agreement with the well-
known approximate Alfven wave reflection coeffi-
cient for intermediate-scale waves, k >> μ0ω�2

H/�P,
namely

RAA = �P − �A |sin I|
�P + �A |sin I| (14.11)

The reflection of fast waves, as characterized by RFF

(dashed line), is also high (|RFF| ∼ 1) for large scales,
k ≤ 10−3km−1. For this set of model parameters the
factor |p| ∼ 1, which means that fast mode will be par-
tially reflected from the ionosphere, and partially from
the Earth’s surface. Excitation of a reflected Alfven
wave by an incident fast wave, as characterized by
RAF (dashed-dotted line), is very weak (≤ 0.05). On
the contrary, the excitation of a fast wave by an inci-
dent Alfven wave (∝ RFA) grows with k until it reaches
∼1.6 at k ≥ 10−2 km−1.

Figure 14.4 illustrates the transmission properties
of both waves. The ground magnetic response to an

Fig. 14.3 The dependence of different reflection coefficients R
on the horizontal wave number for the daytime ionosphere
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Fig. 14.4 The dependence of different transmission coefficients
T on the horizontal wave number for the daytime ionosphere

incident Alfven wave is characterized by the transmis-
sion coefficient THA (solid line). The high value of
THA ≤ 2 is due to the doubling of the horizontal mag-
netic component near the highly conductive ground.
The polarization ellipse of the H-mode is to be rotated
by π/2 with respect to the polarization ellipse of the
magnetospheric Alfven wave (by → b(g)

y ). The domi-

nant component on the ground is the H component b(g)

xA ,

whereas the D-component b(g)

yA is very small, owing to
the assumption ky → 0.

The rate of H-mode production in the atmosphere
by an incident fast wave is characterized by the trans-
mission coefficient THF (dashed line). In contrast to
the Alfven wave, upon transmission through the iono-
sphere no polarization ellipse rotation of the fast mode
occurs (bx → b(g)

x ). The excitation of the ground D-
component b(g)

yF for all reasonable scales is very weak.
The ionosphere screens somewhat the field of an inci-
dent magnetospheric fast wave, so the ground magnetic
response even to large-scale modes, kh << 1, is less
than just double the magnitude of the incident wave.

Thus, both fast and Alfven waves can penetrate to
the ground with low attenuation, apart from small-
scale structures k > 10−2km−1 that decay in the atmo-
sphere as exp(−kh). Both modes contribute predomi-
nantly to the H component on the ground.

14.3.2 Nightside Ionosphere (�P = 0.2 S)

The reflective properties of the nighttime ionosphere
are illustrated in Fig. 14.5. Because of the high contrast
between the ionospheric and magnetospheric wave
conductances the reflection of Alfven waves from the
nightside ionosphere is still high, RAA ∼ 0.6 (solid
line). The excitation of an evanescent compressional
mode by an incident Alfven wave, as characterized
by RFA (dotted line), is somewhat lower, below ∼0.3,
during the night time.

The nighttime ionospheric conductance exerts only
a weak influence on RFF (dashed line). For large-scale
waves, kh << 1, above a highly-conductive ground
RFF ∼ 1, that is the fast mode mainly reflects from
the ground. In the case of small scales, kh > 1, the
coefficient drops rapidly with k.

The transmission properties of the nightside iono-
sphere are illustrated in Fig. 14.6. The conversion of
an incident Alfven wave into an atmospheric H-mode
is slightly less efficient, THA ∼ 0.6, than during the
daytime. The nighttime ionosphere does not attenuate
the incident fast mode for kh < 1: the magnetic field
is nearly doubled near the Earth’s surface, THF ∼ 2.0
(dashed line).

For interpretation of satellite observations it is nec-
essary to know the relation between the compressional

Fig. 14.5 The dependence of different reflection coefficients R
on the horizontal wave number for the nighttime ionosphere
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Fig. 14.6 The dependence of different transmission coefficients
T on the horizontal wave number for the nighttime ionosphere

b|| and horizontal b(g)
x components for both mecha-

nisms, characterized by the parameters κA(z) and κF(z).
Figure 14.7 gives a summary of the behavior of the fac-
tors κA and κF at z = 300 km for the daytime (solid
line) and nighttime (dashed line) ionospheres.

The compressional component produced by an inci-
dent Alfven wave becomes noticeable for wave scales
in the range k ∼ 10−2 − 10−3 km−1. In fact, the atmo-
spheric H-mode and reflected fast mode are produced
by the same ionospheric Hall current, induced by the
electric field of an incident Alfven wave. As a result,
the lower penetration of the magnetospheric Alfven
signal to the ground and its lower efficiency of com-
pressional mode excitation exactly compensate each
other, and the ratio κA remains the same during night-
time as during daytime. The maximal κA ∼ 0.13 is
achieved at k ∼ (3 − 4) × 10−3 km−1.

The factor κF, characterizing the efficiency of fast
mode penetration to the ground, is somewhat higher
for the dayside ionosphere (∼1.0) than for the night
side ionosphere (∼0.6). Comparison of the observed
ratio κ (Fig. 14.1) with the modeling results (Fig. 14.7)
shows a better correspondence with the scenario of
direct fast mode transmission to the ground, because
κ ≈ κF >> κA. The observed decrease of factor κ with
the latitude increase corresponds well to the model
predictions. The numerical modeling has proved that

Fig. 14.7 The scale dependence of the absolute values of the
factors κA and κF for Pc3 waves for dayside (solid line)
and nightside (dashed line) conditions. The measurements are
assumed to be made at the CHAMP altitude above the iono-
sphere, z = 300 km

simple analytical estimates are valid in a wide range of
parameters with good accuracy and may be effectively
used to evaluate the relationships between the MHD
wave amplitudes in the top-side ionosphere and on the
ground.

14.4 Model of the Compressional Mode
Interaction with the Low-Latitude
Ionosphere

The above theoretical model enables one to relate
a compressional component detected at LEO and
its ground response. However, this model cannot be
directly applied to the near-equatorial region, where
the magnetic field inclination I → 0. At the same time,
global magnetospheric disturbances (SSC, Pi2) are
commonly observed at near-equatorial latitudes both
on the ground and in space. They are attributed to
the disturbance of the compressional (magnetosonic)
large-scale mode.

Here we present a simple analytical theory, which
can be applied to the description of the fast mode inter-
action with the near-equatorial ionosphere. The basic
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formulas are adapted from Alperovich and Fedorov
(2007) relating incident, reflected, and transmitted
harmonic waves ∝ exp(−iωt + ik · r) in the case of
meridional propagation (kx = k, |ky| << |kx|). Fast
mode wave is described by the dispersion relationship
k2

A = k2
y + k2

x , and its field-aligned magnetic compo-
nent and wave vector are

b(i,r)
|| = −

(
b(i,r)

x cos I + b(i,r)
z sin I

)

k|| = − (kx cos I + kz sin I)
(14.12)

From the equation ∇ · b(i,r) = 0 it follows that
b(i,r)

z /b(i,r)
x = ∓kx/kz, where the upper sign refers to

the incident (i)-wave, while the lower sign refers to
the reflected (r)-wave. In the low-frequency limit,
when kx >> kA, the fast compressional mode cannot
reach directly the E-layer and it reflects at some height
above the ionosphere. So, in the ionosphere this mode
happens to be in a non-propagating (evanescent)

regime where kz = (
k2

A − k2
x

)1/2 ≈ ikx. Hence, the fast
mode has a structure of a plane inhomogeneous wave
with a circular polarization in the meridional plane:
b(i,r)

z /b(i,r)
x = ikx/ |kx|. The compressional component

is b(i,r)
|| = bx

[
cos I ∓ kx/i |kx| sin I

] = bx exp (±iI),
therefore, |b||| = |bx|.

We have to relate the compressional magnetic com-
ponent b|| with horizontal magnetic component at the

ground b(g)
x . Using the relation (14.8) and the expres-

sion for THF from Alperovich and Fedorov (2007) one
can obtain the relationship between the incident fast
wave and the ground signal

b(g)
x = THF

b(i)
||

q+
THF = 2

1 − ih (kz + ωμ0�C)

(14.13)

Near the equator, I → 0, the emission of Alfven waves
into the magnetosphere can be neglected, so �̃c ≈ �C.

The relation for the total magnetic field can be
obtained summarizing inputs from the incident and
reflecting partial waves b|| = b(i)

|| + b(r)
|| . As a result,

the relationship between the total compressional com-
ponent b|| and the north-south magnetic component at

the ground b(g)
x is as follows

b(g)
x = THF

[
(1 + RFF) cos I + k

κ
(1 − RFF) sin I

]−1

b||

For a high ground conductivity and large-scale wave
structure, so that kδg << 1, kh << 1, the reflection
coefficient RFF ∼ 1. Then, the above can be simplified
as follows

κF = b||
b(g)

x

= 2

THF
cos I

2

THF
= A−1

2 = 1 − ikAh

(
κ

kA
+ �̃C

�A

) (14.14)

A relationship similar to (14.14) was derived by
Itonaga (1995), namely

b||
b(g)

x

= 1

2A1 cos I
A−1

1 = 1 − ikAh

(
1 + �C

�A

)

(14.15)

However, the relationship (14.15) was derived for
the specific case only, when fast wave front coin-
cided with a magnetic shell, i.e. k|| = 0, and

for an incident compressional component b(i)
|| . In

satellite measurements the incident and reflected
components cannot be distinguished, therefore, for
comparison with satellite/ground observations one
should use the relationships (14.14) for the total
component b||.

The relationship (14.14) predicts that the exper-
imentally measured ratio of total magnetic fields
b||/bg should be proportional to cos I, that is, it
should decrease away from the dip equator. This
prediction agrees with the Pi2 observations by Han
et al. (2004).

In the near-equatorial region, where �̃C ≈ �C, and
kAh << 1, the factor A−1

2 = 1 + ikAh
[
1 + �C/�A

]
.

During nighttime, when �C/�A << 1, the factor
A−1

2 ≈ 1, and during day-time, when �C/�A >> 1,
the factor A−1

2 ≈ 1 + ikAh (�C/�A) = 1 + iωh/VC,
where VC = 1/μ0�C is the Cowling velocity (Fedorov
et al. 1999). Under typical daytime conditions VC ∼
20 km/s, so in the Pi2 band (ω ∼ 5.10−2 s−1) the
factor A−1

2 ≈ 1 + 0.25i. Thus, the ionospheric con-
ditions exert only weak influence on Pi2 fast mode
transmission to the ground, that is κ ∼ 1. The compo-
nent b|| is expected to be in phase with H-component
on the ground. These theoretical predictions agree
with the CHAMP/ground observations of Pi2 waves
(Section 14.1).
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14.5 Discussion and Conclusion

The demand for the elaboration of a reliable qualitative
model of ULF transmission through the ionosphere to
the ground comes not only from ULF wave studies,
but from the wider space community. Such model is
necessary to evaluate how adequately ground obser-
vations of ULF waves correspond to magnetospheric
wave activity, which is the important driver/loss factor
for ring current protons and relativistic electrons.

Observations at CHAMP of the global distribu-
tion of dayside compressional Pc3 pulsation activity
and ground Pc3 waves have shown that a signifi-
cant part of the magnetospheric fast mode energy
can leak to the ionosphere. Assuming that the wave
is elongated primarily in the East-West direction,
the part of a compressional mode amplitude reach-
ing the ionosphere can be roughly estimated as ∝
exp(−mzR/LRE), where zR ∼ mVA/ω − RE is the alti-
tude of the fast mode refection, and m is the azimuthal
wave number. For typical Pc3 wave parameters ω =
0.2 s−1, VA = 103km/s, and m = 3, the altitude of the
fast mode reflection is expected to be not very far from
the ionosphere, zR ∼ 1 RE. According to this estimate,
the amplitude above the ionosphere of a fast mode
can be just few times less than the amplitude in the
magnetosphere.

The statistics of the Pc3 time intervals considered
are probably dominated by events with a larger con-
tribution of intervals when CHAMP was away from
the local Alfven resonant region. In these events a
ground Pc3 signal is expected to be coherent over large
distances, and resonant distortions of amplitude/phase
behavior will be hardly noticeable. However, in the
general situation both modes, Alfven and fast magne-
tosonic, are present in incident Pc3 waves. Therefore,
a situation is possible in which the compressional
component in the upper ionosphere is due to the
fast mode, whereas the ground signal is produced
mainly by the Alfven mode. This case probably cor-
responds to the daytime Pc3 geomagnetic pulsation
events observed by CHAMP by Vellante et al. (2004)
and Ndiitwani and Sutcliffe (2009). Though a close
correspondence between the compressional compo-
nent and the ground signals was observed, the behavior
of the CHAMP azimuthal component showed specific
amplitude-phase structure typical for a field line res-
onance and a π/2 rotation of the polarization ellipse

through the ionosphere. The theoretical model for this
general situation is still to be developed.

The coordinated CHAMP-ground observations of
Pi2 waves are in qualitative agreement with the pre-
dictions of the theory presented in Section 14.4.
Observational results and theoretical modeling have
confirmed the idea of fast mode cavity mechanism of
mod-latitude Pi2 oscillations.

The fast compressional waves have been found to
be an inevitable element of ULF wave pattern in the
top-side ionosphere, and to play a more significant
role that it has been previously assumed. Because
magnetic field compressions are inherently related to
plasma compressions, the observations of ULF plasma
oscillations in the upper ionosphere with Doppler tech-
niques (Poole et al. 1988; Alperovich et al. 1991)
or TEC monitoring techniques (Davies and Hartman
1976; Hammond et al. 2001), interpreted on the basis
of the assumption of Alfven wave incidence only
(Poole and Sutcliffe 1987; Poole et al. 1988; Pilipenko
and Fedorov 1995), should be revisited. The model
developed provides researchers with a tool to quanti-
tatively relate ULF plasma compressions in the upper
ionosphere and ground magnetic signals.
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15Evidence for a Multi-scale Aurora

Christopher C. Chaston, K. Seki, T. Sakanoi,
Kazushi Asamura, and M. Hirahara

Abstract
Auroral arc widths are observed to extend from 100s of kilometers down to several
10s of meters. The largest widths mapped outward along auroral field-lines corre-
spond to that of plasma gradients and flow shears in the equatorial magnetosphere.
The smallest widths correspond to the fundamental plasma length scales along auroral
field-lines. Larger scale arcs invariably have smaller scale features imbedded within
them. The physics of auroral arcs is therefore multi-scale in nature. In this brief report
we review some recent results from the FAST spacecraft characterizing the k-spectra
of Alfvénic electromagnetic fluctuations associated with electron fluxes which drive
visible aurora. These results suggest a nearly scale-invariant quality to the accelera-
tion process over much of the range of scales reported for auroral arc widths. We then
present a case study using observations from the REIMEI spacecraft to qualitatively
demonstrate that the broad scale-range of variations observed in electromagnetic
fields is represented in the multi-scale structuring of auroral forms. Together, obser-
vations from these spacecraft suggest that auroral arc structuring is a consequence of
energy transport across scales facilitated by non-linear coupling similar to that which
occurs in large Reynolds number fluid flows.

15.1 Introduction

The width of a discrete auroral arc is determined by
the transverse width of the region through which elec-
trons are accelerated Earthward. On the largest scales
this width is determined by the scale size of flow
shears and pressure gradients in the equatorial magne-
tosphere/plasma sheet and boundary layers which drive

C.C. Chaston (�)
Space Sciences Laboratory, University of California, Berkeley,
CA 94720, USA
e-mail: ccc@ssl.berkeley.edu

field-aligned currents (Paschmann et al. 2003). These
currents define the large scale morphology of the auro-
ral oval and the turbulent motions within the source
regions of these currents (Borovsky and Funsten 2003)
during disturbed times is well represented in auroral
displays (Angelopoulos et al. 2008). However, the size
of individual auroral arcs are rarely found to scale with
these features because much of the current they com-
prise closes through the ionosphere without driving
sufficient field-aligned particle acceleration (Stenbaek-
Nielsen et al. 1998; Haerendel 2007). Studies of the
relationship between the field-aligned current (J||) and
the characteristic energy of accelerated electrons (�φ)
indicate that the largest scale over which field-aligned
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potentials form that drive field-aligned particle accel-
eration. and hence auroral arcs, can be approximated
as L = (�p/K) (Weimer et al. 1985). L is known
as the M-I coupling scale-length and has values of
50–100 km at ionospheric altitudes for typical
observed values for the height integrated ionospheric
Pedersen conductivity (�p) and field-line conductance
(K = −J||/�φ) (Lysak 1990). Conversely, the small-
est theoretically possible scale over which structuring
in precipitating electron fluxes can occur is the electron
gyro-radius – through the auroral acceleration region
this length is of the order of several meters.

There have been at least two studies which have
provided statistical distributions of auroral arc widths
on scales larger than 70 m. Maggs and Davis (1968)
reported a histogram of arc widths in white light with
an increasing number of forms observed with decreas-
ing arc widths to 70 m – the smallest scale their camera
was able to resolve. Knudsen et al. (2001) presented
a histogram of arc widths observed at 577 nm which
peaked at 18 ± 9 km from a camera able to resolve arc
widths down to 3.4 km. The distinctly different distri-
butions derived in these two studies suggest that two
different formation mechanisms are in operation: one
at the smaller scales to account for the observations of
Maggs and Davis (1968) and another at larger scales to
account for Knudsen et al.’s (2001) results.

Measurements from polar orbiting spacecraft such
as Freja, Polar and FAST have revealed the operation
of two distinct electron acceleration processes lead-
ing to the formation of discrete aurora (Paschmann
et al. 2003). At first glance these two processes may
go some way to account for the differing distribu-
tions reported by Knudsen et al. and Maggs and Davis.
In the ‘Quasi-Static’ or ‘inverted-V’ aurora electrons
are accelerated in geomagnetic field-aligned potential
structures that are largely invariant over an electron
transit time. These potential structures extend over
transverse scales less than the M-I coupling scale
length (50–100 km) and drive aurora on these scales. In
the ‘Alfvénic’ aurora electrons are accelerated in field-
aligned potential structures which vary on time-scales
similar to, or shorter than, the electron transit time.
The electromagnetic fields associated with these poten-
tial structures have the properties of dispersive Alfvén
waves which provide field-aligned potential structures
with transverse scales of the order of the 2πλe where
λe is the electron inertial lengths. λe has values from
0.1 to 10 km through the auroral acceleration region.

Observationally ‘Alfvénic’ and ‘Quasi-static’ aurorae
are often interspersed, however in a general sense they
correspond to different magnetospheric drivers with
the former being time dependent and typically associ-
ated with topological boundaries (Wygant et al. 2002),
such as the plasma sheet boundary layer, and the later
corresponding to stable structures in the plasma sheet
which drive field-aligned currents in quasi-equilibrium
with the ionosphere (Haerendel 2007).

While the ‘Quasi-static’ and ‘Alfvénic’ aurora pro-
vide an appealing explanation for the disparity between
Maggs and Davis and Knudsen et al.’s results, Maggs
and Davis’s histogram of auroral arc widths is not con-
sistent with a histogram of current sheet widths in dis-
persive Alfvén waves observed from FAST (Chaston
et al. 2003, 2007). In these studies it was shown that
histograms of auroral arcs driven by dispersive Alfvén
waves should peak at scales of ∼1 km with visible
auroral arcs on scales less than 100 m rare. On this
basis it was concluded that electron acceleration in
dispersive Alfvén waves was unable to account for
Maggs and Davis’s distribution which increases down
to 70 m. More generally, in other studies of the width of
field aligned currents and electric field structures above
the aurora (Peria et al. 2000; Johansson et al. 2007)
peaked distributions are found between those identified
by Knudsen et al. (2001) and Maggs and Davis (1968).
These results therefore present some confusion in our
understanding of the preferred scale size for discrete
auroral arcs and indirectly in the underlying physics of
auroral arc formation. This issue has remained unre-
solved ever since it was first discussed in detail by
Borovsky et al. (1993).

Alternative approaches for characterizing the scale
dependency of aurorae that may in part address this
issue have been implemented which rather than a
preferred scale suggest a scale-invariant nature to
the auroral acceleration process. Probability distribu-
tions derived from Polar UVI camera and ground
based observations of auroral ‘spot’ sizes and inten-
sity show power-law dependencies (Uritsky et al. 2002;
Kozelov et al. 2004). Frequency-space analysis of elec-
tric and magnetic fields from the DE-2 spacecraft
reveal power-law dependencies in spectral energy den-
sities suggestive of turbulent processes active within
regions of large scale field-aligned current above auro-
ral arcs (Golovchanskaya et al. 2006; Kozelov and
Golovchanskaya 2006). Analyses of auroral vorticity
as a function of scale reveal power-law dependences
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derivable from the observed magnetic field scaling
(Chaston et al. 2010). These results together sug-
gest that there is perhaps no preferred width for the
structuring of auroral arcs.

In this report we address the distribution of arc
widths for scales less than ∼60 km by combining
existing statistical measurements of electric and mag-
netic field k-spectra from interferometric measure-
ments above the aurora with auroral imagery from
the REIMEI spacecraft to demonstrate that structur-
ing in auroral forms, if not the width of discrete
arcs, extends down to at least kilometer scales in
visible forms and 10s meter scales in electromag-
netic field fluctuations. We suggest that this struc-
turing is part of a nearly scale-invariant spectrum
of auroral forms present within broader regions of
luminosity. This scaling, we purport, is indicative of
the primacy of non-linear cross-scale coupling across
geomagnetic field-lines in the structuring of discrete
auroral forms.

15.2 Observations

Figure 15.1 shows conjunctive measurements of auro-
ral emission in UV light and electromagnetic fields
and particles from NASA’s Polar and FAST space-
craft from Chaston et al. (2008). The trajectory of the
FAST spacecraft mapped onto the auroral image is
indicated by the blue line and the observations from
FAST through the night-side auroral oval are shown
in panels b through d. The latitudinal width of the
night-side auroral oval shown by the yellow-red shad-
ing in panel a is ∼1000 km. Within this broad region
of luminosity there is considerable structure and along
the FAST trajectory two regions of enhanced lumi-
nosity are observed. At the polar-cap boundary, just
below 70◦ and over a region extending ∼150 km in
the North-South direction we find the brightest emis-
sions. Then at latitudes from 65 to 55◦ a less intense
broader region of enhanced luminosity is found. This
structure is sometimes referred to as the double auro-
ral oval (Elphinstone et al. 1995). Inspection of the
FAST observations reveals that the bright feature on
the polar cap boundary is co-located with rapidly vary-
ing electric (EX – Fig. 15.1b) and magnetic fields (BY

– Fig. 15.1b) transverse to the geomagnetic field and
enhanced electron energy fluxes extending from the
lowest energies measured up to a few keV (Fig. 15.1c).

Fig. 15.1 (a) UV auroral image from Polar UVI instrument and
FAST spacecraft trajectory. (b) FAST EX (red) and BY (black)
fields as defined in the text. (c) and (d) FAST electron and ion
spectrograms (from Chaston et al. 2008)

These features are the hallmarks of the ‘Alfvénic’
aurora which we identify in Fig. 15.1b by the green
shading. The emission at lower latitudes is also co-
located with enhanced electron energy fluxes but in
contrast distinct peaks are apparent at energies from
a 1 to 10 keV. We also observe more slowly varying
magnetic fields than found on the polar cap bound-
ary. Under the assumption that the variation observed
in BY is due spacecraft motion these variations corre-
spond to spatial gradients and through Ampere’s law
indicate upward (negative slope) and downward (posi-
tive slope) field-aligned currents. These features are the
hallmarks of the ‘Quasi-static’ aurora indicated by the
yellow (upward current) and blue (downward current)
shading. We also note that through the ‘Quasi-static’
regions there is a contribution from energetic electron
fluxes scattered into the atmospheric loss cone through
wave-particle interactions. This process forms what is
known as the diffuse aurora and lies outside the scope
this study.
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Figure 15.2 shows spectrograms of BY and EX com-
piled from a statistical sample of passes through the
‘Alfvénic aurora’ similar to (and including) that shown
in Fig. 15.1. The measurements are shown in spec-
tral energy density as a function of frequency in the
spacecraft frame (fsp) and also as a function of perpen-
dicular wave number (kx) along the spacecraft trajec-
tory derived using interferometric techniques (Chaston
et al. 2006). In general it was found that the transverse
velocity (vsp) of the spacecraft across the geomagnetic
field was sufficiently large that the spacecraft frame
frequency was approximately related to the measured
transverse wave-number through spacecraft Doppler
shift as 2π fsp ≈ kXvsp. It was shown in this work,
and in earlier case studies from the Freja spacecraft
(Wahlund et al. 1998; Stasiewicz et al. 2000), that the
relationship between EX and BY obeyed the expected
dispersion of inertial Alfvén waves.

Since the Alfvén speed (VA) over the altitude range
where these measurements were performed is much
less than the speed of light the bulk of the energy
density in these waves resides in the magnetic field
fluctuations. Significantly it can be seen in Fig. 15.2
that the spectra of the magnetic field fluctuations obey
power-laws in kX with distinct transitions between the
ranges in k-space where each law prevails. Importantly,
the wavenumber range over which each power-law pre-
vails extends over more than an order of magnitude.
We find that transitions between power-laws occurs at
wave-numbers somewhat smaller than kXλe ≈ 1 and
at kXρi ≈ 1 where λe and ρ i are the electron iner-
tial length and ion gyro-radii respectively derived from
local electron density and ion temperatures. Ideally
these measurements should be performed as an aver-
age over an Alfven wavelength along the geomagnetic
field since for the larger transverse scales (smaller
wavenumbers) shown in Fig. 15.2 these wavelengths
can be larger than the scale of plasma parameter varia-
tion above the topside ionosphere. This is certainly the
case at the wavenumber of the first spectral break-point
and smaller where wavelengths along Bo can be thou-
sands of kilometers and extend well above the altitude
of the FAST spacecraft. Consequently, the location of
the first breakpoint is more consistent with the iner-
tial scale above the FAST spacecraft than the locally
derived value. For observed densities over this range
λe > 1000 m and so kxλe ≈ 1 occurs at wavenumbers
much closer to the observed break-point than given by
the local value. The scales λe and ρ i are significant

Fig. 15.2 (a) Average BY
2 (fsp; kX) spectra. (b) Average

EX
2(fsp; kX) spectra for survey and burst data collection modes.

The latter is down-shifted by 4 orders of magnitude. The black
bars are composed of points representing individual measure-
ments in each fsp or kX bin (from Chaston et al. 2008)

because they correspond to those scales where Alfvén
wave dispersion is modified due to finite electron iner-
tia and ion gyro-radii effects (Lysak and Lotko 1996a)
and where Alfven waves become dissipative. In terms
of the usual turbulence phenomenology, fluctuations
on wavenumbers larger than these scales may comprise
a dissipation range.

The two power-laws in By at smaller wavenumbers
(k⊥ρi < 1) shown in Fig. 15.2 are similar to those
found previously by Golovchanskaya et al. (2006)
under the assumption of stationarity. However we
note that our trends tend to be somewhat steeper and
the breakpoint separating each power-law occurs on
smaller scales. This may be consequence of tempo-
ral variations in the fields quantities they measure or
as a result of different scalings through the ‘Alfvénic’
versus ‘inverted-V’ aurora which were not differen-
tiated in their analysis. Nonetheless, the power-law
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dependencies we obtain are a robust result that are
reproduced with every passage of the FAST space-
craft through the ‘Alfvénic aurora’. Within the range
of experimental error they correspond to the expected
scaling for Alfvénic turbulence in a strongly mag-
netized plasma (k−5/3) as described in the theory of
‘critical-balance’ by Goldreich-Sridhar (1995) and for
kinetic Alfven waves (k−7/3) as described by Howes
et al. (2008). These results indicate that the trans-
port of energy across scales occurs at a rate which is
invariant with scale over the range where each power-
law prevails. By adapting the Kolmolgorov model for
fluid turbulence for these fluctuations it was shown
by Chaston et al. (2008) that the rate of energy trans-
port across scales inferred by these spectra is sufficient
to power the field-aligned acceleration of electrons
observed and hence the formation of the ‘Alfvénic’
aurora.

With this result in hand it is meaningful to consider
if commensurate structuring is found in the visible
aurora. Figure 15.3 shows three 5 s sequences of
evolving auroral forms as observed by the REIMEI
spacecraft recorded on the 7th of August 2007 looking
down onto the southern auroral oval with the geo-
magnetic field out of the page. The spacecraft at this
time is moving southward so that the features observed

in consecutive frames move progressively toward the
top of each image. Through active attitude control the
geomagnetic foot-point of the spacecraft at 105 k km
altitude is maintained within the field of view of the
camera over extended intervals. This unique capabil-
ity enables continuous magnetically conjugate particle
and imagery measurements to be performed. When
operated in ‘Mode S’ the REIMEI spacecraft provides
imager measurements with a cadence of 0.12 s and
∼1 × 1 km pixel size covering ∼66×66 km of sky at
105 km altitude (Sakanoi et al. 2003). Electron distri-
butions are provided with a cadence of 20 ms allowing
features of ∼150 m to be resolved (Asamura et al.
2003). In Fig. 15.3 we show only every 10th image
recorded. The location of the foot-point in the lower
two sequences is indicated by the white rectangle and
the track of the foot-point through each image is shown
as the dashed line. Since the forms vary significantly
over the time taken for the foot-point to move through
the field of view of the camera quantitative comparison
between the auroral emissions and the particle distribu-
tions can strictly only be performed at the foot-point.
Since launch in August 2005 the Reimei spacecraft has
recorded numerous conjugate observations of the kind
shown in Fig. 15.3 and provides a excellent tool for
advancing understanding of auroral acceleration and

Fig. 15.3 Three sequences of evolving auroral forms observed
on 7th August 2007 at 670 nm and looking down from the
Reimei spacecraft in the southern hemisphere. The small white
rectangle in each image shows the magnetic foot-point of the
Reimei spacecraft projected onto the image plane at 105 km. The

white trace is the spacecraft magnetic foot-point track through
each image. Each image is separated by 1.2 s. Note that exactly
conjugate data was not recorded for the first interval. Green
arrows indicate the optical flow direction. South is toward the
bottom of each image
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the structuring of auroral forms. In what follows we
qualitatively discuss the structuring observed in these
images and reserve a more quantitative analysis for a
future study.

Figure 15.4 shows electron energy-time spectro-
grams covering the time-span of the three auroral
sequences shown in Fig. 15.3. The red bar on the top
shows the total time-span over which imager measure-
ments were recorded. For the first sequence of images
shown in Fig. 15.3 (going left to right), the magnetic
foot-point of the spacecraft was not in the field-of view
of the camera but further to the south. The highly
structured forms shown here correspond to these fea-
tures in the electron energy-time spectrogram to the
left of the red bar shown in Fig. 15.4. These include the
low energy ‘inverted-V’ and more broadly distributed
‘Alfvénic’ electrons from 13:56:00 to 13:56:20 UT.
Structuring in these images is apparent on scales from
the scale size of the field-of view (66 km) down
to the smallest scales observable (∼2 km). Motions
are difficult to discern from these snapshots but the
full resolution movies reveal a complicated pattern

of sheared and vortical flows over a range of scales
equivalent to that of the structuring in luminosity.

For the 2nd sequence of images in Fig. 15.3 the
conjunctive particle measurements of Fig. 15.4 show
that the bright emission is driven by electrons on the
northern (or low latitude) edge of a broad inverted-V
structure which extends from 13:57:00 to 13:58:15 UT
– or ∼1000 km. The width of the large scale region of
luminosity here normal to the main band of emission
is ∼20 km. There is a large scale flow shear across this
width with features on the northern side heading to the
left and on the southern side to the right as shown by
the green arrows. There is significant structure within
this width and vortices appear, evolve, break-up and
disappear over the sequence shown. These vortices
exist over a range of scale sizes extending from that of
the large scale shear itself, as represented by the bright
feature in the lower left of the first image, down to the
smallest scales resolvable from the Reimei imager.

The third sequence of images presented in Fig. 15.3
shows the evolution of a bright arc embedded within
the same inverted-V as the second. Here again we have

Fig. 15.4 Electron spectrograms from REIMEI measurements:
the first, second and third panels show the differential energy flux
of up-going electrons within 30◦ of Bo, electrons between 60 and
120◦ from Bo and down-going electrons within 30◦ of Bo respec-
tively. The red bar shows the interval over which conjugate

imager and particle measurements were recorded with the sub-
intervals presented in Fig. 15.3 indicated by the red graticles.
Note that no conjugate data was recorded for the first interval
shown in Fig. 15.3
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a feature with a gross-scale of ∼20 km with sheared
flow on this scale. However in this case the large scale
flow goes through a ‘hair-pin’ bend, as indicated on
this image, which eventually becomes unstable and
breaks-up in the later snapshots. Three vortices on sev-
eral kilometer scales are apparent on the northern edge
in the first image in the sequence which move out of
the field of view in the later snapshots. More generally
however, the internal structuring within this broader-
scale region of luminosity, as observed in the former
two sequences, extends down to the smallest scales
resolvable.

We have performed an inspection of 50 simi-
lar sequences of bright auroral forms observed from
the REIMEI spacecraft through both ‘Alfvénic’ and
‘Quasi-static’ or ‘inverted-V’ aurora and this pattern,
with some exceptions, is repeated – i.e. irrespective
of the size of the larger-scale region of luminosity,
the internal structuring extends to the smallest scales
resolvable with no clearly preferred scale apparent.
We qualify this by adding that smaller-scale regions of
luminosity are generally brighter and the forms within
them move more rapidly, but the same conclusion
regarding the structuring applies.

15.3 Discussion and Conclusion

From the spectral results reported from FAST, and our
qualitative study of the structuring of auroral forms
in REIMEI imager observations, the internal structur-
ing of bright auroral forms cannot easily be associated
with a particular scale. Strictly speaking, the FAST
results from Chaston et al. (2008) need to be extended
to include similar measurements in the ‘Quasi-static’
aurora to determine if similar power-law trends as
observed in the ‘Alfvénic’ aurora apply. However,
the scale invariance observed is generally suggestive
of a cascade active within the auroral acceleration
region which transports energy from the larger scales,
over which auroral arcs form, to smaller scales where
ultimately dissipation through electron and ion acceler-
ation occurs. These smaller scales correspond to what
Hallinan and Davis (1970) have previously described
as ‘arc elements’ embedded within broader regions of
luminosity. While our study of the structuring of auro-
ral forms is limited by the ∼2 km spatial Nyquist of
the Reimei camera, the observations from the study by
Maggs and Davis (1968) suggests that this structuring

extends below 70 m scales. If the structuring observed
in electric and magnetic fields corresponds to the struc-
turing in luminosity then the power-law spectral results
from FAST show that this structuring continues down
to at least 30 m which is the minimum scale resolvable
from the FAST interferometric measurements shown
in Fig. 15.2 when mapped to the ionosphere.

To account for the power-law k-spectra observed
from FAST it seems likely that this cascade toward
smaller scales is facilitated through the action of insta-
bilities in flow shears and current sheets (Hallinan
and Davis 1970; Seyler 1990; Wu and Seyler 2003)
leading to non-linear coupling across scales similar to
that which occurs in turbulent fluids. These processes
are most obviously manifest in the internal motions
within larger scale regions of luminosity which we
have mentioned above. In a recent study, Chaston et al.
(2010) demonstrated evidence for the action of these
processes by compiling power-law vorticity k-spectra
from auroral imagery. Via this means the transition
from a smooth flow driven by ExB/B2 drifts proceeds
through the formation of eddies or vortices which may
break-up into smaller eddies and so on. In high mag-
netic Reynolds number magnetized plasmas, such as
that found on auroral field-lines, the current is largely
advected with the flow so that these motions are faith-
fully represented in the motions of auroral forms.
Published evidence for this process can be found in
the statistical studies by Trondsen and Cogger (1998)
of periodic distortions in auroral arc elements down
to 100 m scales and recent extremely high resolution
measurements from the ASK camera (Dahlgren et al.
2008; Dahlgren et al. 2010) which reveal secondary
vortices termed ‘RUFFS’ forming within the larger
scale vortices.

Some caveats are however implicit in this inter-
pretation. Firstly, the observations from the Reimei
images show that within regions of auroral luminosity
this process is not necessarily ‘space-filling’. Chaston
et al. (2008) showed from a structure function analy-
sis using FAST data that the occupancy of space by
the turbulent fields varies along the spacecraft trajec-
tory and across scales suggestive of a stretching of
eddies into filamentary vortices representing intermit-
tency. A similar trend was found by Golovchanskaya
et al. (2006). In this sense the structuring observed is
not strictly scale invariant. Secondly, the usual fluid-
like evolution is complicated in the auroral case by
the geomagnetic field (Goldreich and Sridhar 1995),
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the ‘stiffening’ action and instability of current sheets
(Chandrasekhar 1961; Wu and Seyler 2003) and cou-
pling to the ionosphere (Lotko et al. 1987; Lysak 1990;
Lysak and Song 1996b). And thirdly, because the time
scale over which an auroral arc exists can be short rel-
ative to Alfvén travel times along an auroral flux-tube,
this evolution may not develop into fully evolved tur-
bulence of the kind described by Kolmolgorov or more
appropriately in the context of strongly magnetized
plasmas by Goldreich and Sridhar (1995). However,
the salient point is that the non-linear coupling is active
long enough to produce the power-law spectra from
FAST and the nearly scale-invariant luminosity struc-
turing observed from REIMEI (albeit qualitative at this
stage).

So how does this interpretation of the structuring of
auroral arcs fit with the studies of auroral arc widths
described in the introduction? Knudsen et al.’s (2001)
distribution of widths define the gross-scale of the fea-
tures within which the structuring we consider occurs.
Knudsen et al.’s (2001) scales correspond to those at
which geomagnetic field-lines can no longer be consid-
ered equipotentials and parallel electric fields form –
these may be related to the magnetosphere-ionosphere
coupling scale length, to 2πλe through the auroral
acceleration region or to other scale lengths which have
been suggested to identify the scale over which parallel
fields form on auroral field-lines (Vogt and Haerendel
1998; Pilipenko et al. 2004). However, it is the strongly
sheared flows and unstable current sheets at and below
these scales which evolve to form the multi-scale fea-
tures we document. In this sense, the mean scale
reported by Knudsen et al. (2001) provides a natural
break-point for a two-scale approach for understand-
ing the evolution of auroral forms as sometimes used in
turbulence theory. This is supported by the fact that the
mean arc width defined by Knudsen et al. corresponds
to the scale of the spectral break-point, between the
Kolmolgorov-like and k−7/3 power-law trends shown
in Fig. 15.2 when mapped to ionospheric altitudes.

In the light of these observations it seems likely
that the apparent discrepancy between the distribution
reported by Maggs and Davis (1968) with that reported
by Knudsen et al. (2001) or by Chaston et al. (2003)
may arise in defining a feature as an individual arc. If
structuring in auroral luminosity extends down to the
smallest scale resolvable, as we observe from REIMEI,
then within the field of view of an auroral camera
there will of course be more features identifiable on

smaller scales than on larger scales. On average the
increase in the number features resolvable will double
when the scale is halved, leading to a histogram which
increases exponentially with decreasing scale similar
to that reported by Maggs and Davis (1968). In fact
the histogram they present is what one would expect if
counting structures in a turbulent fluid. Conversely, if it
is required that the luminosity must go virtually to zero
between features, then a fall off in the histogram below
a particular scale length representing the gross-scale
for auroral particle acceleration can be expected. This
is what is found in the histogram reported by Knudsen
et al. (2001) and in most histograms of structuring
in fields quantities from spacecraft above the aurora
(Chaston et al. 2003; Johansson et al. 2007). With this
ambiguity in mind perhaps a more physically meaning-
ful way to characterize the scaling of auroral features
within one of Knudsen et al.’s (2001) gross-scale arcs
is in the form of spectrograms of auroral luminosity as
a functions of inverse scale. We have not as yet per-
formed this analysis, since a careful consideration of
the appropriate basis function is required, but such an
approach could be applied to the REIMEI imager data
to provide a statistical picture of how auroral lumi-
nosity varies with scale. Such a distribution would be
immediately comparable to energy flux spectrograms
as a function of scale taken from conjugate particle
measurements onboard REIMEI and fields measure-
ments from other polar orbiting spacecraft such as we
have presented here from FAST.

Before closing it should be noted that the cross-
scale coupling we emphasize in this report is but
one of several processes that lead to the structuring
of auroral arcs on small scales. Steep density gra-
dients are known to exist across auroral field lines
(Stasiewicz et al. 1998; Ergun et al. 1998; Chaston
et al. 2006; Johansson et al. 2007). Alfvén waves prop-
agating along these field-lines will therefore refract
and ‘phase mix’ to produce small transverse structur-
ing. For gradient scales represented in observations
such a process has been shown to be effective in the
production of small-scale structuring in Alfvén wave
fields (Genot et al. 1999; Lysak and Song 2008; Allan
and Wright 2000) and consequently the auroral forms
they drive. Structuring in electron precipitation also
provides gradients in ionospheric conductivity which
are unstable to the production of small scale Alfvén
waves and field-aligned currents. This leads to fur-
ther structuring in electron precipitation and so on. The
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consequent positive feedback leads to a cascade toward
smaller scales (Lysak 1991; Streltsov and Lotko 2008)
which in the non-linear case has been shown to extend
down to 100m (Lysak and Song 2002). While both
phase mixing and ionospheric feedback must play a
role in structuring the aurora it is unclear how they
can reproduce the power-law scaling observed from
FAST nor the multi-scale structuring and rapid inter-
nal motions within arcs seen from REIMEI. For this
reason it seems likely that much of the structuring
seen in auroral forms is a consequence of the action
of instabilities above and through the auroral accelera-
tion and associated turbulent-like cross-scale coupling
which can produce the power-law spectral trends and
the multi-scale structuring observed.
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on Ion Outflows
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Abstract
Ion outflows from the auroral and polar cap ionosphere are highly variable in com-
position, energy, space and time, and constitute an important source of plasma in the
magnetosphere. The variety of ion outflows fall into two categories: bulk ion flows,
including the polar wind and auroral bulk ion up-flow; and suprathermal ion out-
flows, including ion beams, ion conics, transversely accelerated ions and upwelling
ions. The bulk ion flows constitute an important source of low-energy plasma for
suprathermal ion outflows above the topside ionosphere, where transverse ion accel-
eration results in the generation of ion conics, and parallel electric field and magnetic
folding contribute to the formation of ion beams at high altitudes. Both ion outflow
categories are strongly influenced by the solar EUV irradiance and solar wind energy
input and the state of the magnetosphere-ionosphere-thermosphere. The acceleration
of the polar wind and auroral up-flow is much larger and the ion flux of the up-
flow is much lower at topside ionospheric altitudes at solar minimum than at solar
maximum. Compared with H+ and He+, O+ ion beams and conics exhibit a much
stronger dependence on magnetic and solar activity: the active-to-quiet time and solar
maximum-to-minimum ratios of the O+ ion outflow rate being ∼20 and ∼5, respec-
tively, compared with the ratios of 4 and 0.5 for H+, and resulting in a factor of 10
increase in O+/H+ ratio at solar maximum.

16.1 Introduction

We review our current knowledge on ionospheric ion
outflows and the influences of the ionosphere, ther-
mosphere and magnetosphere on them. Our emphasis
is on recent in-situ ion composition and ground-based

A.W. Yau (�)
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radar observation results, particularly those that pertain
to ionosphere-magnetosphere plasma redistribution.

The density and composition of the terrestrial atmo-
sphere are believed to remain in a steady state on a
geological time scale, and in a delicate balance that
is influenced by electromechanical energy from the
Sun via the solar wind and through the magnetosphere
and the ionosphere. The discovery in Shelley et al.
(1972) of energetic oxygen ions of ionospheric origin
in the magnetosphere implies the existence of non-
thermal processes capable of accelerating oxygen ions
in the topside ionosphere to above the escape energy
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(∼10 eV). Extensive satellite and ground-based obser-
vations over the last four solar cycles have shown that
ionospheric ion outflows are highly variable in com-
position, energy, space and time, and constitute an
important and at times dominant source of plasma in
the magnetosphere. In addition, the resulting heavy
ion escape is especially dependent on solar electro-
magnetic and solar wind energy inputs, which are in
the form of extreme ultraviolet (EUV) photons that
heat and ionize the thermosphere and electromechan-
ical energy that heats and accelerates the plasma,
respectively.

The composition of the ionosphere is constrained by
the temperature, composition and structure of the ther-
mosphere, which vary with the level of solar EUV flux
in a solar cycle. Figure 16.1 shows the mean, maximum
and minimum solar radio flux, F10.7, in each 27-day
solar rotation in the period from 1965 to 2010 in units
of solar radio flux (1 sfu = 10−22 W m−2 Hz−1). This
period spans Solar Cycle (SC) 20 to 23, including the
SC 20 maximum in 1969 and the SC 23 maximum
in 2000. The F10.7 index is used as an index of solar
EUV flux, and it spans a wide range within a solar rota-
tion near solar maximum. In other words, the level of
solar EUV flux varies significantly over a solar rota-
tion. During large solar flare events, the daily F10.7

value occasionally exceeds 350; the daily F10.7 values
in such cases have been excluded in determining the
maximum F10.7 values in Fig. 16.1.

Figure 16.2 compares the altitude distribution
of thermospheric temperature and densities at solar

minimum and maximum, respectively, using the MSIS
(Hedin 1987) model. It shows that at local noon at an
auroral latitude (60◦N, 90◦W) at spring equinox, the
exospheric temperature increases from ∼850 K near
solar minimum (F10.7 = 70) to ∼1200 K near solar
maximum (F10.7 = 150). This temperature increase
results in a corresponding increase in atomic hydro-
gen density and escape flux in the geo-corona (above
∼2000 km), and a decrease in the density at lower
altitudes. The opposite is true for the gravity-bound
atomic oxygen, where the temperature increase results
in a proportional increase in scale height and an
increase of a factor of 2.5 and 8 in density at 300 and
500 km, respectively.

The ion-neutral chemistry in the topside ionosphere
is dominated by the “accidentally resonant” charge
exchange reaction between atomic hydrogen and oxy-
gen, H+ + O ↔ H + O+, which tends to maintain the
ion mixing ratio to the neutral ratio, i.e. [O+]/[H+] ≈
[O]/[H], and favors H+ above the “crossover” alti-
tude where the H density dominates and the charge
exchange reaction results in a net H+ production and
O+ loss. This explains the increase in the crossover alti-
tude and the corresponding reduction in H+ density and
increase in O+ density in the ionosphere at solar max-
imum. It also implies that rapid O+ ion flow through
the topside ionosphere is necessary to supply O+ ions
to higher altitudes (Moore 1980).

The composition of the ionospheric plasma is also
influenced by geomagnetic activity, which increases
the temperature of the thermosphere and modifies its

Fig. 16.1 Mean, maximum
and minimum solar radio flux
F10.7 in each 27-day solar
rotation from 1965 to 2005 in
solar radio flux unit (1 sfu =
10−22 W m−2 Hz−1). Note
the large variation of F10.7
within a solar rotation near
solar maximum
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Fig. 16.2 MSIS model
dayside neutral temperature
and densities at auroral
latitude near solar minimum
(F10.7 = 70) and maximum
(F10.7 = 150)

composition distribution, by heating and expanding
the thermosphere on a time scale of hours or days
through Joule heating and other processes. The result-
ing changes in thermospheric composition are largest
at auroral and polar latitudes, as are changes in iono-
spheric composition and mass density.

At a given level of solar and geomagnetic activ-
ity, the ionosphere varies strongly with local time in
density and peak altitude due to atmospheric photo-
ionization in the day and its absence at night. At low
and mid-latitudes where the flux tubes are near co-
rotation with the Earth, this leads to the drainage of
plasma on the night side and its refilling on the day-
side. Likewise, inter-hemispheric plasma flows occur
except near equinox, due to the hemispheric asymme-
try in ionospheric density and height resulting from
the changing inclination of the Earth’s equatorial plane
from the ecliptic plane, and to the enrichment in He+

in the winter hemisphere.
During times of southward interplanetary magnetic

field (IMF), the topology of horizontal circulation
streamlines transitions abruptly from near co-rotation
at low and mid-latitudes to a two-cell convection pat-
tern at auroral latitudes and above. The transition
latitude is dependent on the strength of the solar wind.
The two-cell convection pattern usually comprises an
anti-sunward and a sunward flowing region poleward
and equatorward of the auroral oval, respectively (see,
for example, Heppner and Maynard 1987). Thus, the
auroral zone is generally the region of flow reversal
and often the site of strong velocity shear, one that is

sometimes co-located with the regions of field-aligned
currents and acts as a source of free energy for possible
plasma acceleration.

During northward IMF, the convection pattern
is typically more complex, and the anti-sunward
flow in the polar cap sometimes reverses in flow
direction, creating regions of strong velocity shears
where free energy is available for possible plasma
acceleration and formation of trans-polar cap arcs.
This means the auroral zone and/or the polar cap
are potentially important regions of ionospheric ion
acceleration and outflow depending on the IMF
orientation.

At both auroral and polar cap latitudes, a plasma
flux tube undergoes a circulation cycle on the order of
a day or less depending on the strength of the solar
wind, in which the volume of the flux tube may change
by as much as a few orders of magnitude: a flux tube
may be stretched from ∼10 Earth radii (RE) in length
to ∼ 100 RE or greater as it convects anti-sunward in
the low-latitude boundary layer, or disconnect from the
conjugate hemisphere to connect itself into the solar
wind during part of the cycle and then reconnect in the
tail and traverse the inner magnetosphere back to its
starting point.

During the stretch part of the cycle, the ionospheric
plasma can expand freely into the upper reaches of
the flux tube because of the negligible plasma pressure
there. This results in the formation of the polar wind:
an outflow of low density, supersonic flux of cold, light
H+ and He+ (and under certain conditions heavier O+)
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ions through the polar cap and into the magnetotail
lobes.

The variety of observed ion outflows in the high-
latitude ionosphere may be grouped into two cate-
gories: bulk ion flows with energies up to a few eV
in which all the ions acquire a bulk flow velocity,
and suprathermal ion outflows in which in general
a fraction of the ions are energized to much higher
energies. The category of bulk ion flows includes the
polar wind and auroral bulk O+ up-flow from the top-
side auroral and polar-cap ionosphere. The category of
suprathermal ion outflows includes ion beams, ion con-
ics, transversely accelerated ions (TAI), and upwelling
ions (UWI).

The ion outflow measurements from the different
satellites were in general acquired in different phases
in the 11-year solar cycle. Many ion outflow char-
acteristics depend on specific ionospheric conditions
that are modulated by the solar EUV flux, and so
may exhibit significant long-term variations as well as
variability on the time scale of days within a solar rota-
tion near solar maximum. Therefore, the level of solar
activity at the time of an ion outflow measurement
is often an important factor, and so it is important to
take into account the relative phases in the solar cycle
between different measurements.

The altitude coverage and ion energy range of an
ion outflow observation data set are also important.
For convenience in our discussions below, we will use
the term “topside ionosphere” to refer to the altitude
region below 1000 km including the F-region, and
the terms “low-”, “mid-”, and “high-altitude” to the
regions between 1000 and 4000 km, between 4000
and 10,000 km, and above 10,000 km, respectively.
As will be discussed in Sections 16.2 and 16.3, all
ground-based ion outflow observations to date are con-
fined to the topside ionosphere. Observations from
most satellites are confined or primarily confined to
one or two altitude regions. These include observa-
tions on DE-2 in the topside ionosphere, where the
auroral bulk up-flow originates; observations on Freja
and Fast and near perigee on DE-1 and Akebono at
low altitude, where maximum polar wind acceleration
occurs and ion conic acceleration begins; observations
above perigee on Akebono and near perigee on Polar
at mid altitudes, where ion beam begins to appear;
and observations on Viking, DE-1 and Polar at high
altitude.

16.2 Bulk Ion Flows

The discovery of the magnetotail, plasmapause, and
atmospheric helium attrition in the early years of space
exploration led to the postulation of the existence of
the polar wind in the late sixties. In the presence of
the Earth’s gravitation, an ambipolar electric field (E//)
develops in the polar ionosphere, as the ion is much
more massive and experiences a much larger grav-
itational force compared with the electron, and the
spatial separation between the two produces a polariza-
tion electric field that acts to accelerate the ion in the
upward magnetic field direction. An ambipolar field
also develops in the presence of an anisotropic parti-
cle distribution, in order to maintain charge neutrality
along the magnetic field line (Tam et al. 2007).

16.2.1 Polar Wind

In the “classical” polar wind, the ambient plasma pres-
sure gradient and ambipolar (polarization) electric field
are the only sources of acceleration for the polar wind
ions, and they result in a steady-state and current-free
flow of quasi-neutral plasma – electrons and light H+

and He+ ions – along the open geomagnetic field lines.
Axford (1968) coined the term polar wind to describe
the supersonic nature of the thermal outflow in analogy
to the supersonic expansion of the solar wind from the
solar corona into interplanetary space. Additional ion
acceleration mechanisms discussed below give rise to
the so-called “non-classical” polar wind.

The dominant source of polar wind H+ ions is
the accidentally resonant charge exchange reaction
between O+ and H. The source of He+ is the photo-
ionization of neutral helium. The polar wind ion flux
is limited by the production rate of the outflowing ions
and their Coulomb collision rate with other ions. For
typical ionospheric densities and temperatures in the
topside ionosphere and under steady-state conditions,
these sources and Coulomb collision processes result
in a maximum limiting H+ flux of ∼ 3 × 108 cm−2 s−1

at 1000 km altitude at solar minimum. The H+ limit-
ing flux decreases to ∼ 1 × 108 cm−2 s−1 near solar
maximum due to the increase in exospheric temper-
ature and the corresponding increase in neutral oxy-
gen density and in O–H+ exchange at high altitude.
In comparison, the limiting He+ flux is dependent
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primarily on neutral atmospheric He and N2 densi-
ties, which affect the rate of He photo-ionization and
He+–N2 charge-exchange, respectively; thus it varies
from ∼ 1 − 3 × 105 cm−2 s−1 in solar minimum sum-
mer to ∼ 0.5 − 1.5 × 107cm−2 s−1 in solar maximum
winter; the winter-to-summer and solar-maximum-to-
minimum flux ratio is ∼25 and ∼2, respectively (Raitt
and Schunk 1983). Therefore, the polar wind is com-
posed primarily H+ and a few percent of He+.

A variety of polar wind models exist, including
those based on fluid or generalized transport equations
and those on collionless, collisional, or hybrid kinetic
approaches; see the excellent reviews of Tam et al.
(2007) and Schunk (2007). The predictions from these
models were discussed and compared with observa-
tions in Yau et al. (2007).

Polar wind ion observations have been made using
ion composition instruments on a number of polar-
orbiting satellites, including ISIS-2, DE-1, Akebono,
and Polar. Polar wind electron observations have also
been made on DE-1 and Akebono. These observations
spanned different phases of SC 20 to 23, and a wide
range of altitudes from ∼1000 km to ∼50,500 km
(8 RE) altitude. The ISIS-2 and most of the DE-1
ion observations were made at low altitude (1000–
4000 km) in the declining phase of the solar cycle;
the DE-1 electron observations were made at mid
and high altitude (7000–23,300 km). The Akebono
ion observations spanned both low and mid altitudes
(1000–10,000 km) and were made over a 10-year
period spanning two 11-year solar cycles; most of the

Akebono electron measurements were at low altitude
below 3000 km. The Polar observations were made
near solar minimum, and were primarily at mid alti-
tude near its perigee (5000 km) and at high altitude
near its apogee (∼50,500 km) and extending down to
∼22,000 km.

A composite picture of the polar wind emerges
from these observations. The polar wind is regularly
observed at all local times and latitudes, and is com-
posed primarily of electrons and H+, He+ and O+ ions.
Its ion composition varies with the solar cycle, and is
dominated in density by O+ ions up to at least 4000 km
and perhaps 6000–7000 km.

Figure 16.3 shows the averaged parallel ion veloc-
ity of each ion species observed on Akebono near
solar maximum in 1990–1991 (Abe et al. 1993a) as
a function of altitude on both the dayside (06–18
MLT) and the night side (18–06 MLT). The dayside
and the night side profiles were qualitatively similar
for all three species: the (approximately) monotonic
increase in velocity with altitude, the mass dependence
of the magnitude of the velocity, the largest acceler-
ation (increase of velocity with altitude) of the H+

velocity below 4000 km, and the starting altitude of
detectable upward velocity are apparent in both cases.

On the dayside, the H+ velocity typically reached
1 km/s near 2000 km, the He+ and O+ velocities near
3000 and 6000 km. For all three species, the veloc-
ity on the dayside was significantly larger than that
on the night side, the H+, He+, and O+ velocity at
10,000 km being about 12, 6, and 4 km/s on the dayside

Fig. 16.3 Averaged polar wind H+, He+ and O+ ion velocity above 80◦ invariant observed on Akebono in 1990–1991 near solar
maximum on the (a) dayside and (b) night side; H+ velocity versus electron temperature (From Abe et al. 1993a, b)
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and ∼7, 4, and 3 km/s on the night side, respectively.
This suggests the possible increase in the amplitude
of ambipolar electric field or the presence of addi-
tional ion acceleration on the dayside due to escaping
atmospheric photoelectrons (Tam et al. 2007).

On the dayside, the averaged O+ velocity began
to increase near 5000 km. Its standard deviation was
less than 50% of the mean above this altitude but was
comparable to or greater than the mean below. This
suggests that the measured velocity data samples were
predominantly upward above this altitude but consisted
of both upward and downward velocity samples below.
On the night side, the averaged O+ velocity started
to increase from zero at 7000 km. The small neg-
ative velocity between 5000 and 6000 km probably
reflects the larger number and/or velocity values of
downward velocity samples compared to the upward
velocity samples in this altitude region. On DE-1, the
observed O+ velocity below 4000 km was found to cor-
relate with the IMF Bz, and was on average downward
during southward IMF and upward during northward
IMF (Chandler 1995).

Abe et al. (1993b) found the magnitude of ion accel-
eration at a given altitude to correlate strongly with
the electron temperature. The right panel in Fig. 16.3
shows the scatter plot of the H+ ion velocity versus
electron temperature at 2000, 2500, and 3000 km,
respectively. The velocity at each altitude increased
with electron temperature. The rate of increase was
smallest at the lowest altitude and largest at the high-
est altitude. For an increase in electron temperature
from 4000 to 7000 K, the increase in velocity was ∼50
percent (from 1.0 to 1.5 km/s) at 2000 km, and a fac-
tor of 3 (from 1.3 to 4 km/s) at 3000 km. The larger
rate of increase at higher altitude is consistent with the
cumulative increase in ion velocity due to the ambipo-
lar electric field along the field line, and the direct
relationship between the local magnitude of ion accel-
eration and the ambipolar electric field responsible for
the acceleration, respectively.

Theoretically, the polarization electric field in the
polar wind is related to the electron plasma
pressure (density and temperature) as qE =
−kTe[dln(neTe)/dr], where E is the polarization
electric field, ne and Te are the electron density and
temperature, and q and k are the electron charge and
the Boltzmann constant, respectively. In the case of
positive electron temperature gradient (increasing
electron temperature with altitude), the polarization

electric field remains upward provided that the elec-
tron density decreases with altitude more rapidly,
as was usually observed on Akebono up to at least
4000 km. Thus, the polar wind ions experience a
continuous acceleration in velocity in the course of its
upward expansion.

16.2.1.1 Magnetic and Solar Activity
Dependence

Abe et al. (1993a, b) found the velocity of H+ and
He+ to be more variable during active times (Kp ≥ 3)
than at quiet times (Kp ≤ 2). The variability (standard
deviation) of the H+ velocity was as much as 50% of
the mean during active times. However, the average
velocity was only weakly dependent on Kp, and only
marginally larger at active times for both species.

Likewise, the observed ion outflow rate of H+ and
O+ was also only weakly dependent on Kp (Abe et al.
1996). At 6000–9000 km above 75◦ invariant, the H+

rate decreased by a factor of 2 while the O+ rate
increased by a factor of 1.7 as Kp increased from
1 to 6, and both rates decreased with Kp for Kp above
6. The reduction in the observed rates at very high Kp
may be attributed to the increased fraction of the polar
wind ion population being accelerated to beyond the
upper energy-limit of the thermal ion measurements.

On Akebono, Abe et al. (1996) found the outflow
rate of both species to exhibit very similar IMF Bz

dependence, and increased with Bz under northward
IMF conditions. This increase is evidently due to the
larger flux from the noon and dusk quadrants during
northward IMF, and is consistent with the topside polar
cap ionosphere being a stronger and more dominant
source of the observed polar wind plasma in compar-
ison with other sources such as the cleft ion fountain
and auroral bulk up-flow.

Abe et al. (1996) found the MLT dependence of
the polar wind ion flux to strongly resemble the cor-
responding dependence of the observed ion velocity.
Between 6000 and 9000 km altitude above 75◦ invari-
ant near solar maximum, the ion flux was largest in
the noon quadrant, and smallest in the midnight quad-
rant. Its latitude distribution in the midnight quadrant
was narrow in direct contrast to the broad distributions
in the other MLT quadrants; this is consistent with the
larger ambipolar electric field in the sunlit polar wind
in the other quadrants.

The normalized H+ flux (to 2000 km alti-
tude) in the noon quadrant was in the range of
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1 − 20 × 107cm−2 s−1 and comparable to the range of
flux observed on ISIS-2 at 1400 km in the declining
phase of SC 20 (Hoffman and Dobson 1980). The cor-
responding O+ flux was typically a factor of 1.5–2.0
smaller. The observed ion flux above 80◦ invariant in
the polar cap was due predominantly to the polar wind.
The flux below 80◦ invariant in the noon and dusk
quadrants is believed to contain a significant contribu-
tion from the cleft ion fountain also, at least in the case
of southward IMF.

Observationally, it is not always possible to defini-
tively distinguish polar wind ions originating from the
topside auroral or polar cap ionosphere from thermal-
energy ions that originate from other sources, such as
auroral bulk ion up-flows. This is because the various
ion populations in the polar ionosphere are sometimes
mixed due to horizontal plasma transport and to ion
energization processes. For example, polar wind ions
can be accelerated and become a part of a suprather-
mal ion outflow population. Under southward IMF
conditions and predominantly anti-sunward convection
across the polar cap, upwelling ions originating from
the cusp or the cleft can appear as a “cleft ion fountain”
in the polar cap, where they may be present at lower
apparent temperatures than in the cleft due to velocity
filtering effects (Horwitz and Lockwood 1985), and

become a part of the ambipolar outflow. Auroral bulk
ion up-flow is another important contributor of low-
energy O+ ions to the polar wind ion population in the
polar cap.

Figure 16.4 shows the averaged H+ and O+ polar
wind velocity at different solar flux levels (F10.7) as
a function of altitude in the sunlit (SZA < 90◦) and
shadow (non-sunlit; SZA > 90◦) regions, respectively.
In the sunlit region, the H+ velocity increased with alti-
tude at all altitudes for all solar flux levels, except at
low solar flux (F10.7 < 100) where it remained almost
constant above 4000 km. However, the velocity gra-
dient in different altitude regions varied with solar
flux. At high solar flux (F10.7 > 180), the velocity
increased continuously from 1500 km to 8500 km. In
comparison, at low solar flux, the velocity increase
with altitude was much larger below 3600 km and
much smaller above 4000 km; as a result, the aver-
aged velocity was about 50–60% larger at 4000 km and
comparable at ∼7000 km. In the non-sunlit region, the
velocity increased with altitude below 4000 km but did
not appear to do so significantly above at both low and
medium solar fluxes.

The O+ velocity in the sunlit region remained below
1 km s–1 below 6500 km but increased with alti-
tude above at high solar flux. Similar transition in the

Fig. 16.4 Sunlit (top; SZA < 90◦) and non-sunlit (bottom; SZA > 90◦) averaged H+ (left) and O+ (right) velocity observed on
Akebono as a function of altitude for different levels of solar radio flux (F10.7) (From Abe et al. 2004)
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velocity was observed at 4000 km at medium solar
flux. At low solar flux, the velocity increased grad-
ually with altitude from 1500 to 7000 km, reaching
4 km s–1 at 5000 km. In comparison, the velocity in the
non-sunlit region increased with altitude more gradu-
ally. The increase was more significant as the solar flux
decreased. At high solar flux, the velocity remained
below 1.5 km s–1 at all altitudes.

In other words, the altitudinal gradients of both H+

and O+ velocity had very similar solar flux depen-
dence and altitude variations, i.e. larger gradient below
5000 km and smaller gradient above 7000 km at low
solar flux than at high solar flux, resulting in generally
higher H+ and O+ velocities below 7000 and 8500 km,
respectively, at low solar flux.

As the polar wind ions flow upward along open
magnetic field lines to higher altitudes and undergo
generally anti-sunward convection in the dayside cusp
and the polar cap, they may be subject to a num-
ber of “non-classical” polar wind ion acceleration
mechanisms (Yau et al. 2007), including centrifugal
acceleration in the parallel direction due to strong
E × B convection in regions of curved magnetic field at

high altitudes above a few RE, and continue to increase
in both drift speed and temperature.

Figure 16.5 shows the occurrence distributions of
H+ and O+ density and parallel velocity observed near
Polar apogee at 50,500 km altitude near solar mini-
mum (Su et al. 1998). The H+ density ranged from
0.01 to 2 cm–3, and averaged ∼0.3 cm–3. The parallel
velocity ranged from 20 to 100 km s–1, and aver-
aged 45 km s–1; the averaged upward number flux was
1.2 × 106 cm–2 s–1. The O+ density ranged from 0.001
to 0.3 cm–3 and averaged ∼0.05 cm–3. The parallel
velocity ranged from 8 to 32 km s–1, and averaged
∼17 km s–1; the averaged upward number flux was
8.3 × 104 cm–2 s–1. The fact that O+ was observed
much less frequently and its density was an order of
magnitude smaller than the H+ density except at times
of high solar wind speeds and large solar wind dynamic
pressures (Elliott et al. 2001) is not unexpected, given
the lower O+/H+ polar wind density ratio at low alti-
tudes near solar minimum. What is perhaps surprising
is the apparent lack of dependence of the O+ den-
sity on the orientation of the IMF Bz, since at least a
fraction of the O+ observed in the high-altitude polar

Fig. 16.5 Occurrence histograms of observed (a) H+ and (b) O+ polar wind density (top) and parallel velocity (bottom) on Polar at
50,500 km near solar minimum (From Su et al. 1998)
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cap presumably originates from the cleft ion foun-
tain, in which the ion trajectories depend strongly on
anti-sunward convection and on IMF Bz.

The observed velocity ratio between ion species on
both Akebono and Polar spans a wide range of val-
ues, and on average lies between unity and the inverse
square root mass ratio of the species, e.g. 1 < v//(H+)
/v//(O+) < [m(O+)/m(H+)]1/2 = 4. This suggests
that a number of processes of comparable energy gain
may be contributing to the overall ion acceleration.

The temperature of polar wind ions is generally low,
and was in the range of 0.05–0.35 eV between 7000
and 10,000 km on Akebono (Drakou et al. 1997). The
parallel-to-perpendicular temperature ratio is less than
unity (∼0.52 for H+ and ∼0.55 for O+ at 5000 km,
but exceeds unity at high altitude (∼1.5 for H+ and
∼2.0 for O+ at 50,500 km) (Su et al. 1998). At Polar
apogee (∼50,000 km), the averaged parallel and per-
pendicular H+ temperatures were ∼1.7 and 1.1 eV,
respectively. The corresponding O+ temperatures were
∼7.5 and 3.4 eV.

H+, He+ and O+ ions in the polar wind are estimated
to reach sonic speed (Mach number of 1) near 1500,
3000, and 6000 km, respectively, on average, based on
the measured ion velocities in the subsonic to super-
sonic transition altitude region (Abe et al. 1993a) and
the averaged ion temperature of 0.2 eV at 7000 km
(Drakou et al. 1997), where their ion Mach num-
ber is ∼1.5, 1.5, and 2.5, respectively, and increases
to observed values of ∼4.6 and 3.5 for H+ and O+,
respectively, at 50,500 km on Polar (Su et al. 1998).

The electron density of the polar wind appears to
transition to a slower density decrease with increasing
altitude at 1000–1500 km; this is believed to be con-
sistent with the transition of the H+ polar wind from
subsonic to supersonic speed in this altitude region.
At higher altitude, the observed median electron den-
sity on DE-1 ranged from ∼35 to ∼1 cm–3 from 7000
to 23,300 km altitude (2.1 to 4.66 RE geocentric),
and followed a power law relationship with geocen-
tric distance with an index of –3.85, i.e., ne ∝ Rα; α =
−3.85 ± 0.32 (Persoon et al. 1983). This suggests
an approximately linear increase in the polar wind
ion velocity with geocentric distance over this alti-
tude range. From Figs. 16.3 and 16.5, the observed H+

velocity to geocentric distance ratio is ∼ 2.7 × 10−4

and ∼ 2.9 × 10−4 s−1 at Akebono and Polar apogee,
respectively, consistent with such a linear relationship.

The temperature of the polar wind electrons is gen-
erally higher than the ion temperature, and in the
range of 0.3–0.7 eV at low altitude. The tempera-
ture of sunlit polar wind electrons is higher in the
upward direction compared with that in the perpen-
dicular and downward direction, i.e. Tup/T⊥ ∼ 1.5 −
2, Tdown/T⊥ ∼ 1 (Yau et al. 1995). The temperature
anisotropy is absent in the non-sunlit polar wind, and is
attributed to the ambipolar electric field that is required
to maintain quasi-neutrality along the field line in the
presence of escaping atmospheric photoelectrons, and
to Coulomb collisions between the electrons and the
photoelectrons.

The fluxes of the different polar wind ion species
have markedly different seasonal dependences in gen-
eral. In the case of He+, the flux has a winter-to-
summer ratio of ∼20. As noted in the Introduction,
this dependence is attributed to the seasonal variations
of neutral atmospheric helium and molecular nitrogen
and the corresponding helium photo-ionization rate
and He+–N2 charge-exchange rate.

The density of both H+ and O+ depends strongly
on the solar zenith angle (SZA), and decreases by a
factor of 10 and 100, respectively, at 5000 km altitude
as SZA increases from 90◦ to 125◦. The velocity of
both species also decreases slowly as SZA increases
above 100◦ (Abe et al. 2004).

A number of important questions on the polar wind
remain open. The first is whether the cleft ion foun-
tain is the sole or dominant source of O+ polar wind
in the high-altitude polar cap: observational evidence
suggesting this to be the case exists, e.g. the correlation
between the observed O+ density and velocity with the
location of observation from the cleft; (Su et al. 1998),
but so does evidence suggesting the opposite, e.g. the
lack of correlation between O+ occurrence at Polar
apogee and Bz noted above (Elliott et al. 2001). The
second is whether the magnitude of the lowest-energy
component of H+ polar wind (energy-per-charge below
the spacecraft potential) represents a dominant source
of plasma in the magnetosphere; recent observation on
Cluster (Engwall et al. 2009) suggests that “hidden”
H+ ions constitute a significant component of cold
plasma in the high-altitude magnetosphere. Another
question of interest is whether the polar wind flow
undergoes transitions at different altitudes in different
phases of the solar cycle, and whether the observed
dominance of H+ over O+ near Polar apogee at solar
minimum persists in the rest of the solar cycle.
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16.2.2 Auroral Bulk Up-flow

It is generally accepted that ions in the high-latitude
ionosphere obtain energy and momentum primarily
through particle precipitation, heat flux, and electro-
magnetic field and waves from the magnetosphere,
as well as from solar EUV radiation via atmospheric
heating and subsequent photo-ionization and charge-
exchange processes.

The occurrence of bulk thermal O+ ion up-flow in
the topside auroral ionosphere was first inferred from
the scale height analysis of Alouette I sounder data
near 500 km altitude (Lockwood and Titheridge 1981).
Ion up-flows at velocities exceeding 1 km/s have been
observed in the topside ionosphere in both the night
side auroral zone and the dayside cleft on low-altitude
polar-orbiting satellites, including DE-2 (Heelis et al.
1984) and Hilat; and from ground radars, including
the Chatanika incoherent scatter radar at Chatanika,
Alaska (Bates 1974), the European incoherent scat-
ter radar (EISCAT) at Tromso, Norway (Wahlund
and Opgenoorth 1989; Wahlund et al. 1992), and the
EISCAT Svalbard radar (ESR) at Spitsbergen (McCrea
et al. 2000).

The observed ion up-flow is highly variable in time
and location, and generally confined to narrow latitude
regions. Large upward ion flows often occur in regions
of large ion convection velocities, and are dominated
by O+ and at times enhanced in molecular NO+. A
question of central importance is how the solar wind,
the interplanetary magnetic field, and geomagnetic
activity influence the occurrence and characteristics of
ion up-flow.

Loranc et al. (1991) surveyed the occurrence of ver-
tical ion up-flow and down-flow on the dayside (08–12
MLT) and the night side (20–24 MLT), respectively,
using DE-2 ion drift data between 200 and 1000 km
altitude near solar maximum. At 600–1000 km, the
occurrence probability of up-flow was generally larger
than that of down-flow in the auroral zone but smaller
in the polar cap on both the dayside and the night
side. Also, its peak spanned the convection reversal
on the dayside, and was more extended in latitude
and located at lower latitude on the night side. The
separation between the up-flow and down-flow regions
was more distinct in the topside than in the F-region
(200–400 km): this suggests an association of the up-
flow with the auroral zone, and the down-flow to be the

return flow of the up-flow on both the dayside and the
night side.

The peak occurrence probability for flows exceed-
ing 100 m s–1 increased and moved equatorward
with increasing Kp, from about 0.25 near 78◦ invari-
ant at Kp ≤ 3– to about 0.35 near 70◦ at Kp ≥ 6
on the dayside; the region of peak flows also
broadened. In the polar cap (>78◦ invariant), the
occurrence probability of up-flow was several times
larger during northward IMF (Bz > 2 nT) than dur-
ing southward IMF (Bz < −1 nT;

√
(Bx

2 + By
2) <

1 nT). It was generally greater in the pre-noon sector
than in the pre-midnight sector, and was greater in the
dawn quadrant than in the dusk quadrant during active
periods.

Loranc et al. (1991) attributed the observed bulk
ion up-flow to upward ion expansion resulting from
frictional heating and perpendicular ion temperature
enhancement in regions of intensified E × B drifts,
and the subsequent transient change in plasma scale
height. However, Seo et al. (1997) suggested soft elec-
tron precipitation as the probable primary driver of
up-flow, based on the correlation between the observed
up-flow and electron temperature and the association
of the largest-flux up-flow events with soft (<80 eV)
precipitating electron flux in several DE-2 orbits, not-
ing that the lowest-energy precipitating electrons are
most effective in heating the topside thermal electrons.

In a follow-on study using field-aligned instead of
vertical ion velocity and flux data and a larger data set
consisting of ∼130 DE-2 orbit passes between 300 and
1000 km altitude, Wu et al. (2000) found that in the
dayside auroral region (72◦–78◦ invariant), detectable
up-flow started near 450 km altitude and accelerated
with increasing altitude. Above 600 km altitude, the
ion velocity ranged from 400 m s–1 downward to
800 m s–1 upward. In comparison, the range of ion
velocity in the night side auroral region (63◦–74◦
invariant) was slightly larger. In the dayside polar
cap (80◦–85◦ invariant), the flow was predominantly
downward but was sometimes upward with velocities
up to 800 m s–1. In contrast, the flow in the night side
polar cap (75◦–85◦ invariant) was on average upward,
at a velocity of 50 ± 200 m s–1. The occurrence fre-
quency of up-flow increased with altitude, reaching
>70% in the dayside auroral region and 60–90% in
the night side auroral and sub-auroral regions in the
topside.
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The averaged upward ion flux in the auroral zone
increased with electron and ion temperature, to a value
of ∼ 2 × 109cm−2 s−1 at electron temperatures above
4000 K and ion temperatures above 3500 K. In the
polar cap, the ion flux changed from downward to
upward at electron and ion temperatures above 3000
and 4000 K, respectively. The averaged electron tem-
perature was higher than the ion temperature on the
dayside, but was comparable to (and sometimes lower
than) the ion temperature on the night side. Wu et al.
(2000) attributed the higher dayside electron-to-ion
temperature ratio to electron temperature enhancement
driven by electron precipitation, and interpreted the
temperature enhancement as a more dominant driver
for up-flow on the dayside.

The observed up-flow by EISCAT was initially
identified as “outflow” and classified into two types.
The type-1 up-flow was associated with strong elec-
tric fields, ion temperature enhancements, anisotropic
ion temperature, and very low electron densities in the
F-region and below: The strong electric fields were
often in regions of downward field-aligned currents
adjacent to auroral arcs, and the low electron den-
sity in the E- and the low F-region was indicative of
auroral precipitation being absent. The ion tempera-
ture enhancement and the perpendicular ion temper-
ature anisotropy (T⊥ > T//) were interpreted as fric-
tional heating of the drifting ions through the neutral
atmosphere in the presence of a strong perpendicular
electric field; the increased ion temperature produces
strong pressure gradients, which push the ions upward.

The type-2 up-flow was typically observed above
auroral arcs, and was associated with electron

temperature enhancement and sometimes also
anisotropy, as well as weak to moderate electric
fields. It was stronger in ion flux and occurred more
frequently compared with type-1 up-flow. Wahlund
et al. (1992) showed examples of type-2 outflow in
which the electron temperature reached 5000–6000 K
and the perpendicular electron temperature was a
few hundred degrees higher than the corresponding
parallel temperature above ∼270 km altitude. The
field-aligned ion velocity increased with altitude, to
values exceeding 1 km/s at 900 km, corresponding to
ion flux up to ∼ 2 × 1010cm−2 s−1.

The EISCAT data set was the subject of several sta-
tistical studies of ion up-flow. Keating et al. (1990)
analyzed the seasonal and diurnal variations of up-flow
between 200 and 500 km altitude using EISCAT data
between 1985 and 1987, and found the up-flow occur-
rence to peak near local magnetic midnight. Foster
et al. (1998) extended the study in altitude and in data
period and analyzed the solar cycle variations also,
using field-aligned up-flow data between 1984 and
1996 and vertical up-flow data up to 900 km altitude
between 1990 and 1995.

Foster et al. (1998) showed that on average over
the solar cycle, the field-aligned up-flow occurrence
peaked in the pre-midnight sector, and the up-flow
velocity was less than 100 m s–1 below 300 km altitude
and increased monotonically with altitude. Roughly
50–60% of the observed up-flow events occurred dur-
ing intervals of enhanced ion temperature.

Figure 16.6 shows the diurnal variations of the
observed field-aligned up-flow occurrence frequency
at 350, 400 and 500 km, respectively. The occurrence

Fig. 16.6 Diurnal variations of field-aligned ion up-flow occur-
rence frequency observed at EISCAT Tromso from 1984 to
1996, at 350, 400 and 500 km altitude (left to right): events

exceeding the flux threshold only (white), the velocity thresh-
old only (grey), and both thresholds (black). Magnetic midnight
is near 22 UT (From Foster et al. 1998)
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frequency at 500 km reached about 23% near magnetic
midnight (2200 UT at Tromso), and the up-flow veloc-
ity exceeded 100 m s–1 in more than half (∼55%) of
the observed events, including ∼25% of higher-flux
events in which the field-aligned ion flux exceeded
109 cm–2 s–1 and ∼30% of lower-flux events. Since
the EISCAT transmitter at Tromso is located at 69.7◦ N
(66.2◦ invariant) and lies within the night side auroral
oval and equatorward of the dayside oval, the observed
distribution in Fig. 16.6 reflects the combined effects
of both MLT and latitudinal variations of up-flow. In
contrast, the EISCAT Svalbard radar (ESR) is located
at 78◦N (75.4◦ invariant), and lies within the dayside
oval and poleward of the night side oval. Liu et al.
(2001) compared quiet-time EISCAT (Tromso) and
ESR data between 1997 and 1998 in the early rising
phase of Solar Cycle 23, and found that the up-flow
occurrence frequency at ESR was larger on the dayside
than on the night side above 400 km, and exhibited a
dawn-dusk asymmetry that increased with altitude in
favor of the dawn side (04–08 MLT) over the dusk
side (16–20 MLT), in contrast to EISCAT where the
observed frequency was higher on the dusk side.

16.2.2.1 Magnetic and Solar Activity
Dependence

Despite the considerable month-to-month variation in
data sampling in their study, Foster et al. (1998) found
seasonal as well as diurnal and solar cycle varia-
tions in up-flow occurrence and characteristics. Above
300 km altitude, the occurrence frequency of up-flow
was greater during the winter months. Using the verti-
cal ion velocity data at higher altitudes (500–800 km)
and removing approximately the contribution of the
E × B drift velocity to the vertical velocity, these
authors inferred that the up-flow on the dayside started
or reached an observable velocity at higher altitudes
compared with the night side, and hence the dayside-
to-night side occurrence frequency ratio was larger,
e.g. 0.5 at 800 km compared with ∼0.25 at 400 km
altitude.

In comparison with the quieter phase of the solar
cycle, the observed up-flow during the active phase of
the cycle had a larger ion flux, a smaller ion velocity,
and its occurrence frequency had a more pronounced
night side maximum, i.e. larger night side-to-dayside
occurrence frequency ratio. In other words, the up-
flow was dominated by large ion-flux events near solar
maximum and by large ion-velocity events near solar

minimum, in accord with the study of Liu et al. (2001)
discussed above in which the occurrence frequency of
large-velocity events in the early rising phase of the
solar cycle was much higher than that near solar max-
imum. The predominance of large flux events at solar
maximum may be attributed to the higher prevailing
ambient plasma density. The smaller ion velocity may
be suggestive of a smaller amount of free energy being
available per capita for ion acceleration and/or a larger
energy loss to ion-neutral collisions.

Liu et al. (2001) investigated the geomagnetic
dependence of ion up-flow using EISCAT data near
solar maximum between 1988 and 1992, when
disturbed-time data were more abundant. Using ion
velocity as the only event selection criterion (v// >

100 m s−1), these authors found that compared with
quiet times, the up-flow occurrence frequency during
disturbed times (Kp ≥ 4) was significantly larger at all
altitudes (200–550 km) and that the increase in occur-
rence frequency with altitude was also stronger. The
starting height of up-flow extended to lower altitude,
from 350–400 km for Kp < 4 down to 200–250 km
for Kp ≥ 4. In addition, the increase with geomagnetic
activity was much more pronounced on the dawn side
than on the dusk side; as a result, the occurrence fre-
quency on the dawn side was higher than on the dusk
side during disturbed times. In contrast, the quiet-time
occurrence frequency was slightly lower on the dawn
side than on the dusk side.

The differences in observed ion up-flow between
EISCAT and ESR are consistent with the suggestion
that both E × B-driven ion frictional heating and pre-
cipitating soft electron-driven electron heating play an
important role in ionospheric ion acceleration in the
F-region and topside ionosphere. The effect of ion fric-
tional heating is expected to increase with Kp and to
be stronger on the dusk side and in the winter: this
explains the higher occurrence frequency on the dusk
side at EISCAT latitude, and the increase in occurrence
frequency with geomagnetic activity at both ESR and
EISCAT. The effect of soft electron precipitation is
expected to be stronger during disturbed times, par-
ticularly in the dusk quadrant, and to play a more
dominant role on the dayside where the precipitating
electrons tend to be softer: this explains the higher
dayside occurrence frequency at ESR compared with
EISCAT at both quiet and disturbed times, and the
higher frequency on the dawn side during disturbed
times. It also suggests that soft electron-driven electron
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heating may be more efficient than convection-driven
ion heating in driving ion up-flow.

Ogawa et al. (2009) investigated the influence of
geomagnetic activity, the solar wind and interplanetary
magnetic field on both ion up-flow and down-flow in
the F-region and topside ionosphere around the day-
side cusp using ESR data in 1997 to 2006. In this
study, an ion up-flow event was identified by ion veloc-
ities exceeding 100 m s–1 at three or more consecutive
heights along a velocity versus altitude profile; the
starting altitude of an ion up-flow event was defined
as the lowest altitude of ion up-flow occurrence in the
velocity profile.

At ESR, the starting altitude of ion up-flow on the
dayside (09–15 MLT) increased with solar activity
level: In periods of low solar activity (F10.7 < 140),
approximately 25% of the up-flow events on the day-
side started below 400 km altitude and an additional
30% between 400 and 450 km. In comparison, in
period of high activity (F10.7 > 140), only about 16%
and 18% of the events started below 400 km and
between 400 and 450 km, respectively.

The occurrence frequency of ion up-flow at
500 km altitude peaked around geomagnetic local noon
between 10 and 15 MLT, at ∼11, 28 and 21% at quiet,

moderately active, and disturbed periods (Kp < 2, 2 ≤
Kp < 5 and Kp ≥ 5), respectively. In comparison, the
occurrence frequency of ion down-flow during quiet
and moderately active periods peaked around 03–06
and 06–09 MLT at ∼5 and 7%, respectively, and was
less than 2–3% in the 10–15 MLT sector. During dis-
turbed periods, the down-flow occurrence frequency
peaked around 10–15 MLT and its peak value (∼25%)
exceeded the up-flow occurrence frequency.

Figure 16.7 shows the averaged field-aligned ion
flux over only the observed ion up-flow events and
over all data samples (up-, down- and non-flow events),
respectively. The averaged ion flux in up-flow events
reached 2 × 109cm−2 s−1 in the noon sector and
was relatively independent of geomagnetic activity
level (Kp). In comparison, the corresponding averaged
flux over all data samples was upward and typically
10 to 40% of the average in up-flow events (0.1 ×
109cm−2 s−1 to 0.8 × 109cm−2 s−1) during quiet and
moderately active times, but was downward and in the
range of <0.1 × 109cm−2 s−1 to 0.5 × 109cm−2 s−1

during disturbed times.
Since ion convection in the dayside cusp and

polar cap is on average anti-sunward and increases in
strength with magnetic activity, the observed up-flow

Fig. 16.7 Field-aligned ion
fluxes at 500 km observed at
ESR averaged over all up-flow
events (black curve) and all
data samples (all up-flow,
down-flow and non-flow
events; grey curve): (a) All
Kp, (b) 0 ≤ Kp < 2, (c) 2 ≤
Kp < 5, and (d) 5 ≤ Kp.
(From Ogawa et al. 2009)
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occurrence frequency and ion flux in the noon sec-
tor is consistent with the ESR being in or equa-
torward of most of the up-flow events and observ-
ing more up-flowing than down-flowing ion flux on
average. During disturbed period the region of ion
up-flow was on average more equatorward and the
strength of anti-sunward convection increased, result-
ing in ESR being poleward of more up-flow events
and therefore observing more down-flow than up-flow
events and more down-flowing than up-flowing ion
fluxes.

Figure 16.8 shows that approximately half of the
dayside ion up-flow events were accompanied by
increases of both ion and electron temperatures, com-
pared with only 10–20% of events at other local
times. About 20% of the events were accompanied
by electron temperature increase only, regardless of
local time, and another 5–10% of noon-sector events
and 20–25% of morning-sector events were accom-
panied by ion temperature increase, the remaining
15–40% being unaccompanied by any appreciable ion
or electron heating.

As noted in the Introduction, both the ionosphere
and the thermosphere are strongly affected by the level
of solar activity in an 11-year solar cycle. In partic-
ular, the higher solar EUV flux near solar maximum
results in a higher exospheric temperature, atmospheric
scale height, neutral density and heavy-to-light ion
species (O-to-H) density ratio in the thermosphere,

which result in a higher rate of photo-ionization and
larger plasma density in the F-region and topside
ionosphere.

Ogawa et al. (2010) studied the influence of solar
activity on the starting altitude of ion up-flow on the
night side using data from the EISCAT Tromso UHF
radar between 1984 and 2008 and the same ion up-
flow event identification scheme as in their earlier
(Ogawa et al. 2009) study. On average, ion up-flow
was observed between 280 and 600 km altitude with
an occurrence frequency of 10–15% at 21–02 MLT,
compared with a frequency of ≤3% at 10–15 MLT
(cf. Figure 3 in Ogawa et al. 2010). The averaged ion
velocity and upward ion flux in the observed up-flow
events were also higher on the night side than on the
dayside, with peak values of about 150 m s–1 near
6 MLT and ∼ 1.5 × 109m−2 s−1 near 0 MLT, respec-
tively; the averaged ion flux over all data samples was
∼3 × 108 cm−2 s−1.

Figure 16.9 shows (a) the 12- (black) and 3-month
(grey) averages of the observed occurrence frequency
on the night side (19–05 MLT) between 200 and
550 km, and (b) the field-aligned ion velocity and
(c) ion flux at 400 km at low (F10.7 < 140) and high
(F10.7 > 140) solar flux, respectively, from 1984 to
2008. On average, the upward ion velocity in up-
flow events was a factor of 2 higher at low solar
flux than at high solar flux (F10.7 > 140), when the
upward ion flux was a factor of 4 higher. The larger

Fig. 16.8 Increase over
background ion and electron
temperatures associated with
ion up-flow: Top to bottom:
>200 K increase in neither
temperature (i.e., <200 K
increase in both temperatures,
blue); in ion temperature only
(cyan); in electron
temperature only; and in both
temperatures (red) (From
Ogawa et al. 2009)
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Fig. 16.9 (a) 12- (black) and 3-month (grey) averages of occur-
rence frequency of night side (19–05 MLT) ion up-flow at
EISCAT starting between 200 and 550 km from 1984 to 2008;

3-month averages of (b) field-aligned ion velocity and (c) ion
flux at 400 km over all up-flow events (red) and data samples
(blue) (From Ogawa et al. 2010)

flux at high solar flux (i.e. near solar maximum) is
attributed to the stronger solar EUV flux and result-
ing ionization in the F-region, and the smaller velocity
to the higher ion-neutral collision frequency due to the
higher exospheric temperature and neutral density in
the thermosphere.

The average starting altitude of ion up-flow was
found to track the measured electron density profile,
and was typically 100–150 km higher than the latter.
The distribution of starting altitude is quite different
at low and high solar flux, respectively. At low solar
flux, the distribution exhibited a broad peak starting at
∼300 km and peaking near 450 km and extending to
∼520 km. At high solar flux, the distribution shifted
to higher altitude, starting near ∼350 km and peaking
more sharply near 450 km and extending to at least
540 km.

The variation of the starting height with solar activ-
ity level can be attributed to the increased atmospheric
density and ion-neutral collision frequency near solar
maximum. This can be seen in Fig. 16.2 above, where
the neutral atomic oxygen density near solar minimum
is ∼ 3 × 108 cm−3 at 300 km (the starting up-flow
altitude at low solar flux above), and the correspond-
ing density near solar maximum is 3.3 × 108 cm−3

at 450 km (the starting altitude at high solar flux).
This implies that the atmospheric density and ion-
neutral collision frequency at the starting up-flow alti-
tude are comparable at solar minimum and maximum,
respectively.

Approximately 61% of ion up-flow was associated
with increases of both ion and electron temperatures
of more than 100 K at high solar activity, and an addi-
tional 11 and 21% with ion and electron temperature
increase, respectively. The corresponding percentages
at low solar activity were 35, 9 and 43%, respectively.
In other words, the relative occurrence of both ion and
electron heating is higher at high solar activity than at
low solar activity. The annual average of electron tem-
perature increase ranged from 300–400 K at low solar
activity to 500–600 K at high solar activity; the cor-
responding ion temperature increase was smaller and
ranged from ∼100–200 K to ∼200 to 300 K.

Using the measured electron density and ion and
electron temperature profiles, Ogawa et al. (2010)
estimated the electron and ion plasma pressure gra-
dient acceleration terms, respectively, in the momen-
tum equation, and found the electron acceleration
term to be approximately twice the ion term, and
∼6 and ∼1 m s–2 near solar minimum and maximum,
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respectively; both the electron and ion terms were
higher near solar minimum than near solar maximum.

As discussed in Ogawa et al. (2010), the occur-
rence frequency of ion up-flow at both low and high
solar activity increased with Kp. The upward ion
velocity and flux at 400 km altitude also increased
with geomagnetic activity, the average velocity in up-
flow events reaching ∼100 m/s and >100 m/s at high
and low solar activity, respectively, and the averaged
ion flux reaching ∼ 2 × 109 and 1 × 109 cm−2 s−1,
respectively.

Ogawa et al. (2009) found the ion up-flow occur-
rence to increase sharply with solar wind density
(above 30 cm–3) and solar wind velocity (up to
700 m s–1). The upward ion flux was found to increase
with solar wind density and decrease with solar wind
velocity. Both IMF By and Bz were found to affect the
up-flow occurrence frequency, which increased with
increasing magnitude of By and peaked at Bz ∼ −5 nT:
presumably the region of ion up-flow expanded and
shifted longitudinally into the ESR field-of-view for
increasing IMF |By|, and moved equatorward of ESR
under strongly negative Bz and/or high solar wind
velocity.

The apparent movement of the dayside ion up-flow
region may be understood in terms of the influence
of solar wind velocity and density and the IMF By

and Bz on the shape, size and location of the up-
flow region, since the location of the dayside cusp is
known to move equatorward with decreasing IMF Bz

or increasing solar wind dynamic pressure. The ESR
results suggest that the occurrence frequency of ion
up-flow is highest inside the cusp, whose latitudinal
position is influenced more by the solar wind velocity
than the solar wind density, while the upward ion flux
is influenced by the solar wind density and not the solar
wind velocity.

A significant plasma source for dayside ion up-
flow during magnetic storms is storm enhanced density
(SED) plasma. An ionospheric signature of the plas-
maspheric drainage plume resulting from the erosion
of the plasmaspheric boundary layer, SED is regularly
present in the pre-midnight sub-auroral ionosphere
during the early stages of magnetic storms, near the
ionospheric projection of the plasma-pause and the
plasmasphere boundary layer, and it appears as ioniza-
tion patches and plumes of high total electron content
(TEC) at the equatorward edge of the ionospheric
trough near dusk.

Using 2D vertical TEC maps from ground GPS
receivers, plasma density and drift velocity data from
both incoherent scatter radar and DMSP, and EUV
images on IMAGE, Foster et al. (2002, 2004) pre-
sented two detailed case studies of one-to-one mapping
between SED plasma and plasmaspheric drainage
plumes, in which the SED plume mapped into a broad,
sunward-moving drainage plume from the greatly
eroded plasmapause near L = 2 near dusk to the
dayside magnetopause near noon.

Figure 16.10 shows a TEC map at 19:05 UT in the
April 11, 2001 magnetic storm, and the projection of
such a map at 23:00 UT to the magnetospheric equa-
torial plane based on the Tsyganenko (2002) magnetic
field model. The TEC map reveals a strong SED plume
spanning the North American continent, and its equa-
torial projection maps the SED plume into a broad
sunward drainage plume from the plasmapause near
L = 2 to the dayside magnetopause near noon. The
peak vertical TEC exceeded 100 TEC units (TECu)
for 5 h or more in a region of strong subauroral sun-
ward convection and strong F-region sunward ion flux
(> 1011 cm−2 s−1).

Assuming a latitude width of ∼5◦ (500 km) and
an altitude extent of ∼500 km, the sunward ion flux
corresponded to a total flux of ∼ 2.5 × 1026 ions s−1

ions and a total transfer of ∼1030 ions from the
plasmaspheric boundary layer to the F-region cusp.

In comparison, the flow rate of He+ inferred from
IMAGE EUV images of He+ resonant scattering was
∼ 1.5 × 1026 ions s−1, which implies a total ion flow
rate of ∼ 1.5 × 1027 ions s−1, assuming a helium
abundance of 10% in the plasmasphere. Since the
plasma content of the plasmaspheric boundary layer
extending from L = 3 to L = 4 is ∼ 5 × 1030 ions,
assuming a mean density of 5 × 102 cm−3, such a sun-
ward drainage flux would correspond to an erosion
time of ∼1 hr, consistent with the observed erosion
rate of the plasmapause from IMAGE EUV images
(Goldstein et al. 2003).

Likewise, plasma patches in the F-region are a likely
source of night side ion up-flow, because of their abil-
ity to survive the transport across the polar cap due to
the long lifetime of ions in the F-region and above (a
few hours). Semeter et al. (2003) presented data from
the Sondrestrom incoherent scatter radar for a plasma
patch near the poleward boundary of the night side
auroral oval. The plasma flow was equatorward within
the polar cap, and across the open and closed field line
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Fig. 16.10 Left: Total electron content (TEC) map derived from
GPS observations at 19:05 UT in the April 11, 2001 mag-
netic storm, revealing a strong plume of storm enhanced density
(SED); Right: Projection of TEC map into the magnetospheric

equatorial plane using the Tsyganenko magnetic field model,
showing a broad plasmaspheric drainage plume from the eroded
plasmapause position near L = 2 to the dayside magnetopause
near noon (From Foster et al. 2004)

boundary into the auroral zone as the result of magnetic
reconnection (Robinson et al. 1985). Near the auro-
ral precipitation boundary, the flow turned eastward in
the presence of an equatorward electric field, and then
westward within the oval. The ion up-flow occurred
in the region of auroral precipitation, and exceeded
1 km/s in velocity at 900 km (the highest altitude of
observed radar backscatter), but did not correlate with
the auroral energy flux or electron or ion temperature.
The connection between the observed plasma patch
and the ion up-flow in the night side polar cap bound-
ary suggests that freshly reconnected field lines at the
boundary are the site of strong ion up-flows. Given
the large longitudinal extent of both ion up-flow and
plasma patch, and the long residency time of the lat-
ter, equatorward-drifting plasma patches at the night
side polar cap boundary are believed to constitute a
significant source of ion outflow at higher altitudes.

The DE-2 and the EISCAT/ESR radar observa-
tions demonstrate that both soft electron-driven elec-
tron heating and convection-driven ion heating play
a significant role in auroral ion up-flow production.
Frictional heating of O+ ions enhances the ion tem-
perature in the F-region and increases the preexisting
parallel pressure gradient, and the ions respond by
flowing to higher altitudes to attain a new equilib-
rium scale height distribution. Although the increase of

the scale height is a transient feature, the up-flow can
remain if new plasma is horizontally convected into
the heating region. Likewise, soft precipitating elec-
trons deposit their energy in the F-region via electron
impact ionization of and collisional energy transfer
with the neutrals, and thereby increase the average
thermal electron energy (i.e. electron temperature) and
enhance the ambipolar electric field. Another mecha-
nism suggested is parallel electric field associated with
anomalous resistivity due to ion acoustic fluctuations
that are caused by a strong electron current or a rel-
ative drift of O+ and H+ ions (Wahlund et al. 1992).
Furthermore, ion up-flows can often be related to con-
vection velocity shears, which in a two-step process
can seed plasma waves (Ganguli et al. 1994). Thus the
F-region and the topside ionosphere below 1000 km
supply a significant amount of upward ion flux to
higher altitudes, and constitute a sufficient source of
cold O+ plasma for a multitude of ion energization
processes there.

16.3 Suprathermal Ion Outflows

As noted in the Introduction, the category of suprather-
mal ion outflows includes ion beams, ion conics,
transversely accelerated ions (TAI), and upwelling ions
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(UWI). The occurrence and morphological character-
istics of ion beams and conics in the different altitude
regions were the subject of a number of statistical stud-
ies using S3-3, DE-1, Viking, Akebono, Freja, Fast and
Polar data, including several prior to 1997 which were
reviewed in details by Yau and Andre (1997; see also
Moore et al. 1999a) and are summarized briefly below.

Ion beams are upflowing ions (UFI) that have a
peak flux along the upward magnetic field direction.
They are generally observed above 5000 km altitude
but are occasionally present down to about 2000 km
during active aurora. The occurrence probability of
both H+ and O+ ion beams increases with altitude at
both quiet and active times, at least up to 23,300 km
(DE-1 apogee). The increase is most prominent for the
lower-energy (<1 keV) ions.

In contrast, ion conics have a peak flux at an angle to
the upward magnetic field direction, and are observed
down to sounding rocket altitudes (1000 km or below;
Yau et al. 1983), and up to several Earth radii and
beyond (Hultqvist 1983; Bouhram et al. 2004). At high
altitude (above ∼10,000 km), the occurrence proba-
bility of low-energy conics (<1 keV) decreases with
increasing altitude. The motion of an ion conic is typi-
cally non-adiabatic as it evolves along the field line.

Transversely accelerated ions (TAI) have peak pitch
angles at or close to 90◦, and may be regarded as a
special case of ion conics. On the dayside, they are
regularly present down to about 3000 km on Akebono
(Whalen et al. 1991). On the night side, they were
observed at 1400 km on ISIS-2 (Klumpar 1979) and
below 1700 km on Freja (Andre et al. 1994) frequently,
and down to ∼400 km on sounding rockets (Yau et al.
1983; Arnoldy et al. 1992) during active aurora.

Upwelling ions are observed exclusively in the
morning sector of the auroral oval and the lower lat-
itudes of the polar cap, and display the effects of both
parallel (upward) and perpendicular energization to
energies from one to tens of eV. They are the most
persistent suprathermal ion outflow feature in the cleft
region, and are dominated by O+ ions. The distinction
between upwelling ions and transversely accelerated
low energy ion conics is not sharp. However, compared
with ion conics with the same perpendicular energy
upwelling ions are more upward moving (have higher
upward mean velocity). As a result of ionospheric con-
vection, upwelling ions often appear as field-aligned
ion flows at other local times in the high-altitude polar

cap, where it is sometimes difficult to distinguish such
“cleft ion fountain” flows from the polar wind.

Both ion beams and ion conics are a common
phenomenon, with occurrence frequencies sometimes
higher than 50% above 1 RE altitude, and are domi-
nated by H+ and O+ ions in the 10 eV to a few keV
range; UFI of a few tens of keV energy occasionally
occurs.

Distributions of UFI may evolve in different ways
as they move upward. Ion conics often do not start
as TAI distributions heated within a narrow altitude
range and then move adiabatically up the geomag-
netic field. Statistically (Miyake et al. 1993, 1996;
Peterson et al. 1995), the energy of dayside ion con-
ics increases with altitude, from ∼10 eV near 2000 km
to ≤100 eV near 9000 km. The cone (apex) angle of
an ion conics, which is the angle between the direc-
tion of the peak flux and the upward magnetic field
direction and equal to the peak pitch angle α in the
southern hemisphere and (180◦ − α) in the north-
ern hemisphere, decreases with altitude much more
slowly than expected from adiabatic motion. In the so-
called “restricted” ion conics, the ion distribution has
a well defined cone angle. However, in the so-called
“extended” or “bimodal” conics (Klumpar et al. 1984)
the cone angle increases with energy and the lower
energy ions have a significant flux along the field line.

16.3.1 Magnetic and Solar Activity
Dependence

The occurrence probability of both H+ and O+ upflow-
ing ions is fairly independent of magnetic activ-
ity (Kp index). However, the intensity distribution
of O+ UFI exhibits a marked dependence on mag-
netic activity that is absent in H+. On DE-1 (Yau
et al. 1984), the occurrence probability of intense
(>107 cm−2s−1sr−1) lower-energy (<1 keV) O+ UFI
at active times (Kp ≥ 4–) was a factor of 3 higher
than at quiet times. A similar but smaller increase was
also apparent in the occurrence probability of intense
(>106 cm−2s−1sr−1) higher-energy (>1 keV) ions. In
contrast, the intensity distribution for H+ remained
fairly unchanged with Kp.

Most statistical studies of magnetic activity depen-
dences of upflowing ions are based on the Kp index
because of its availability relative to other indices,
despite its well-known shortcomings as an indicator of
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auroral activities. Studies of the AE or Dst dependence
of ion outflow are comparatively rare, as are those on
IMF and solar wind dynamic pressure dependence;
notable examples are Oieroset et al. (1999), which
examined the IMF Bz and AE dependences of ion out-
flow on Viking, and Lennartsson and Shelley (1986),
which studied the AE distribution of ionospheric ion
composition in the plasma sheet on ISEE-1.

The orientation of the IMF affects the ionospheric
convection pattern in the polar ionosphere. Therefore,
it is expected to have a direct influence on the transport
of outflowing ions. Likewise, the dynamic pressure of
the solar wind plays an important role in the modu-
lation of the magnetospheric energy and momentum
input, and may be expected to influence the overall ion
outflow from the polar ionosphere. Indeed, the density
of plasma sheet oxygen ions, which undoubtedly orig-
inate from upflowing ionospheric ions, is correlated
with the solar wind energy flux (Lennartsson 1995).

The observed O+ UFI distributions exhibit sig-
nificant seasonal and long-term variations which are
attributed to changes in the incident solar EUV flux on
the upper atmosphere in different seasons of the year
and at different phases of the 11-year solar cycle. The
corresponding variations in the H+ UFI distributions
are much smaller. On DE-1, the occurrence proba-
bility of the O+ UFI decreased by about a factor of
2 from near solar maximum in 1981 to the declin-
ing phase in 1984. The decrease in probability of the
intense UFI fluxes was even larger, and about a factor
of 3–4. In contrast, there was no discernible change in
the H+ occurrence probability during the same period.
Throughout the period, the occurrence probability of
O+ UFI was significantly higher in the summer than in
the winter, the frequency of intense events being about
a factor of 2 larger.

The altitude range of perpendicular heating also
appeared to vary with the season, and shifted upward
during periods of increased solar radiation. The occur-
rence probability of O+ TAI between 8000 and
14,000 km altitude increased by a factor of 3 near solar
maximum. The O+ conic abundance (conic to beam
ratio) in the 8000–24,000 km range also increased (Yau
et al. 1985a). The increase in occurrence probability,
intensity, and conic abundance of O+ UFI in periods of
increased solar activity resulted in a large increase in
the overall ion outflow rate.

The influence of solar EUV radiation on O+ out-
flow and the energization altitude can be understood in
terms of ionospheric and atmospheric scale heights. An

enhanced solar EUV flux will heat both the atmosphere
and the ionosophere, and increase the scale heights
of their respective constituents. As noted earlier, for
efficient ion heating, ions must be present at a suffi-
ciently high altitude where the density is sufficiently
low and the effect of collisions and charge-exchange
is negligible. A higher solar EUV flux in the summer
and near solar maximum increases the scale heights of
both O+ and O. This results in a larger increase in den-
sity at high altitude for O and O+ than for H and H+.
Consequently, more O+ ions occur at high altitudes
where they can be heated and escape. The effect on
H+ ion acceleration is much smaller, because of the
smaller increase in H+ density and the increased effect
of resonant charge exchange between H+ and O.

In general, the characteristics of ion outflow pro-
cesses depend on specific ionospheric conditions
which are modulated by the solar EUV flux and the
energy input from the magnetosphere. The level of
solar EUV flux is highly variable over the 11-year
solar cycle and within a 27-day solar rotation near solar
maximum. This results in significant variability in the
ion outflow rate on both substorm (∼hour) and longer
(days or longer) time scales.

The composition of both thermal and energetic
upflowing ions is highly variable, not only in the
O+/H+ ratio but also in the relative abundance of ion
species which are usually considered minor species.
For example, the observed He+/H+ ratio in the polar
wind varied by more than an order of magnitude in a
DE-1 orbit pass near 2 RE altitude (Nagai et al. 1984).
Energetic upflowing He+ ions are observed about half
as often as either H+ or O+ (Collin et al. 1988).
Thermal ion flux ratios in the range of 0.1–0.3 for
He+/H+, 0.1–1.0 for N+/O+, and 0.1–0.5 for O++/O+

are not uncommon (Yau et al. 1991). The enhancement
of N+ relative to O+ is largest during disturbed times,
particularly in the presence of molecular upflowing
ions (Yau et al. 1993).

16.3.2 Ion Energization Processes

H+ and O+ ions in the lower ionosphere have average
ion energies of about 0.1 eV, and must be acceler-
ated to about 1 and 10 eV, respectively, for the ions
to reach escape velocity, possibly by gradual energiza-
tion as the ions move upward. Andre and Yau (1997)
reviewed the energization mechanisms of ion outflows.
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Multiple mechanisms are believed to operate within
each category of ion outflows, and a combination of
categories is important for the total ion outflow. No sin-
gle mechanism can explain all ion outflows. Indeed, the
acceleration of ionospheric ions to suprathermal (tens
to hundreds of eV) or energetic (keV or greater) ion
outflows is in general a multi-step process, the first
step being the acceleration of auroral ion up-flow or
the polar wind, as discussed in Section 16.2.

Several wave modes can, in principle, cause trans-
verse ion acceleration; see reviews by Lysak (1986),
Andre and Chang (1993) and Andre (1997). These
waves range from static structures and waves below the
ion gyrofrequencies (Borovsky 1984; Hultqvist 1991),
to waves at and just above the ion gyrofrequencies
(Ashour-Abdalla and Okuda 1984; Chang et al. 1986),
to waves above the lower hybrid frequency (Chang and
Coppi 1981). We focus on the most important wave
signatures in transverse ion acceleration regions below.

One common type of ion energization that has been
observed to occur at all local times is associated with
broadband low frequency electric wave fields, in which
a fraction of the electric field spectral density near the
ion gyrofrequency is due to left-hand Alfven waves
or is in resonance with the ions regardless of wave
mode. A fraction from about one percent to tens of
percent of the observed waves is typically needed to
be in resonance to account for the observed ion conical
distributions (Chang et al. 1986; Retterer et al. 1987;
Andre et al. 1988, 1990, Norqvist et al. 1996).

At the equatorward edge of the cusp/cleft, cool ions
have been observed to drift poleward into a region of
broadband low frequency waves, where the ions are
energized (Andre et al. 1988, 1990; Norqvist et al.
1996; Knudsen et al. 1998). On the SCIFER sounding
rocket at 1400 km in the cleft near 10 MLT (Kintner
et al. 1996) the observed ion acceleration due to broad-
band low-frequency waves was clearly associated with
a density depletion region with sharp boundaries and
a scale size of tens of kilometers in the perpendicular
direction. Similar ion energization was also observed
in a sharply confined spatial region poleward of a pre-
midnight auroral arc (near 23 MLT) on the AMICIST
sounding rocket at 900 km (Lynch et al. 1996). Similar
associations of larger regions of low plasma density
and broadband low-frequency waves with ion ener-
gization were observed on Viking (Hultqvist 1991) at
altitudes up to its apogee (13,500 km) and on Freja
(Lundin et al. 1994; Andre 1997).

In some of the acceleration events on Freja, waves
above the lower hybrid frequency were observed to be
more intense than those near the oxygen or hydrogen
ion gyrofrequencies, and were believed to be the major
source of ion energization. In such cases, “pre-heating”
of ions by waves near the ion gyrofrequencies can be
important for the ions to reach sufficiently high veloci-
ties to be in resonance with the lower hybrid frequency
waves, and to be energized efficiently by the latter
(Andre et al. 1994). On Freja at 1700 km altitude, the
observed lower hybrid frequency waves were extended
over hundreds of kilometers. On sounding rockets in
the topside ionosphere, the observed waves were found
in thin filamentary “lower hybrid” density cavities and
correlated with transverse ion energization to charac-
teristic energies of up to ∼10 eV (Kintner et al. 1992;
Vago et al. 1992).

An additional energization mechanism is non-
resonant “sloshing” by waves much below the ion
gyrofrequency (Hultqvist 1991; Ball and Andre 1991).
At these low frequencies ions will respond to the elec-
tric field essentially by a changing E × B drift. This
mechanism can energize heavy ions to only a few eV
in the topside ionosphere but it can do so to much
higher energies at higher altitudes due to the weaker
geomagnetic field there.

Andre et al. (1998) classified into four types the
observed transverse ion acceleration events on Freja
in which O+ ions were accelerated to initial energies
above 5–10 eV. Figure 16.11 shows that the two types
that were associated with broadband low-frequency
waves (Type 1 and 2) were the most common. As dis-
cussed in Andre et al. (1998), these two types of events
were also associated with the highest mean O+ ener-
gies (hundreds of eV, on the night and morning side)
and ion fluxes (109 cm–2 s–1, on the dayside). The other
two types were much less common and their ion ener-
gies and fluxes were typically an order of magnitude
lower. The Type 3 and 4 events were associated with
auroral electrons and lower hybrid frequency waves or
waves near half of the H+ gyrofrequency and with pre-
cipitating H+ or O+ and lower hybrid frequency waves,
respectively.

As noted above, some ion conics are “extended”
in that their cone angle increases with energy and
their low-energy component often has a signifi-
cant flux along the field line. Such extended con-
ics may be the result of ion energization over an
extended altitude range in a diverging magnetic field
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Fig. 16.11 (a) Number and (b) total duration of ion energiza-
tion events observed on Freja near 1700 km in ∼1300 orbit
passes associated with broadband low frequency waves (Type
1 and 2); lower hybrid frequency waves and auroral electrons

(Type 3); and lower hybrid frequency waves and precipitating
protons or oxygen (Type 4); “?” = events not identified with any
category (From Andre et al. 1998)

(Temerin 1986), upward acceleration by a parallel
electric field (Klumpar et al. 1984) or velocity filter-
ing (Horwitz 1986). The statistical studies of Peterson
et al. (1992) and Miyake et al. (1996) using DE-1 and
Akebono data, respectively, show that the cone angle
of many conical distributions stays constant in altitude,
rather than decreasing toward the upward direction as
expected from adiabatic particle motion. Both the con-
stant cone angle and the lifting of the conics can be the
result of perpendicular resonant ion energization over
an extended altitude region by waves at changing ion
gyrofrequencies as the ions move upward.

It is clear from the foregoing that the most com-
mon and important transverse ion energization mecha-
nism is probably resonant heating by broadband low-
frequency waves at frequencies of the order of the
ion gyrofrequencies. Resonant energization by waves
near the lower hybrid frequency in density cavities or
electromagnetic ion cyclotron waves is believed to be
less important. Non-resonant energization by electric
field oscillations below the ion gyrofrequencies can be

important for accelerating ions to a few eV at low alti-
tudes and to much higher energies at higher altitudes.
Ion beams are caused by parallel electric fields and/or
pitch-angle folding of upward moving conics, and they
typically have energies from a few eV to tens of keV.

As noted earlier, it is not always possible to distin-
guish between different thermal ion-flow populations.
Likewise, different ion outflow populations are not
necessarily caused by distinctly different mechanisms.
For example, upwelling ions and ion conics can be
energized in the perpendicular direction by the same
oscillating electric fields. An ion conic that originates
at 1000 km altitude and follows adiabatic motion will
have a cone angle of <10◦ and be identified as an
ion beam at 20,000 km altitude. In general, an ion
distribution can be gradually energized by different
mechanisms as it flows upwards, and will be identified
accordingly when observed at different altitudes.

Using Fast data in 33 storm-time orbits at 4000 km
altitude through the dayside cusp and post-noon cleft
(60◦–80◦ invariant and 12–15 MLT) acquired in 1998
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in the ascending phase of the solar cycle, Strangeway
et al. (2000, 2005) found statistically significant cor-
relations between the observed ion outflow flux in and
poleward of the cusp and the corresponding Poynting
flux, downward electron number flux, and extreme low
frequency (ELF) wave amplitude, respectively. The
observed ion outflow was mostly ion conics, and the
correlations suggest a multi-step process wherein the
enhanced Poynting flux would heat ions in the lower
ionosphere, and the heated ions would form a seed
population that would be energized at higher altitudes
to form escaping ion conics.

Figure 16.12 shows that the averaged ion flux corre-
lated strongly with the average DC Poynting flux, elec-
tron number flux, and ELF wave amplitude, respec-
tively. The slope in each log-log plot indicates the
power-law relationship between each parameter pair;
for example, the ion flux is proportional to S1.265,
where S is the Poynting flux. The correlation was sta-
tistically significant in each case at 95% level. In con-
trast, the corresponding correlation with the electron
energy flux (not shown) was statistically insignificant,
where the slope and correlation coefficient were 0.476
and 0.203, respectively, and implies a negative correla-
tion between the ion flux and electron energy (electron
energy flux to number flux ratio) that reflects the higher
efficiency of low-energy electrons in electron heat-
ing and associated ion upwelling compared with the
higher-energy electrons.

The data in Fig. 16.12 included ions in the 4–300 eV
range, electrons above 50 eV, and waves in the fre-
quency range of 30 Hz to 16 kHz, including waves
in the ELF frequency band of 0.3–3 kHz, higher-
frequency Alfven waves, oxygen and hydrogen ion

cyclotron waves, low-frequency whistler waves, and
broadband ELF waves. Thus, the strong correlation
between the Poynting flux and ion flux suggests the
transfer of energy from the former to the latter through
multiple pathways, including soft electron precipita-
tion, ELF waves, and possibly large-scale electric field,
a portion of which was included in the ELF waves.

From their regression analysis, Strangeway
et al. (2005) found the relationship of fi =
1.022 × 109 ± 0.341nep

2.200 ± 0.489 with a correlation
coefficient of 0.855, where fi is the ion flux at 4000 km
in cm–2 s–1 and nep is the precipitating electron density
in cm–3; nep = 2.34 × 10−14fen

3/2fee
1/2 and fen and fee

are electron number and energy flux in cm–2 s–1 and
mW m–2, respectively, at 4000 km. In comparison,
fi = 2.142 × 107 ± 0.242S1.265 ± 0.445 with a correlation
coefficient of 0.721, where S is the Poynting flux in
mW m–2. Note that the Poynting flux and precipi-
tating electron density are not independent of each
other, since Alfven waves may enhance soft electron
precipitation on both the dayside (Keiling et al. 2003)
and the night side (Wygant et al. 2000). As noted
in Strangeway et al. (2005), the application of these
relationships needs to take into consideration factors
such as ion composition, characteristic ion energy, and
solar cycle, seasonal, and MLT dependences.

Zheng et al. (2005) performed a similar study
using data from the Thermal Ion Dynamic Experiment
(TIDE) instrument in 37 mostly dayside ion outflow
events near Polar perigee in 2000 near the solar max-
imum. The averaged ion outflow flux in the TIDE
energy range (0.3–400 eV) in each event was corre-
lated in log-log scale with the corresponding Poynting
flux, precipitating electron density, and electron energy

Fig. 16.12 Correlations between averaged ion flux and DC Poynting flux (left), electron number flux (middle) and ELF amplitude
(right) on Fast (From Strangeway et al. 2005)
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flux and temperature, respectively. The ion outflow flux
was found to correlate best with the Poynting flux,
which was associated with low-frequency (<1/6 Hz)
Alfven waves and/or field-aligned currents: the corre-
lation coefficient was 0.724 and the slope was 0.535. In
comparison, the correlation with electron density was
weaker, the corresponding correlation coefficient and
slope being 0.551 and 0.484, respectively.

No correlation was found with the electron energy
flux and electron temperature, the correlation coeffi-
cient being <0.1 in both cases. The lack of corre-
lation with the electron energy flux is not surpris-
ing, given the result in Fast above and the fact that
the measured electron energy flux included a signif-
icant component of energetic (>keV) magnetospheric
electrons, which unlike soft (<1 keV) electrons are
expected to deposit their energy below the F-region
and the starting altitude region of ion up-flow. As
discussed in Section 16.2, enhanced electron temper-
ature gives rise to increased ambipolar electric field
and thereby enhances ion up-flow in the topside iono-
sphere. The lack of correlation with electron tem-
perature suggests that enhanced electron temperature
may have a negligible effect on ion conic generation
above the topside ionosphere, and is in itself not suf-
ficient for ion conic production despite the fact that
it can play an important role in the generation of the
cold plasma source for ion conics and the resulting
ion outflow.

Peterson et al. (2006) investigated the effects of
solar illumination on the flux and characteristic energy
of ion outflow using data from the Toroidal Ion Mass
Spectrograph (TIMAS) instrument on Polar at 5000–
7000 km altitude in 1996–1998 near solar minimum.
The measured angular distribution of energetic (0.015–
33 keV) ions in each 12-s interval was separated into
three broad energy bands, to identify the possible pres-
ence of a pitch-angle peak above an energy-dependent
noise threshold in each energy band, in which the
ion flux exceeded 106 ions/cm2 s sr and the pitch-
angle width was <45◦ (FWHM). Since the data were
acquired in the southern hemisphere, a distribution
with a pitch angle peak in the range of 0◦–30◦,
30◦–75◦, or 0◦–75◦ was classified as an ion beam,
ion conic, and upflowing ion (UFI), respectively. In
other words, an upflowing ion was defined as either
an ion beam or a conic. For simplicity, we refer
to such outflow distributions as “distinct” outflows
below, to distinguish them from “non-distinct” outflow

distributions that do not meet the above criteria but
nevertheless carry a net upward ion flux.

Peterson et al. (2006) identified an anti-correlation
in the dependence of beam and conic fluxes on solar
illumination, which was attributed to variations in the
altitude at which auroral acceleration processes occur.
They concluded that the cusp is an important but
not a dominant source of ionospheric plasma for the
magnetosphere, and that significantly different plasma
energization and/or transport mechanisms are domi-
nant in the cusp and the midnight sectors. Moreover,
variations in the solar EUV and geomagnetic energy
inputs into the ionosphere, rather than the longer
time-scale seasonal and annual variations in solar illu-
mination, determine the global rates of H+ and O+

outflow.
The observed O+ upflowing ions had a much higher

conic-to-beam ratio compared with H+ and He+: the
beams were found to constitute 37, 25 and 38% of
the observed H+, O+ and He+ upflowing ions, respec-
tively, and the conics 31, 58 and 18%. The MLT
distribution of the observed O+ ions was also differ-
ent from the corresponding H+ and He+ distributions:
the largest fraction of outflowing H+ and He+ (34 and
40%, respectively) was observed in the midnight quad-
rant, but the largest fraction of outflowing O+ was in
the noon quadrant (37%, compared with 32% in the
midnight quadrant), where the characteristic energy of
both H+ and O+ conics was the lowest (<100 eV).

Figure 16.13 shows the averaged net ion outflow
rates and characteristic energies for each ion species
as a function of the SZA for beams, conics, and
upflowing ions (beams and conics combined), and all
(distinct and non-distinct) outflows. Detailed analy-
sis of the Polar data in each MLT quadrant shows
that the increase in the flux of H+ and O+ ion beams
with decreasing solar illumination was accompanied
by a decrease in the rate of the conics except in
the midnight quadrant, where the characteristic ener-
gies of beams and conics have different behaviors
between H+ and O+: the O+ beam and conic and the
H+ beam energies increased but the H+ conic energy
decreased with decreasing solar illumination. The vari-
ations in characteristic energies with the SZA in the
other three quadrants were more complex, but in gen-
eral, the conic energies were significantly smaller than
the beam energies. The increase in conic-to-beam flux
ratio with increasing solar illumination implies that
sunlight favors conics while darkness favors beams.
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Fig. 16.13 Average net hemispheric ion outflow rate and char-
acteristic energy of H+, O+, He+ (from left to right) observed by
TIMAS on Polar, including all (distinct and non-distinct) outflow
distributions and only beams, conics, and upflowing ions (UFI),
respectively (from top to bottom), as a function of averaged SZA

at the magnetic footprint of the Polar satellite. Diamond: quiet-
time (Dst > -50 nT) data; asterisk (∗): full data set; plus (+):
seasonal data within ±30 days of solstice or equinox; straight
line: fits to quiet-time data. (From Peterson et al. 2006)

Figure 16.13 demonstrates the influence of solar
energy input on the different types of ion outflow and
energization process on a shorter than seasonal time
scale and the differences in this influence between the
dayside and night side. Peterson et al. (2006) showed
that in the midnight quadrant, the net outflow rates
of all ion species and outflow classifications increased
with decreasing solar illumination. In the other quad-
rants, the rates of all ion beams increased but the rates
of both H+ and O+ conics decreased with decreasing
illumination, with the decrease in the rate of conics
slightly dominating over the increase in the rate of
beams in the noon quadrant. This suggests an increase
in the supply of ions for H+ and O+ ion conic genera-
tion from the topside ionosphere and/or the efficiency
of ion conic acceleration with increasing illumina-
tion. In comparison, the dependence of the He+ conic
outflow rate on solar illumination is more ambigu-
ous, possibly due to the offsetting effects between the
dependences of different controlling factors of He+

production and acceleration.
Increasing solar illumination enhances the ioniza-

tion density and conductivity in the topside ionosphere
and the resulting supply of ions to higher altitudes,
and raises the average altitude of the acceleration. It
also reduces the overall strength of the field-aligned
potential drop and the resulting intensity of auroral
acceleration processes responsible for ion beam gen-
eration (Newell et al. 1996; Collin et al. 1998). Thus,
variation in the solar EUV and geomagnetic energy
inputs into the ionosphere, rather than heating and

cooling of the ionosphere on a seasonal time scale,
primarily determines the global H+ and O+ outflow
rates.

Figure 16.13 underscores the importance of solar
illumination in the energization and transport of ther-
mal O+ ions, and confirms the preference for dayside
energization of O+ observed on Akebono (Abe et al.
2004), which was attributed to the enhancement in
ambipolar electric field due to escaping atmospheric
photoelectrons. On Fast, Andersson et al. (2005)
observed an increase in upward O+ ion flux from
1500 to 4200 km, as the thermal O+ ions were being
energized into the detector energy range of 3 eV to
12 keV. Also, the altitude dependence of the charac-
teristic energy was distinctly different in the four MLT
quadrants; this implies that the dominant physical pro-
cess and/or transport are different in the four quadrants.

Peterson et al. (2008) recast the observed ion out-
flow flux and energy distributions near Polar perigee
in dynamic boundary-related coordinates, in which the
polar cap and equatorward auroral boundaries in a
polar cap crossing were identified using in-situ ener-
getic electron and ion data, and the ion beams, conics
and upflowing ions (distinct outflows) observed in each
crossing were distributed into 10 dynamic boundary-
related latitude bins and 2-h MLT bins.

Table 16.1 shows the net hemispheric flux of the
observed upflowing ions in each MLT quadrant in the
auroral zone and in the polar cap, respectively. For all
three ion species (H+, O+ and He+), only a very small
fraction (∼2–3%) of the observed energetic UFI was
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Table 16.1 Net hemispheric UFI flux, flux percentage and characteristic energy at 5000–7000 kma

Quadrant H+ O+ He+

Noon Dusk Night Dawn Noon Dusk Night Dawn Noon Dusk Night Dawn

F(PC) 0.005 0.004 0.01 0.01 0.01 0.003 0.006 0.03 0.000 0.001 0.002 0.001

F(AZ) 0.41 0.15 0.52 0.22 0.66 0.18 0.46 0.36 0.03 0.009 0.07 0.02

F(PC + AZ) 0.42 0.16 0.53 0.23 0.67 0.18 0.46 0.4 0.03 0.01 0.07 0.03

%(PC) 1.2 2.5 1.9 4.3 1.5 1.7 1.3 7.5 1.0 10.0 2.9 2.0

E(PC) 0.3 (0.001) 0.19 (0.008) 0.7 (0.008)

E(AZ) 0.20 0.31 0.88 0.30 0.12 0.41 0.59 0.18 0.24 0.60 0.85 0.36

0.56 (0.03) 0.30 (0.1) 0.7 (0.11)

a Flux (F) in 1024 ions s–1, characteristic energy (E) in keV; value in parenthesis is estimate including thermal ion flux below 15 eV
(see text); PC = polar cap, AZ = auroral zone

in the polar cap. However, their presence confirms that
not only are energetic ions being transported by pre-
vailing convection electric fields to the high-altitude
polar cap, but they are also produced by ion acceler-
ation events in the polar cap ionosphere. In the auroral
zone, the flux in the midnight quadrant dominated, and
consisted of ∼50% of the total H+ and He+ flux and
∼30% of the O+ flux, compared with ∼37% of O+ flux
in the noon quadrant where most of the flux was on
cusp field lines (see e.g. Zheng et al. 2005).

Note that the flux averages in Table 16.1 exclude
both the non-distinct outflows in polar cap crossings
with identifiable dynamic boundaries and all data sam-
ples in crossings without identifiable dynamic bound-
aries. As discussed in Peterson et al. (2008), including
all data samples (of both distinct and non-distinct out-
flows as well as non outflows) in an analysis based
on static (invariant) coordinates increases the average
H+, O+ and He+ flux by ∼15, 40 and 30%, respec-
tively, but does not materially alter the MLT or latitude
distribution.

Table 16.1 also shows the characteristic energies
of the observed energetic upflowing ions in the polar
cap and each MLT quadrant in the auroral zone. The
energies were derived from the UFI number to energy
flux ratio. For comparison, the estimated energy val-
ues including the contributions from thermal ion flux
below 15 eV are given in the parentheses. Table 16.1
suggests that the relative energization and acceleration
of O+ in the noon quadrant are significantly different
from those in the other MLT quadrants, and that a
larger fraction of O+ is energized above 15 eV com-
pared with H+ at Polar perigee. This would imply
that auroral and cusp energization processes acting
below have significant mass dependencies, and that O+

ions follow activity-dependent transport paths from the
ionosphere to the plasma sheet and the ring current.

A number of factors complicate the direct interpre-
tation of the observed ion energy flux to number flux
ratio as characteristic energy, including complications
arising from net downward flux regions, significant
fluxes below the measurement energy threshold, and
corrections for the trapped ion component, respec-
tively. Nevertheless, taking approximate account of the
portion of ion flux below 15 eV with sufficient energy
to reach the plasma sheet without further energiza-
tion, Peterson et al. (2008) inferred the characteristic
energy of H+ and O+ ion outflows to be between 30 and
300 eV and about 100 eV, respectively, in the cusp, and
between 30 and 1200 eV and between 150 and 160 eV
in the midnight quadrant.

Figure 16.14 shows the net ion outflow rates of both
H+ and O+, obtained by integrating the DE-1 ion flux
measurements over all magnetic local times and all
invariant latitudes above 56◦, as a function of the mag-
netic Kp index for three F10.7 ranges (Yau et al. 1985b,
1988). The O+ rate increased exponentially with Kp,
by a factor of 20 from Kp = 0 to 6, and exceeded
3 × 1026 ions s−1 at times of high solar and magnetic
activity. The rate at low solar activity was about a fac-
tor of 5 smaller than that at high activity. In contrast,
the H+ rate in the three F10.7 ranges was very similar. In
all three F10.7 ranges, the dependence of the O+ rate on
Kp was similar. In comparison, the H+ rate increased
with Kp more moderately, by a factor of 4 from
Kp = 0 to 6.

Figure 16.15 compares the observed low-energy
ion outflow rates observed on Akebono below
9000 km near solar minimum with the corresponding
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Fig. 16.14 H+ and O+ ion outflow rates at 0.01–17 keV observed at 16,000–24,000 km on DE-1, integrated over all MLT above
56◦ invariant in both hemispheres as a function of Kp, for different ranges of F10.7 (From Yau et al. 1988)

Fig. 16.15 H+ and O+ ion
outflow rates near solar
minimum as a function of Kp.
�: low-energy rate on
Akebono below 9000 km; �:
suprathermal energy rate on
DE-1 above 16,000 km; �:
suprathermal energy rate on
POLAR below 9000 km
(From Cully et al. 2003)

suprathermal energy rates on Polar at the same alti-
tudes (15 eV–16 keV) and on DE-1 above 16,000 km
(10 eV–16 keV), respectively. In the case of H+, the
low-energy rate on Akebono was comparable with the
suprathermal energy rate on DE-1 and a factor of 4–10
higher than the suprathermal energy rate on Polar. This
indicates that significant acceleration of H+ occurs
above 9000 km in the high-latitude ionosphere. In con-
trast, in the case of O+, the low-energy outflow rate
below 9000 km is below the corresponding suprather-
mal rate above this altitude, which is in turn below

the corresponding suprathermal rate above 16,000 km.
This means that a significant fraction of the O+ ions is
accelerated below 9,000 km, and that the acceleration
continues between 9,000 and 16,000 km.

In other words, a significant fraction of low-energy
ions at low altitudes in the high-latitude ionosphere,
including polar wind ions and auroral ion up-flows,
is accelerated to suprathermal energies at higher alti-
tudes, where the ions “lose their identities” as thermal-
energy ions. Thus, it is important to consider both
thermal ion flow (Section 16.2) and suprathermal ion
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outflow (this section) in the high-latitude ionosphere
as an integrated entity.

The dayside polar ionosphere is believed to respond
instantaneously to the changing solar wind, while the
night side polar ionosphere is expected to respond
more to the release of stored energy from the magneto-
tail (Baker et al. 1997). Since the solar wind density
and pressure and the IMF control the detailed dis-
tributions of particle precipitation and electric field
in the polar ionosphere, they are expected to drive
the ionospheric convection pattern and modulate the
amount of free energy available for ionospheric ion
acceleration, and thereby influence the overall charac-
teristics of ion up-flows and outflows, particularly on
the dayside.

As noted earlier in this section, the majority of sta-
tistical studies on the magnetic activity dependences of
ion outflow were based on the Kp index. Studies based
on AE, Dst, IMF or solar wind plasma pressure are
rarer. On DE-1, a good correlation was found between
the occurrence frequency of upwelling ions and the
solar wind dynamic pressure (Giles et al. 1994), but
no significant correlation was found between the IMF
Bz and the upwelling ion flux (Pollock et al. 1990). On
Viking, Oieroset et al. (1999) also found no clear cor-
relation between the observed upward flux of energetic
ions and IMF By.

On Akebono, Cully et al. (2003) found the observed
(1–20 eV) H+ and O+ ion outflow rates to exhibit a
strong correlation with the solar wind kinetic pres-
sure, density, and electric field, and the variability in
the IMF in the preceding hour; the observed rates also
anti-correlated with the solar wind velocity. However,
no clear correlation was found between the ion out-
flow rates and the IMF clock angle (i.e. orientation;
Bz/By). On the other hand, the dayside ion conics
were observed more frequently when IMF By was large
(Miyake et al. 2000).

On Polar, Elliott et al. (2001) found a good correla-
tion between thermal-energy (a few eV) ion flux and
solar wind kinetic pressure, but no clear correlation
between the ion flux and IMF By. Lennartsson et al.
(2004) found the occurrence of energetic (≤33 keV)
ion outflow to be correlated with the solar wind, and
the O+ outflow rate to increase by a factor of 2.5–3
during periods of negative Bz (<–3 nT) compared with
those of positive Bz (>3 nT). In addition, Moore et al.
(1999b) found a clear correlation between suprather-
mal (tens of eV) O+ flux and the variability (standard

deviation in the preceding hour) of solar wind kinetic
pressure.

It is clear that the solar wind and the IMF exert a
direct influence on both the thermal and the suprather-
mal components of the ion outflow. In particular, the
solar wind kinetic pressure affects strongly the overall
magnitude of the outflow, as does the north-south com-
ponent of the IMF in some cases. However, a coherent
picture of the influence of the IMF does not yet exist
due to the paucity of available observations.

16.4 Summary and Conclusion

Extensive satellite and ground-based observations over
the last four solar cycles have shown that iono-
spheric ion outflows are highly variable in composi-
tion, energy, space and time, and constitute an impor-
tant and at times dominant source of plasma in the
magnetosphere. The composition of the ionosphere is
constrained by the temperature and composition of the
thermosphere at different levels of solar EUV flux in a
solar cycle, and is influenced by geomagnetic activity,
which increases the temperature of the thermosphere
and modifies its composition distribution at auroral and
polar cap latitudes.

The auroral zone is generally the region of iono-
spheric ion convection reversal and a region of
field-aligned currents and free energy sources for pos-
sible ionospheric ion acceleration and outflow, as is the
polar cap during northward IMF conditions.

The variety of ion outflows may be grouped into two
categories: bulk ion flows, including the polar wind and
auroral bulk ion up-flow; and suprathermal ion out-
flows, including ion beams, ion conics, transversely
accelerated ions and upwelling ions.

The polar wind is composed primarily of electrons
and H+, He+ and O+ ions, and is driven by ambient
plasma pressure gradient and ambipolar electric field
along open magnetic field lines in the polar ionosphere
at low altitude, and additional mechanisms including
centrifugal acceleration at high altitude. Its accelera-
tion (increase in velocity with altitude) is largest below
4000 km (Fig. 16.3), and depends strongly on solar
activity level: the velocity increase at solar minimum
(low solar EUV flux) is much larger below 3600 km
and much smaller above 4000 km than at solar maxi-
mum (Fig. 16.4). Its velocity is larger on the dayside
than on the night side and correlated with the electron
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temperature, and increases approximately linearly with
geocentric distance, at least between 1 and 9 RE alti-
tude, reaching H+ and O+ velocities of ∼12 and 4 km/s
at 10,000 km and 45 and 17 km/s at 50,000 km, respec-
tively (Figs. 16.3 and 16.5). During magnetically active
times, its variability in velocity is as much as 50% of
the mean velocity, and its H+ and O+ ion outflow rates
are higher.

Auroral bulk ion up-flow is highly variable and gen-
erally confined to narrow latitude regions of enhanced
ion and/or electron temperatures in the dayside
cusp/cleft and the night side auroral region (Fig. 16.8).
It is dominated by O+ ions, and is driven by soft elec-
tron precipitation and convection-driven Joule heating.
It carries upward ion flux up to ∼ 2 × 109 cm−2s−1

and its velocity sometimes exceeds 1 km/s below
1000 km in the topside ionosphere (Fig. 16.7). On aver-
age, its velocity is a factor of 2 higher and its flux
a factor of 4 lower at solar minimum than at solar
maximum (Fig. 16.9); this results in a higher observed
occurrence probability of up-flow based on ion veloc-
ity measurements near solar minimum. Its averaged
starting altitude shifts from ∼300 km near solar mini-
mum to ∼350 km near solar maximum. The observed
solar-activity dependence of its occurrence and char-
acteristics is attributed to the stronger EUV flux at
solar maximum and the resulting higher ionization and
ion-neutral collision frequency in the F-region. Both
its velocity and upward ion flux increase with geo-
magnetic activity (Kp); storm-enhanced density (SED)
plumes and F-region plasma patches are sources of
strong ion up-flows on the storm-time dayside and
the substorm-time night side, respectively (Fig. 16.10).
The shape, size and location of the dayside ion up-
flow region appear to be influenced by the solar wind
velocity and density and the IMF By and Bz.

Both ion beams and conics are a common phe-
nomenon, with occurrence frequencies sometimes
higher than 50% above 1 RE altitude, and are dom-
inated by H+ and O+ ions in the 10 eV to a few
keV range. Ion beams are generally observed above
5000 km altitude, and increase in occurrence prob-
ability with altitude. Ion conics are observed down
to 1000 km on the night side and ∼3000 km on the
dayside, and up to several RE altitude and beyond at
decreasing occurrence probability with altitude above
∼10,000 km.

The two most important mechanisms for trans-
versely accelerated ions are resonant energization by

broadband low-frequency waves in the ion gyrofre-
quency range and waves near the lower hybrid fre-
quency, respectively (Fig. 16.11). Transverse ion accel-
eration occurs down to ∼500 km during active night
side aurora, and to ∼3000 km regularly on the dayside
cleft, where the resulting upwelling ions have a higher
upward mean velocity.

The flux of ion conics correlates strongly with the
downward Poynting and soft electron number flux and
ELF wave amplitude (Fig. 16.12). The correlation is
indicative of a multi-step energization involving ion
heating in the lower ionosphere and subsequent ion
conic formation at higher altitudes. At ∼ 1 RE alti-
tude, upflowing ions have characteristic energies on the
order of 100 eV in the cusp and higher energies on the
night side.

Compared with H+ and He+, O+ upflowing ions
have a higher conic-to-beam and noon-to-midnight ion
flux ratio, and exhibit much stronger dependence on
magnetic and solar activity. The occurrence probabil-
ity of intense O+ upflowing ions is a factor of 3 higher
at active times compared with quiet times, and a fac-
tor of 3–4 higher at solar maximum compared with the
declining phase of the solar cycle. The O+ ion outflow
rate increases exponentially with Kp by a factor of 20
from Kp = 0 to 6, and exceeds 3 × 1026 ions s−1 at
times of high solar and magnetic activity; in compari-
son, the H+ rate increases by a factor of 4. The O+ ion
outflow rate increases by a factor of ∼5 from solar min-
imum to solar maximum, while the H+ rate decreases
by a factor of ∼2, resulting in an order-of-magnitude
increase in the O+/H+ composition ratio from solar
minimum to maximum (Fig. 16.14).

A few percent of observed energetic upflowing ions
is in the polar cap; this is indicative of ion accelera-
tion in the polar cap ionosphere. In the auroral zone,
the cusp is an important but not a dominant source of
energetic ionospheric plasma for the magnetosphere –
the midnight quadrant is. The net outflow rate and
conic-to-beam-ratio of both H+ and O+ upflowing ions
increase with solar illumination: this suggests that
sunlight favors conics while darkness favors beams
(Fig. 16.13).

Both the polar wind and ion up-flow constitute
an important source of low-energy (“cold”) plasma
for suprathermal ion outflows above the topside iono-
sphere, where the transverse ion acceleration plays
an important role in the generation of ion conics,
and both parallel electric field and magnetic folding
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contribute to the formation of ion beams at high alti-
tudes (Fig. 16.15).

As discussed earlier, it is not always possible to dis-
tinguish between the contributions from the polar wind
and other low-energy ions such as the cleft ion founda-
tion in the high-altitude polar cap. The observed veloc-
ity ratio between H+, O+ and He+ provides interesting
insight into this point. At Polar apogee, Su et al. (1998)
found that v//(H+) : v//(He+) : v//(O+) ∼ 2.6 : 1.5 :
1 ∼ 1 : 0.57 : 0.38. In comparison, the expected ratio
is 4 : 2 : 1 in the case of equal energy gain due to
ambipolar electric field, and 1:1:1 in the case of veloc-
ity filtering from a single distant source such as the
cleft ion fountain. The fact that the observed ratio lies
between these two cases and spans a wide range of
values suggests that a number of processes and fac-
tors of comparable energy gain probably contribute
to the overall ion acceleration observed in the high-
altitude polar cap, including ambipolar electric field,
velocity filtering associated with the cleft ion foun-
tain, gravitational force, and centrifugal acceleration at
high altitude due to strong convection electric field in a
region of large-curvature or rapidly changing magnetic
field.

It is clear that the characteristics and dynamics of
ion outflow are strongly influenced by the state of
the solar electromagnetic energy input and the condi-
tions of the magnetosphere-ionosphere-thermosphere
system. It is also clear that ion outflow directly affects
the structure and dynamics of the magnetosphere-
ionosphere-thermosphere system. However, a detailed
review of these effects is beyond our scope.
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17Heavy Ion Energization, Transport,
and Loss in the Earth’s Magnetosphere

Hans Nilsson

Abstract
The magnetic field of the Earth acts like a shield against the solar wind, leading to
a magnetopause position many planetary radii away from the planet, in contrast to
the situation at non- or weakly magnetized planets such as Mars and Venus. Despite
this there is significant ion outflow from the cusp and polar cap regions of the Earth’s
ionosphere. Effective interaction regions form, in particular in the ionospheric projec-
tion of the cusp, where ionospheric plasma flows up along the field-lines in response
to magnetospheric energy input. Strong wave particle interaction at altitudes above
the ionosphere further accelerates the particles so that gravity is overcome. For the
particles to enter a direct escape path they must be accelerated along open mag-
netic field lines so that they cross the magnetopause or reach a distance beyond the
return flow region in the tail. Else the Earth’s magnetic field will guide the transport
of the particles back towards the Earth. This return flow may also be either lost to
space or returned to the atmosphere. Throughout this transport chain the heating and
acceleration experienced by the particles will have an influence on the final fate of
the particles, as well as determine which populations can be measured by particle
instruments. We will present quantitative estimates of centrifugal acceleration and
perpendicular heating along the escape path from the cusp, through the high altitude
polar cap/mantle. Finally we will compare this with the situation at the unmagne-
tized planets Mars and Venus and discuss to what extent a magnetic field protects an
atmosphere from loss through solar wind interaction.

17.1 Introduction

The upper atmospheres of the terrestrial planets are
all affected by the solar wind. In the case of the
unmagnetized planets Mars and Venus the interaction
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is rather direct, with a pressure balance forming
between the ionized part of the atmosphere, the iono-
sphere, and the shocked solar wind (e.g. Luhmann
1990; Dubinin et al. 2008; Nilsson et al. 2009). At
Earth the geomagnetic field creates an obstacle to
the solar wind flow, deflecting the flow around the
planet at about 10 planetary radii distance where a
magnetopause is formed (e.g. Cowley 1995). The mag-
netopause separates the two plasma regimes of the
shocked solar wind, termed the magnetosheath, and the
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magnetosphere. This separation is not perfect, and a
significant amount of mass and energy transfer takes
place across it. Most of this energy transfer is concen-
trated to the regions where the dipole magnetic field
of the Earth is weak, the cusp. The strength and mor-
phology of the cusp is modified by the solar wind
dynamic pressure and the interplanetary magnetic field
(IMF). One important mechanism to make energy and
mass transfer possible is the process of reconnection
(e.g. Lockwood et al. 1989). Reconnection opens up
magnetic field lines of terrestrial origin, connecting
them to the magnetosheath. Plasma from the magne-
tosheath and associated waves and electric fields can
efficiently propagate along these field lines. Energy
from the solar wind is also transferred into mag-
netic energy, forming a magnetotail extending in the
anti-sunward direction from the planet (for a recent
example see Rosenqvist et al. 2008). Such energy
is quasi-periodically released in magnetic substorms,
which mainly affects the nightside of the Earth’s mag-
netosphere. The energy release processes involve the
closure of previously open magnetic field lines through
reconnection in the tail. The dayside is much more
directly affected by the influx of solar wind origin mag-
netosheath ions onto the field-lines of the Earth’s polar
caps. The polar cap field lines are the ones which are
connected to the magnetosheath and solar wind, thus
known as open field-lines. The most recently opened
field-lines are known as the magnetospheric cusps (one
in each hemisphere). In these regions the solar wind
plasma and motional electric field can most directly
interact with the Earth’s ionosphere. The connection
between the magnetic field-lines of the Earth and inter-
planetary space does not only facilitate energy input
into the magnetosphere and subsequently the atmo-
sphere. It also facilitates the escape of sufficiently
energized ionospheric origin ions, both by allowing
the transfer of energy from the solar wind and by
providing an effective escape path from the magneto-
sphere and into the magnetosheath and subsequently
the solar wind. The outflow from the polar cusp regions
along open magnetic field lines is thus the outflow
most likely to lead to atmospheric loss. It also turns
out that the outflow emanating from the ionospheric
projection of the cusp is where most of the ener-
getic ion outflow is observed (Lockwood et al. 1985;
Øieroset et al. 2000; Bouhram et al. 2004). This is
therefore the region which is most interesting to

compare to the solar wind interaction with unmagne-
tized planets.

The terrestrial magnetic field does not completely
shield the atmosphere from the solar wind. It rather
channels the interaction into the spatially limited
regions of the polar caps, and in particular the iono-
spheric projection of the magnetospheric cusp. The
magnetic field also plays another important role in
atmospheric escape, that of keeping ions escaping from
the atmosphere bound within the Earth’s magneto-
sphere. If ions flowing up from the polar cap are to
escape they must not only overcome gravity, they must
also overcome the restoring force of the magnetic field
of the Earth. Even if a particle is on an open field line
when it starts its journey along a field-line, the field line
may close through magnetotail reconnection before the
ion escapes into interplanetary space. In such a case
the magnetotail flow will bring the ions back towards
the Earth. Ions flowing along closed magnetic field
lines (i.e. not connected to the solar wind) will either
return to the atmosphere in the opposite hemisphere
or be magnetically trapped within the magnetosphere.
Trapped ions can also be lost to interplanetary space,
either by being brought to the magnetopause by mag-
netospheric convection, or through charge exchange
reactions. The rest is returned to the atmosphere either
as ion precipitation or energetic neutral atom precip-
itation. This constitutes the return flux of the global
magnetospheric ion circulation.

In order to understand ion escape from a magne-
tized planet we must understand the initial ionospheric
upflow and energization necessary to overcome grav-
ity as well as the subsequent energization necessary
to escape the magnetosphere. For a full picture we
need also to understand the return flow in the tail and
the eventual fate of these returning ions, loss to the
atmosphere or to interplanetary space. In this chap-
ter we will look at some of the most recent work on
cusp origin ion outflow and the subsequent acceler-
ation mechanisms affecting the outflowing ions, all
mainly based on ion data from the Cluster mission
(Escoubet et al. 2001). We will briefly review the need
for future work on the ion return flow and finally put
the atmospheric escape from a magnetized planet into
the context of the most recent results from the unmag-
netized planets Mars and Venus. Does a magnetic field
really protect an atmosphere from losses caused by the
solar wind interaction?
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17.2 Ionospheric Upflow in the Cusp

The ionospheric projection of the magnetospheric cusp
is subject to energy inflow in the form of ion and
electron precipitation as well as DC electric fields
and waves (Yordanova et al. 2007). The soft elec-
tron precipitation (of the order of 100 eV energy)
mainly affects the ionospheric F-region, causing strong
electron heating which can be directly observed by
incoherent scatter radar (Nilsson et al. 1994, 1996;
Ogawa et al. 2003). Such electron heating will lead
to an enhanced polarization electric field and subse-
quent enhanced ion outflow (Moore et al. 1999). The
DC electric field in the cusp area can lead to signif-
icant Joule heating in the ionosphere (Schunk et al.
1975). This in turn can to some extent be affected by
conductance changes due to the cusp proton precipi-
tation (Nilsson et al. 1998). Both experimental data,
e.g. Ogawa et al. (2003), Strangeway et al. (2005)
and simulations, e.g. Blelly et al. (1996), Vontrat-
Reberac et al. (2001), points towards the importance
of the electron precipitation in producing large iono-
spheric upflows in the cusp ionosphere. The up-flow
region is then mainly determined by the cusp pre-
cipitation region. Geophysical conditions can further
enhance this upflow, for example the Storm Enhanced
Density (SED) associated with magnetic storms has
a significant effect on the outflow by providing an
enhanced ionospheric source region, e.g. Zeng and
Horwitz (2008). Such SED enhancements also give
rise to enhanced outflow in the nightside (e.g. Yuan
et al. 2008), which may then resemble the cusp out-
flow in intensity, but because of the magnetospheric
convection is likely to have a different fate from the
cusp origin upflow.

The cusp precipitation is very dynamic and inter-
mittent, to the extent that ground-based observations
lead to the suggestion that the entire cusp is pulsed
(Lockwood et al. 1993), built up by consecutive pulses
of transient reconnection, flux transfer events (FTE).
Whereas this remains a controversial subject, recent
measurements have shown a one-to-one relationship
between transient poleward moving auroral forms and
ionospheric up-flows in the cusp (Moen et al. 2004).
The poleward moving auroral forms have a similar
temporal distribution as flux transfer events (Elphic
et al. 1990), and are believed to be the ionospheric
signature of a magnetospheric flux transfer event.

The cusp origin outflow continues into the high alti-
tude mantle region, the region tailward of the cusp
where magnetosheath origin protons are also flowing
outward after having been reflected by the magnetic
field of the Earth. The Cluster spacecraft spend several
consecutive hours in the ion outflow region when pass-
ing through the high altitude mantle, and can therefore
study transients on flux transfer event time scales of
about 8 min. Nilsson et al. (2008a) could show, using
Cluster data from the high altitude mantle, that tran-
sients in the number flux of O+ ions occurred with a
typical time interval of 5–10 min, fully consistent with
the FTE time scale. The transients were not associated
with heating, indicating that the suddenly enhanced
number flux of O+ was not due to cold ions being
energized and thus brought into the ion spectrometer
measurement range. For studies of heavy ion fluxes
the high altitude mantle has the advantage that con-
vection is usually high enough to bring all particles
into the measurement range of a typical ion spetrom-
eter, something we will discuss in Section 17.3.3.
Thus the modulation of the high altitude magneto-
spheric heavy ion fluxes is caused by modulation at
the source. Because the recurrence of the transients in
the ionospheric upflow and in the high altitude outflow
are so similar it was concluded that the ionospheric
upflow was the limiting factor. This is by no means
an obvious result. The ionospheric upflow within the
altitude range of incoherent scatter radars (i.e. up to
about 1000 km altitude) reaches about 1 km/s, well
below escape velocity. Without successive accelera-
tion at higher altitudes the ions would simply fall back
into the ionosphere again. The results of Nilsson et al.
(2008a) suggest that such further acceleration is com-
mon enough and it is the initial ionospheric upflow
which modulates the higher altitude outflow.

The ionosphere at altitudes accessible to incoherent
scatter radars (<1000 km) is essentially dominated by
O+ ions, and at lower altitudes heavier molecular ions.
There is also an important escape of light ions, mainly
protons, from the topside ionosphere of the polar cap.
This outflow is termed the polar wind, in analogy with
the solar wind (Axford 1968; Banks and Holzer 1968).
It is difficult to study this outflow using ion spectrom-
eters in the cusp region, as the ionospheric outflow of
protons is likely to drown in the intense flux of pro-
tons of solar wind origin. Initially the polar wind has
much lower energy than the solar wind origin protons,
making it possible to distinguish the two populations
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if the low energy population can be measured at all.
The polar wind has been observed at several altitudes
(Hoffman and Dodson 1980; Nagai et al. 1984; Cully
et al. 2003a; Moore et al. 1997). Models predict that
this outflow continues into the magnetotail lobes where
it is either fed to the plasma sheet or escape (Chappell
et al. 2000; Cully et al. 2003b). Just as for the heav-
ier ions, the further acceleration along the flight path
decides the ultimate fate of the ions.

17.3 Magnetospheric Acceleration
of Outflowing Ions

In the previous section we discussed that upflowing
ions seen by incoherent scatter radars are still gravi-
tationally bound. In order to become outflowing ions
further acceleration is needed. This acceleration can
take the form of perpendicular heating with subse-
quent outflow due to the action of the mirror force, or
through direct field-aligned acceleration due to field-
aligned electric fields or the centrifugal acceleration
mechanism. The perpendicular heating is particularly
interesting as it highlights the ambiguous role of the
magnetic field in protecting an atmosphere. Indeed the
magnetic field will shield large parts of the atmosphere
from the direct influence of the solar wind. On the other
hand ions heated transverse to the magnetic field-line
will, due to the mirror force, turn this into a field-
aligned outflow. The magnetic field in the polar cap
in essence expels heated plasma. If there is enough
acceleration, this will lead to escape. The direct field-
aligned acceleration in the cusp/mantle region seems
to be mainly in the form of centrifugal acceleration
(Nilsson et al. 2008b). At times field-aligned acceler-
ation that appears to be due to field-aligned electric
fields (just as in the main auroral oval) is seen in the
cusp and mantle region, e.g. Maggiolo et al. (2006).
In this text we will only pay attention to the cen-
trifugal acceleration of these two field-aligned outflow
mechanisms.

17.3.1 Centrifugal Acceleration

The centrifugal acceleration mechanism was first dis-
cussed for cusp ion outflow by Cladis (1986). This
type of acceleration occurs when there is a change of
direction of the magnetic field and a finite convection

electric field. The energy for the acceleration is
provided by the convection electric field. A simple
picture can be obtained by considering the curved path
of the E × B drift in a geometry where the mag-
netic field curvature changes along the drift path of
the ions. The centrifugal acceleration associated with
the curvature of the drift corresponds to the centrifugal
acceleration of the ions due to a change of the magnetic
field direction when moving transverse to the magnetic
field. There is a corresponding acceleration due to a
change of the magnetic field-line direction when mov-
ing in the parallel direction, and finally a term due
to temporal changes of the magnetic field direction
(Northrop 1963).

In order to properly estimate the centrifugal acceler-
ation one must be able to determine the 3-dimensional
gradient of the magnetic field vector, which can be
done with the Cluster four-spacecraft constellation, as
well as the E × B drift and the parallel velocity of
the outflowing particles. This has been done for the
high altitude mantle by Nilsson et al. (2008b) and
for the magnetotail lobes by Nilsson et al. (2010).
In the latter paper the drift velocities (parallel and
perpendicular) did not come from particle data, but
instead from the electric field and wave instrument
in combination with the electron drift instrument, see
Engwall et al. (2009a), Nilsson et al. (2010) for details.
These ion fluxes in the magnetotail lobes are normally
hidden from ion spectrometers such as the Cluster
CIS instrument (Rème et al. 2001) due to the energy
threshold of the instrument and the typical spacecraft
charge of a sunlit spacecraft in a tenuous plasma. We
will discuss the role of hidden populations further in
Section 17.3.3. The total centrifugal acceleration expe-
rienced by a particle along a given flight path will
depend on its initial parallel velocity. We show in
Fig. 17.1 (reproduced from Nilsson et al. 2010) the
average observed parallel velocity for different alti-
tudes in the mantle (black circles with error bars) and
the same for observed proton flows in the lobes (red
circles with error bars). Filled black lines show the
parallel velocity of a test particle experiencing the aver-
age observed centrifugal acceleration (calculated for
the same intervals as the observed parallel velocities)
along the two paths, for a number of different ini-
tial velocities. See Nilsson et al. (2010) for details.
The centrifugal acceleration is much stronger for the
high altitude cusp/mantle ion paths than for the lobes.
In both cases we expect heavy ions to reach energies
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Fig. 17.1 Average O+ mantle (black) and H+ lobe (red) parallel
velocity ([km s−1] with error bars indicating a 95% confidence
interval. Solid black lines indicate the parallel velocity resulting
from the average observed centrifugal acceleration for test par-
ticles with different initial velocities at the leftmost boundary

of the plot. The inserted figure in the upper right shows the
location where the data was taken for the two data sets (black

cusp/mantle, red lobes), in X−R
(

R = √
Y2 + Z2

)
coordinates,

with the Earth as a blue ball and a model magnetopause indicated
with a dotted gray line

observable by ion spectrometers, indicating that there
should most of the time not be any populations of
heavy ions which cannot be observed by ion spectrom-
eters. Furthermore we can see that there seems to be
a region of strong acceleration other than centrifugal
acceleration affecting ions along the mantle flight path
at geocentric distances above 8RE. This is consistent
with significant perpendicular heating and subsequent
enhanced parallel velocity discussed in Section 17.3.2.
However the parallel velocity below 8 RE is about
30 km/s, less than the 30–100 km/s for this altitude
region reported by Bouhram et al. (2004). This indi-
cates that we are to some extent seeing an artefact of
the orbit geometry. The lower altitudes are sampled in
the poleward part of the cusp, where only slower ions
are seen due to velocity dispersion. The higher altitude
region is not affected by this velocity dispersion effect
(Section 17.3.2). The perpendicular temperature starts
to increase from about 8 RE geocentric distance, from
about 100 eV up to more than 1 keV above 10 RE (not

shown, see also Section 17.3.2). The regions where the
two data sets were obtained is shown in a small fig-
ure inserted in the upper right part of Fig. 17.1, where
black dots indicates the cusp/mantle and red dots the
lobes.

17.3.2 Transverse Heating
of Outflowing Ions

Studies using the Freja satellite show that efficient
ion heating, sufficient to overcome gravity, is com-
mon at about 1700 km altitude or below (Norqvist
et al. 1998), and for example Andre et al. (1990)
have shown that ion heating continues up to altitudes
of a few RE. The most complete survey of the alti-
tude dependence of transverse ion heating was done
by Bouhram et al. (2004), who combined data from
Akebono, Interball-2 and Cluster to obtain the evolu-
tion of cusp transverse heating of heavy outflowing
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ions at altitudes up to about 5.5 RE. Barghouthi (2008)
has recently summarized several current models of
ion heating of heavy ions in the cusp/mantle region.
In all cases it is found that only a small fraction of
the observed wave amplitudes is needed in order to
reproduce observed transverse ion heating through ion
cyclotron resonance, typically of the order of a few
percent. The waves associated with ion heating are
typically broadband waves, so not all of the wave inten-
sity is likely to be effective in the ion heating process.
Therefore the mechanism involved in ion heating up
to altitudes of about 5.5 RE is partially understood,
though the wave modes involved and their generation
remain to be fully determined. Though heating is most
efficient at around the cyclotron frequency, there are
also a number of other mechanisms which may be effi-
cient over a broader frequency range, either through
stochastic motion of the gyro center (Chaston et al.
2004) or through the ponderomotive force resulting
from wave particle interaction (Guglielmi and Lundin
2001; Lundin and Guglielmi 2006). Even if we do not
know the precise heating mechanism it seems quite
clear that there is an ample source for the heating
available in the rich wave activity in the ion outflow
region. As to the ultimate source of this energy, it
is believed to be the solar wind. The solar wind ori-
gin ions streaming down the field-lines of the cusp is
a source of wave activity at the local gyro-frequency
(Nykyri et al. 2006; Sundkvist et al. 2005). For a gen-
eral theory of ion outflow from a magnetized planet
we must understand what is limiting this process of
energy transfer from inflowing particles to escaping
particles.

Recent Cluster work indicates that things are dif-
ferent at higher altitudes, at geocentric distances of
about 8 RE and above. Significant transverse heat-
ing is observed in this altitude region of the mantle
(Nilsson et al. 2006). In a recent case study (Waara
et al. 2010) studied a prolonged event of strong heat-
ing with perpendicular temperatures up to 8 keV
and a perpendicular to parallel temperature ratio of
more than 2, suggesting relatively local heating. It
was found that even using 100% of the observed
wave amplitude around the O+ gyro frequency it was
not possible to explain the heating using a simple
ion cyclotron resonance model (Chang et al. 1986).
Allowing for long periods (altitude intervals) of heat-
ing led to much higher parallel velocities (due to the
mirror force) than observed. The heating of heavy

ions appeared much more effective than the heating
of protons, consistent with the statistical results of
Nilsson et al. (2006) based on 3 year (2001–2003) of
Cluster data from the spring period (January to May)
when the Cluster orbits cover the high altitude man-
tle region. The studies of Nilsson et al. (2006) and
Waara et al. (2010) together indicate that strong and
effective transverse heating of ions occur in the alti-
tude interval above about 8 RE. This can then explain
the strong increase in parallel velocity in the alti-
tude region between 8 and 10 RE seen in Fig. 17.1,
which results from transverse heating in combina-
tion with the mirror force. The mechanism behind
the heating remains to be explained. The precise alti-
tude region of effective heating may be an artefact
of the Cluster orbit, but not the presence of such a
region.

In order to fully model and understand the accel-
eration and final atmospheric escape from magnetized
planets we must understand what is limiting the trans-
verse heating at different altitudes. Empirically, the
heating in the high altitude polar cap of Earth is quite
well characterized in the study of Nilsson et al. (2006).
The study period corresponds to solar maximum con-
ditions and the beginning of the declining phase. We
summarize some of their result in a new form in
Fig. 17.2. The upper panel shows the average flux
and the lower panel the average perpendicular tem-
perature, both as function of the parallel bulk velocity
and for geocentric distances above 10 RE. As can
be seen the average flux has only a weak depen-
dence on the parallel velocity, and is increasing with
increasing velocity. This indicates that the observed
parallel velocity results from a bulk parallel accel-
eration rather than a velocity filter effect (i.e. where
ions from a limited source region are spread out
along a field-line according to their parallel velocities,
described for the cusp/mantle outflow in Nilsson et al.
2004). In the latter case we would expect high veloc-
ities to correspond to the tail of a velocity dispersed
ion distribution, which should have significantly lower
fluxes for higher velocities. The higher velocities typi-
cally correspond to higher perpendicular temperatures
as well (bottom panel). This points to a continuous
perpendicular heating. The perpendicular energy will
in due time be turned into parallel energy by the mir-
ror force. The average outflow velocity is 70 km s–1

(400 eV) for altitudes above 10 RE, and the average
perpendicular temperature is 1.2 keV.
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Fig. 17.2 Average O+

particle flux ([m–2s–1] upper
panel) and perpendicular
temperature ([eV] lower
panel) as function of bulk
parallel velocity [km/s]

17.3.3 Hidden Ion Populations

Energetic ion populations in the magnetosphere are
typically studied with ion spectrometers. In particular
for mass resolved measurements it is necessary to use
direct measurements of the particles. This can present
a problem for measurements of low energy particles, as
most instruments have a minimum energy threshold of
typically 1–10 eV, and because of the spacecraft poten-
tial which may subtract more than 10 eV from the ions
before they can reach the detector. The latter can be
overcome by active control of the spacecraft potential,
which has for example been done by Moore et al.
(1997). Another way of overcoming the low energy
problem is to determine the density using Langmuir
probes or wave instruments which can record waves
whose frequency is a function of the local plasma den-
sity (Trotignon et al. 2001). The perpendicular flow
can be inferred from other drift estimates like DC elec-
tric and magnetic fields or instruments like the electron
drift instrument on Cluster (Paschmann et al. 2001).

Engwall et al. (2009b) used a method where the
wake electric field created by a streaming cold plasma
could be used to calculate the velocity, which together
with density estimates could provide the flux of a
hidden ion population in the magnetotail lobes. They
found a total flux of 1026 s–1 in the lobes. Nilsson et al.
(2010) calculated the centrifugal acceleration in the
lobes for this data set (see Section 17.3.1), and found
that if part of the outflowing population was heavy

ions those ions should have been accelerated to ener-
gies observable by ion spectrometers. The wake field
method cannot give the composition of the plasma, but
the result indicates that most of the lobe outflow is
protons, not heavy ions.

Peterson et al. (2008) recently summarized the
observations of ion outflow at lower altitudes than the
lobes, both estimated thermal fluxes and the more ener-
getic ions observable by typical ion spectrometers. For
protons the highest fluxes, of the order of 1026 s–1 were
reported for instruments measuring thermal ions rather
than energetic ions, both at 5000 and 50000 km, e.g.
using the TIDE instrument on Polar (Su et al. 1998;
Huddleston et al. 2005). The corresponding O+ fluxes
were in the range 1024–1025 s–1 with similar figures for
cold ions and ions above 15 eV.

The high altitude Cluster measurements used in
Nilsson et al. (2006) are not particularly well suited
for determinations of the total outflow, as the area
of the outflow becomes progressively more uncertain
the higher the altitude. However the data set has an
important advantage which has not been used before:
magnetospheric convection is frequently high enough
to bring also cold ions into the Cluster ion spectrome-
ter measurement range. We have therefore investigated
the possible presence of a hidden O+ ion popula-
tion in the high altitude cusp/mantle by comparing
a total outflow estimate for two data sets, the same
data used in Nilsson et al. (2006), and a sub-set of
that data where we only use data with magnetospheric
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Fig. 17.3 Average O+

particle flux ([log10s−1]) in
each bin on a sphere at 10 RE.
Cluster measurements in the
high altitude polar cap were
mapped to the sphere using
the Tsyganenko T89c
magnetic field model

convection higher than 22 km s–1, i.e. bulk drift energy
above 40 eV for O+. The total outflow was estimated
by mapping the observations to a reference altitude of
10 RE (close to the median of the data set), adjusting
the flux density according to the difference in magnetic
field density of the magnetic field model. Mapping was
done using the Tsyganenko T89c model (Tsyganenko
1989), using Kp index as input. If there is typically
a hidden ion population in a significant fraction of
the data we should get a higher average flux when
using only data where we can be certain to measure
also such a population. There was no significant differ-
ence between the two data sets. The result for the case
with no demand on the perpendicular bulk velocity is
shown in Fig. 17.3. The significant outflow occurs in
a restricted local time/latitude range corresponding to
the cusp/mantle, and can be seen extending into the
corresponding night-time region for the cases when
the observations where made anti-sunward of the pole.
The total outflow in both our cases is 2 · 1025 s−1,
well in line with the studies summarized in Peterson
et al. (2008). This average outflow is for the 2/3 of the
appropriate Cluster orbits when significant ion beams
were observed. The 1/3 of the orbits not used in the
Nilsson et al. (2006) study because of lack of signifi-
cant O+ fluxes corresponds mainly to northward IMF
(not shown). Given the uncertainty in the area estimate
we still find that 1025 s–1 is an appropriate order of
magnitude estimate for the high altitude polar cap O+

outflow. Our conclusion is that there is in general no

hidden O+ population for the high altitude polar cap
ion outflow. This is also in line with the significant cen-
trifugal acceleration in the high altitude cusp/mantle
region. This general result does of course not rule out
significant cold O+ populations during certain time
intervals.

17.4 Fate of the Outflowing Ions

We have seen that the high altitude mantle cusp O+

outflow is significantly accelerated, by both centrifu-
gal acceleration and efficient transverse heating (e.g.
Nilsson et al. 2006). What will be the fate of these out-
flowing ions? The ions have been seen in the distant
tail as reported by Seki et al. (1998), where cold oxy-
gen beams (COB) where seen, streaming at nearly the
same velocity as solar wind origin protons. Cold here
denotes a temperature well below the bulk drift of the
ions, so that populations with different mass but same
drift can be easily separated in energy space. Seki et al.
(1998) discussed the origin of the COB, and noted that
the cusp ion outflow would be a viable source if there
was a further energization of about 3 keV energy, as
compared to the low altitude (1.2–3 RE) cusp outflow
with energies of up to about 30 eV (Lockwood et al.
1985). The results presented here, and in Nilsson et al.
(2006, 2008b; Arvelius et al. 2005), using high altitude
(8–12 RE) cusp/mantle data, show that the cusp/mantle
indeed is a likely source of the COB. However, the fate
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of the COB is not entirely clear, as the total flux appear
to decrease with tail distance (Seki et al. 2001). This
can be interpreted as due to loss through the magne-
topause or loss through transport into the plasma sheet
and subsequent transport back towards the Earth. Seki
et al. (2001) argued that the latter was the most likely
case, and that most of the outflowing O+ was actu-
ally returned to Earth. However it was argued in Seki
et al. (2001) that 90% of the initial outflow has energy
below 1 keV. The more recent Cluster results show
that in the high altitude mantle we see acceleration to
about 1–2 keV on average. The more energy provided
to the outflowing ions, the more likely the escape.
Furthermore the actual return flow has not yet been
observed. Therefore a next step in the O+ outflow stud-
ies will be to study the ion fluxes in the tail and plasma
sheet as well as in the vicinity of the tail magnetopause.
The Cluster spacecraft are suitable for this.

Another approach is to trace model particles in an
average magnetic and electric field model of the mag-
netosphere. This has been done for O+ by Ebihara et al.
(2006). They found that using an initial ion distribution
based on empirical results from Akebono, most out-
flowing ions ended up in the ring current, not at the
magnetopause, though the cusp/mantle was a minor
contributor to this near-Earth ion circulation. They also
found that escape to the magnetopause was dominant
for quiet conditions, i.e. when magnetospheric con-
vection is less effective in providing a return flow
in the tail. The outflow from the cusp mantle region
was mostly to the magnetopause and distant tail (i.e.
lost from the magnetosphere) for particle velocities in
excess of about 20 km/s at 1 RE. The Cluster results
show parallel velocities of about 70 km/s and trans-
verse temperatures of about 1 keV at 10 RE which
seems likely to lead to magnetospheric escape accord-
ing to these simulations, as the further velocity increase
between 1 and 10 RE in the model was much smaller
then 50 km/s. New simulations based on the Cluster
measurements would be desirable to confirm this.
In the simulation of Ebihara et al. (2006) most of
the return flow is lost at the magnetopause eventu-
ally, not returned to the atmosphere. This is in part
due to the static electric and magnetic fields used. In
reality part of the plasma will be returned to the atmo-
sphere through pitch-angle diffusion and subsequent
precipitation. Another way of addressing the problem
of the return flow is to back-trace populations observed
in the inner magnetosphere. This has for example been

done for protons by Ebihara et al. (2001), Yamauchi
and Lundin (2006) and Yamauchi et al. (2006, 2009).
These results indicate that the source is sometimes a
cold population in the plasma sheet, which then is
likely to be a part of the cold ion outflow in the lobes
reported by Engwall et al. (2009b). At other times
the source was a more energetic population emanating
from the auroral or sub-auroral region. In no case was
the cusp/mantle a viable source region.

Conclusions
Due to the shielding effect of its magnetic field,
relatively direct solar wind–atmosphere interaction
at Earth is restricted to the ionospheric projection
of the polar cusps. The total O+ outflow is regu-
lated by initial transient upflow in the ionosphere,
followed by transverse heating. Due to the mirror
force the heated plasma is expelled by the mag-
netic field. Further acceleration is provided by the
centrifugal acceleration which can explain much of
the velocity increase from about 5 RE up to about
8 RE geocentric distance. Above about 8 RE and
up to about 10 RE, in the part of the mantle sam-
pled by Cluster, effective transverse heating once
again plays a major role in accelerating the outflow-
ing plasma. Both perpendicular bulk drift and the
expected centrifugal acceleration are strong enough
to make also cold heavy ion populations measur-
able by ion spectrometers. High altitude polar cap
measurements such as those made with Cluster
thus provides a complete picture of the outflow, at
least on the low energy side. Our estimate indi-
cates that the total cusp/ polar cap outflow of O+

is of the order of 1025 s–1 for the high solar activ-
ity case. The high altitude heating and centrifugal
acceleration provides an average parallel velocity
of 70 km/s and an average perpendicular tempera-
ture of 1.2 keV for geocentric distances above 10 RE

in the cusp/mantle region. According to simulations
(Ebihara et al. 2006) this seems enough to allow the
heavy ions to escape the magnetosphere and be lost
from the Earth. For H+ at Earth there is a signifi-
cant escape through the lobes, amounting to about
1026 s–1 (Engwall et al. 2009b). Back-tracing of par-
ticles from the inner magnetosphere indicates that
part of the proton fluxes in the lobes are return-
ing to Earth, though the percentage is still highly
uncertain.



324 H. Nilsson

This can be compared with heavy ion escape rates
from Mars which have been estimated to between
5 · 1024 s−1 (Verigin et al. 1991) up to 3 · 1025 s−1

(Lundin et al. 1989) for the high solar activity
case based on Phobos measurements, and between
3 · 1023 s−1 (Barabash et al. 2007) and 3 · 1024 s−1

(Lundin et al. 2008) for low solar activity based on
Mars Express measurements. The latter study was
based on a more limited data set but with better
coverage in energy. The Mars estimates includes O+

and O2
+ in about equal amounts as well as a frac-

tion of CO2
+. For Venus the escape estimates are

of the order of 1025 s–1 for O+ and 1026 s–1 for H+

(Lammer et al. 2006 and references therein). The
Venus figures are expected to be updated soon using
Venus Express data, but it still seems clear that the
order of magnitude of the loss is similar at all the
three planets. One may note here that differences in
planetary atmospheric densities are not important in
themselves, this will mainly affect the precise alti-
tude where the ionosphere will form. Atmospheric
and ionospheric scale height is likely to matter as
well as the gravity of the planet, where Mars has
a significantly lower gravity than Earth and Venus.
The distance to the sun will affect both solar wind
intensity and the ionospheric production rate due
to solar EUV. Solar wind and EUV intensity at
Venus is about twice that at Earth, and that at Mars
about half. This variance is less than the variance
through the solar cycle, and does not really affect
our conclusion that the loss rates are similar.

One uncertainty is then the return flow at Earth,
which Seki et al. (2001) estimated to bring the direct
loss down by about an order of magnitude. We have
shown that it is at least plausible that most of the
cusp/mantle outflow is directly lost, and that cen-
trifugal acceleration and transverse heating due to
wave particle acceleration at high altitude are two
important mechanisms providing the acceleration
necessary for escape. Modeling of the fate of the
return flow (Ebihara et al. 2006) also indicates that
most of the return flow is actually lost as well. This
latter study was however conducted using a static
electric and magnetic field, so in reality loss through
precipitation may return a significant part of the
ion return flow to the atmosphere. Our conclusion
is that the direct outflow from the polar caps of
the magnetized planet Earth is similar to the loss
from the unmagnetized planets Mars and Venus.

The magnetic field shields part of the atmosphere,
but the area of interaction, the magnetopause, is
much larger. Energy and mass from the interaction
region is channelled down to the ionospheric cusp
where efficient interaction takes place. If the mag-
netic field plays a role in protecting the atmosphere
of Earth it is by keeping escaping plasma within the
magnetosphere and bringing it back to the planet.
To fully assess if this is the case we need proper
assessments of the tail heavy ion return flow at a
distance corresponding to tail return flow, i.e. fur-
ther out than the auroral oval nightside heavy ion
source (which we have omitted in our discussion).
To complete the picture we would also need an
experimental assessment of the return of heavy ions
to the atmosphere through ion and energetic neu-
tral atom precipitation. Finally, for a general theory
on ion outflow we must understand what is limit-
ing the energy transfer to the outflowing ions in the
cusp/mantle heating regions, both at low and high
altitude.

References

André M, Crew GB, Peterson WK, Persoon AM, Pollock
CJ (1990) Ion heating by broadband low-frequency
waves in the cusp/cleft. J Geophys Res 95:20809–20823.
doi:10.1029/JA095iA12p20809

Arvelius S, Yamauchi M, Nilsson H, Lundin R, Hobara Y,
Rème H, Bavassano-Cattaneo MB, Paschmann G, Korth A,
Kistler L, Parks GK (2005) Statistics of high-altitude and
high-latitude ion outflows observed by Cluster/CIS. Ann
Geophys 23:1909–1916

Axford WI (1968) The polar wind and the terres-
trial helium budget. J Geophys Res 73:6855–6859.
doi:10.1029/JA073i021p06855

Banks PM, Holzer TE (1968) The polar wind. J Geophys Res
73:6846–6854. doi:10.1029/JA073i021p06846

Barabash S, Fedorov A, Lundin R, Sauvaud JA (2007) Martian
atmospheric erosion rates. Science 315:501–503

Barghouthi IA (2008) A Monte Carlo study for ion outflows at
high altitude and high latitude: Barghouthi model. J Geophys
Res (Space Phys) 113:8209–+. doi:10.1029/2008JA013274

Blelly PL, Robineau A, Alcaydé D (1996) Numerical modelling
of intermittent ion outflow events above EISCAT. J Atmos
Sol Terr Phys 58:273–285

Bouhram M, Klecker B, Miyake W, Rème H, Sauvaud JA,
Malingre M, Kistler L, Blăgău A (2004) On the alti-
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18Data Assimilation Models: A ‘New’ Tool
for Ionospheric Science and
Applications
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Abstract
The Earth’s space environment is a complex and dynamic system that exhibits
weather features at all times. As shown by meteorologists and oceanographers, a
powerful way of modeling dynamic systems is with the use of data assimilation
models. Recently, two data assimilation models for the ionosphere have been devel-
oped at Utah State University that provide global and regional specifications of
the 3-dimensional (3-D) ionospheric plasma densities. The two models are based
on approximations to the full Kalman filter in order to reduce the enormous com-
putational requirements associated with it. The first model uses a physics-based
ionosphere model to provide the background plasma density field but uses a sim-
pler statistical Gauss-Markov process to replace the physical model in the Kalman
filter. The second model is an ensemble Kalman filter model, which uses a physics-
based model for the ionosphere-plasmasphere system. The latter model covers the
ionosphere-plasmasphere system from 90 to 30,000 km altitude and includes 6 ion
species. An important strength of this model is that in addition to the 3-D plasma
density distribution it also self-consistently determines the corresponding ionospheric
drivers, including the thermospheric neutral winds and the low-latitude electric fields.
Both models can assimilate a variety of space- and ground-based data types. Some
of the data that can be assimilated include total electron content (TEC) from hun-
dreds of ground-based GPS receivers, in situ electron densities (Ne) and ultraviolet
(UV) emissions from several DMSP satellites, bottomside Ne profiles from tens of
ionosondes, and limb TEC data from occultation satellites. The applied data assimi-
lation techniques, although here used to specify ionospheric parameters, should also
be beneficial to the study of other regions of the space environment.

L. Scherliess (�)
Center for Atmospheric and Space Sciences, Utah State
University, Logan, UT, USA
e-mail: ludger.scherliess@usu.edu

18.1 Introduction

The ionosphere, like other regions of the space envi-
ronment, is a complex and dynamic system that
exhibits weather features at all latitudes and lon-
gitudes. At middle latitudes, for example, storm-
enhanced plasma densities (SEDs) are frequently
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observed during periods of enhanced geomagnetic
activity. These bands of largely increased density struc-
tures, often extending from Florida over the Great
Lakes region into central Canada, are believed to
be caused by storm-time electric fields that transport
plasma from low to middle latitudes (Foster et al.
2002). At low latitudes ionospheric weather pheno-
mena are often related to variations in the E×B plasma
drift, which during the daytime lifts ionization upward
near the dip equator and in concert with the parallel
motion down the field lines creates the equatorial ion-
ization anomaly. The largest densities and TEC values
occur in the ionization anomaly peaks with typical day-
to-day variations (ionospheric weather) of the order
of 40% (Scherliess et al. 2008). Furthermore, during
nighttime the low latitude ionosphere often exhibits
plasma instabilities and bubbles that largely vary in
occurrence and strength from one night to the next.
The largest variability, however, is probably found at
high latitudes where convection electric fields originat-
ing from the magnetosphere and particle precipitation
can dramatically change the plasma distribution in a
matter of minutes. It is believed that the ionospheric
weather (variability) at low-, mid-, and high-latitudes
is caused by variations in the external forces that orig-
inate from the thermosphere, the magnetosphere, and
the lower atmosphere (Schunk and Nagy 2000).

Ionospheric weather and its associated structures,
gradients and variability has large impacts on a variety
of technological systems and can strongly affect navi-
gation, communication, and radar operations. Over the
past decades numerous analytical, parameterized, and
global physics-based models have been developed in
an effort to better understand and specify ionospheric
weather. In addition, coupled models that combine
different spatial domains have been developed and
a review of recent model developments is given by
Schunk et al. (2002). Although physics-based mod-
els of the ionosphere reproduce many of the observed
climatological features, these models generally fail to
specify ionospheric weather. This lack of reliable spec-
ifications is largely attributed to a lack of reliable spec-
ifications of the ionospheric drivers, which include the
thermospheric composition and winds, the equatorial
and high-latitude electric fields and the high-latitude
particle precipitation. Currently, the most promis-
ing models for ionospheric weather specification are
data assimilation models that combine physics-based
models of the ionosphere with observations. Such

models have become a dominant tool over the past
decades in meteorology and oceanography for specifi-
cations and forecasts and more recently have also been
used for the space environment. In particular, over the
past several years data assimilation models were devel-
oped for the Earth’s ionosphere (e.g., Scherliess et al.
2004, 2006, 2009; Pi et al. 2003; Mandrake et al. 2005;
Bust et al. 2004; Mitchell and Spencer 2003) and the
first ionospheric data assimilation model is now opera-
tional at the Air Force Weather Agency (AFWA). Data
assimilation techniques have also recently been used to
study the thermosphere (Minter et al. 2004; Codrescu
et al. 2004), the radiation belts (Koller et al. 2007), and
the solar corona (Brun 2007).

For the space environment, data assimilation tech-
niques are currently becoming one of the fore-
most tools for integrating observations from differ-
ent sources and producing a coherent picture of the
space system dynamics, chemistry, and thermodynam-
ics. In general, observations from only one obser-
vational platform only offer incomplete information
about the phenomena under study. Combining observa-
tions from different observation systems, in a manner
that is consistent with a physics-based model represen-
tation of the dynamical and chemical relationships that
describe the system, is a powerful means of extract-
ing the full information content of the observations.
For the ionosphere, numerical models that solve the
continuity, momentum, and energy equations consti-
tute an ideal framework for a systematic integration
(assimilation) of data from multiple sources. Data
assimilation techniques optimally combine the diverse
and incomplete observations with a short term fore-
cast from the numerical model to produce the best
estimate of the variables given by the model. The
numerical model serves to maintain the dynamical,
physical, and chemical consistency between the time-
dependent fields. In this context, data assimilation is
the optimal method to directly compare predictions
obtained from the numerical model with satellite and
ground based observations at corresponding locations
and times, and in turn, correct the model trajectory and
determine unknown external driving forces and model
parameters. Data assimilation is, however, also “a sys-
tematic, structured, and open-ended learning process”
(National Research Council 1991). By continually
comparing the numerical model with observations,
the data assimilation scheme quantifies the mismatch
between the observations and the model forecasts,
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and provides clues for further model improvements.
This interactive linkage between the model and
data is one of the most important benefits of data
assimilation.

At Utah State University, we have developed two
physics-based Kalman-filter data assimilation models
for the near-Earth space environment. The two models
are the Gauss-Markov Kalman Filter Model (GAIM-
GM) and the Full Physics-Based Kalman Filter Model
(GAIM-FP) (Schunk et al. 2004, 2005; Scherliess
et al. 2004, 2006; McDonald et al. 2006; Thompson
et al. 2006, 2009; Sojka et al. 2007; Jee et al. 2007,
2008). Both models are part of the Global Assimilation
of Ionospheric Measurements (GAIM) project. Our
Gauss-Markov Kalman filter model is a simpler model
that can be run on 1 CPU and provides the global
electron density distribution. Recently, the accuracy
of this model for global and regional ionospheric
specifications has been shown by Scherliess et al.
(2006), Thompson et al. (2006), Sojka et al. (2007),
and independently by Decker and McNamara (2007),
McNamara et al. (2007, 2008, 2010), and McDonald
et al. (2006). These studies have concluded that our
Gauss-Markov Kalman filter model is well suited
to accurately capture the electron density distribu-
tion and its variations in the global ionosphere. Our
Full Physics-Based Kalman filter model is a sophisti-
cated data assimilation model that is run on multiple
CPUs. This model uses a physics-based ionosphere-
plasmasphere model and an ensemble Kalman filter
as a basis for assimilating a diverse set of mea-
surements. The model provides specifications of the
3-dimensional electron and ion (NO+, O2

+, N2
+, O+,

H+, He+) density distributions from 90 km to geosyn-
chronous altitude (30,000 km). In addition, the model
provides the self-consistent global distributions of
the ionospheric drivers (electric field, neutral wind,
and composition). Some of the data that we have
already assimilated in our data assimilation models
include in situ electron density and ultra-violet mea-
surements from DMSP satellites, bottomside electron
density profiles from ionosondes, GPS-TEC data from
a network of up to 1000 ground stations, and radio
occultation data from the CHAMP, SAC-C, IOX, and
COSMIC satellites.

In the following sections we will first give a general
overview of data assimilation techniques with a special
emphasize on the Kalman filter and then describe our
two ionospheric data assimilation models.

18.2 Overview of Data Assimilation

Data Assimilation techniques have long been used in
many areas of science and engineering and are gen-
erally based on estimation and control theory (Gelb
1974; Maybeck 1979). Over the past decades, these
techniques have become a dominant tool for speci-
fications and forecasts in meteorology and oceanog-
raphy and more recently data assimilation techniques
have also been used in space physics. For meteorol-
ogists the problem addressed by data assimilation is
weather specification and forecast for a complex sys-
tems that tends to become chaotic. In this case, data
assimilation is not understood as data fusion or data
interpolation, but instead, the large data sets are used
to constrain the model trajectory at each time step in
order to provide for a model forecast (Daley 1991). For
the ionosphere, which is strongly driven by external
forces originating from the magnetosphere, the ther-
mosphere, and the lower atmosphere, data assimilation
techniques are not only being used to constrain the
model trajectory but are also becoming increasingly
more important to specify the global distribution of the
self-consistent external driving forces, including the
neutral wind, the neutral composition, and the electric
field (Pi et al. 2003; Datta-Barua et al. 2009; Scherliess
et al. 2009).

Historically, the available data sets from in situ
satellites and ground-based facilities have not been
sufficient to sustain a data assimilation model for the
ionosphere. Over the past decade, however, with the
addition of UV measurements from DMSP satellites,
GPS measurements from occultation satellites, and the
widespread networks of ground-based GPS receivers,
data assimilation models have become feasible. Yet,
even with these new data sets only a limited number
of observations are available to determine the state of
the ionosphere at each instant in time. Furthermore, the
observations generally come from many different data
sources and are often inhomogeneously distributed in
space. In addition, observations from different instru-
ments typically have different error characteristics
and different availability and cadence. Therefore, it
comes at no surprise that additional information is
needed to create a detailed and coherent picture of
the ionosphere. In data assimilation models this addi-
tional information is obtained from the numerical
model, which in our case is a physics-based model
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of the ionosphere. With this, observations distributed
in time can be used to construct a consistent pic-
ture that agrees with the data and the physical laws
embedded in the model. The information of previ-
ous observations is preserved in the assimilation pro-
cess, and consequently, data assimilation is not just a
question of fitting new data. Since the model needs
to preserve and evolve all the information acquired
from the past observations, it is important that the
model not only has a sufficiently high resolution but
also that it incorporates all of the important physical
processes.

Typically, data assimilation proceeds sequentially
through time. At any instance, the numerical model
organizes the information obtained from previous
observations and then propagates this information for-
ward in time to provide a short-term forecast. New
observations, as they become available, are compared
to the model forecast and used to correct the model
state, to obtain an optimal estimate (in a statistical
sense) of the state that is consistent with the obser-
vational data and all the previous information. This
correction can include modifications of the state’s ini-
tial conditions and estimations of uncertain internal
model parameters and external driving forces. In this
scheme the model organizes the information embedded
in the observational data and interpolates and extrap-
olates the information into data-void regions in time
and space. The data, on the other hand, keep the model
trajectory “on the road”.

Figure 18.1 shows a flow chart of a data assimilation
procedure (after Robinson and Lermusiaux 2000). The
goal is an estimation of the state variables, which for
the ionosphere can include the plasma densities, tem-
peratures, and velocities. Internal model parameters,
such as collision coefficients and chemical production
and loss rates as well as external driving forces, may
also be estimated. Since the observational data may
be incomplete, inaccurate, or biased, a crucial initial
step after data acquisition is the quality control of the
available data. In this step, obviously wrong obser-
vations are rejected and appropriate data errors are
assigned. These errors can consist of two parts: An
instrumental error associated with the data taking, e.g.,
the observational error, and an error associated with
the representativeness of the observation. The latter,
for example, accounts for errors arising from subgrid
structures observed in the data but not modeled by
the assimilation model (e.g., Daley 1991). In the next

Fig. 18.1 Data assimilation flow chart: The observational data
are linked to the state variables via the measurement models.
Error estimates and error control play a critical role in the data
assimilation scheme. The observational data and the model fore-
cast are combined in the data assimilation models with weights
that are inversely proportional to their relative errors (after
Robinson and Lermusiaux 2000)

step the remaining quality-controlled observations are
assimilated to create a global map of the state vari-
ables, and possibly estimates of internal parameters
and external driving forces. Starting from these val-
ues the physical/numerical model evolves the system
in time and provides the background model for the next
assimilation run.

Generally, the estimation of the state of the sys-
tem is constructed from weighted combinations of the
observational data and the model forecast. The weights
in this scheme are determined from the errors in the
observational data and the errors in the numerical
forecast. In the concept of data assimilation, error esti-
mates are of critical importance and most advanced
data assimilation methods are based on a statistical
foundation that includes both model and data errors.
The observations, as mentioned above, have errors
associated with instrumental noise and the represen-
tativeness. The numerical model, on the other hand,
is also imperfect, with errors arising from missing
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physics, approximations of certain physical processes,
uncertainties in model parameters, and a space and
time discretizations of the model domain.

However, the use of errors in the assimilation
scheme also creates its biggest challenge. To obtain
reliable estimates and predictions of the Earth’s
upper atmosphere, millions of numbers are needed to
represent the state. The estimation of all their likely
errors, their interrelationships, and their evolution is
extremely difficult, if not impossible. In order to over-
come some of these difficulties, several approximation
schemes have been developed. In the following section
we will first give a brief introduction to one of the
main data assimilation techniques, namely the Kalman
filter, and then describe two approximations to the
full Kalman filter that we have used in our GAIM
data assimilation models. Examples of ionospheric
specifications obtained from these two models will
also be shown.

18.3 The Kalman Filter

The Kalman filter is a well-documented (e.g., Gelb
1974; Howe et al. 1998) technique that can be derived
as a recursive algorithm that minimizes the error (i.e.,
finding the best estimate of the state) at a time t
based on all information prior to this time. The filter
combines the observational data with the informa-
tion obtained from the numerical model and their
corresponding statistical description of uncertainties.
Formally, the filter performs a recursive least-squares
inversion of the observations (e.g., slant TEC) for the
model variables (e.g., Ne) using a dynamical model as a
constraint. In practice, a weighted average of the model
estimate and of the data is performed, using the rela-
tive accuracy of the two as the weights. As a result, an
improved estimate of the model variables is obtained,
where the improvement is in a statistical sense, i.e.,
it has the least expected error given the observations
and the model, along with their error statistics. In this
approach, the specification of the error covariances
for both the model and the observations is of crucial
importance. The model dynamics is described by a
first-principles physics-based model, which provides
the temporal evolution of both the state vector and the
model error covariance matrix. Along with the best
estimate of the state, the Kalman filter also generates
a theoretical estimate of the analysis error. Since the

Table 18.1 Kalman filter equations (adapted from Howe et al.
1998)

Equation Equation Comments

(K1) x f = Mx + η Model-state forecast

(K2) P f = MPMT + Q Model-state forecast
error

(K3) yO = Hx + ε Measurement equation

(K4) K = P f HT(HP f HT + R)−1 Kalman gain

(K5) xa = xf + K(yo − Hx f ) Model-state analysis

(K6) Pa = (I − KH)P f Model-state analysis
error

Kalman filter is dynamic, the model evolves in time
and learns what model components are producing the
best estimates for any time of day and sets the weights
accordingly.

Table 18.1 summarizes the Kalman filter equations
using the conventional notation of Ide et al. (1997).
The details of these equations have been described by
Howe et al. (1998) and by Scherliess et al. (2004) but
will be repeated here for completeness.

Using equation (K1), a forecast of the state vector x
is made by linearly relating the state vector at a time
t+1 to the state at the previous time step t through the
transition matrix M, where η represents the error gen-
erated by the operator (model error). This error, as well
as the observation error ε is assumed to be white and
have respective covariance matrices Q and R. In gen-
eral, the transition model comes from the numerical
integration of a system of coupled partial differential
equations, which is in our case performed by the iono-
sphere model. In the case of a non-linear dynamical
model a linearization of the model evolution at time t is
performed to obtain the transition matrix M. Similar to
the forecast of the state vector, a forecast of the model
error covariance matrix Pf (K2) is performed, which
depends on the previous error and the transition model
error covariance Q.

Observations enter the Kalman filter through equa-
tion (K3), which linearly relates the measurements yo

to the state vector through the measurement matrix
H. The observational database can contain line-of-
sight (column integrated) optical emissions, digisonde
measurements of the bottomside electron density pro-
file, in situ measurements of electron densities form
multiple satellites, hundreds of slant-path total elec-
tron content (TEC) measurements from radio beacons
and/or GPS satellites, and thousands of occultation
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measurements. In the case of a nonlinear relationship
between the observations and the electron density (e.g.,
column integrated optical emissions), linearization and
iteration is typically performed.

The Kalman gain K (K4), which gives the optimum
combination of the model state and the data given their
respective error covariances, combines the model state
forecast xf with the data to obtain the new model state
estimate, the so-called analysis (K5). The model error
covariance matrix (K6) is then reduced by the amount
related to the new information entered in the system
through the data. Equations (K2) and (K6) together
describe the evolution of the error covariance matrix
and form the so-called Riccati equations. At this point,
a new forecast (K1 and K2) is performed and the
assimilation is repeated.

18.3.1 Approximate Kalman Filter

Although in theory it is straightforward to apply the
Kalman filter to ionospheric data assimilation, diffi-
culties arise when implementing the system due to
the enormous computational requirements, both in
storage and CPU time, associated with the propaga-
tion of the model error covariance matrix (K2) (for
a full discussion of this problem see Fukumori and
Malanotte-Rizzoli (1995)). As a practical method, we
have developed two data assimilation models that
use different approximations to the full Kalman filter
model. In the first model, which is our Gauss-Markov
Kalman Filter model (GAIM-GM) we have replaced
the dynamical model that appear in equations K1
and K2 with a simpler statistical model. In the sec-
ond model, which is our Full-Physics-Based Kalman
Filter model (GAIM-FP), we have used an ensemble
Kalman filter technique. Both approximations lead to
a dramatic reduction in the computational require-
ments. Formally, the two approximations could lead
to suboptimal estimations, but the uncertainty associ-
ated with the observation and model errors may lead to
statistically indistinguishable differences between the
truly optimal and suboptimal estimates (Cane et al.
1996). The strength of these approximations, how-
ever, lies in the otherwise not-possible use of the
Kalman filter framework to objectively evaluate the
model state error covariances. These errors are typi-
cally anisotropic and inhomogeneous and are difficult
to specify. In the following the two models are briefly

discussed and examples obtained from the two models
are shown.

18.3.2 Gauss-Markov Kalman Filter Model

The GAIM Gauss-Markov Kalman Filter model
(GAIM-GM) (Scherliess et al. 2006) is a relatively
simple model that uses the ionospheric plasma den-
sities obtained from the physics-based Ionospheric
Forecast Model (IFM) (Schunk et al. 1997) as a
background density field on which perturbations are
superimposed. To reduce the computational require-
ments, these perturbations and the associated errors
evolve over time with a statistical model (Gauss-
Markov process) and not rigorously with the physical
model. The background ionospheric densities, how-
ever, evolve with the full physical model. As a result,
the Gauss-Markov Kalman filter can be executed on a
single CPU workstation.

In this scheme the total electron density at each grid
point is expressed as:

N = NIFM + Npert (18.1)

where NIFM is the electron density obtained from the
IFM and Npert is a perturbation density determined by
the Kalman filter. The perturbation densities Npert are
expressed in a geographic frame and evolve over one
assimilation time step (15 min) via:

Nf
pert = MNpert (18.2)

The transition matrix M is a product of a transla-
tion matrix M1 and a diagonal matrix M2. The matrix
M1 convects the perturbation density field at each
time step in a magnetic sun-synchronous frame and
the diagonal matrix M2 relaxes the perturbations to
a zero value in the absence of data. In more detail,
the diagonal matrix is composed of diagonal elements
equal to exp(−�t/τ ), where �t is the assimilation
time step and τ is a relaxation time. In the current
version of the model the value of τ is set glob-
ally to τ = 5 h, but can in future versions be spa-
tially and temporally adjusted to better represent the
changing geophysical conditions. Currently, the model
assimilates phase-leveled GPS slant TEC observations
from several hundred ground sites located between
±60◦ geographic latitude, bottomside Ne profiles from
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ionosondes, nighttime 1356 Å UV-radiances from
the Special Sensor Ultraviolet Spectrographic Imager
(SSUSI) aboard the DMSP satellites as well as in
situ electron densities from DMSP satellites. In the
near future, the Gauss-Markov model will also assim-
ilate GPS occultation data from the C/NOFS and from
the six COSMIC satellites. More details regarding the
Gauss-Markov model can be found in Scherliess et al.
(2006).

Figure 18.2 shows an example of the Gauss-Markov
model output that demonstrates the 3-dimensional
character of the model. Slant TEC data from more
than 300 ground-based GPS receivers and bottomside
electron density profiles from about 20 ionosondes
were assimilated in 15-min intervals over a 30-day
period in April of 2007. The results correspond to a
snapshot at 2000 UT on April 11, 2007. In the top
left panel, the global distribution of vertical TEC is
shown, which is obtained by integrating through the
3-dimensional electron density distribution from 90 to
1400 km altitude. The bottom left panel shows the
peak electron density in the F-region (NmF2) and the
right panels show the electron density variations at
selected altitudes. Clearly seen in Fig. 18.2 are the
equatorial anomaly peaks on both sides of the mag-
netic equator. Also note the asymmetry in the altitude
distribution of the anomalies (right panels), with the
southern anomaly being located at a lower altitude than
the northern anomaly. This asymmetry is most likely
related to an interhemispheric neutral wind pushing the
plasma down the field line in the southern hemisphere

and up the field line in the northern hemisphere.
A detailed discussion of the accuracy of the Gauss-
Markov model for global and regional ionospheric
specifications is given by Scherliess et al. (2006),
Thompson et al. (2006), Sojka et al. (2007), Decker
and McNamara (2007), McNamara et al. (2007, 2008),
and McDonald et al. (2006). These studies have con-
cluded that the Gauss-Markov model is well suited to
accurately capture the electron density distribution and
its variations in the global ionosphere.

In order to assess the improvements in the fidelity
of the results of our data assimilation model, mea-
surements form 11 Australian ionosonde stations
were compared with results from the International
Reference Ionosphere (IRI) and the Gauss Markov
data assimilation model (Sojka et al. 2007). The study
period spanned the 31 days from 20 March through
19 April 2004. In order to quantitatively describe the
improvements of using the data assimilation model a
skill score was developed for the day-to-day weather
by defining the IRI as the reference model. This skill
score is based on first determining the GAIM and IRI
scores against the observed weather. The scores are
the root mean square error (RMSE) for each model
given by

ScoreModel = 1

N

√
�
(
NmF2

obs − NmF2
Model

)2
(18.3)

where Model is the IRI or the data assimilation
model, respectively. The individual scores were then

Fig. 18.2 Example of the
output obtained from the
Gauss-Markov Kalman filter
Model for 2000 UT on April
11, 2007. Shown is (top left) a
global distribution of the
vertical TEC obtained by
integrating through the
three-dimensional model
output from 90 to 1400 km,
(bottom left) the peak electron
density in the F-region
(NmF2), and (right) the
electron density variation at
five selected altitudes
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combined to generate the GAIM skill scores using the
IRI score as the reference model,

GAIMSkill =
(

1.0 − ScoreGAIM

ScoreIRI

)
× 100 (18.4)

These skill scores are expressed as percentages and
are bounded when the data assimilation model exactly
matches the observation. A value of zero implies that
the model is equivalent to the IRI, while a negative
value indicates that IRI is better in reproducing the
observations. Figure 18.3 shows the skill scores for all
11 stations versus solar local time. The figure shows
that the data assimilation model is on the average 39%
more capable to capture weather variability. However,
Fig. 18.3 also indicates that the current version of the
data assimilation model has difficulty around sunrise,
when the model performance can be poorer than IRI.
In order to compare the improvements with those of a
stand-alone physics-based model, a skill score was also
determined for the Ionospheric Forecast Model (IFM),
which was found to be a 10% improvement with
respect to IRI (for more details see Sojka et al. 2007).
These results clearly indicate the strength of a data
assimilation model to capture ionospheric variability.

18.3.3 Full Physics-Based Ensemble
Kalman Filter

The Full Physics-Based Kalman filter model is the
second of our ionospheric data assimilation models
and is currently still under development at USU. The

model covers the low and mid-latitudes and provides
specifications of the 3-dimensional electron and ion
(NO+, O2

+, N2
+, O+, H+, He+) density distributions

from 90 km to geosynchronous altitude (30,000 km).
The model excludes, in its current version, geomag-
netic latitudes poleward of ≈ ±60◦ geomagnetic lat-
itude due to the vastly different physical processes
that govern the high-latitude regions, e.g. convection
electric fields, particle precipitation, etc.

The Full Physics-Based model is significantly more
sophisticated than our Gauss-Markov model and uses
an Ensemble Kalman filter (EnKF) technique to rig-
orously evolve the three-dimensional electron den-
sity field and its associated errors in time (Scherliess
et al. 2009). Over the past decade, the EnKF tech-
nique has been successfully employed in meteoro-
logical and oceanographic data assimilation (Evensen
2003) and is now being widely used as a sequen-
tial data assimilation method primarily due to its
ease of implementation, resulting from replacing the
covariance evolution in the traditional Kalman fil-
ter (Equation K2 in Table 18.1) by an approximate
Monte Carlo ensemble sampling (Li and Xiu 2008).
Specifically, by integrating an ensemble of model
states forward in time, it is possible, using standard
statistical techniques, to calculate the mean state and
the error covariances needed at the analysis time.
Therefore, as a practical method, an ensemble Kalman
filter can be used to calculate the state error covariance
matrix (Evensen 2003). This approximation leads to a
dramatic reduction in the computational requirements
associated with equation K2 and also eliminates the
time-consuming numerical linearization of the model.

Fig. 18.3 Hourly skill scores
for the GAIM Gauss Markov
model for 11 ionosonde
stations located in Australia.
The skill scores are shown
versus solar local time (after
Sojka et al. 2007)
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Instead, the full nonlinear physical model can be used.
A detailed discussion and an overview of the EnKF
technique is given by Evensen (2009).

For our Full Physics-Based Ensemble Kalman
Filter model, we use the physics-based numerical
Ionosphere-Plasmasphere Model (IPM) (Schunk et al.
2004, 2005; Scherliess et al. 2004, 2009) to inte-
grate the state (e.g. electron and ion densities) for-
ward in time and to evaluate the state error covari-
ances. The use of the model explicitly incorporates the
ionospheric production, loss, and transport processes
directly into the data assimilation scheme. The ensem-
ble consists of about 30 IPM model runs, which are
launched at each assimilation time step in order to cal-
culate the covariances. In our case, tests with different
numbers of ensemble members indicate that about
30 model runs are needed. The number of ensemble
members is, however, fully flexible and can easily be
adjusted.

It is important to note that the estimation of the
ionospheric drivers is an integral part of our ensem-
ble Kalman filter and is achieved by using the internal
physics-based model sensitivities to the various driving
forces. In this procedure, the ionospheric data are used
to adjust the plasma densities and its drivers so that
a consistency between the observations (within their
errors) and the physical model is achieved. In the next

step, the drivers are fed back into the model, which
subsequently leads to a self-consistent solution of the
ionospheric densities and their driving forces (electric
field, neutral wind and composition).

The use of the physics-based model as an integral
part of the data assimilation process should provide
a much more realistic evolution of the plasma den-
sity distribution and the state error covariance. The
determination and subsequent feedback of the drivers
into the data assimilation model should provide a
much improved altitude structure of the low- and mid-
latitude plasma distribution. In particular the height of
the F2 region (hmF2) should be improved when com-
pared to the Gauss-Markov Kalman filter model. This
latter model lacks this driver estimation and feedback.

Figure 18.4 shows an example of the driver esti-
mation obtained from the Full Physics-Based Kalman
filter model. Shown is the meridional neutral wind
obtained from the filter for March 31, 2007. The
wind velocities correspond to a daily averaged pat-
tern obtained by zonaly averaging the wind velocities
in a local time/geographic latitude reference frame.
Figure 18.4 shows that the meridional wind is equator-
ward during the night and poleward during the day, in
agreement with empirical representations of the wind
velocity (Hedin et al. 1991).

Fig. 18.4 Example of the longitudinally averaged meridional wind field obtained from the Full Physics-Based Ensemble Kalman
filter model for March 31, 2007. Positive wind velocities denote a northward wind
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18.4 Summary and Conclusions

Over the past several years, data assimilation models
have become a dominant tool to integrate space- and
ground-based observations into physics-based models
of the space environment. At USU we have devel-
oped two data assimilation models for the ionosphere
that use approximations to the full Kalman filter tech-
nique. The first model uses a statistical model (Gauss
Markov process) to evolve the state and covariances in
the Kalman filter, whereas the second model employs
an ensemble Kalman filter technique. Both approxima-
tions lead to a dramatic reduction in the computational
requirements and allow for the use of the Kalman fil-
ter framework to objectively evaluate the model state
error covariances. The presented approximation to the
full Kalman filter are well established for the iono-
sphere but will also be applicable for other areas of
the space environment. It is expected that over the next
few years these techniques will become increasingly
more important for many areas of space science and
applications.
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19Large-Scale Structure
in the Magnetospheres of Jupiter
and Saturn

Christopher S. Arridge

Abstract
The magnetospheres surrounding Jupiter and Saturn are unique in the solar sys-
tem because of their important internal plasma sources, rapid planetary rotation and
strong magnetosphere-ionosphere coupling, the prevailing solar wind conditions, and
the complex multi-phase and multi-species nature of their magnetospheric plasma
and neutral environments. In this chapter the large-scale structure of the jovian and
saturnian magnetospheres will be reviewed. The physical origins of this structure will
be examined and we discuss dynamical and periodic modulations within each system
and their responses to internal and external perturbations.

19.1 Introduction

The rapidly rotating magnetospheres surrounding
Jupiter and Saturn are important natural laboratories
for the study of space plasma physics. Their signifi-
cance stems from the presence of heavy ion plasma
sources within the magnetosphere, the multi-phase and
multi-species nature of the magnetospheric plasma
and neutral environment, and the rapid rotation of
these planets which, via magnetosphere-ionosphere
coupling processes, is at least partially imposed onto
much of the magnetosphere. As a consequence of this
latter fact, pseudo (inertial) forces become important in
magnetospheric equilibria and dynamics. The sidereal
rotation period of Jupiter is relatively well constrained
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Surrey RH5 6NT, UK; The Centre for Planetary Sciences at
UCL/Birkbeck, London WC1E 6BT, UK
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at 9.92425 h (Weiss 2004) based on periodicities in
radio emissions from Jupiter’s auroral regions, whereas
the rotation period of Saturn (determined from the
same method) is poorly known. The corresponding
period at Saturn has been found vary from 10h39m22s
in the Voyager epoch (Carr et al. 1981) to >10h48m
in the Cassini epoch (Kurth et al. 2008, and references
therein). This large long-term drift in period strongly
suggests that it does not represent Saturn’s rotation
period and so this drifting period is now commonly
referred to as the “magnetospheric period”.

At the time of writing the jovian magnetosphere
has been studied in situ by eight spacecraft and is
the most studied magnetosphere beyond Earth. In con-
trast the saturnian magnetosphere has been studied
by four spacecraft, most recently the Cassini orbiter.
Prior to the arrival of Cassini at Saturn it was thought
that the saturnian magnetosphere was “Earth-like” or
intermediate between Jupiter and Earth in terms of
its structure and dynamics. Recent Cassini studies of
the saturnian environment have shown that the jovian
and saturnian magnetospheres have many common
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elements and are surprisingly similar in many ways.
However, there are important differences, such as in
the ratio of plasma to neutrals, the generation of main
auroral emissions, and the effects of the solar-wind
interaction and mass-loading on reconnection and
“substorm-like” behaviour. Cassini studies have also
produced new lessons for studies of the jovian magne-
tosphere, for example in the nature of neutral-plasma
interactions, magnetodisc equilibria, the generation of
magnetospheric periodicities, and auroral morphology
and dynamics.

Modelling of Saturn’s internal magnetic field has
consistently revealed a highly symmetric internal field
and a priori one might expect Saturn’s magnetosphere
to be highly azimuthally symmetric (apart from the
obvious local time asymmetries imposed by the solar
wind). The first hints of the presence of large-scale
periodicities in Saturn’s magnetosphere were provided
by observations of kilometric radio emissions (known
as Saturn Kilometric Radiation or SKR) which were
found to be modulated at a period close to the atmo-
spheric rotation period. Hence, the period of SKR was
rapidly adopted as the rotation period of Saturn’s deep
interior by analogy with similar radio emissions at
Jupiter (see Kurth et al. (2009) for a recent review).
Subsequently this modulation was shown to drift in
period by around 1% both on long and short time
scales. Since such large changes in Saturn’s angular
momentum cannot occur on such short time scales, this
shows that these radio emissions cannot be strongly
linked with the rotation of Saturn’s deep interior.
Observations since the Pioneer-era have shown evi-
dence for other periodic phenomena in Saturn’s mag-
netosphere, which have the same period as SKR, such
as: motion of the auroral oval (Nichols et al. 2008),
magnetic fields (e.g., Espinosa et al. 2003; Southwood
and Kivelson 2007; Andrews et al. 2008; Provan et al.
2009), energetic particles (e.g., Carbary et al. 2007),
plasma (e.g., Gurnett et al. 2007; Arridge et al. 2008a;
Burch et al. 2009), energetic neutral atoms (ENAs)
(Carbary et al. 2008a), and the location of the mag-
netopause (e.g., Clarke et al. 2010a) and bow shock
(Clarke et al. 2010b). To add further intrigue, Gurnett
et al. (2009) have recently presented evidence showing
that the modulation of SKR emissions from the north-
ern hemisphere has a different period to that of the
southern hemisphere. Whilst spin-periodic signatures
are relatively well-understood at Jupiter there are other
periodicities that are not well understood, such as

System IV periodicities in the Io plasma torus (Sandal
and Dessler 1988).

In this chapter the large-scale structure of the jovian
and saturnian magnetospheres will be discussed. In
Section 19.2 the main features of giant rapidly rotat-
ing magnetospheres are described and issues relating
to their global configuration and equilibrium are dis-
cussed. The perturbation of this configuration and
equilibrium by periodic modulations in the magne-
tosphere will also be described in Section 19.2. In
Section 19.3 some selected aspects of large-scale mag-
netospheric dynamics will described. Some open ques-
tions and prospects for future missions are discussed in
the summary.

19.2 Global Configuration and Equilibria

Figure 19.1 contains an illustration of the general
large-scale structures in the magnetospheres of Jupiter
and Saturn. Within the inner magnetosphere the mag-
netic field is dominated by the internal magnetic field
of the planet which at Jupiter (Saturn) is inclined
by around 9.6◦ (0.1◦) to the rotation axis (e.g.,
Russell and Dougherty 2009). Sputtering, jets, volcan-
ism and exospheric/atmospheric loss processes pro-
duce neutral torii around natural satellites which are
ionised by charge-exchange and photoionisation pro-
cesses to produce plasma torii. At Jupiter, the main
plasma/neutral torus is due to Io whereas at Saturn a
group of icy satellites including Enceladus, Dione and
Tethys produce a large dusty neutral torus called the
E-ring which is ionised to produce the E-ring plasma
torus. Thus mass-loading in Saturn’s magnetosphere
is rather more radially distributed compared to Jupiter
where most of the mass-loading occurs in a limited
region. This is not the only difference between these
two systems.

Figure 19.2 schematically illustrates the flow of
mass and energy in the neutral/plasma torii at Jupiter
and Saturn, based on results from a physical chem-
istry model (Delamere et al. 2007). These models
show that at Jupiter (Saturn) 49% (95%) of the torus
ions are last as fast neutrals. At Jupiter ions are
mainly produced via electron impact ionisation of
the neutral gas from both thermal and hot electrons.
Thermal electrons in the torus are heated via Coulomb
collisions with the pickup ions and achieve a tem-
perature of 4.8–6.8 eV which means that they can
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Fig. 19.1 Simplified schematic of the giant magnetospheres of
Jupiter and Saturn showing the main structural elements with a
zoom-in of the inner magnetosphere (left) showing plasma and
neutral torii. The inner magnetosphere is shown for the fully gen-
eral case where there is a tilt between the dipole and spin axes
but this tilt is absent at Saturn so the natural satellites and plasma

and neutral torii collapse together into the same plane (magnetic
dipole and rotational equators). For simplicity, the large-scale
magnetospheric view is shown for the case of no tilt between the
magnetic dipole and spin axes, or can be thought of as for a par-
ticular orientation of dipole where it is in/out of the plane of the
diagram

produce additional ionisation through electron impact
ionisation. However, at Saturn the ion pickup energy is
four times smaller due to the smaller plasma velocity
near Enceladus which results in lower thermal elec-
tron temperatures (1.3 eV). These thermal electrons
are too cool to produce significant additional ionisation
resulting in a neutral-dominated system. Electron-ion
coupling resulting in ion excitation at Jupiter drives
strong UV emissions and is the dominant energy sink
for the system, whereas at Saturn charge-exchange
results in the production of fast-neutrals which are the
dominant energy and mass sink for the system.

The mass introduced into the magnetosphere cannot
build up indefinitely and small-scale plasma transport
processes move this plasma radially outwards into the
magnetosphere. These processes have been modelled
in global MHD simulations of the magnetosphere (e.g.,
Kidder et al. 2009) and also using the Rice Convection
Model (e.g., Wu 2009). This mass-loading process and
the outward transport of plasma both act to slow the
azimuthal flow of plasma around the planet, a pro-
cess which is countered by the transport of angular
momentum, via field-aligned currents, from the upper
atmospheres of Jupiter and Saturn into the equatorial
plasma sheet. This extraction of energy from the plan-
ets is the engine that powers the jovian magnetosphere

and which also plays a strong role in the saturnian
magnetosphere.

It is commonly thought that the jovian magne-
tosphere is more heavily mass-loaded and severely
stressed than the saturnian magnetosphere. However,
relative to field strength Vasyliūnas (2008) has argued
that Saturn’s magnetosphere is more heavily mass-
loaded than Jupiter’s and one can also show that the
ring current is also stronger than Jupiter’s (Achilleos
et al. 2010). This latter point is also revealed in
the geometry of the magnetospheric magnetic field,
where the geometry of Saturn’s magnetic field devi-
ates significantly from a dipole at a smaller radial
distance than at Jupiter (∼ 16 RS vs ∼ 20 RJ, or
0.96 × 106 km vs 1.4 × 106 km where 1 RS = 60268
and 1 RJ = 71492 km), as measured for example by
the angle between the lobe field and the equatorial
plane (e.g. Arridge et al. 2008c).

19.2.1 Ring Current and Magnetodisc
Morphology

In common with the terrestrial magnetosphere, trapped
particles within the jovian and saturnian magneto-
spheres are subject to mechanical stresses which
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Fig. 19.2 Illustration of mass and energy flow in a (left)
sulphur/oxygen-based jovian and oxygen-based saturnian neu-
tral/plasma cloud model from Delamere et al. (2007). The model
results show that at Jupiter UV emissions (ion excitation) are

primarily driven by energy from ion pickup and hot electrons,
whereas at Saturn the energy from ion pickup mainly goes into
fast neutrals as the electrons are not sufficiently heated by the
lower ion pickup energy at Saturn

generate currents in order to maintain stress balance.
These ring currents circulate azimuthally in the mag-
netosphere and act to depress the field strength near
the planet and stretch and inflate the field further out.
In contrast with the terrestrial magnetosphere, inertial
(centrifugal) forces are an important source of stress
and add to pressure gradients and pressure anisotropy
in generating the ring current. In the terrestrial mag-
netosphere the ring current does not exert a significant
stretching effect on the field but at Jupiter and Saturn
the “ring current” can circulate azimuthally around the
planet out to large distances. The field perturbation
introduced by this extended current system deforms the
field to such an extent that a thin disc-like current and
plasma sheet forms beyond distances of 16 RS (20 RJ)
at Saturn (Jupiter). This is known as the magnetodisc
(represented by the hatched structure in Fig. 19.1) and
is an important structure in regulating mass and energy

transport within rapidly rotating magnetospheres. On
physical grounds one cannot distinguish between the
azimuthal currents flowing in this magnetodisc and
in the quasi-dipolar region inside 16 RS or 20 RJ,
but despite this many authors restrict the use of the
term “ring current” to the azimuthal currents flowing
within the quasi-dipolar region (this is the definition
employed in this chapter), yet other authors use the
term to refer to the pressure anisotropy- and gradient-
driven component of the ring current (in analogy with
the terrestrial magnetosphere). Magnetospheric cur-
rents, including this magnetodisc structure, have been
studied from the results of global MHD simulations
of both the jovian and saturnian magnetospheres (e.g.,
Miyoshi and Kusano 1997; Walker and Ogino 2003;
Moriguchi et al. 2008; Kidder et al. 2009).

This severe stretching effect on the jovian field and
the consequences for Jupiter’s magnetospheric plasma
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were first identified in Pioneer 10 data (e.g., Smith
et al. 1974) and have been studied in some detail
(e.g., Goertz 1979; Achilleos et al. 2010 and references
therein; Khurana 2001). Although Saturn’s magneto-
sphere appeared to have all the necessary ingredients
for a magnetodisc, the flybys of Pioneer 11, and
Voyagers 1 and 2 suggested the presence of a more
quasi-dipolar magnetosphere reminiscent of the ter-
restrial magnetosphere. However, Smith et al. (1980)
commented that observations of stretched field lines on
the dawn flank may be associated with a magnetodisc-
type configuration at Saturn, whilst the dayside may
have been in a state of magnetospheric compression
resulting in a more dipolar dayside. Arridge et al.
(2007) studied similar stretched fields on the dawn
flank using Cassini data and used a stress balance
argument to propose that the stretched field and asso-
ciated current sheet was evidence of Saturn’s magne-
todisc. Subsequently, Arridge et al. (2008c) surveyed
Cassini magnetometer data inside the magnetosphere
from midnight, dawn and pre-noon and showed that
stretched current-sheet-like fields could be found at all
these local times, hence demonstrating that a magne-
todisc configuration could often be seen in Saturn’s
magnetosphere. They went on to show that the day-
side Cassini passes where the magnetodisc was not
present were under compressed magnetospheric condi-
tions. This argument also holds for the dayside passes
of Pioneer 11 and Voyagers 1 and 2. Such a suppres-
sion effect has also been found in MHD models of
the jovian magnetosphere (Miyoshi and Kusano 1997;
Walker and Ogino 2003).

Periodicities in the quasi-dipolar part of Saturn’s
magnetosphere, referred to as the “core” or “camshaft
region”, have been observed since the Pioneer and
Voyager flybys (Espinosa et al. 2003) and have been
shown to be consistent with a quasi-uniform field
rotating in the equatorial plane at the SKR period
(e.g., Southwood and Kivelson 2007; Andrews et al.
2008) with an associated north-south perturbation field
(Andrews et al. 2008). The form of the north-south per-
turbation field has led some authors to associate this
perturbation with a rotating partial ring current (e.g.,
Khurana et al. 2009; Provan et al. 2009) and the rotat-
ing uniform field with a corotating convection pattern
(Gurnett et al. 2007) and patterns of field-aligned cur-
rents (Southwood and Kivelson 2007). ENA images
of the energetic ion component of Saturn’s ring cur-
rent show a periodic modulation in the ring current

region consistent with the idea of a partial ring current
(Krimigis et al. 2007). The presence of a periodic den-
sity asymmetry in the core region between 3 and 5 RS

(Gurnett et al. 2007) supports the corotating convection
model but the symmetry of the core region magnetic
field perturbations and their implications for plasma
flows does not (Southwood and Kivelson 2007).

19.2.2 Stress Balance in the Ring Current
and Magnetodisc

Determining the exact contributors to stress balance
within the current/plasma sheets in the magnetosphere
is a difficult and non-trivial task. Early studies of
stress balance in the ring currents and magnetodiscs
of Jupiter and Saturn using Voyager fields and parti-
cles measurements suggested that pressure gradients
and centrifugal forces were important within 14 RS

at Saturn but with centrifugal forces becoming domi-
nant beyond this distance (McNutt 1984; Mauk et al.
1985). At Jupiter it was first suspected that centrifugal
forces would be dominant throughout the magneto-
sphere due to the intense mass-loading from Io and
rapid rotation of the magnetosphere (e.g., Smith et al.
1974). However, the most recent analyses showed that
pressure gradients and anisotropies were the dominant
mechanical stresses in the ring current and magne-
todisc (Mauk and Krimigis 1987; Paranicas et al.
1991).

Using Cassini data at Saturn, Arridge et al. (2007)
investigated the stress balance within the dawn magne-
todisc and concluded that beyond a distance of 25 RS

centrifugal forces were dominant, but at around 20 RS

pressure gradients and centrifugal forces were equal
contributors. Sergis et al. (2010) and Kellett et al.
(2010) have investigated stress balance in the ring
current region using Cassini data using statistical tech-
niques and case-studies, respectively. These authors
concluded that the centrifugal component dominated
inside of around 7 RS, despite being partially cancelled
by a significant pressure anisotropy in the thermal
plasma, and that pressure gradients in thermal and hot
ions dominated between 7 and 15 RS (the radial limit
of these studies). Overall, the observational work to
date suggests an inner core of centrifugally dominated
ring current, surrounded by a pressure-dominated ring
current out to at least 20 RS, beyond which the field
is distorted into the magnetodisc and the mechanical
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stresses are dominated by the centrifugal force. There
appears to be a transition region at the outer edge of
the ring current/inner edge of the magnetodisc where
the stress balance changes.

Stress balance has also been examined theoreti-
cally using a range of models. Global simulations of
the magnetosphere have been used to examine the
stress balance in the magnetosphere with an empha-
sis on how this response to changes in solar wind
conditions (e.g., Miyoshi and Kusano 2001; Walker
et al. 2001; Kidder et al. 2009). A particularly ele-
gant approach is to use Euler potentials (Achilleos
et al. 2010, and references therein) and such models
have been used to address jovian and saturnian stress
balance. These models require empirically determined
input conditions for the cold and hot plasma popula-
tions, and the azimuthal plasma velocity. The method
involves self-consistently searching for an equilibrium
magnetic configuration which balances the mechani-
cal stresses. Generally the results of these models are
in agreement with observations. Figure 19.3 shows the
two-dimensional distribution of azimuthal volume cur-
rent due to centrifugal stress and pressure gradients,

and the relative contributions of each, as calculated
using the model of Achilleos et al. (2010). One can
see that the currents are rather more distributed at
Saturn compared to Jupiter and that the currents are
generally weaker at Saturn. At Jupiter, peaks in hot
plasma pressure and centrifugal current are spatially
separated whereas at Saturn they spatially overlap.
Recent work has shown that more or less extended
pressure gradient-dominated regions can be obtained
for more or less disturbed states (N. Achilleos, private
communication 2009). Magnetodisc suppression under
compressed magnetospheric conditions is also found in
the model.

19.2.3 Symmetry Breaking: Effects of Dipole
Tilt, Season and Periodicities

The solar-wind suppression of the dayside magne-
todisc is an example of solar wind forcing on the day-
side magnetosphere. Arridge et al. (2008b) identified
a second solar wind forcing effect on Saturn’s mag-
netosphere and magnetodisc: a northward warping

Fig. 19.3 Azimuthal volume current densities as calculated
from the model of Achilleos et al. (2010) for Jupiter (left) and
Saturn (right). The coloured panels show the distribution of cur-
rent in the (ρ,z) plane where z is the perpendicular distance from
the plane of the current sheet and ρ is the (cylindrical) radial

distance in that plane. Note the different current density colour
scales between Jupiter and Saturn. The bottom panels show the
equatorial volume current density from centrifugal forces (blue),
hot plasma pressure gradients (red) and the total current density
(black)
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during southern hemisphere summer. Beyond a cylin-
drical radial distance of ≈15 RS the magnetodisc was
found to be displaced out of the rotational equator at
all local times sampled by Cassini, thus the magne-
todisc was bent into a bowl-type shape by the action
of the solar wind. ENA images of the plasma sheet
taken from the dawn flank confirm this warping on
the nightside but show the plasma sheet lying closer
to the equator on the dayside (Carbary et al. 2008b).
This discrepancy between the magnetometer obser-
vations and the ENA images is possibly due to the
smaller standoff distance of the magnetopause when
the ENA images were taken, indicating an effect of
upstream conditions. This distortion is also found in
global MHD simulations of the saturnian magneto-
sphere (e.g., Hansen et al. 2005; Kidder et al. 2009)
and in the latter study the authors showed that the
IMF can also play a role in moving the plasma sheet
down towards the equator which may help in fur-
ther understanding the dayside discrepancy between
the results of Arridge et al. (2008b) and Carbary
et al. (2008b).

This is an example of a seasonal solar wind effect
due to the inclination of the solar wind flow to Saturn’s
rotational equator. When Cassini arrived at Saturn the
tilt between the rotational equator and the solar wind
flow (termed the magnetospheric tilt) was around –
25◦ indicating that the solar wind was blowing from
a southerly direction “underneath” the magnetodisc
thus lifting it northward. During northern hemisphere
summer this effect is expected to reverse where the
magnetodisc is displaced southward as the solar wind
blows from a northerly direction. This is an example
of magnetospheric symmetry breaking and a similar
solar-wind driven mechanism is also found at Earth
and Jupiter, although the dayside warping effect has
not yet been found at these planets. In the jovian mag-
netosphere the dipole and spin axes are inclined by 9.6◦
so there is a component of the centrifugal force which
acts to push plasma from the magnetic dipole equa-
tor towards the rotational equator. In reality the forces
on the plasma are not sufficient to push the plasma
into the rotational equator and the plasma instead lies
in a plane ≈1/3 of the way to the rotational equator
from the magnetic equator. This location is referred to
as the centrifugal equator (Hill et al. 1974). This dis-
placement is readily observed in the Io plasma torus
(e.g., Bagenal 1994) but was more controversial in the
jovian middle and outer magnetosphere until Khurana

(1992) demonstrated that the observed displacement of
the current sheet from the dipole magnetic equator was
more consistent with a solar wind-driven distortion
than the centrifugal mechanism. Figure 19.1 illustrates
both of these distortions.

Periodic motions of the plasma sheet have been
observed in both the jovian and saturnian magneto-
spheres. Such periodicities at Jupiter are well under-
stood in terms of the tilt between the jovian spin and
dipole axes (e.g., Khurana et al. 1992) but there is
a lack of consensus on their origin at Saturn (e.g.,
Carbary et al. 2007; Arridge et al. 2008a; Khurana et al.
2009; Arridge et al., Periodic motion of Saturn’s night-
side plasma sheet, submitted manuscript; Morooka
et al. 2009). In modelling carried out by Arridge et al.
(submitted) this periodic behaviour was accurately
modelled by a plasma sheet geometry that consisted
of a warped and flapping plasma sheet with a con-
stant plasma sheet thickness. ENA observations from
the dawn magnetospheric flank support such a flapping
paradigm where they have revealed a clear periodic tilt-
ing of the plasma sheet (Carbary et al. 2008a). Several
authors have developed theories which explain how
such plasma sheet periodicities can arise and how they
are linked with periodicities in the core region (e.g.,
Carbary et al. 2007, Khurana et al. 2009; Southwood
and Kivelson 2007; Provan et al. 2009). In complemen-
tary work, Morooka et al. (2009) found that they were
unable to reproduce density periodicities using a flap-
ping model and instead favoured a model which com-
bined flapping with a longitudinal density asymmetry
in the plasma sheet. The reconciliation of such results
may lie in correctly modelling the transition from com-
pressional fluctuations in Saturn’s lobe (Krupp et al.
2005) to tangential (flapping) motions near the plasma
sheet (Arridge et al. submitted).

19.2.4 Magnetospheric Lobes

The lobes of Earth’s magnetotail are sites of mag-
netic flux and energy storage where open magnetic
flux accumulates following reconnection at the day-
side magnetopause. However, the presence of large
extended open flux regions in outer planet magneto-
spheres, that respond dynamically to the solar wind
is the topic of some controversy, particularly relat-
ing to the extent of the solar wind influence in the
jovian magnetosphere (e.g., McComas and Bagenal
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2007; Cowley et al. 2008a; McComas and Bagenal
2008). There is good evidence from IR H3

+ auro-
ral observations for the existence of an open polar
cap at Jupiter (e.g., Stallard et al. 2003) and whilst
there is observational evidence for dayside reconnec-
tion at both Jupiter and Saturn (see Section 19.3.3),
the mechanisms for closing this open flux and the
magnetospheric consequences of such processes have
yet to be firmly established. One interesting conse-
quence of rapid planetary rotation on a significant
open polar cap and associated tail lobes is a twist-
ing of the field in the lobes. Because the lobe field
lines are anchored in the polar cap ionosphere, as the
planet rotates the lobe field will be twisted up. This
process was first proposed by Isbell and co-workers
and its consequences were explored quantitatively by
Milan et al. (2005, and references therein). However,
observational evidence for this effect has yet to
be presented.

19.3 Dynamics

A thorough understanding of magnetospheric equi-
libria can naturally lead to a good understanding of
how the system becomes unstable, leading to mag-
netospheric dynamics. Whilst dynamics of the jovian
and saturnian magnetosphere are large subjects (see
Mitchell et al. (2009a) and Krupp et al. (2004) for
recent reviews) some discussion of key topics on the
large scale dynamics of the magnetosphere is impor-
tant. Below we discuss the effect of magnetospheric
compressions, mass-loading variability and magnetic
reconnection on the large-scale structure of the mag-
netosphere.

19.3.1 Large-Scale Magnetospheric
Response to Compression

The magnetopause standoff distance R0 is typically
� 23 RS (1.4 × 106 km) at Saturn (Achilleos et al.
2008), with a range between ∼16 and 30 RS, and
60 RJ (4.3 × 106 km) at Jupiter (Huddleston et al.
1998) with a range between ∼50 and 90 RJ. The
response of the standoff distance to changes in solar
wind dynamic pressure is a useful diagnostic of stress
balance inside the magnetosphere. This response is

often characterised by a power-law: R0 ∝ PSW
1/α

where α = 6 is the canonical value for a vacuum mag-
netic dipole inside the magnetopause. Larger values
of α indicate a “stiff” magnetosphere which is rela-
tively insensitive to changes in dynamic pressure and
smaller values of α indicate a highly compressible
magnetosphere. Observational studies of the terres-
trial magnetopause have confirmed this relationship
(e.g., Shue et al. 1997) but studies of the jovian mag-
netopause showed a different relationship with α ≈ 4
(Slavin et al. 1985; Huddleston et al. 1998). This is
corroborated by the large range in observed standoff
distances of the jovian magnetopause compared to the
range of solar wind dynamic pressures (e.g., Smith
et al. 1974). Although initial Pioneer/Voyager stud-
ies of the saturnian magnetopause indicated that the
magnetosphere was as stiff as the terrestrial magne-
tosphere (e.g. Slavin et al. 1985), subsequent Cassini
studies have demonstrated a more compressible mag-
netosphere, approaching the compressibility of the
jovian magnetosphere with α≈ 5 (Arridge et al. 2006;
Kanani et al. 2010). These observational results are
supported by global MHD modelling results (Hansen
et al. 2005).

Although attributed to the effects of hot plasma
pressure and centrifugal forces (e.g., Huddleston et al.
1998) the exact physical origin of α < 6 in the mag-
netospheres of Jupiter and Saturn was quantitatively
investigated by Bunce et al. (2007) in a study of the
response of Saturn’s ring current to changes in solar
wind dynamic pressure and magnetopause standoff
distance. They examined how inertia and gradient drift
currents varied with changing magnetopause stand-
off distance and showed that gradient drift currents
were relatively insensitive to changes in standoff dis-
tance, but inertia currents (i.e., centrifugal stresses)
increased strongly with standoff distance. Hence,
changes in solar wind dynamic pressure strongly affect
centrifugal stresses inside the magnetosphere produc-
ing a more compressible magnetosphere. However, it
remains to be established how important centrifugal
stress needs to be in the ring current for this effect
to operate.

The aurora provides a direct view into the dynam-
ical state of the magnetosphere and are visible in
both the UV and IR with UV brightnesses of up to
10 MR at Jupiter (Clarke et al. 2004) and 15 kR at
Saturn (Kurth et al. 2009). The response of the aurora
to magnetospheric compression aids in understanding
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the origin of the auroral current systems and precip-
itation responsible for the auroral emissions, and in
understanding the dynamical response of the system to
compression. The association of Jupiter’s main auro-
ral emission with field-aligned corotation-enforcement
currents (Hill 2001; Southwood and Kivelson 2001;
Cowley and Bunce 2001) is now well-established and
Fig. 19.4 illustrates the Birkeland and radial cur-
rents responsible for corotation enforcement. Current
is drawn out of the ionosphere (corresponding to down-
ward electron precipitation, thus driving auroral emis-
sions) and flows radially through the equatorial plasma
sheet, providing a j × B force which tries to acceler-
ate the plasma back up to corotation. The dynamical
response of this system to variations in solar wind
dynamic pressure has also been investigated. Under
situations of magnetospheric compression the system
will contract and conservation of angular momen-
tum will act to spin up the equatorial plasma (e.g.,
Hanlon et al. 2004), thus requiring less corotation
enforcement, and the main auroral emissions should
weaken due to the weaker field-aligned currents (e.g.,
Southwood and Kivelson 2001). The opposite should
occur during magnetospheric expansion. More recent
work indicates that larger solar wind compressions can
be associated with a transient brightening in the main
emission as plasma supercorotates in the outer mag-
netosphere, thus requiring field-aligned coupling to
slow the plasma down (Cowley et al. 2007). At Saturn
these field-aligned coupling currents are too weak to

explain the intensity of the observed auroral emissions
(e.g., Cowley et al. 2008b and references therein).
Instead it has been theoretically and observationally
argued that Saturn’s main emission is related to veloc-
ity shear at the open/closed field line boundary (Bunce
et al. 2008; Cowley et al. 2008b) and so the auro-
ral emission should brighten during magnetospheric
compression.

The response of global magnetospheric field-
aligned current systems to changes in upstream con-
ditions have also been investigated using global MHD
simulations (e.g., Fukazawa et al. 2005, 2006; Walker
et al. 2001; Walker and Ogino 2003; Moriguchi et al.
2008). In a number of studies the resulting precipitat-
ing electron energy fluxes in upward current regions
have been converted into a UV brightness and found to
be compatible with UV auroral observations.

The observational response of the jovian and satur-
nian auroral main emission to changes in solar wind
dynamic pressure has been investigated in a number of
studies, but most recently by Clarke et al. (2009, and
references therein). In this comprehensive study both
the saturnian and jovian main auroral ovals were found
to brighten at the arrival of solar wind forward shocks
supporting theoretical discussions (Cowley et al. 2007,
2008b). In addition substantial periods of activity
were observed in the jovian auroral emissions that
appeared to be unrelated to solar wind activity, indi-
cating internally-driven dynamics.

Fig. 19.4 Illustration of corotation enforcement currents at
Jupiter from Cowley and Bunce (2001). Current is drawn out of
the ionosphere along field-lines into the plasma sheet and flows
radially through the plasma sheet before returning to higher

latitudes via another field-aligned current at greater distances
from the planet. The radial current in the equatorial plane gives
rise to azimuthal magnetic fields
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19.3.2 Mass-Loading Variability

The neutral source rate from Io is widely assumed
to be around 103 kg s–1 and most of these neutrals
are ionised, although around 50% of this plasma is
lost from the system as neutrals via charge exchange
(Delamere et al. 2007). The saturnian neutral source
rate is a less well-known quantity but is typically taken
to be ≈ 300 kg s–1. Although not all of these neu-
trals are ionised, and many are lost from the system
via charge-exchange, the plasma source rate has been
found to be≈ 10–100 kg s–1 but values vary depend-
ing on the dataset, analysis technique, and assump-
tions used (see for example Gombosi et al. 2009
and Khurana et al. 2007). In global MHD simula-
tions the mass-loading rate can often be set as a free
parameter and Hansen et al. (2005) used this flexibil-
ity to estimate a neutral source rate of ≈300 kg s–1

(corresponding to a source rate of 1028 neutrals s–1).
The variability of neutral production at Io and

Enceladus, through variability in Io volcanism (e.g.,
Spencer and Schneider 1996) or Enceladus plume
activity (e.g., Saur et al. 2008), and the subsequent
mass-loading of magnetic field lines provides a mech-
anism for internally driven dynamics. Such internally
driven dynamics, including possible periodic effects
may for example drive variability in the location of
the magnetopause (e.g., Arridge et al. 2006; Achilleos
et al. 2008), plasma sheet motions (e.g., Waldrop et al.
2005; Arridge et al. 2007), auroral activity (e.g., Clarke
et al. 2009), variable intensity of ring and magne-
todisc current sheets (e.g., Russell et al. 1999; Leisner
et al. 2007; Arridge et al. 2008c) and the release of
plasmoids (e.g., Jackman et al. 2007). The dynami-
cal effects of such impulsive mass-loading have not
received much attention in the literature and deserve
further study, however the large inertia of the jovian
and saturnian neutral atmospheres may exert a fly-
wheel effect on the magnetosphere, smoothing out
the effects of rapid variations in mass-loading (e.g.,
Pontius 1995).

19.3.3 Magnetic Reconnection
and Plasmoid Release

Direct evidence for dayside reconnection has been pro-
vided via in-situ observations at the magnetopauses
of Jupiter (Huddleston et al. 1997) and Saturn

(McAndrews et al. 2008). At both Jupiter and Saturn,
significant fields normal to the magnetopause were
detected by the Voyager spacecraft (Huddleston et al.
1997) thus suggesting the presence of dayside recon-
nection. At Saturn observations of plasma accelera-
tion at the magnetopause have also been presented
(McAndrews et al. 2008). In the Saturn’s geomet-
ric mid-altitude cusp evidence for both dayside and
lobe reconnection has been found in the form of
energy-latitude and energy-pitch angle ion dispersions
(Arridge et al. Cassini observations of Saturn’s south-
ern polar cusp, in preparation). The location and
morphology of dayside reconnection at Saturn and
the resulting global convection pattern has been dis-
cussed by Fukazawa et al. (2007a, b) from global MHD
simulations.

Dayside reconnection and the subsequent convec-
tion of open field lines into the magnetotail is the
mechanism by which open magnetic flux is added to
the magnetotail, which eventually must be closed by
magnetic reconnection in the magnetotail. The time
dependence of the open flux content of the magneto-
sphere has been estimated using upstream spacecraft
data at both Saturn (e.g., Jackman et al. 2004; Badman
et al. 2005) and Jupiter (Nichols et al. 2006). In these
studies a transfer function, which is dependent on the
IMF and the solar wind velocity, is used to infer the
reconnection rate due to dayside reconnection. The
results of these studies suggest peak reconnection rates
of 105 Wb s−1 (100 kV) and 106 Wb s−1 (1000 kV)
at Saturn and Jupiter respectively, compared with
3.5 × 1010 (Nichols et al. 2006) and 4 × 1011 Wb
(Jackman et al. 2004) for the total open flux con-
tent of each magnetosphere. Although these estimates
have been criticised due to their assumption that the
reconnection process is as efficient as at Earth.

Plasmoids are structures containing closed loops of
magnetic flux which provide a mechanism for clos-
ing this open lobe flux and also removing plasma
from a magnetosphere, whilst conserving magnetic
flux, and play an important role in the “magnetospheric
substorm” process in the terrestrial magnetosphere.
Plasmoids have also been detected in the jovian (e.g.,
Russell et al. 1998; Kronberg et al. 2005) and saturnian
(e.g., Jackman et al. 2007, 2008; Hill et al. 2008) mag-
netotails. The release of plasmoids can be attributed
to the storage of open magnetic flux in the magneto-
tail lobes or to the storage and release of plasma in
the plasma sheet. Observations from the terrestrial and
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jovian magnetospheres indicate that tail reconnection
proceeds periodically (e.g., Freeman and Morley 2004;
Kronberg et al. 2005) and which has been interpreted
as the result of the timescales for open flux accu-
mulation (e.g., Freeman and Morley 2004) at Earth
and internal mass accumulation at Jupiter (Kronberg
et al. 2007). Both cases have been discussed in rela-
tion to Saturn (e.g., Jackman et al. 2007; Russell et al.
2008) and evidence for open flux accumulation and
release have been presented by Bunce et al. (2005)
and Jackman et al. (2010). Figure 19.5 illustrates the
centrifugally-driven release of plasmoids in the jovian
tail (the “Vasyliūnas” cycle) producing a so-called
planetary wind (and the implied X-line across the
jovian tail). The ejection of plasmoids has been found
in global MHD simulations (e.g. Fukazawa et al. 2005,
2006; Moriguchi et al. 2008; Fukazawa et al. 2007b)
and periodic plasmoid release has been observed in
simulations of the jovian (e.g. Fukazawa et al. 2005)
and saturnian (Zieger et al. 2010) magnetospheres and
where the repetition period appears to be dependent on
upstream solar wind conditions.

Russell et al. (2008) have argued that Saturn’s
largest moon Titan exerts some control on the release
of plasmoids. Out of the six plasmoids observed at the
time of publication, four of these occurred when Titan
was within one Saturn rotation period of local mid-
night. Russell et al. (2008) argued that enhanced mass-
loading from Titan in the midnight sector could pro-
vide additional centrifugal stress to trigger magnetic

reconnection. In support of this argument, Menietti
et al. (2007) have shown that SKR emissions are
strongest when Titan is close to local midnight. It
remains to be seen if this correlation survives as more
plasmoids are discovered.

An alternative view of plasma sheet flapping in
Saturn’s outer magnetosphere was advanced by Burch
et al. (2008) who also studied plasma periodicities
in the outer magnetosphere. They instead interpreted
these as the periodic passage of plasmoids, using
observations of northward magnetic fields on the trail-
ing edge of each pulse of plasma as evidence of
the plasmoid. Jackman et al. (2009) have empha-
sised the clear difference between the periodic plasma
and magnetic field signatures in the magnetotail, and
unambiguously detected plasmoids. They went on to
show that the northward field signatures described by
Burch et al. (2008) can naturally arise in a wavy
(flapping) magnetodisc model, where both radial and
azimuthal currents flow, due to the periodically chang-
ing orientation of the current sheet with respect to the
coordinate system used to study the data. Figure 19.6
shows an illustration of how such flapping motions can
lead to apparent northward field signatures in mag-
netic field data and such an idea was first advanced
to explain such signatures at Earth (see Jackman et al.
2009, and references therein). However, evidence from
ENA imaging (Mitchell et al. 2009b) does support
the idea of recurrent energisation of plasma in the
midnight-dawn sector. These energisations are highly

Fig. 19.5 Illustration of centrifugally-driven plasmoid release in the jovian magnetosphere taken from Vasyliūnas (1983)
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Fig. 19.6 Illustration of a flapping plasma sheet showing how
such oscillations can lead to apparent northward fields (opposite
to the planetary dipole). The spacecraft follows the arrowed tra-
jectory through the current sheet and the expected magnetic field

profile is illustrated. Note the reversals in Br and Bϕ that are to
be expected when the spacecraft crosses the centre of the current
sheet where both radial and azimuthal currents flow

organised by SKR suggesting a preferential longitude
or range of longitudes in the rotational magnetosphere-
ionosphere system which favours the growth of an
instability that accelerates energetic particles when
such an “active sector” reaches the midnight local time
sector. However, this study does not tell us about the
nature of this instability or the origin of the particu-
lar local-time and longitudinal sectors. The presence
of such active sectors is highly reminiscent of early
work on Jupiter which studied unexpected phase shifts
in the arrival of current sheet crossings (Vasyliūnas and
Dessler 1981).

19.4 Summary and Outlook

The jovian and saturnian magnetospheres share
remarkable similarities in their structure, equilibria
and dynamics, despite their different sizes, mass-
loading rates, field strengths and neutral/plasma ratios.
The similarities between System IV (e.g., Sandal and
Dessler 1988) periodicities at Jupiter and the drifting
period modulations at Saturn are quite striking and
suggest that the periodicities that have been studied at
Saturn thus far are essentially “System IV” in origin
with the equivalent System III period (connected to the
rotation of Saturn’s deep interior) remaining unmea-
sured (Russell and Dougherty 2009). The recent obser-
vation of dual SKR periods (Gurnett et al. 2009) have
led some to propose that one period is that of Saturn’s
deep interior (i.e., System III), and the other is essen-
tially the thermospheric period (i.e., System IV) (Crary
and Hill, Dual periodicities in the magnetospheres

of Jupiter and Saturn, presented at the AGU Fall
Meeting, 2009). Models of magnetospheric periodic-
ities at Saturn which invoke the presence of persistent
partial ring currents are a popular focus of current
research (e.g., Provan et al. 2009; Khurana et al. 2009;
Brandt et al. 2010) and have many attractive features in
being able to explain a number of periodic phenomena
with a single conceptual model. Some of these models
require recurrent partial ring current energisation (e.g.,
Khurana et al. 2009) in order to maintain the ring cur-
rent asymmetry. They invoke mechanisms whereby the
ring current asymmetry produces magnetotail asym-
metries that make it more likely for instabilities of
the type discussed by Mitchell et al. (2009b) to inject
energetic particles into the asymmetric part of the
ring current, thus maintaining the phase of the sys-
tem. The stability of the phases of SKR (Kurth et al.
2008) and magnetic fields in the core region (Andrews
et al. 2008) suggests a tightly controlled system and
in these models it is not clear how stable the system
would be to external (such as variations in solar wind
dynamic pressure) and internal (such as the variabil-
ity in mass-loading in the E-ring torus) dynamics. It
is interesting to note that such a partial ring current
and associated Birkeland current system, and corotat-
ing convection cycles (e.g., Gurnett et al. 2007) were
once of considerable interest at Jupiter (Dessler 1980).

The acceleration of plasma in the magnetospheres
of Saturn and Jupiter has been a poorly understood pro-
cess for over 30 years and is a leading open question
with broader ramifications for understanding particle
acceleration in the Universe. Instabilities and particle
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acceleration processes may also play a role in main-
taining periodic modulations in the magnetosphere of
Saturn. Other open questions include (1) how are peri-
odicities generated and maintained in the saturnian
magnetosphere, (2) how is plasma transported through
magnetodisc regions with stretched fields and high beta
plasma sheets, (3) how does the solar wind influence
the magnetosphere, (4) what is the reconnection effi-
ciency at the magnetopause of the outer planets, and
(5) in the presence of stretched distorted field lines in
the outer magnetospheres of Jupiter and Saturn where
are the dominant reconnection sites?

The outlook for future Jupiter and Saturn missions
is bright. The Juno mission to Jupiter, scheduled for
launch in August 2011 will explore the high-latitude
regions of Jupiter’s magnetosphere and will provide
the best understanding yet on Jupiter’s internal struc-
ture and internal magnetic field. The Europa Jupiter
System Mission is a two/three-spacecraft mission cur-
rently undergoing a selection process by the European
Space Agency and NASA with a proposed launch date
of 2020 and has the potential to provide a unique
insight into the dynamics of the jovian system. These
future missions and support for the ongoing Cassini
mission will make important contributions to the open
science questions outlined above.
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Abstract
The Moon has no global intrinsic magnetic field and thick atmosphere. These prop-
erties of the Moon significantly affect the interaction between the solar wind and
the Moon. Recent in-situ measurements of low energy ions around the Moon by
Kaguya (SELENE) have revealed dynamic aspect of the lunar plasma environment.
Besides the solar wind, there exist four clearly distinguishable ion populations on
the dayside of the Moon: (1) solar wind protons backscattered at the lunar sur-
face, (2) solar wind protons reflected by magnetic anomalies on the lunar surface,
(3) reflected/backscattered protons picked-up by the solar wind, 4) ions originating
from the lunar surface/lunar exosphere. In the lunar wake region, two types of ion
entry into the lunar wake (Type-I entry and Type-II entry) are observed. The newly
obtained knowledge about the lunar plasma environment by Kaguya can be applied
to the understanding of the plasma environment around non-magnetized solar system
objects.

20.1 Introduction

The interaction between the solar wind and an object
in the solar system varies according to the object’s
properties, such as the existence of a global intrinsic
magnetic field and/or thick atmosphere. The Moon’s
case is characterized by the absence of both proper-
ties. Although the Moon is the celestial object near-
est Earth, understanding of its plasma environment,
including its interaction with the solar wind, was

Y. Saito (�)
Institute of Space and Astronautical Science, Japan Aerospace
Exploration Agency, Sagamihara, Kanagawa, Japan
e-mail: saito@stp.isas.jaxa.jp

insufficient. One of the major reasons was that we had
only significantly limited information about the low
energy ions around the Moon due to the lack of in-
situ observations. The lunar plasma environment was
monitored by the lunar orbiters and landers in the
1960s and 1970s (Anderson et al. 1972; Clay et al.
1972; Colburn et al. 1967; Hills et al. 1972; Howe
et al. 1974; Lyon et al. 1967; Neugebauer et al. 1972).
After the 1990s, three-dimensional low energy elec-
tron measurements by Lunar Prospector revealed the
lunar plasma environment, including plasma interac-
tions with crustal magnetic fields, surface charging,
and wake structure (Halekas et al. 2001, 2002, 2005,
2008, 2009a, b; Lin et al. 1998). The Wind spacecraft
during its Moon fly-by showed features of the lunar
wake (Ogilvie et al. 1996). Remote detection of lunar
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ions by AMPTE/IRM (Hilchenbach et al. 1993), Wind
(Mall et al. 1998), and Nozomi (Futaana et al. 2003),
lunar electrons by Nozomi (Futaana et al. 2001), and
of ULF waves generated by electron beams around the
lunar wake by Geotail (Nakagawa et al. 2003) were
also reported.

MAP-PACE (MAgnetic field and Plasma exper-
iment – Plasma energy Angle and Composition
Experiment) on Kaguya was developed in order to
make comprehensive three-dimensional plasma mea-
surements around the Moon (Saito et al. 2007, 2008a).
Especially, low energy ion measurements on a lunar
orbit were realized more than 30 years after the
Apollo period. Kaguya was successfully launched on
14 September 2007 by the H2A launch vehicle from
Tanegashima Space Center in Japan. Kaguya was
inserted into a circular lunar polar orbit of 100 km alti-
tude and continued observations for nearly 1.5 years
until it hit the Moon on 10 June 2009. During the
last 5 months, the orbit was lowered to ∼50 km alti-
tude between January 2009 and April 2009 and some
orbits had an even lower perilune altitude of ∼10 km
after April 2009. MAP-PACE consists of 4 sen-
sors: ESA (Electron Spectrum Analyzer)-S1, ESA-S2,
IMA (Ion Mass Analyzer), and IEA (Ion Energy
Analyzer). ESA-S1 and S2 measured the distribution
function of low energy electrons in the energy range
of 6 eV–9 keV and 9 eV–16 keV, respectively. IMA
and IEA measured the distribution function of low
energy ions in the energy range of 7 eV/q–28 keV/q
and 7 eV/q–29 keV/q. IMA is an LEF-TOF (Linear
Electric Field –Time Of Flight) energy mass spec-
trometer capable of identifying ion species with mass
up to ∼60 atomic mass units (Yokota et al. 2005).
Since Kaguya is a three-axis stabilized spacecraft
that keeps one of its spacecraft panels (+Z panel)
facing the Moon, a pair of sensors (ESA-S1 and
ESA-S2 for electrons and IMA and IEA for ions),
having hemispherical fields of view in opposite direc-
tions to each other, are necessary for obtaining three-
dimensional particle distribution functions as shown
in Fig. 20.1.

Following the launch of Kaguya, two Asian Moon
orbiters Chinese Chang’E-1 and Indian Chandrayaan-
1 were launched on October 24, 2007 and October 22,
2008, respectively. Solar Wind Ion Detector (SWID)
on Chang’E-1 and Solar Wind Ion Monitor (SWIM)
on Chandrayaan-1 (Wieser et al. 2009) also observed
low energy ions around the Moon.

Fig. 20.1 Field of view of the PACE sensors. Since ESA-S1
and IMA were installed on the spacecraft panel facing the Moon
surface, ESA-S1 and IMA mostly measured electrons and ions
propagating away from the Moon. On the other hand, ESA-S2
and IEA which were installed on the opposite spacecraft panel
mostly measured electrons and ions going towards the Moon.
Note that solar wind ions were detected by IEA or IMA depend-
ing on the position of the spacecraft. While IEA measured solar
wind ions on the dayside, IMA measured solar wind ions near
the day-night terminator line

20.2 Ion Populations Around the Moon

20.2.1 Ion Populations on the Dayside
of the Moon

Figure 20.2a summarizes the newly observed low
energy ion populations on the dayside of the Moon at
100 km altitude. The newly observed ion populations
comprise the four following components: (1) solar
wind protons backscattered at the lunar surface, (2)
solar wind protons reflected by magnetic anomalies on
the lunar surface, (3) reflected/backscattered protons
picked-up by the solar wind, and (4) ions originating
from the lunar surface/lunar exosphere. In the follow-
ing sections, we will describe these four populations in
detail.

20.2.1.1 Solar Wind Proton Scattering
at the Lunar Surface

Saito et al. (2008a) found that about 0.1 to 1% of the
incident solar wind ions were backscattered instead of
being perfectly absorbed by the lunar surface. As indi-
cated in Fig. 20.2a and b, the backscattered ions had
lower energy than the incident solar wind ions since
part of the energy was lost when solar wind ions col-
lided with the Moon. Although the solar wind consists
of alpha particles as a second major component, it was
found that the backscattered ions consisted of almost
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Fig. 20.2 Panel (a) shows a summary of low-energy ion pop-
ulation on the dayside of the Moon. Panel (b) is an omni-
directional E-t spectrogram from IMA. The vertical scale is the
energy of ions while the horizontal axis is time. The color of
each bin depicts the ion differential energy flux in each energy
bin at the time of observations. All the populations shown in
Panel (a) can be found in Panel (b). Panels (c) and (d) are

altitude of Kaguya, magnetic field intensity and direction in
the Geocentric Solar Ecliptic (GSE) polar coordinate system
observed by MAP-LMAG (Shimizu et al. 2008; Takahashi et al.
2009). Panels (e) and (f) show the solar zenith angle and latitu-
dinal/longitudinal position of Kaguya in the Mean Earth/Polar
Axis (ME) coordinate system

no alpha particles. While the maximum energy of these
ions was constant at slightly lower than the solar wind
proton energy, the width of the energy distribution var-
ied gradually, so that the minimum energy was larger at
high latitudes than at the equator. It indicates that the
energy loss is large when the solar wind impacts the
Moon vertically, while the energy loss is small when
the solar wind impacts the Moon tangentially.

20.2.1.2 Solar Wind Proton Reflection
by Magnetic Anomalies on the Lunar
Surface

When Kaguya flew over magnetic anomalies, solar
wind ions reflected by magnetic anomalies were
observed. As indicated in Fig. 20.2a and b, these mag-
netically reflected ions had nearly the same energy
as the incident solar wind ions. The flux of the mag-
netically reflected solar wind ions was much higher
than the backscattered solar wind ions and was more
than 10% of the incident solar wind ions. When

magnetically reflected ions were observed, the elec-
trons measured simultaneously were often heated and
the incident solar wind ions were sometimes slightly
decelerated.

20.2.1.3 Self-Pickup Acceleration
of the Reflected/Scattered Solar
Wind Protons

The third characteristic ion population found by the
MAP-PACE ion sensors is solar wind ions that are
backscattered or magnetically reflected and then accel-
erated. Since there exists a solar wind convection
electric field seen from the rest frame of the Moon,
the backscattered and magnetically reflected solar
wind ions are accelerated by the electric field (see
Fig. 20.2a and b). Saito et al. (2008b) showed the
acceleration of backscattered solar wind protons for
the first time and they named the acceleration as
“self-pickup acceleration”. This acceleration process
should be common to backscattered solar wind ions
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and magnetically reflected solar wind ions. Since the
backscattered/magnetically reflected solar wind ions
have initial velocities that are lower than or equal to the
incident solar wind ions, the maximum possible accel-
eration is three times the solar wind velocity, which
is different from the pickup acceleration of the ion-
ized neutral particles that have been observed around
comets where the maximum acceleration is twice the
solar wind velocity (Coates 2004; Mukai et al. 1986).

20.2.1.4 Ions Originating from the Moon
Surface/Lunar Exosphere

In the Solar Wind
Yokota et al. (2009) reported the first in situ detec-
tion of alkali ions originating from the Moon sur-
face/exosphere. The ions generated on the lunar sur-
face by solar wind sputtering, solar photon stimulated
desorption, or micro-meteorite vaporization are accel-
erated by the solar wind convection electric field and
detected by IMA. As indicated in Fig. 20.2, these
ions have the characteristic that the energy is low-
est in polar regions (high latitude region) and their
energy gradually increased as the spacecraft moved
from the polar region to equator region. The ions were
observed in only one of the hemispheres. The source
region of these ions was the dayside lunar surface or
lunar exosphere. The ions generated were accelerated
by the solar wind convection electric field. Since the

acceleration distance was longer for the ions detected
in the equatorial region than the ions detected in the
polar region, the observed energy of the ions was
higher in the equatorial region than in the polar region.
The ions were not observed in one of the hemispheres
because the direction of the solar wind convection
electric field was toward the lunar surface in that hemi-
sphere. Figure 20.3 shows an example of the mass
profile of these ions. We can find peaks for the heavy
ions including C+, O+, Na+, K+ and Ar+.

In the Earth’s Magnetosphere (Lobe)
In addition to the observation of ions originating
from the Moon surface/exosphere in the solar wind,
IMA also found ions originating from the Moon sur-
face/exosphere in the Earth’s magnetosphere (Tanaka
et al. 2009). Figure 20.4 shows an example of these
ions (indicated by white arrows). These ions were
observed when the Moon was in the magnetospheric
lobe, on the dayside of the Moon. The mass profile
of these ions show peaks for the heavy ions including
C+, O+, Na+, K+, and Ar+ similarly to the ions orig-
inating from the Moon surface/exosphere observed in
the solar wind. It was quite surprising that ions were
generated in the lobe where no intense ion flux impact-
ing the lunar surface such as the solar wind ion flux
or plasma sheet ion flux existed. It clearly indicates
that lunar alkali ions can be generated by mechanisms

Fig. 20.3 Mass profile of the ions originating from the Moon
surface/exosphere. The data below 400 eV/q obtained between
02:10:00UT and 02:40:00UT on 2 June 2008 are added up. The
blue line shows 10.7nsec (11 data) running averaged TOF data
with statistical error bars (red lines) at 68% confidence level.
The TOF of ions determined by laboratory calibration and/or

numerical simulation are also shown. The letters “-”, “+”, and
“n” below the ion species indicate the charge state of incident
ions, negative, positive or neutral, respectively, after exiting the
carbon foil. Although the TOF varies slightly with energy, the
indicated TOF is for ions with energy of 100 eV/q
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Fig. 20.4 Ions originating from the Moon surface/exosphere
observed in the Earth’s magnetosphere (lobe) (indicated by white
arrows) observed on 19 April, 2008. Panels (a)–(d) are omni-
directional E-t spectrograms from the PACE sensors. Panels

(e)–(f) show altitude of Kaguya, magnetic field intensity and
direction in GSE coordinates. Panels (g)–(h) show solar zenith
angle and latitudinal/longitudinal position of Kaguya in ME
coordinates

other than solar wind ion sputtering, for example, pho-
ton stimulated desorption. It was also surprising that
the ions originating from the Moon surface/exosphere
were accelerated to Kaguya in the lobe region where
the convection electric field should be much weaker
than in the solar wind. These ions were possibly accel-
erated by the potential difference between the lunar
surface and Kaguya.

20.2.2 Ion Populations on the Night Side
of the Moon

20.2.2.1 Solar Wind Type I Entry
into the Lunar Wake

Type-I entry is a phenomenon of solar wind proton
entry due to its thermal motion and ambipolar electric

field around the wake boundary, and it depends on the
direction of the Interplanetary Magnetic Field (IMF)
(Nishino et al. 2009a). A typical type-I entry event was
observed on April 3, 2008. On this day the Moon was
located at (X, Y, Z) = (48, −34, 1) RE in GSE, being
exposed to the solar wind flow upstream of the Earth’s
bow shock. The Kaguya spacecraft flew near the noon-
midnight meridian plane, orbiting from south to north
through the tenuous wake on the night side, and then
went southward on the dayside. Kaguya observed solar
wind flows near both poles around 12:55 UT and
13:50 UT (Fig. 20.5a). Between 12:56 and 13:12 UT
a gradual increase in proton energy from ∼0.5 keV
to ∼0.9 keV was observed around the southern wake
boundary. The spacecraft passed the boundary between
sunlit and shaded regions at 72◦S (Solar Zenith Angle
(SZA) ∼108◦) at 13:01 UT and the spacecraft location
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Fig. 20.5 Typical events of type-I and type-II entry. (a) Energy-time spectrum from IMA and magnetic field data in GSE coordinates
between 12:30 and 14:30 UT on April 3, 2008, and (b) data for 09:10–11:10 UT on September 24, 2008 are presented

at 13:12 UT was at 38◦S (SZA ∼142◦), which means
that the solar wind protons intruded deep into the wake.
After Kaguya stayed in the almost vacuum region in
the deep wake, it began to detect protons whose energy
was as low as ∼0.2 keV around 13:35 UT when the
spacecraft was located at lat.∼ 32◦N (SZA ∼148◦).
The energy of protons gradually increased to the level
of the original solar wind flow until 13:45 UT. These
observations show that the solar wind protons gain
(lose) kinetic energy in the southern (northern) hemi-
sphere around the wake boundary as they intrude deep
into the wake.

In this event, the IMF was dominated by positive
BY that is the controlling factor of the phenomenon.
During other intervals, similar energy gain/loss fea-
tures were observed and their location was dependent
on the IMF; when the IMF BY is positive (negative),
the energy gain is found in the southern (northern)
hemisphere. The energy gain/loss of the protons is due
to acceleration/deceleration by the ambipolar (inward)
electric field around the wake boundary, which gener-
ally occurs when the non-radial component of the IMF
is dominant.

20.2.2.2 Solar Wind Type II Entry
into the Lunar Wake

Type-II entry is related to proton scattering/reflection
on the lunar dayside. A portion of self-pickup pro-
tons can come into the deepest wake due to their
large gyro radius (Nishino et al. 2009b). This mech-
anism also strongly depends on the IMF direction.
On 24 September 2008 the Moon was located at (X,
Y, Z) = (28, −51, 1) RE in GSE, interacting with the
solar wind flow upstream of the Earth’s bow shock.
The solar wind speed observed by the Wind space-
craft was ∼300 km/s (∼0.47 keV for protons), and
the IMF whose strength was about 5 nT was dom-
inated by the negative BY component. On this day
the Kaguya spacecraft flew near the noon-midnight
meridian plane, orbiting from south to north on the
dayside and going through the tenuous wake on the
night side. We examine proton signatures observed by
Kaguya between 09:10 and 11:10 UT. Before 09:38
UT the protons scattered at the lunar dayside surface
(Saito et al. 2008b) were detected by IMA (Fig. 20.5b).
The spacecraft passed above the North Pole at 09:37
UT and crossed the terminator at 09:44 UT. Between
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09:36 and 09:51 UT Kaguya observed solar wind pro-
ton entry near the North Pole, which is categorized
into the type-I entry. After Kaguya passed through the
almost vacuum region in the northern hemisphere, it
began to detect protons around 10:08 UT in the deep-
est wake (SZA 168◦) solar wind protons that are not
anticipated to access via the type-I entry. These protons
were indeed reflected on the dayside and came into the
deepest wake (see the original paper for the details,
Nishino et al. 2009b). The proton flux in the deep wake
was the largest around 10:12 UT, and its energy ranged
broadly between 0.1 and 1 keV. Between 10:20 and
10:40 UT the proton energy was higher than the orig-
inal solar wind energy, and peaked at ∼3 keV around
10:34–10:38 UT near the South Pole. The increase in
energy (factor ∼6) over the solar wind is consistent
with the previous observations of self-pickup protons
(Saito et al. 2008b).

When the protons were observed in the deep wake,
the magnetic field was dominated by the BY compo-
nent (Fig. 20.5b). The averaged magnetic field between
10:08 and 10:30 UT was (–0.3, –6.7, –1.4) nT, which
means that both ends of the magnetic field at the
Kaguya locations would be connected to the solar
wind. Besides this event, similar proton entry into the
deepest wake was at times observed under the non-
radially directed IMF condition. The type-II entry is
an important mechanism that forms proton-governed
region in the wake region.

Conclusion
One of the scientific instruments on Kaguya, MAP-
PACE, has completed its ∼1.5 years of observa-
tion of low energy charged particles around the
Moon from a ∼100 km altitude (and below) polar
orbit. The newly observed data showed character-
istic ion populations on the dayside of the Moon.
The MAP-PACE sensors also found new low energy
ion/electron populations in the lunar wake region.
By analyzing the data obtained in more detail, it is
expected that many unresolved problems concern-
ing the lunar plasma environment will be elucidated
in the near future.
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