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PREFACE 

Longer ago than we care to recall, the idea of writing this book was conceived. 
Indeed, its genesis goes back to the time of the first satellite launches when special­
ists in applied physics, analytical dynamics, structures, fluid mechanics, and 
mathematics recognized challenging problems beyond the initial "space age" 
publicity. Originally, this book was based on the thought of sharing, with colleagues 
who, like ourselves, are without academic training in dynamical astronomy, the 
application and extension of celestial mechanics techniques . Today, the dearth of 
treatises on that subject has disappeared. Still, none of the available works seems 
to aim explicitly toward the objective we set for ourselves, namely, not only to 
derive and display the pertinent relations, but also to put them into the perspective 
of the present. Since celestial mechanics is a speciality with one of the longest 
histories in science, few modern claims to originality can be made in this field . The 
emphasis in this work is rather on evaluating the pertinent mathematical tradition 
in the light of current applications . 

Attaining this end has not been undertaken lightly . Nearly a decade has passed 
since the first outline of the book was written ; concepts and evaluations have 
changed and matured, not only because of our own efforts but with the aid of 
analysis and applications by numerous colleagues . Many aspects of the subject 
were studied-more than can be included here-and many considerations weighed 
before we decided on the presentation given in this text. 

The driving forces behind this process of reappraisal have their origins in two 
events of fundamental significance to dynamical astronomy, especially perturba­
tion theory : the appearance of the high-speed automatic computer and the avail­
ability of "man-made" orbits . So deeply do these two developments affect the 
subject that to apply the classical name of Celestial Mechanics is not appropriate­
hence, the title and the spirit of this book. 

As to the computer, its ability to relieve the theorist of straightforward 
calculation and analysis has yet to be fully developed. Its use in preparation of 

vii 
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ephemerides appears obvious, but its effect, as we shall endeavor to show, is more 
subtle than the casual spectator might imagine. The same is true of the application 
of rocketry, which has been both rewarding and frustrating to the orbit mechanician. 
For the first time he can do more than passively observe the orbits nature provides, 
but, on the other hand, he can no longer limit his analysis to nearly circular and 
co-planar orbits or to forces yielding non-Keplerian effects of a strictly gravitational 
nature . Thus, the methodology developed over the last three centuries is not com­
pletely applicable to present problems ; yet, to appreciate the full impact of the 
computer and space program, this earlier methodology must be understood first .  

The central task of dynamical astronomy has always been to obtain the solution 
of the equations pf motion of the heavenly bodies . Since this cannot be done in 
closed form, approximational methods are used. Two fundamentally different 
alternatives are available : numerical integration or analytic representation by 
series . The former is not discussed directly in this volume ; suffice it to say that in 
certain cases it can be made reasonably accurate, but it never gives much physical or 
mathematical understanding of the problem. On the other hand, the analytic 
approach often yields considerable insight but, to achieve accuracy, a great deal of 
algebraic labor is involved.  

The analytic methodology almost invariably employs Keplerian motion, i .e . ,  
an elliptic orbit, as a first approximation to the motion of a celestial body around a 
central mass ; improvements are then sought by various perturbation schemes . In 
calculating successive positions of a body along its Keplerian reference trajectory, 
we find that the choice of independent variable is of great importance . The geometry 
of conic sections and hence the position of a body in such an orbit expressed in 
terms of angular coordinates measured from the focus or the center of the figure are 
simple, but the relations between these angular variables and the time are tran­
scendental ; this rules out closed expressions for the position as a function of time. 
Nevertheless, astronomers of the past, with the major aim of preparing ephemerides 
having uniform time Increments, chose time as the independent variable. Thus, 
first the aforementioned angles, known in astronomical parlance as the true and 
eccentric anomalies, were developed by time series . Then the gravitational perturb­
ing forces, superposed on the Keplerian model, were expanded in terms of the 
angular anomalies . This became necessary since the closed trigonometric ex­
pressions associated with mutual attractions in an n-body system make the required 
quadratures rather intractable otherwise. Working the two kinds of series expan­
sions into each other, one could arrive at expressions of the so-called "disturbing 
functions" in terms of time, to be used for numerous analyses of the solar system. 
Because of the labor involved, this part of the work became a focal point of 
attention for the classicists . They brought many ingenious devices to bear on its 
reduction, particularly capitalizing on the specific characteristics of the gravitation­
al force itself and on the orbit geometries provided by nature. 

We can now see more specifically where modern conditions have wrought a 
change. The literal expansions of classical disturbing functions are inapplicable 
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to many of the perturbing forces encountered with artificial celestial bodies and 
to their orbit geometries as well . Moreover, the transcendental relations between 
the angular variables and time are no more awkward to handle by automatic 
computers than the "direct" relations sought by classical astronomers . Hence, 
both the choice between alternative formulations of the perturbing force and the 
resulting perturbation methods, as well as the choice of independent variable have 
become open questions once more. These are the basic issues we discuss in this text. 

We have tried to make this book useful to those engineers and scientists who, 
for various reasons, have more than a passing interest in orbital mechanics . The 
material should be accessible to anyone with a senior or first-year graduate-school 
background in physics or engineering who desires to understand the astronomical 
terminology and the working details of various perturbation techniques . Thus, 
the mathematical developments are straightforward (albeit laborious) and formal 
in nature: Since many problems of "space age" astronomy occur in several 
alternative forms, and since many of the techniques are somewhat involved, 
numerous illustrative examples are provided. In the spirit of "evaluation," we 
have inserted occasional comparisons between different formulations . Considering 
the multiplicity of publications in this field, even readers with some specialist 
background may find these comments helpful, if only to stimulate independent 
thought on such comparisons . In addition, an effort has been made to interpret 
the main features of several perturbation theories in terms of fundamental prin­
ciples of mechanics .  This revives the physical insight which has often been lost in 
classical accounts under the burden of routine astronomical calculations . 

The thought that this work might serve as a textbook has occurred to the 
authors, and consideration has been given to practice problems. As the reader 
must be aware by now, extensive labor is connected with nontrivial examples of 
perturbation analysis ; indeed, typical ones would serve as term projects rather than 
homework assignments. For this reason, the idea of exercises for the student has 
been abandoned. As a partial substitute, some detailed developments which 
parallel earlier demonstrations have been omitted. The reader should be able to 
single these out for his own practice. * By the same token, a few tutorial sections 
are included to assist the reader who is still developing his background in dynamics .  

The book contains a set of methods selected and evaluated by the authors 
during several years on the basis of their own aerospace experience. This selection 
differs from the traditional scope of celestial mechanics texts by omissions to be 
discussed presently. First, however, a brief sketch of each chapter may be helpful . 

Chapters 1 and 2 cover the integrals of particle motion, formulas for Keplerian 
orbits, definitions of elements, and series expansions for various limiting cases . 
This is standard material ; on the other hand, its omission would have resulted in a 
serious lack of completeness. 

* We also refer to the careful selection of basic exercises in J. M .  A. Danby, Fundamentals of 
Celestial Mechanics, Macmillan, New York, 1 962. 
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Chapter 3 gives an introduction tb astronomical reference frames and 
ephemerides, their adjustment for various effects, and a discussion of astronomical 
chronometry. While this material contains no analytic challenge it summarizes 
the basic facts required by anyone involved in computing orbits, and is included 
because the rationale behind astronomical terminology is not always self-evident . 

In Chapter 4 we examine the algebraic relations pertinent to orbit determina­
tion from various sorts of measurements, such as sight angles, ranges, and range 
rates . The governing (deterministic) equations are derived, and their relation to the 
classical formulations of Laplace, Lambert, and Gauss is considered. Statistical 
data processing and application of numerical methods are not treated ; however, 
the concept of orbit determination is extended to include first-order "sensitivities" 
needed for orbit selection and trajectory design. 

Chapter 5 begins with a discussion of various physical disturbances encounter­
ed by space vehicles and illustrates their fundamental effects in terms of elementary 
particle dynamics .  The basic perturbation approach to solving dynamic equations 
is presented and specific formulations are discussed. These include the Encke 
method and several formulations in spherical coordinates, some of them from 
recent years . 

The classical method of variation of parameters is treated in Chapter 6. Its 
derivation is given in terms of a disturbing function as well as a disturbing force, 
i . e . ,  by way of Lagrange brackets and infinitesimal impulses . The discussion treats 
orbits with low eccentricity and inclination as a special case ; the choice of indepen­
dent variable and the merits of rectification are examined ; first-order results are 
given for a variety of physical effects . 

The groundwork for canonic perturbation methods is developed in Chapter 7 ,  
where Lagrange's and Hamilton's equations are derived by a direct method, as  
well as by variational arguments .  The use of Hill-type equations i s  illustrated in 
deriving first-order coordinate perturbations for motion in the neighborhood 
of an unperturbed orbit . 

In Chapter 8 we approach the theory of canonic transformations by variational 
arguments . Separability of the Hamilton-Jacobi equation is illustrated for the 
Kepler problem and for oblateness perturbations in spheroidal coordinates . 
Thereafter, iterative approaches to the nonseparable Hamilton-Jacobi equation 
are considered, leading to perturbations in the generating function according to the 
von Zeipel procedure. 

Finally, in Chapter 9, we give an introduction to Hansen's method .  Since this 
technique uses a combination of orbit elements and position coordinates as 
dependent variables, it occupies a somewhat special position among perturbation 
methods .  Its manipulations are discussed in some detail and are illustrated with 
partially explicit results for oblateness perturbations . 

Several topics are patently missing from this outline. Each would require at 
least a chapter for proper coverage, but a cursory treatment would be only a 
useless gesture toward a broader scope. One such area is the use of canonic methods 
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in deriving perturbations of the coordinates, where some interesting results are on 
record. Another is the set of asymptotic methods which have been used so effectively 
in recent years for orbit-stability studies . Next, there is the summarizing of results 
from systematic and detailed numerical and analytic comparisons of the better­
known perturbation methods . Beyond the province of satellite motion lie the 
multibody problems, including modern efforts in topological dynamics .  Here one 
may confidently point to several recent and definitive publications. * Another 
subject of importance is the representation of powered flight and of atmospheric 
reentry ; these naturally lead into the area of trajectory optimization, which is well 
documented elsewhere . Similarly, the statistical treatment of orbit determination 
is receiving ample attention in the current literature, although the varied, practical 
experiences with real-time trajectory computations still await comprehensive 
documentation. In addition to these topics in particle dynamics, the subject of 
attitude stabilization is due for definitive documentation. 

Let this array of subjects outside the scope of this book put its contents into 
proper perspective . Several of these areas are being explored by the authors' 
colleagues, whose interaction with our writing effort has proved valuable in many 
ways . It is hoped that their own work may be published and that they find this book 
a useful foundation. 

Whippany, New Jersey 

November 1970 
F.T.G. 
H.R.W. 

* For example, V. Szebehely, Theory of Orbits; The Restricted Problem of Three Bodies, 
Academic Press, New York, 1 967. 
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Chapter one 

THE CENTRAL FORCE PROBLEM 

1. INTRODUCTION 

This chapter provides an introduction to the Newtonian particle dynamics of n 

bodies with gravitational fields. After establishing the equations of motion and their 
well-known integrals we specialize the problem to that of two bodies. This can be 
solved analytically and, since it so frequently approximates the real state of affairs 
in orbital mechanics, it is the conceptual basis for most mathematical formulations 
of interest. We examine several approaches to this problem and derive the relations 
between constants of the motion and the initial position and velocity of one body 
with respect to the other. 

2. THE MANY-BODY PROBLEM: FORMULATION 

Classically, one of the most interesting and long-standing problems of celestial 
mechanics is that of the individual motion of several bodies, each under the 
influence of the others' gravitational fields. No complete analytic solution, except 
for certain special cases, has been found, even under the simplest assumptions. 
Nevertheless, sufficient progress has been made so that the results, though incom­
plete, are sufficiently illuminating to be of importance. 

According to potential theory, any spherical body offinite radius having a mass 
density which is a function only of distance from its center presents a gravitational 
field, at points beyond its own radius, which is the same as if all its mass were 
concentrated at that center. If, then, we consider in this analysis only such bodies, 
we may treat them as mathematical points at positions occupied by the centers of 
the bodies. This allows for considerable simplification in the statement of the 
problem. In addition, such a formulation corresponds closely to the actual situation 
in the solar system, since the sun, planets, and natural satellites are all very nearly 
spherical. The question of an individual body's spin is not accounted for and will not 
be treated since it generally does not affect its gross motions. 



2 The central force problem [3 

Let us consider n bodies, the ith of these (in a rectangular coordinate frame with 
arbitrary origin) being at coordinates Xi> Yi> Zi and possessing mass mi' The potential 
in which this body finds itself is given by 

�,Gm.m . V; = - £...J --' _1
, j� 1 rij 

( 1 .2. 1 )  

where G i s  the universal gravitation constant, rij i s  the distance to the jth mass 
point, and the prime on the summation sign indicates that the term i = j is to be 
excluded. The quantity rij is given by 

( 1 .2.2) 

Assuming that no other forces are acting, we find that the equations of motion 
are 

mixi = 

miYi = 

mizi = 

L' Gmimixi - x) - 3 ' j rij 

_ L,GmimiYi - Y) 
3 ' j rij 

_ L
,Gmimizi - z) 

3 . 
j rij 

( 1 .2.3)  

( 1 .2.4) 

(1 .2.5) 

Since there are n bodies, there exist 3n equations of the form (1 .2.3) through (1 .2.5) 
for which, as mentioned earlier, no complete solution in closed form exists . 
However, certain general properties of the n-body motion can be stated and are of 
interest. These partial solutions of the problem are known as the integrals of motion. 

3. THE MANY-BODY PROBLEM: INTEGRALS 

Ten independent integrals of the equations of motion can be found and it can be 
shown that any others obtained can be expressed in terms of these. Let 

_ Limizi Z = -- . 
Limi 

( 1 .3 . 1 )  

( 1 .3 .2) 

( 1 .3 .3)  

Then (x, 51, z) are the coordinates of the centroid or center of mass ofthe total system. 
Now if we sum (1 .2.4) over all i, we get 

( 1 .3 .4) 
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The right-hand side of(1.3 .4) can be shown to be zero, since for each i,j combination 
we get terms involving [(xi - x) + (Xj- xi)] ; hence, since Lmi = constant, we have 

and, similarly, 

x = 0, 

y = 0, 

z = 0. 

These lead immediately to six integrals : 

and 

( 1 . 3.5) 

( 1 . 3 .6) 

( 1 . 3 .7) 

( 1 . 3 . 8) 

( 1 . 3 .9) 

These equations establish the fact that the center of mass of the system travels 
with uniform linear motion. 

If we multiply ( 1 .2.4) by ( - yJ and (1 .2.5) by (Xi), add, and sum over all i, we 
obtain 

We note that the left-hand side of (1 .3 . 10) is equal to 

d 
Lmidt (XiYi - YiXi) 

( 1 . 3 . 10) 

and that the right-hand side, like that of ( 1 . 3 .4), vanishes because of its anti­
symmetric properties ; integrating the result, we obtain 

and, similarly, 

Lmi(x;'yi - YiXJ = C l ' i 

Lmi(YiZi - ZiYi) = CZ , i 
Lm;(ZiXi - XiZi) = C3· 

i 

( 1 . 3 . 1 1 ) 

( 1 . 3 . 12) 

( 1 . 3 . 1 3) 

These three integrals express the constancy of total angular momentum of the 
system. 

The final integral is obtained most simply by noting that (1 .2.4) through (1 .2.6) 
can be written 

. .  aVi mixi = - -;- ; uXi 
av mizi = --;-'. uZi 

( 1 . 3 . 14) 
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If we multiply the first of these by Xi> the second by )\, the third by Zi> add the results, 
and sum over i, then 

. . . . .. . .. GaV; dXi av; dYi aV; dZ,� � (mixixi + miYiYi +mizizi) = -L -a -d +-a -d +-a -d . , i Xi t Yi t Zi t 
But the left-hand side can be written as 

�mi d (. 2 + . 2 + . 2) 4-2 dt Xi Yi Zi ' 
, 

( 1 . 3 . 1 5) 

and the right-hand side, since V; is not an explicit function of time, is simply 
dV/dt. Hence 

( 1 . 3 . 1 6) 

expressing the conservation of energy for the n-particle system. 

4. THE TWO-BODY PROBLEM: VECTORIAL REPRESENTATION 

Except for certain qualitative aspects and for cases with rather specialized initial 
conditions, the only additional progress which has been made toward the complete 
solution of Eqs. (1 .2.4) through (1 .2.6) is for the case n = 2. This case is of consider­
able interest, however, since, as hinted earlier, in many situations either the distances 
to other bodies are so great or the masses of the other bodies are so small that the 
two-body problem is a useful approximation to the real state of affairs. 

We now examine this case in more detail. In so doing we employ vector 
notation, which illustrates a compact treatment that is possible not only for the 
two-body problem but also for certain aspects of many-body problems [1 , 2, 3] '* 

For the two-body problem we may write ( 1 .2.4) as 

and 

Since for the relative motion, X = X l - X2' we have 

(1 .4. 1 )  

where fl = G (ml + m2) and we  have dropped the subscripts from r 1 2 . The three 
equations cif motion, corresponding to (1 .4. 1), are given in vector notation by 

r = - flr/r3, ( 1 .4.2) 

with the bold letters indicating vector quantities . Forming the vector product with 
r on both sides, we have 

r x r = 0 ;  ( 1 .4.3) 

*Numbers in brackets are keyed to the list of references at the end of each chapter. 
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by integration this becomes 

rxt = h. ( 1 .4.4) 

The invariant vector h represents the angular momentum, and the plane of motion 
is defined by 

r·h = 0. (1 .4.5) 

Since h is equivalent to three constants of integration, three more must be 
determined. From ( 1 .4.2), we get 

h . . fJ, h fJ, ( . ) x r = -3 x r = -3 r x r x r. r r 
Following the expansion rule for triple vector products, this becomes 

�[(r-t)r-(r' r)tJ = �[(rf)r- r2 tJ = -fJ,d
d (�) = -fJ,i, r r t \r 

where I: is the unit vector in the direction of r. Since 
h x i' = -fJ,i, 

we have the first integral 
hxt = -fJ,I:-P, 

( 1 .4.6) 

( 1 .4.7) 

where P lies in the plane of motion and would appear to furnish the desired three 
additional constants of integration. However, the scalar product of h and ( 1 .4.7) 
yields 

h'P = 0, (1 .4.8) 

indicating that the six constants we have found so far are not linearly independent. 
The additional constant required can be found from a geometric interpretation of 
(1 .4.4) and ( 1 .4.5) : since r = rl:, we have 

t = fJ:+rl:. ( 1 .4.9) 

But i is merely the change of orientation of r within the plant; given by (1 .4.5). 
Thus, let 

where f is an angle to be defined later. Then ( 1 .4.4) yields, in view of ( 1 .4.9), 

Consequently, dt = (r2/h)df or 

h = r2 j (1 .4. 10) 

(1 .4. 1 1  ) 
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where r is the sixth constant of integration. Its meaning and that off become clear 
when we develop the explicit equation of the conic orbit from the vector representa­
tion ( 1 .4.7). Forming the scalar product of that equation with r, we have 

r'(h x t) = -,ur-P'r = -h'(r x t), ( 1 .4. 12) 
where the last equality follows from the transposition rules for triple scalar 
products. In view of ( 1 .4.4) this becomes 

h211l P'i - = 1 + -. r Il 
( 1 .4. 1 3) 

Since P is a fixed vector in the orbit plane, the dot product in (1 .4. 1 3) gives an 
indication of the (time-dependent) orientation of r. If we denote the angle between 
it and P as f, we have 

h2 III r = . 
1 + (Pill) cosf ( 1 .4. 14) 

From this it is obvious that P points to the position on the trajectory where the 
orbiting body has its closest approach to the center of attraction and r in ( 1 .4. 1 1) 
marks the time of passage of the body through that point. Equation ( 1 .4. 14) is the 
general equation of a conic section. 

More will be said about this subject in Chapter 2. The purpose of this section 
was to indicate how the vector treatment of particle dynamics brings out the 
essential features of the motion in very compact form. This accounts for its pop­
ularity in the discussion of n-body problems, where, in the absence of explicit 
solutions, much of the theory concerns conditions for collision, escape to infinity, 
and stability in general (for example, [2]). 

5. THE TWO-BODY PROBLEM: POLAR COORDINATES 

Let us now consider the two-body problem in terms of polar coordinates, which 
turn out to be convenient for numerous applications. 

We take the position of the center of mass of the two bodies as the origin of 
our coordinate system so that x = 51 = Z = 0, and further set the frame of reference 
in motion with the same velocity as that of the centroid ; then, relative to this 
system, x = Y = z = ° or, in other words, we shall be investigating the relative 
motion of the two bodies. From ( 1 . 3 . 1 )  we find 

with similar equations for y and z. Equation ( 1 .2.4) then becomes 

Xl = - Gmixd(ml + m2?ri, 

( 1 . 5 . 1 )  

( 1 . 5 .2) 
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where r 1 is the distance from the centroid to the first body. Also 
.iiI = - Gm�yd(m1 + m2)2ri, 

z 1 = - Gm�z d(m1 + m2)2ri · 

Likewise Eqs. ( 1 . 3 . 11) through ( 1 . 3 . 1 3) yield 

( 1 . 5 . 3) 

( 1 .5 .4) 

(1 .5 .5) 

Now let us choose the orientation of the axes so that initially bothz 1 and Zl are 
zero. Equation ( 1 . 5 .4) yields Z 1 = 0 ;  and since Zl is already zero, both z 1 and Z 1 will 
remain so. Thus, the motion is in a plane, C2 = C3 = 0, and we need consider only 
the x, y equations. 

Converting to polar coordinates, we let 
( 1 . 5 .6) 

Equations ( 1 . 5 .6) applied to the first of (1.5.5) give 

( 1 . 5 .7) 

and applied to ( 1 . 5 .2) and (1 .5 .3) yield 

Gm� cos 8 1 
(m1 + m2)2 d ' 

( 1 . 5 .8) 
Gm� sin 8 1 

(m1 + m2)2 r 1 
. 

If we multiply the first of these by cos 8 1 and the second by sin 8 1 and add, we get 

or, using ( 1 . 5 .7), we have 

But ( 1 . 5 .7) also gives 

and applying this to ( 1 . 5 . 10) yields 
d2r 1 2 (dr1)2 
d8i - ;:;\d81 

( 1 . 5 .9) 

( 1 . 5 . 10) 

( 1 . 5 . 1 1 ) 

( 1 . 5 . 12) 
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With the help of the well-known substitution r l = 1/u 1 this equation yields the 
solution 

(ml + m2)2 1 
r l = G m� 1+ c4 cos (8 1 -0)), (1.5. 13) 

where C4 and 0) are constants of integration. Now (1. 5 .13) is the equation of a conic 
section, representing a circle if C4 = 0 ;  an ellipse if 0 < C4 < 1; a parabola if C4 = 1; 
and a hyperbola if c4 > 1. We shall see something of the physical significance of 
C1 and C4 in Section 6. 

Equation (1. 5 .13) gives the behavior of the body m1 with respect to the center of 
mass of the system composed of ml and m2 . The curve followed by m2 is obtained 
by application of Eq. (1.5 .1) and its y-counterpart to Eqs. (1.5 .6) . This leads to 

(1. 5 . 14) 
that is, as expected, the position of m2 is always diametrically across the centroid 
from that ofm1 . The behavior ofm2 with respect to m1 is obtained by noting that 

r1 2 = J(XI - X2)2 + (Y I - YZ)Z, 
or, using (1.5 .6) and (1. 5 .14), 

(1. 5 .15) 

(1. 5 .16) 
This is a very important result : it states that not only does each body individually 
move around the center of mass in a conic, but the motion of either with respect to 
the other is again a conic of the same type and shape with only the dimensions 
altered. Further, in most problems encountered in missile and satellite work, the 
mass of one object is very much less than the mass ofthe other. In this case, if we take 
m1 � mz, we find rl Z�rl so that even the dimensions of the conic followed by the 
first body are very close to those derived for the conic taken with respect to the 
center of mass. For example, for a missile with a weight of 105 kg orbiting the earth, 
the mass factor in (1.5 .16) becomes (1 x 105 + 6x 1024)/6 x 1024 = 1 + 1.7x10-zo, 
which is as close an approximation to unity as one may see in a long time. In 
addition, (1. 5. 14) shows that, for this example, the displacements of Xz and Yz from 
the centroid are about a factor of 10-2 0 less than those for Xl and Yl ; thus, even 
when r 1 has a value of 101 7 km, the displacement of Xz and Yz is barely more than 
1 meter! It is most convenient to be able to establish the position of one body with 
respect to the other, rather than to the center of mass. *  These remarks apply 
equally well to the situation prevailing between the sun and planets, which 

* Similarly, for m1 �m2' the constant Gm�/(m l +m2)2 of Eqs. (1 .5.8) through (1 .5 . 10), etc., 
becomes essentially Gm2 ; for the earth, Gm2 == J.l = 3 .98602· 1Q14 m3/sec2. A list of useful 
asfrophysical quantities is given at the end of this volume. 
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corroborates Kepler's observation that planetary orbits can be represented by 
essentially two-body motion. Hence conic sections are often referred to as 
Keplerian orbits. 

6. THE TWO-BODY PROBLEM: PHYSICAL 
MEANING OF THE CONSTANTS OF INTEGRATION 

Consider a polar coordinate system centered at the body M with the position of the 
second body, m (m�M), given by (r, B). Since r = r 1 2 of the preceding section, 
we note-in view ofthe statement following (1 .5 .  1 6)-,--that equations corresponding 
to ( 1 . 5 .7) and ( 1 . 5 .9) become 

where j1 = GM. 

M 

r- rEF = -fl/r2, 
d 2 ' 
d/r B) = 0, 

( 1 .6 . 1 )  

(1 .6 .2) 

Figure 1.1 

Suppose that the position and velocity of m are known at some time, say t = O. 
Let us choose the line from the center of M to the position of m at t = 0 to be 
the reference axis (B = 0) and measure 8 in the direction of motion of m. Then at 
t = 0 (see Fig. 1 . 1 ), 

fo = Vo sin Yo, 
(r8)0 = Vo cos Yo, 

( 1 .6 .3) 
( 1 .6.4) 

where Yo is the complement of the angle between the velocity vector and the radius 
vector. Equation ( 1 .6 .2) yields 

and we may also write 
� = 8� = rovo cos Yo d 
dt dB r2 dB' 

( 1 .6 .5) 
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Then, as was done in Section 5, we transform (1.6 .1) to an equation whose indepen­
dent variable is 8 and whose dependent variable u = l/r, yielding the ultimate 
solution 

r5v5 cos2 Yo 1 
r = -=--"-----'-.::. 

11 1 + C cos (8 - 8) ' (1.6 .6) 

where the constants of integration c and e correspond to C4 and 0) in (1. 5.13). 
We shall use the latter notation henceforth. The time derivative of (1.6 .6) is 

. r6v6 cos2 Yo C4 sin (8 - 0))8 
r = -=---'----

11 [1+ c4 cos (8 - 0))] 2 ' 

or, using (1.6. 5), we have 

• IlC4 sin (8 - 0)) 
r= 

Evaluation of (1.6.6) at t = ° gives 

which can be rearranged to 

2 2 (8 ) 
rovo cos Yo C4 cos 0 - 0) = - 1. 

11 

Likewise, from (1.6 .7) and (1.6 .3) we obtain 

2 . . rovo sm Yo cos Yo C4 sm (80 - 0)) = , 
11 

so that, by squaring and adding, we find 

2 2 2 2 2 4 2 2 11 - Wovocos yo+rovocos Yo c4 = 2 11 

(1.6 .7) 

(1.6 .8) 

(1.6.9) 

(1.6 .10) 

(1.6 . 11) 

which serves to define one of the integration constants in terms of initial conditions. 
Now 0) is obviously just a reference angle entering into the a�gument of 

(1.6 .6) . To examine its geometric meaning, we consider the special initial condition 
80 = 0) in (1.6.9) and (1.6. 10). Barring the exceptional orbits resulting from 
ro = 0, Vo = 0, or cos Yo = ° (radial motion only), we see that this implies sin Yo = 0, 
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which means that w marks the points on the orbit where the velocity vector is 
perpendicular to the radius vector (see Fig. 1 .1). Equ'ation ( 1 .6 .6) also shows that r 
reaches its minimum value at () = w and its maximum at () = w + n. 
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Chapter two 

THE CONIC SECTIONS 

1. INTRODUCTION 

In the preceding chapter we established that the motion of one spherical mass 
around another can be described by a conic section. In this chapter, we discuss the 
characteristics of the conic sections and examine their relations to observed 
position and velocity in further detail. We discuss Kepler's laws, describe the 
eccentric anomaly, derive Kepler's equation, and give the other time relations for 
conic-section orbits. We also introduce the parameters that locate a conic trajectory 
in a three-dimensional reference frame and discuss various special cases for which 
some of the orbit parameters have to be redefined. Thus, time equations are 
derived for orbits of low and high eccentricity and methods are discussed for series 
developments of the anomalies and the radial distance in terms of time. This 
subject is important for many formal manipulations in celestial mechanics and 
furnishes the basis for accuracy estimates required in the numerical evaluation of 
conic-section orbits. 

2. THE ELLIPTIC ORBIT 

The polar equation of an ellipse with the origin at one focus (Fig. 2. 1) is 
a(1 - e2) r = 

f ' (2.2. 1 ) 1 + e cos 
where the angle f is measured from the line joining the occupied focus and the 
curve's closest point of approach to that focus. The semi-major axis is normally 
denoted by a and the eccentricity by e. If the semi-minor axis is b, the eccentricity is 
defined by 

(2.2.2) 

The angle f, which takes the place of e - e in Eq. ( 1 .6.6), is called the true anomaly. 
The point of closest approach to the origin (f = 0) is designated by the prefix 

12  



2] The elliptic orbit 1 3  

"peri-," the suffix denoting the body at the focus. The point farthest away is 
given the prefix "apo-" (the letter "0" sometimes being dropped for euphony). 
Thus, for the sun, we have perihelion and aphelion ; for the earth, perigee and 
apogee ; for the moon', periselene and aposelene ; for an unspecified central body, 
pericenter and apocenter. 

and 

Comparison of (2.2.2) with (1 .6.6) and (1 .6. 1 1 ) leads to 
2 2 2 2 2 4 2 2 P, - Wovo cos yo + rovo cos 'Yo e = --------;;----'----------'-

p,2 

For an elliptic orbit, where e < 1, we require that 
v�/2 -p,lro = g<O, 

Figure 2.1 

(2.2.3) 

(2.2.4) 

(2.2.5) 
where g is the energy per unit mass of the moving body. The minimum possible 
eccentricity, e = 0, is obtained with a circular orbit . According to (2.2.3) this 
requires that v� = p,lro and Yo = 0. 

Since the energy of the moving body is conserved, we may generalize (2.2.5) to 
1 2 P, 
2V 

-;:= g . 
(2.2.6) 

Then substitution into (2.2.4) yields 
a = - p,IU ,= wl(2p,- rv2) . (2.2.7) 

The angular momentum per unit mass of the body in orbit (see 1 .4.10 and 1 .5 .7) is 
given by 

(2.2.8) 
Using (2.2. 3) and (2.2.4), we see that 

a(1 - e2) = h21p, = r4Plp" (2.2.9) 
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where the latter equality holds for any point of the orbit, since angular momentum is 
conserved. Finally, from (2.2.3), we obtain 

(2.2. 10) 
These physical interpretations of the constants in (2.2. 1 ) will be useful later on. 

When e of (1 .6.6) is zero, f = - e. By convention, f is always taken to be 
positive and is measured in the direction of motion of the orbiting body. If we 
denote the value of r at f = 0 (closest approach) by q and that at f = n by Q, then 

q = a(1 - e) ; Q = a(1 + e) . (2.2. 1 1 ) 
Further 

(q + Q)/2 = a. (2.2. 12) 
For this reason the semi-major axis is sometimes called the mean distance. 

Equation (2.2. 1) yields 

or 

Using (2.2.9), we have 

. a(1 - e2) ' . r = ( 1 + e cosf)2 ef sm f, 

. r2je sin f r = a(1 - e2)' 

f = J /Ila(1 - e2)e  sin f 
This can also be expressed as a function of r : from Eq. (2.2. 1) 

a(1 - e2) e cos f =  --- - 1,  r 
and hence 

then the radial velocity component is 

(2.2. 1 3) 

(2.2. 1 4) 

(2.2. 1 5) 

(2.2. 1 6) 

(2.2. 1 7) 

The tangential velocity component rj follows from (2.2.9), in a straightforward 
fashion, as a function of r or f Finally, solving (2.2.7) for v2, we have 

v2 = 2/Ilr - /II a. (2.2. 1 8) 
The three elementary laws of celestial mechanics are referred to as Kepler's 

laws. They were deduced over three centuries ago from observations on the 
planets and proved to be effective approximations to the true motions. They con­
tinue to be not only of historical interest, but also useful guides in cases where the 
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idealized conditions required for the two-body problem are nearly fulfilled. 
In fact, most of the more refined theories known to us now take the two-body 
model as a point of departure. We have already' derived two of Kepler's laws, 
and the third follows from an extension of the second. 

Kepler's first law states that the orbit of a planet around the sun is an ellipse 
with the sun situated at one focus. We have already seen that the ellipse is a per­
missible orbit . It need only be pointed out that the other two orbit shapes would 
soon cause the planets to vanish to infinity, in order to establish the first law. In 
actuality, the fact that there are nine planets revolving around the sun, rather than 
one, means that no orbit is a perfect ellipse. However, since the distances between 
planets are so great and their masses so small in comparison to that of the sun, 
the departures from pure ellipses are quite small. 

Kepler's second law states that the areas swept out by the radius vector from 
the sun to a planet in equal time intervals are constant. Consider an area element, 
.'1A, formed by two radii vectors r and r +.'1r separated by the angle .'1f These form 
a triangle and, passing to the limit, yield dA = tr2dj, or 

dA/dt = tr2 j, (2.2. 19) 
which is obviously constant by conservation of angular momentum. 

Kepler's third law states that the ratio of the cube of the semi-major axis and 
the square of the period for any planet is equal to that for any other. To prove this, 
we can either calculate the period as 

r 21t df, 
J 0 J 

wherejis expressed in terms ofJby (2.2.9) and (2.2. 1 ), or we may use the following 
geometrical argument. The area of an ellipse is nab = na2 J 1 - e2 . If T is the 
anomalistic period (time required for one complete revolution in terms of f), 
then (2.2. 19) yields 

(2.2.20) 
Frequently, it is convenient to speak of the mean angular motion, i.e., the rate at 
which the true anomaly is "swept out" by the radius vector, averaged over the 
whole orbit. If we denote this quantity by n, then 

n = 2n/T 
and 

r2j = na2�. 
But comparison with (2.2.9) leads to 

n2a3 = p, 

or 
T = 2nJa3/p 

and 

(2.2.21 ) 

(2.2.22) 

(2.2.23) 

(2.2.24) 

(2.2.25) 
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Since the right-hand side of (2.2.25) is a universal constant, it is obvious that 
aVTi = a�/n = . . .  , (2.2.26) 

which is a statement of the third law. In fact, since the orbiting body must have a 
finite mass, we should write (2.2.25) as a3/T2 = (/1 + Gm)/4n2, where m is that mass. 
However, as we have seen in Chapter 1, this effect is quite small and can usually 
be ignored. Moreover, we are again ignoring the effects of the planets upon each 
other in stating this law. 

It is frequently convenient to express the equation of the ellipse in terms of an 
angle subtended at its geometric center. If we measure this angle from the same line 
as we do the true anomaly and construct it in a particular way, the statement of 
elliptic motion becomes very simple. Its construction is performed as follows 
(Fig. 2.2). Given an ellipse of semi-major axis a and eccentricity e, we draw a circle 
of radius a from the center of the ellipse. For a particular value ! of the true 
anomaly, we then construct a perpendicular to the major axis through the corre­
sponding point on the ellipse and extend it to the circle. The angle E, subtended at 
the geometric center and measured from the line to the pericenter, is known as the 
eccentric anomaly. 

a 

From Fig. 2.2 it can be seen that 
a cos E - ae = r cos f 

It can also be seen from the figure that 

r sin! = a� sin E, 

Figure 2.2 

(2.2.27) 

(2.2.28) 

if we remember that the ellipse is derivable from the circle by an affine trans­
formation reducing all the ordinate values by the same scale factor. The factor is 
� in this case, since that leads to b = a� for the semi-minor axis. 
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Expressing cos E and cos f in (2.2.27) in terms of tan EI2 and tanfl2, we fi�d 

Fe tanfl2 = V h tan E12. (2.2.29) 

Elimination of f from (2.2.27) and (2.2.28) by squaring and adding leads to the 
equation of the ellipse 

r = a(1 - e cos E). 
If �e differentiate this with respect to t, we have 

r = aeE sin E, 

(2.2.30) 

(2.2.3 1 )  
which corresponds to  (2.2. 14) in  terms of  the eccentric anomaly. Using (2.2 . 14), 
we get 

from which we eliminate sinflsin E by (2.2.28) to find 

E = ��. V � r 
Substituting for r from (2.2.30), we obtain 

E(l - e cos E) = Jpla3 , 
which may be integrated at once to 

E - e sin E = Jpla3 (t - ,), 

(2.2.32) 

(2.2 .33) 

(2.2.34) 

where , is a constant of integration. Equation (2.2.34) is known as Kepler's equation. 
Since t = , for E = 0 it follows that , represents the time of peri center passage. 
We may note here a few alternative forms in which Kepler's equation is sometimes 
written. Using (2.2.23), Eq. (2.2.34) becomes 

E - e sin E = net - c), 
where n is the mean angular motion. The quantity net - ,) is frequently written M 
and called the mean anomaly. The product of m is often written as a single constant 
( - X), which has certain advantages. In this case, Kepler's equation becomes 

E - e sin E = nt+x. (2.2 .35) 
Kepler's equation affords an example of the relations of position angle (true or 

eccentric anomaly) to time. Generally, these relations involve mixed transcendental 
functions (angle argument and trigonometric function of the angle) for f or E. 
Dependence of r on t exhibits the same awkwardness. In most cases it is much 
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simpler to express time as a function of the position coordinate. For dependence on 
! we utilize (22.9) in the form 

Employing (22. 1), we find 

= fa3 � tan- 1(' Fe tan £)_ e�_Sin! If 
V --; [ V 1+e 2 1 + e cosjJ 

o 

(22.36) 

(22.37) 

Equation (22.37) is merely' an alternative statement of Kepler's equation, from 
which it could have been derived (without integration) by judicious substitution 
of (2.2. 1 ), (22.28), and (22.29) .* 

An expression for the time in terms of radial distance follows from (2.2. 1 7), 
which can be written as 

introducing a sign indeterminacy which has yet to be resolved. Thus 

which can be evaluated in the form 

�{ }� a 1 a - r 2 2 2 1 2 t2 - t1 = ± -;;, a cos - � - [2ar - a ( l - e  ) - r ] / 
'1 

(2.2 .38) 

(2.2.39) 

(2.2.40) 

The ± sign has the following significance : when the true anomalies !l and !2 
(corresponding to the values r 1 and r 2) lie in the first or the second quadrant (f> 0), 
the positive sign is to be used ; when!l and!2 lie in the third or the fourth quadrant 
(f < 0), the negative sign is used. When the radius vector r 1 lies on one side of the 

* An alternative form of (2.2.37) employs sin - 1 (� Si�f) instead �f 2 tan - 1 91- e 
tan L) l+e cos � l+e 2 

in the brackets. 

file:///-eJl-e2-
file:///yi-he
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major axis of the ellipse and r2 on the other, i t  i s  simplest to compute the time oj 
flight from r 1 to q or Q and then separately from q or Q to r2 . A variety of computing 
algorithms may be introduced here to guard against sign errors. 

An alternative to (2.2.40) can be found by changing the arc-cosine term to an 
arc-tangent : (a{ . r- a(l - e) 1/r2 

t2 - t1 = ±V� 2a tan- 1 
a(l + e) - r 

- [2ar - a2(1 - e2) - r2] f . 
'1 

For circular orbits (r = a, e = 0), Eq. (2.2.39) reduces to 

t -7: = fi;J, 
(2.2.41) 

(2.2.42) 

while both (2.2.40) and (2.2.41 )  become indeterminate. More will be said about time 
equations for e approaching zero in Section 6. 

3. THE PARABOLIC ORBIT 

The polar equation of a parabola with the origin at the focus (Fig. 2.3) is 
r = 2p/(1 + cos!), 

Figure 2.3 

(2. 3 . 1 )  
which we recognize as the limiting form of (2.2. 1 )  as e approaches unity and the 
semi-major axis approaches infinity in such a way that a(1 - e2) remains deter­
minate and has the value of 2p. Equation (2.3 . 1) may also be written 

r = p sec2 (f/2). (2.3 .2) 



20 The conic sections 

In view of (2.2.3) and (2.2.5) we have 

� v6-!.: = g = 0: 
2 ro 

[3 

(2.3 .3 ) 

which distinguishes the parabolic trajectory as the zero-energy case among Kepler­
ian orbits. Noting from (2.2.8) and (2.2.9) that 

we have, in view of (2. 3 .3), 
(2. 3 .4) 

We may note that (2.3 .4) is an alternative form of the equation of the parabola when 
written as p = r cos2 'Y; using (2.3 .2), we find a third representation, 

'Y = J/2. (2.3 . 5) 
From (2. 3 . 1 )  it is obvious that the closest point of approach is obtained at J = ° 
(where q = p) and that Q is infinite. Transition of (2.2.9) from the elliptic to the 
parabolic case follows immediately and we have 

(2.3 .6) 

Similarly, the expressions (2.2. 14) and (2.2. 1 7) for f(f) and r(r) can be rewritten 
without difficulty by letting a(1 - e2)---+2p and e---+l .  From the conservation of 
g = 0, according to (2.2.6), it follows that 

for parabolic trajectories. 
v2 = 2/1/r (2.3 .7) 

Combining (2.3 .2) and (2. 3 .6), we obtain p2 sec4 (f/2)dJ = j2P;tdt, · which 
may be written as (sec2 f + sec2 f tan2 f); = J /1/2p3 dt. 

This can be integrated at once to 

(2.3 .8) 

One can also derive statements analogous to Kepler's laws. The first of these 
would read : a possible orbit around the sun is a parabola with the sun situated at 
the focus. (Certain comets come very close to fulfilling this law.) Kepler's second law 
carries over directly, since it merely states the conservation of angular momentum. 
The third law must be reinterpreted since the motion here is not periodic. Consider 
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the time offlight of the body as i t  travels from point (r 1 ,11 ) to (r2 ,12)' This interval is 
obtained by differencing two equations of the type (2.3 .8), thus 

t2 - t 1 = J2p3/,u �an 12 + � tan3 12 - tan 11 _ � tan3 III 
L 2 3 2 2 3 2 J (2.3 .9) 

If, for all parabolas, we take particular values Ofj2 and/t .  the term in the brackets 
in the equation above has some fixed number. For convenience we take/1 = 3n/2 
and 12 = n/2, i .e . , the points on the parabola where it is intersected by the latus 
rectum. 

Then, t2 - t 1 == Tf = J2p3/,u (1 .64992), or p3/TJ = O. 1 8367,u ; that is, the 
ratio of the cube of the pericenter distance and the square of the time of flight 
between particular values of the true anomaly is a constant for all parabolic orbits . 
This is the analog to Kepler's third law. 

We have already derived the time-angle relation in (2.3 .9). The time-distance 
relation can be obtained directly from this by substitution of (2.3 .2). The result is 

(2. 3 . 10) 

where the same conditions apply to the use of the ± sign as for the ellipse. Since 
(2.3 .9) and (2. 3 . 10) express the same cubic equation, the inverse relations for I(t) 
and r(t) follow readily from the solution of the equation. We find 

and 

f � 2 tan - 'm�(t, - t ' l+(::, [t' - t 'l ' + 1) '
r 

+ ��(t' - t,) -(::, [t' - t,l
' + l) '

T} 

== 2 tan- 1F(t) (2.3 . 1 1 ) 

(2.3 . 12) 

4. THE HYPERBOLIC ORBIT 

The polar equation of a hyperbola with the origin at one focus (Fig. 2.4) may be 
written as 

a(e2 - 1) r = (2.4. 1 ) l + e cosf ' 

where now e > 1 .  We see from (2.2.3) that we require v2/2 - ,u/r > 0 ; i .e . , the total 
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ae a 

Figure 2.4 

energy of motion is positive. Solving a(e2 - 1) = r6v6 cos2 Yo//l with the help of 
(2.2. 3), we have 

a = Wo/(rov6 - 2/l). (2.4.2) 
From (2.4. 1 ) we deduce that 

q = a(e - 1). (2.4.3) 
If we ask the value of r at f = n ,  (2.4. 1 )  yields r = -a(e+ 1), which brings us to 
the other branch of the hyperbola ; on any one branch we have Q = 00 .  

The angular momentum equation (2.2.9) exhibits (e2 - 1) in place o f  (1 - e2), 
namely, 

(2.4.4) 
Similarly (2.2. 14) becomes 

(2.4.5) 

and (2.2. 1 7) can be rewritten in an analogous way. The combination of (2.4.4) and 
(2.4.5) yields, after elimination of sinf by (2.4. 1), 

v2 = 2/l/r + /l/a. (2.4.6) 
An angle that plays the role of the eccentric anomaly can be found by con­

structing a "standard" hyperbola with e2 - 1 = 1 or e = y0.; this curve fulfills the 
mission that the circle does for the ellipse. The construction is as follows (Fig. 2.5). 
Given a hyperbola with a semi-major axis a and eccentricity e, we draw a standard 
hyperbola (e = y0.) with the same semi-major axis. For a particular valuefof the 
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true anomaly, we then construct a perpendicular to the major axis from the 
intersection of the radius vector and the hyperbola of eccentricity e. A line joining 
the center to the intersection of the perpendicular and the standard hyperbola 
encloses the shaded area A of Fig. 2.5. 

e=V2 

Figure 2.5 

It can be seen that r cos! = ae -x, where x is the value of the abscissa at the 
intersection point. This may be written as r cos! = a(e - x/a), but the quantity x/a 
has the value defined by the hyperbolic cosine of the argument F = 2A/a2 . 
Consequently, 

r cos! = a(e - cosh F). (2.4.7) 
It can also be shown that 

and 
r sin! = aJe2="1 sinh F 

tan ,[ = 
/e+ 1 tanh :!::. 2 e - 1 2 

(2.4.8) 

(2.4.9) 

From (2.4.7) and (2.4.8) we get the alternative expression for the hyperbola : 
r = a(e cosh F - 1). (2.4 . 10) 

Differentiating this with respect to t, we get r = ae P sinh F and, using (2.4.5) and 
then (2.4.8) again, we get (e cosh F - 1)F = J p/a3 , or 

e sinh F -F = J(p/a3)(t - r), (2.4. 1 1) 
where r is again the time of passage through the closest point of approach to the 
focus. Equation (2.4. 1 1) is analogous to Kepler's equation for the ellipse. 
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Statements analogous to Kepler's laws can also be made with respect to the 
hyperbola. However, since they are quite similar to those derived for the parabola, 
they will not be given here. 

Use of (2.4. 1 ) in (2.4.4) allows us to find 

f:3f � sin I - lffJ- 1 I}! 
t - r = - ey' e - 1 I - 2 tanh - tan - , (2.4. 12) 

f.1 1 + e cos e +  1 2 o 

or the equivalent form 

(2.4. 1 3) 

5. ORIENTATION OF CONIC-SECTION ORBITS IN SPACE 

SO far, we have considered the plane geometry of conic-section orbits and the time 
equations giving instantaneous positions along these trajectories in the form 
t = t(E), t(f), or t(r) . To specify the position of a moving body completely in a 
three-dimensional reference frame, we must give the orientation of the conic 
trajectory in space. This is accomplished by describing, relative to some Cartesian 
frame, the plane of the orbit and the orientation of the line to pericenter within that 
plane. Figure 2.6 illustrates the three quantities required, which correspond to the 
classical Euler angles : 

/ 

x 

/ 
/ 

/ 

y 

Figure 2.6 

1. 0, the nodal angle, measured from the x axis to the intersection between the 
orbit plane and the xy plane. We usually refer to that half of the line of nodes 
where the moving body goes from z < 0 to z > 0 as the ascending node ; 
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2. i, the inclination of the orbit plane to the xy plane ; 
3. w, the argument of pericenter, which locates that point in the orbit plane 

relative to the node. 

Together with a, e, and T these parameters represent one of the most frequently 
used sets of orbit elements ; all are constants for Keplerian (conic-section) orbits. 
Along withf and E, one often uses e = f + w, the argument of latitude, to mark an 
instantaneous position. Note that the exact nature of the x, y, z system need not be 
discussed at this point ; this is treated at length in Chapter 3 .  The same set of 
elements is applicable to hyperbolic trajectories, while parabolic ones require us to 
replace a(1 - e2) by 2p. 

Certain forms of geometric degeneracy must now be considered which require 
a redefinition of some elements. Clearly w and T become ill-determined as e 
approaches zero . We may then use the set a, i, O, .u = e sin (w + O), v = e cos (w + O), 
and X = - m + w  = x + w. For additional brevity one sometimes uses w = w + O, 
the longitude of peri center. One encounters no difficulty with this set for small 
eccentricities. Note that e, the argument of latitude, can be used with an ill-defined 
pericenter. 

When the inclination angle approaches zero, the node becomes ill-determined. 
It is then appropriate to adopt the elements a, e, lJ = sin i sin 0, {} = sin i cos 0, 
W = w + O, and T .  Now we should also use the modified argument of latitude 
e = e + ° = f + W, known as the true orbital longitude. 

For the case of low-eccentricity, low-inclination orbits a suitable set of elements 
is the union of the previous two : a, J.1 = e sin W, v = e cos W, lJ = sin i sin 0, 
{} = sin i cos ° and 8 = X + w, the last quantity being referred to as the longitude 
at epoch. 

6 .  SPECIAL TIME EQUATIONS ; EXPANSIONS FOR CONIC TRAJECTORIES 

We have seen that the time equations for conic trajectories are generally transcen­
dental and cannot be inverted to obtain expressions for r(t), f(t), E(t) or (what 
amounts to the same thing) r(M), f(M), E(M), where M is the mean anomaly. 
The traditional approach has resorted to approximations obtainable by more or 
less elaborate expansions. They take the form of Fourier series whose independent 
variable is M and whose coefficients are of ascending order in the small quantities 
e or (1 - e). For the reader who requires a complete treatment of this subject, the 
literature is rich in detailed explanations [1 through 5] .  Some of these series are 
particularly useful when e lies near zero or unity and they will be needed for the 
perturbation methods of Chapter 8. We therefore consider briefly a few formal 
manipulations required for these purposes. 

Let us consider the time equation (2.2. 37) as the elliptic orbit approaches 
circularity. The most elementary and strictly formal approach consists of develop-
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ing the integrand of (2.2. 36) as a binomial series in powers of e and integrating term 
by term. We find 

M = n(t - ,) = J-2e sinJ+(�eZ+�ej sin 2J 

+ !e3 sin 3J+�e4 sin 4J+O(e5 ). 
3 32 (2.6. 1 ) 

A more useful result, since it  provides position in terms of time rather than vice 
versa, is an expansion for E in terms of M. We let E -M = u. Then Kepler's equation 
becomes 

U = e sin (M + u) . (2.6 .2) 
Now we assume that u can be found in the form 

(2.6 .3) 
where the coefficients Un are expressible in terms of trigonometric functions of M. 
They are determined in a straightforward manner by substituting (2.6 .3) into . 
(2.6 .2), so that 

Equating powers of e, we obtain a set of algebraic equations in Un whose solutions 
are 

U 1 = sin M ;  
1 . 2 Uz = 2 sm M ;  

3 . 3 1 . 
U3 = 8 sm M - 8 sm M ;  

Substituting this into the defining equation for u, we ultimately find 

E = M + e 1 -- + - sin M + - 1 -- + - sin 2M 
� eZ e4 ) eZ � eZ e4) 

8 1 92 2 3 24 

+ e3(� -�ez\ sin 3M + . . .  8 218 ) (2.6.4) 

It is interesting to note that the general term of this expansion is of the form 
O(ek) sin kM ; i.e. , the order of magnitude of each coefficient corresponds to the 
order of the Fourier component to which it belongs . Astronomers call this d'Alem­
bert's principle ; it holds for many series expansions in celestial mechanics. 
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Now we can use (2.6.4) to derive an expansion for f(M). From (2.2.6) we have 

(1 - e2)3/2 . dM = 
(l + e cosf? dj 

Since from (2.2. 1 )  and (2.2.30), (1 - e2)/(1 + e cos f) = 1 - e cos E, we obtain 

(1 _ e2)1 /2 df = 
(1 )2 dM. 

- e cos E 
(2.6 .5) 

But differentiation of (2.2.34) yields dE/dM = 1/( 1 - e cos E), so that (2.6 .5) becomes 

df = (1 - eZ) l /Z(dE/dM)ZdM. (2.6 .6) 

Developing the square root by the binomial theorem, substituting for dE/dM from 
(2.6.4), and integrating (2.6 .6), we eventually find 

f = M + e � - eZ 
+ 

5e4) sin M + eZ(� - gez + �e4\ 
sin 2M \ 4 96 4 24 192 ) 

+ e � - -e sm 3M + . .  ' .  
3(1 3  129 z) . 

12  1 92 
(2.6 .7) 

The trigonometric terms in (2.6.7), representing f - M, are known as the equation 
of the center. This result can also be derived by inverting the expression (2.6 . 1 )  for 
M(f). A well-known theorem due to Lagrange was developed to facilitate such 
series inversions [3 p. 1 6 1 ; 4 through 8] .  In its simplified form, it states that if 

, = z+ e¢(O, (2.6 .8) 
where e � 1, then 

(2.6.9) 

The reader may care to verify for himself that these manipulations will reduce 
(2.6. 1 )  to (2.6 .7) . When ¢ (z) consists of trigonometric terms, as in this case, the use 
of (2.6 .8) leads to powers of trigonometric functions which must subsequently 
be converted to multiple arguments. We can circumvent some of the tedium by 
taking 

1 
sin kM = 

2i [exp (ikM) - exp ( - ikM)] , 

1 
cos kM = 2 [exp (ikM) + exp ( - ikM)] , 

where i = j=1, and performing the manipulations in terms of the exponentials. 
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Besides expressing the anomalies as functions of time, we should also be able 
to do this for r. We already noted in connection with (2.2.40) and (2.2.41) that these 
expressions become ill-defined as e approaches zero and are awkward to invert 
into r(M). One might think of starting with (2.2 .30), introducing a power series for 
cos E, and expressing each term with the help of(2.6.4) ; while this is straightforward, 
it is certainly laborious. An alternative would be to start from the basic equations of 
motion in polar coordinates [3, p. 1 72J, assume a series solution for r in terms of M, 
and solve for its coefficients. Since there is likely to be need for series expansions of 
quantities of the form 

in terms of M, any technique restricted to very special cases does not seem particul­
arly attractive ; instead, we examine a general procedure which copes with a 
variety of series developments encountered in celestial mechanics. 

Consider, for example, k = - 1  and j = O. The Fourier series for this case is 

- = - -dM + - L Cos 1M - cos 1M dM, a 1 I1t a 2 00 I1t a 
r n o r n l � l 0 

r (2.6. 10) 

where sin 1M terms are absent due to the symmetry of r about M = O. Noting from 
(2.2.34) that dE = (a/r)dM and using Kepler's equation in the second integrand of 
(2.6 . 10), we have 

a 1 J1t 2 00 I1t 
- = - dE + - L cos 1M cos (IE - Ie sin E)dE. r n n l � l o 0 

It is convenient to define the second integral as the special function 

1 r1t J l(le) = � 
J 

cos (IE - Ie sin E)dE. 
o 

(2.6 . 1 1 ) 

(2.6 . 12) 

Historically speaking, it was precisely for this astronomical application that the 
Bessel functions of the first kind, with integer orders I and real arguments Ie, had 
been defined. Equation (2.6 . 1 1 ) becomes 

a 00 
- = 1 + 2 L Jl(le) cos 1M. 
r 1 � 1 

(2.6 . 1 3) 

We do not need to develop here the theory of Bessel functions ; the reader will find 
further information relative to their application to orbits in the references [1 , 4, 5] . 
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Suffice it to record a few explicit expressions for some low-order Jl and typical 
Fourier expansions obtainable with Bessel coefficients : 

�2 �4 �6. J o(�) = 1 - 4 + 64 
-

2304 
+ . . .  , 

For example, (2.6 .4) can now be recast in the form 

00 1 
E = M + 21� TJI(le) sin 1M. 

Furthermore 

and 

e 00 1 
cos E = - :2 + 2 t:1ZJ;(le) cos 1M, 

where J'(�) = dJ/d� . Also, 

r 3e 00 1 
- cosf =  cos E - e = - -

2 
+ 2 L -I J;(le) cos 1M. a 1 � 1 

(2.6 . 14) 

(2.6. 1 5) 

(2.6. 1 6) 

(2.6. 1 7) 

A discussion of convergence properties for these expansions will be found in 
Plummer [5, p. 46] and elaborate explicit tabulations for geometric quantities like 

may be found in Cayley's and Newcomb's tables [9, 10] .  
Before closing this section we consider the time relation for near-parabolic 

trajectories, i.e., for e approaching unity. When e becomes large there is a loss of 
accuracy in expressions like (2.2.37). Furthermore, in practical applications one 
would like to use a time equation that holds for all near-parabolic trajectories, 
be they elliptic or hyperbolic. An obvious approach consists of rearranging (2.2.37) 
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in such a way that it can be expanded in terms of the small quantity (1 - e). Thus we 
find 

sin f f [1 + e 1 - e 2 fJ - 1 2 tanf/2 � � (e - 1 2 f)nJ --"--- = tan- -- + --tan - = + � -- tan -1 + e cos f 2 2 2 2 1 + e n = 1 e + 1 2 
by binomial expansion. Furthermore, a Taylor series for the arctangent term yields 

tan- 1(/1 - e tan£) = !1 - e  t (e - 1)n tan2n + 1f/2 . 1 + e 2 1 + e n = 0 e + 1 2n + 1 
Combining these results and giving the first two terms of the resulting series 
explicitly, we have 

( 2 ) ( 1)" - 1 flh 
+ t e - 1 + __ 

n - e - tan2n + 1 
l . n = 2 2n + 1 . 

e + 1 2 fl (2.6. 1 8) 

This converges for tan2 f/2 < I (e + 1 )/(e - 1) 1 .  Thus the formula is useful for a signifi­
cant portion of the trajectory near pericenter. It is arranged so that the first two 
terms tend to (2.3 .9) as e-" 1 .  

One common drawback o f  the time relations involving the true anomaly on 
near-parabolic orbits is their inherent loss of accuracy for the remote parts of the 
trajectory, where f changes very little with the passage of time and the vehicle 
performs a near-asymptotic motion. Clearly r is a more appropriate independent 
variable for these cases, but the necessary formal manipulations are again quite 
obvious and will not be developed here. 
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Chapter three 

POSITION IN SPACE 

1 .  INTRODUCTION 

In this chapter, we develop more fully the concepts, nomenclature, and notation 
describing the position of an orbiting body, deal with traditional astronomic 
conventions for coordinate systems and time, and discuss the interpretation of 
standard ephemerides. Methods of converting one coordinate system to another 
and one time system to another are explained in detail, with illustrative examples. 
The reader may find it helpful to consult references 1 and 10 for numerous points 
beyond the scope of the chapter and for an introduction to the specialized literature. 

Although the subject matter is not analytically profound at the level adopted 
here, it sometimes proves confusing to the professional without an astronomical 
background. Definitions, computational procedures, and terminologies that are 
perfectly consistent and logical at the time of their inception may lose these 
qualities in subsequent refinement. Thus certain interpretations and adjustments 
of ephemeris data, as well as various details connected with the time scales, can be 
rendered plausible only by appealing to history. However, rather than use history 
as a logical outline for this chapter, we have attempted to arrange the material on a 
conceptual basis. 

2. INERTIAL SYSTEMS 

In the first two chapters we introduced various coordinate systems without asking 
how any such frame might be established in practice, i.e., to what it should be 
referred geometrically and what precision do the equations of motion that we 
formulate provide. Let us obtain a preliminary view of the difficulties involved by 
reexamining the two-body problem. When we wrote the equations of motion for 
this case, we tacitly assumed that the universe consisted of nothing but these two 
bodies. We then introduced a nonrotating coordinate frame whose origin was at 
the center of mass of the system. In this reference frame the acceleration of the 

32 
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particle m2 due to attraction by the particle ml was Gmdr2 and we found that the 
two particles described conic-section paths about the origin and also about each 
other. 

Alternatively, we could have put the origin of coordinates at the center of ml ' 
To arrive at the same result, we would have had to write the acceleration of m2 
as (Gml + Gm2)/r2 . This disagrees with the form of the acceleration term as derived 
by Newton's second law and inverse-square attraction and is due to the fact that 
our new origin of coordinates, at body ml, is being accelerated by the action of m2 • 
We speak of such a coordinate system as noninertial. 

However, even choosing the center of mass of the two-body system (or of any 
n-body system) as our origin of coordinates, we must admit that this cannot be 
considered a strictly inertial reference so long as we cannot deny the existence of 
other masses in the universe. There are two ways of observing the noninertial 
qualities Of a coordinate frame : first, we may observe that the motion of its origin is 
not unaccelerated within the universe or, second, we may note the apparent 
departures from Newton's law of gravitation as we have done in the two-body 
example above. 

So far, we have not mentioned the nonrotational quality of inertial coordinate 
systems. Now, on the one hand, an angular velocity of the reference frame would 
introduce centrifugal and Coriolis forces into the equations of motion but, on 
the other hand, there is no sure way of establishing the angular rates of a co­
ordinate frame, since all visible references, like the stars, are themselves moving. 
The only fact we can state is that in a coordinate frame considered as "inertial" (and 
hence nonrotating) the inverse-square law of attraction is encountered empirically 
and what ultimately matters is that motion in a system rotating relative to what we 
consider an inertial reference may be successfully explained by our notions of 
centrifugal and Coriolis forces. 

With our earlier remark that a strictly inertial origin of coordinates could be 
established only by taking into account all the mass particles in the universe, we 
have already implied that the practical analyst and the purist will be parting ways 
in their recognition of inertial systems. In practice we are forced to adopt what we 
may call pseudo-iner tial systems. In so doing, we ignore certain noninertial and 
rotational manifestations of our reference frame because (1 )  they may be too small 
to be noticeable with present-day instruments or (2) they may be negligible for the 
required accuracy of our analysis. Thus, the flight of a bullet is usually so short 
that we may neglect the rotation of the earth in studying its trajectory ; i.e. , even 
though we know the earth rotates on its axis, thereby giving rise to Coriolis and 
centrifugal forces, the accuracy by which we can measure or care to measure the 
trajectory of the bullet is not affected by these forces. However, when the time of 
flight is so long that the integrated accelerations from these forces amount to 
(relatively) substantial displacements, they must be accounted for. Hence, in 
ballistic-missile flight, we must include the effect of earth's rotation in the equations 
of motion ; we can, however, neglect the accelerations exerted by the missile on the 
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earth (see Chapter 1) and ignore the relatively slow rate of the earth's motion 
round the sun. This may also be the case for near satellites when we compare 
positions in successive revolutions. The earth's orbital motion must be taken into 
account for flights to the moon and the planets, but in these we can still ignore 
the motion of the solar system in the galaxy. Thus, until man journeys beyond the 
solar system, two coordinate systems will suffice for our purposes : a geocentric 
frame and a heliocentric one. 

When the origin of a coorrlinate system has been selected, one still needs to 
specify the directions of coordinate axes about this point. That is usually done by 
taking a fundamental plane and an angular reference in it which constitutes the 
first coordinate axis. The second lies in the plane and is perpendicular to the first, 
while the third is normal to both and follows the right-hand rule. Two natural 
choices exist for the fundamental plane, that of the earth's equator, and that of the 
earth's orbit about the sun, known as the ecliptic. Since these two planes are 
inclined to one another at an angle of 23 .5°, their intersection forms a convenient 
choice for the angular reference in either plane. This intersection is called the 
line of equinoxes, and passes through the sun only twice a year (Fig. 3 . 1 ) .  We 
may take a line parallel to it, intercepting the sun, as the reference direction in the 
heliocentric system. 

First point of Aries /T 
/ 

Suncf 
/ 

/ 

/ 
/ 

/ 
/ 

/ B 
\ - Equatorial plane / 

� Ecliptic plane 

(b) Figure 3.1 

When the line of equinoxes does pass through the sun, that body also lies in 
the earth's equator, thus making day and night of equal length. This occurs on 
or about March 21 and September 23 each year. The positive sense of the axis, 
for angular reference, is taken from earth to sun during the March equinox. * 
The position of the line of equinoxes on a sphere of infinite radius centered on the 
earth, the celestial sphere, is called the first point of Aries and has the symbol <y' .  

* Also called the vernal equinox. Since observers in the southern hemisphere are then welcoming 
autumn, we prefer the designation used in the text. 
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This point marks the extension of the line of equinoxes beyond the sun (Fig. 3.1 b) 
to the "fixed" stars. 

Since the distance to the stars is extremely great, the same point located 
amongst them may serve as a directional reference for the line of equinoxes in both 
the geocentric and heliocentric systems. The position of 'Y' is not invariant, however. 
Both the equatorial and the ecliptic planes are continually shifting their orientations 
and the stars exhibit some motion of their own. As a result, in the course of time the 
first point of Aries has separated by nearly 30° from the constellation from which it 
originally took its name. This rate of angular displacement (in the order of one 
minute of arc per year) requires the introduction of a specified equinox (identified 
by a certain epoch or instant in time) for the tabulation of celestial positions in a 
geo- or heliocentric reference frame. This will be discussed later in this chapter. 

3. ORBIT ELEMENTS 

In Chapter 2 we introduced the elements n, i, OJ to give the orientation of a 
Keplerian orbit in space. We shall briefly reexamine these elements to relate them 
more specifically to the notions introduced in the previous section. They are 
defined as follows (Fig. 3 .2). We draw a perpendicular to the fundamental plane 
(which can be the ecliptic or the equator) at the origin and call north that segment 
which coincides most closely with the earth's north pole. Considering the nodal line 
between the orbit and the fundamental plane, we call the point of intersection at 
which the object passes from south to north the ascending node. The inclination, 
i, is the angle between these planes, and is taken counterclockwise when standing 
at the ascending node and looking toward the origin. Obviously, O° .:s:: i .:s:: 1 80°. 
The longitude of the node* or, simply, node angle, n, is measured eastward along 

N 

T 

-- Fundamental plane 
(ecliptic or equator) 

Figure 3.2 

*The adjective ascending is frequently dropped and used only when ambiguity is possible. 
Here, when we use node we mean ascending node. 
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the arc of the fundamental plane from the invariant line (the first point of Aries) 
to the node ; it varies from 0° to 360°. The argument of pericenter, OJ, is the angle 
subtended at the origin by the line to the node and the line to pericenter (this last 
forming one branch of what is often called the line of apsides). It is measured in the 
direction of motion of the orbiting object and varies from 0° to 360°. 

In the present context it is also possible to introduce different definitions for 
the orbital period. In Chapter 2 we used the symbol T for the time interval between 
successive pericenter passages ; this is known as the anomalistic period. If nodal 
crossings are used as a reference, we speak of the draconitic period, whereas 
successive crossings of the meridian of 'Y' define the sidereal period. For Keplerian 
orbits, these three intervals are identical ; only when perturbations act do they differ 
numerically. 

4. THE ORBIT IN RECTANGULAR AND SPHERICAL 
COORDINATES ; HELIOCENTRIC AND GEOCENTRIC SYSTEMS 

In Section 2 of this chapter we considered various matters concerning the origin 
and the fundamental plane of a coordinate system and in Section 3 we discussed 
classical orbit elements, which might be called an orbital reference frame. In the 
present section, we shall show the connection of this system to the more convention­
al Cartesian and spherical ones. 

In the plane of the orbit the calculation of rectangular coordinates is simple 
enough. Let the origin be at the occupied focus, which implies that it is at or very 
near the center of the most massive body. Let the � axis point toward pericenter 
and the 11 axis be perpendicular to it, positive when taken in the same direction as 
the motion of the object at pericenter (Fig. 3 .3) . Obviously, 

� = r cosf ; 11 = r sin! (3.4. 1 )  
Using Eqs. (2.2.27) and (2.2.28), we may also write 

� = a(cos E - e) ;  11 = a� sin E. (3 .4.2) 

'1 

Figure 3.3 
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For the connection of these coordinates to a three-dimensional frame, consider 
a rectangular system at the same origin. Let the x axis be in the direction of 'Y' 
(and consequently in the fundamental plane) ; let the z axis be taken perpendicular 
to the fundamental plane, positive in the northward sense (Fig. 3 .4). When the 
object is at a distance r from the origin and an angle f from the � axis, we may 
write z = r sin cpo But sin cp = sin i sin (0) +1) or, from (3.4. 1 ), z = � sin 0) sin i + 
1] cos 0) sin i. Similarly, the application of spherical trigonometry leads to expressions 
for x and y in terms of �, 1], 0), i, n. The complete array of transformations is most 
simply written as 

where 

and 

1 1 = cos n cos 0) - sin n sin 0) cos i, 
m1 = sin n cos 0) + cos n sin 0) cos i, 
n1 = sin 0) sin i, 

12 = - cos n sin 0) - sin n cos 0) cos i, 

m2 = - sin n sin 0) + cos n cos 0) cos i, 
n2 = cos 0) sin i. 

(3.4.3) 

(3 .4.4) 

(3.4.5) 

The orbit elements being given, the position of a body may be found for any value 
of f or E. Tabulation against time is somewhat more difficult since it involves the 
application of Kepler's equation or its equivalents (2.2. 34, 2.2. 37, 2.2.40). We noted 
in Chapter 2 that the orbit elements had to be redefined for special cases, such as 
e-+O and i-+O, in order to retain accuracy in numerical computations . Correspond­
ing modifications can then be made in (3.4.4) and (3.4.5) for the calculation of 
Cartesian coordinates. 

z(N) 

y 

x(T) 
Figure 3.4 
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In a spherical coordinate system, the notation and customary terminology 
depend on the fundamental plane used. When using the equator, we speak of it 
declination angle, b ( ±  for north or south of the equator) and right ascension, 0(, 
positive eastward from the 'Y' axis, usually measured in hours, minutes, and seconds 
along the equator (24h = 360°). (For some uses it is convenient to refer celestial 
objects to the observer's meridian by a longitude-like angle, the local hour angle 
of the 0 bject. This is measured westward from the local meridian and ranges between 
0° to 360°. The connection between this angular coordinate and the 'Y' axis is 
given by the observer's right ascension.) In reference to the ecliptic, the angle cp 
is called the celestial latitude and A the celestial longitude, taken positive eastward 
from the 'Y' axis.* For illustrative purposes, it suffices to demonstrate the relations 
between one of these spherical systems and the corresponding Cartesian frame. 
Obviously 

sin cp = zlr ; 
and 

sin A = YIJX2 + y2 ; 

cos cp = J x2 + y21r 

cos A = XIJX2 + y2 . 

(3.4.6) 

(3 .4.7) 
The reader will find occasional references to the so-called astrometric right 

ascension and declination. This is essentially a spherical system, but the numerical 
coordinate values are adjusted for certain physical effects, as explained later, which 
make them similar to the information given in star catalogs. 

5. RELATIONS BETWEEN THE HELIOCENTRIC 
ECLIPTIC AND THE GEOCENTRIC EQUATORIAL SYSTEMS 

As the reader may suspect, certain combinations of fundamental planes and origins 
of coordinates have become preferred choices in the astronomical tradition. 
Thus, in a heliocentric frame, one frequently takes the ecliptic as a fundamental 
plane, whereas in a geocentric system the equatorial plane is preferred. In this 
section we will discuss some of the relations between these systems. 

In the ephemerides [2, 3 ,  4J one may find the positions of the planets tabulated 
in terms of Cartesian or spherical sets of heliocentric coordinates where, in the 
latter case, the heliocentric distance may be given in terms of the astronomical 
unit, t which is essentially the mean distance from earth to sun. This quantity is 
called the radius vector in astronomic terminology. We have already indicated 
that the orientations of any of the customary fundamental planes and the 'Y' axis 
are not exactly invariant relative to a truly inertial set of axes ; hence most co­
ordinate values are subject to certain corrections to be discussed in Section 8. 

*This notation should not be confused with terrestrial latitude and longitude. There is a 
tendency to describe the positions of low-altitude satellites in terms of the geocentric latitude 
and longitude ; these are discussed in Section 6. 

tThe subject of physical units in dynamical astronomy warrants a separate discussion. We 
shall comment on it in Sections 7.2 and 8. 
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If the position of a planet is tabulated by means of the heliocentric ecliptic 
system in terms of celestial longitude, celestial latitude, and radius vector, the con­
version to a rectangular frame follows from the inverse of (3 .4.6) and (3 .4.7), that is, 

x = r cos <p cos A ; y = r cos <p cos A ; z = r sin <p o  (3 . 5 . 1 )  
In general, the heliocentric ephemerides do not include positions of the earth ; 
instead, the geocentric ephemerides include positions of the sun, which constitutes 
equivalent information. Thus, for example, the heliocentric latitude and longitude 
of the earth may be obtained from the corresponding geocentric coordinates of the 
sun as 

(3 .5 .2) 
where, for the sake of convenience, we have replaced the traditional astronomic 
subscripts EB for the earth by E and 0 for the sun by S. * 

As stated, in the geocentric equatorial system we refer to the latitude type 
angle as declination, symbol 15, and the longitude-like angle as right ascension, 
symbol IX. This last is also measured from the line of equinoxes eastward, but along 
the equator. Right ascension is ordinarily expressed in units of time ; tables for 
conversion of time to arc and vice versa are given in the American Ephemeris and 
Nautical Almanac [2J here abbreviated as AENA. For the planets, AENA also 
lists distances from earth at convenient time intervals. Ifwe designate, according to 
astronomic tradition, the Cartesian coordinates of a body relative to the earth's 
center by X, Y, Z, we have (compare Eqs . 3 .5 . 1 )  

X = r cos  15 cos  IX ; Y = r cos 15 sin rx ; Z = r sin 15 .  (3 .5 .3) 
The solar ephemeris in geocentric coordinates is given in AENA not only in 

the equatorial spherical and Cartesian systems but also with reference to the 
ecliptic, as we have mentioned. The sun's distance from the earth is tabulated in 
two ways . The more direct consists of giving the ratio of the instantaneous earth-sun 
distance to the mean value of this dimension, the astronomical unit. The second 
method consists of giving the so-called equatorial horizontal parallax of the sun, 
Ph' This is the angle subtended by the earth's equatorial radius at the center of the 
sun. From the geometry of Fig. 3 .5 it follows that RES = Rjsin Ph' Since Ph amounts 
to less than 9" of arc, we can usually replace sin Ph by its argument without causing 

Figure 3.5 

*Similarly, we propose to use M instead of « for the moon. 
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noticeable error. The tables of the moon, finally, are also given in both equatorial 
and ecliptic geocentric spherical systems. Lunar distance is represented by the 
equatorial horizontal parallax in complete analogy to the definition of this quantity 
for the solar tables. 

Conversion of coordinates from the heliocentric ecliptic frame to the geocentric 
equatorial one is most easily accomplished in the Cartesian systems (Fig. 3 . 6) . 
Let us first perform a rotation about the x axis by the obliquity 8. We have 

x' = x ;  y' = y cos 8 - z sin 8 ; Z' = y sin 8 + z cos 8, (3 .5 .4) 

where x', y', z' are now parallel to the X, Y, Z axes. Then, by a simple translation, 

Y = y' + ¥S ;  Z = Z' + ZS' (3 .5 .5) 

we complete the transformation. As mentioned, the coordinates of the sun are 
tabulated directly in AENA ; the obliquity of the ecliptic is also given there. 

z 

Ecliptic > 

E�----Tr----��--______ � y 

x Celestial equator 

X ,  x' 
Figure 3.6 

6. OBSERVER'S POSITION ON EARTH ; THE TOPOCENTRIC SYSTEM 

Since most observations of an object are made from the surface of the earth, > 

conversions to and from a system with origin there are required. Thus, some 
specification of the observer's position in relation to the equator and line of 
equinoxes is necessary. Because the earth is nonspherical and is rotating relative 
to "Y' ,  such a specification is not trivial. We need for this not only some knowledge 
of the shape of the earth but also a means of obtaining the angular departure of the 
observer's meridian from the line of equinoxes. Since the latter involves certain 
definitions of time, we choose to relegate it to the next section. 

The shape of the earth can be closely approximated by that of an oblate 
spheroid, i .e. , by an ellipse rotated about its minor axis. The means by which the 
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dimensions of the spheroid are found are beyond the scope of this discussion and 
the reader is referred to treatises on surveying geodesy for details [5-8] .  Much of 
the current literature in this field concerns the geodetic uses of artificial satellites . 
As a result, the numerical constants for the figure of the earth are updated almost on 
a monthly basis and considerable detail on the processing of satellite observations 
may be found in the appropriate periodicals. Suffice it here to give a brief exposition 
on concepts and nomenclature. 

6.1. The Geopotential, the Geoid, and the Co-geoid 

Suppose we select some place on the surface of the earth and measure the direction 
and magnitude of the force exerted on a unit mass there, this force being the 
resultant of that of gravity and of the earth's rotation and arising from what is 
known as the geopotential. At any other place both the direction and magnitude 
of the force due to the geopotential will differ from those of the first selected site, 
partly because we have moved relative to the center of attraction and partly because 
the local distribution of mass density immediately below the earth's surface is not 
the same in each spot. We may move (up or down) along the local force vector 
until we reach a point where the geopotential has the same magnitude as at the 
initial place. 

It is customary to choose this initial place to coincide in elevation with mean 
sea level, since the mean surfaces of the oceans, in the absence of winds and 
abnormal mass distributions beneath, would conform to those described by equal 
values of the geopotential. With such a choice, we would, for a point on land, 
generally have to proceed down along the local force vector, i .e . , below the surface, 
to reach the point of equi-geopotential. If, in so proceeding, we take account of the 
fact that the mass of earth above (between us and the actual surface of the earth) 
has a gravitational effect, the point reached where the (resultant) geopotential is 
the same as that at mean sea level lies on a surface called the geoid to which the 
local force vector is normal ; if we do not account for this diminution of gravity, 
the point lies on a surface called the co-geoid. 

It is evident that the geoid and co-geoid are much more regular surfaces than is 
the actual profile of the earth. This is because neighboring force vectors cannot 
differ appreciably from one another due to local mass distributions, since these 
local masses play only a small role (in determining the normals to the geopotential) 
relative to the mass of the rest of the earth. As might be suspected, both the geoid 
and co-geoid coincide with the surface of the (mean) ocean reasonably far from land. 
Otherwise, they generally lie below ground level, with the geoid closer to the actual 
surface. The distinction between these two imaginary surfaces need not concern us 
further ; indeed, Jeffreys [8 ,  p.  192J claims that since the gravitational compensation 
required for finding the geoid can never actually be accomplished, the concept of 
geoid "leads only to many needless complications ." However, less pragmatic 
geodesists do use the word, although they may, in the final analysis, settle for the 
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physically realizable [8, p. 1 3 1] co-geoid in any actual case. We shall follow their 
practice here. 

The geoid itself is the surface which can be approximated quite well by an 
oblate spheroid, i.e., an ellipse rotated about its minor axis. The "best" figure is 
chosen by selecting the major and minor axes in such a way that the average 
excursions of the geoid are minimized in some sense. Naturally, these values may 
vary from land mass (continent) to land mass ; the one adopted by astronomers for 
the whole earth is the so-called International Ellipsoid, defined by a semi-major 
axis, a = 6,378,388 m, and aflattening or ellipticity,f* = 1/297.0. From 

f* = (a - b)/a, (3 .6 . 1 )  

we find the semi-minor axis b = 6,356,9 12 m.  The semi-minor axis of  this figure 
coincides with the rotational axis of the earth ; the so-called wandering of the 
pole is of such a small magnitude as to be of no significance [6, p. 384] ' Thus 
the plane perpendicular to the minor axis can be taken as the earth's equator. 

Recent work using satellites as geodetic tools has resulted in the values 
a = 6,378, 1 66 m andf* = 1/298 .3 .  While these have not been accepted by astro­
nomers yet, one may find them used more and more in the aerospace sciences. 
Additional detail on current activity in this field is available [7] . 

6.2. Geodetic and Geocentric Coordinates 

Any point on a meridiant may be specified uniquely by identifying it with the 
normal (to the ellipsoid) which passes through it. This normal will not, generally, 
coincide with the local force vector, owing to the undulations of the geoid. The 
difference between these two is called the deflection of the vertical ; we will discuss 
this in more detail later. 

Because of the ellipticity of the spheroid, the normal will, in general, not 
intersect the center of the earth. It will strike the equatorial plane at an angle cp, 
the geodetic (or geographic) latitude (Fig. 3 .7) . The geodetic latitude of a place is 
the latitude actually recorded on a map ; it is reckoned from 0° to 90° and is 
positive if north. The corresponding angle to the equator made by a line from a 
point on the surface of the ellipsoid to its center is called the geocentric latitude, 
cp�. The relation between cp� and cp is most simply found by writing the equation 
of a meridional cross section of the earth as 

(3 .6 .2) 

where the x axis lies in the equatorial plane and the y and polar axes are colinear. 
Then the slope at (x, y) is dy/dx = _ b2x/a2y and the slope of the normal is 
tan cp = a2y/b2x. But y/x = tan cp� and, using (3 .6 . 1), b/a = 1 -f* .  Thus, 

tan cp� = ( 1 -f*)2 tan cpo (3 .6 .3) 

tSince the ellipsoid has a circular cross-section through its equator, corrections for ellipticity 
are restricted to latitude type angles. 
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N. pole 

Equator 

Figure 3.7 

Similar considerations lead to the distance of the point on the surface from the 
center as 

R' = 
a(l -f*) 

s J(l -f*)2 COS2 cp� + sin2 cp� 
(3.6.4) 

Since height is always measured perpendicular to the surface, a point at an 
altitude h has the same geodetic latitude as a position on the surface directly under 
it (Fig. 3 . 8) . However, this is not true of its geocentric angle. We find that the 
geocentric distance of a point above the surface at an altitude h, say the eye level 
of an observer, is given by 

r2 = h2 + R�2 + 2hR� cos (cp - cp�) 

and the latitude of such a point by 

cp' = cp� + sin- l [� sin (cp - cp�l 
N. pole 

Equator 

(3 .6 .5) 

(3.6.6) 

Figure 3.8 
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6.3. Topocentric-Geodetic Coordinates 

Anticipating the material of the next section, let us assume that we have a way of 
establishing the instantaneous right ascension rto of the observer's meridian. 
Then we are in a position to specify the coordinates of a heavenly body relative to 
an observer using a topocentric, i.e. local, coordinate system. The most common 
of these is the so-called horizon system, which takes, as its fundamental plane, one 
which is tangent* to the ellipsoid at the observer's position. Since the point directly 
overhead (the zenith) lies on the normal to the ellipsoid, i.e. along the line which 
defines the geodetic latitude, the horizon plane is also normal to this line. 

If we extend the plane of the local meridian until it intersects the horizon plane, 
we can take that segment of the intersection line which proceeds from the observer's 
position toward local north as the primary coordinate axis in the horizon system. 
N ow let us pass a plane, perpendicular to that ofthe horizon, through the observer's 
position and the body being observed (Fig. 3 .9). We call the angle between the 
primary (north) axis and the intersection of these last two planes the azimuth, A, of 
the body. We shall take azimuth as being measured clockwise from north (looking 
down from the zenith) from zero through 360°. 

In the vertical plane, we shall define the distance from the observer to the body 
as the slant range, D, and the angle between the horizon to the line joining observer 
and body as the elevation angle, E. This last we take as positive when measured 
from the horizon toward the zenith from zero to 90°. The elevation angle is called 
the altitude in astronomical terminology ; the complement of elevation angle is 
called zenith distance. 

Zenith 

* 

Observer .,}4:,----+----,--+------
(N) 

(E) 

Figure 3.9 

*This cannot easily be accomplished due to the presence of deflections of the vertical or local 
anomalies due to the variations of the true earth relative to the approximating ellipsoid. These 
are normally very small and can be accounted for ; see Sections 8.3 and 8 .4. 
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For conversion from the body's geocentric equatorial coordinates (X, Y, Z) to 
those in the horizon system, we may first rotate the coordinate frame about the Z 
axis by the angle 0:0 between the observer's meridian and the line of equinoxes. 
If we designate this system by the subscript 1 ,  we find that 

Xl = X cos 0:0 + Y sin 0:0 ; Yl = - X sin 0:0 + Y cos 0:0 ; Zl = Z. (3 .6 .7) 

Translating the origin of this system from the earth's center to the observer's 
position, we have 

X 2 = Xl - r 0 cos cP� ; (3 .6 .8) 

where cP� and ro are the geocentric latitude and distance of the observer. Finally, 
a rotation 'about the Y2 axis by n/2 - CPo results in 

where CPo is the geodetic latitude of the observer. We note that X 3 points south, 
Y3 east, and Z 3 toward the zenith. Conversion to polar coordinates is accomplished 
by using 

D2 = X� + Y� + Z�, 

E = tan- l (Z3/JX� + Y� ), (3 .6 . 10) 

A = sin- l (Y3/JX� + Y� )= COS -
l (- X3/JX� + n ). 

If the object for which we wish to compute these coordinates is extremely 
far from earth's center, so that the parallax in the transition from a geocentric to a 
topocentric origin becomes negligible, or if we wish to allow for parallax by one 
of the standard formulas to be given later, then the transformation we have just 
discussed may be formulated entirely in terms of the right ascension and declination 
of the object. Imagine that the position of this object is given by a unit vector in the 
direction of 0:, b. Then the rotation from the X, Y, Z system through the observer's 
right ascension, 0:0, yields 

Xl = cos b cos (0: - 0:0) ;  Yl = cos b sin (0: - 0:0) ;  Zl = sin b.  (3 .6 . 1 1) 

Next, the rotation about the Yl axis through n/2 - CPo results in 

X3 = Xl sin CPO - Zl cos CPo ; Y3 = Yl ; Z3 = Xl cos CPO + Zl sin CPo . (3.6. 12) 

Thus, finally 

and (3.6. 1 3) 
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7. TIME 

As the reader knows, astrodynamic theories endeavor to give the positions of 
celestial bodies as functions of time. The quantity t, measured on a suitable 
chronometric scale, constitutes the independent variable for the resulting expres­
sions. In the present section we undertake a description of the time systems most 
commonly employed in astronomy. As an introduction, we review some elementary 
features of time scales and illustrate these by executing a standard computation for 
the instantaneous hour angle (or right ascension) of an earthbound observer, which 
we temporarily postponed in the preceding section. 

7.1. Elementary Notions of Time 

The earth rotates to the eastward about its polar axis, completing a cycle in a time 
unit we may call, rather vaguely, a day. At the same time, the earth is traveling in its 
orbit about the sun and the geocentric line of equinoxes translates with it. For this 
reason, one rotation relative to 'Y' is completed before the corresponding one 
relative to the sun. The situation is depicted in Fig. 3 . 10 . At (a) the upper branch of 
the Greenwich meridian happens to coincide with 'Y' ,  thus marking 0 hours 
relative to the line of equinoxes.* 

Sun 

/',f 

Earth 

\ 
\ 
\ 
\ 

� __ �G� __________ T 

���G----------_T 
Figure 3.10 

At (b) the earth has moved in its orbit while completing one revolution of the 
Greenwich meridian relative to 'Y' .  On the other hand, the position of the sun, as 
seen from the earth, has moved ahead by the angle I1.f due to the earth's displace­
ment along its orbit . Relative to the sun, the earth has yet to rotate through I1.f 

*Astronomers take a meridian to be bisected by the earth's axis into an upper and a lower 
branch, the upper branch containing the station in question. While 0 hours relative to 'Y' 
is marked by the crossing of the upper branch, 0 hours relative to the sun is given by lower­
branch crossings to avoid a change of date during daylight hours. 
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to complete a revolution. We call complete revolutions relative to the sun solar 
days and relative to the stars sidereal days. 

As will be explained later in this chapter, we find it convenient to replace the 
apparent (real) sun by a fictitious body, the mean sun ; we also speak of the mean 
and true line of equinoxes. The word "mean" signifies a suitably averaged value 
which keeps the orbital and diurnal motions reasonably uniform. We designate a 
certain kind of mean solar time as Universal Time (U.T.). 

If we take roughly 365i mean solar days as one year, then in one day the earth 
moves through an average central angle of about 3qOj365.25 degrees. But this is 
also the angle through which the earth must turn to complete a mean solar day after 
completing a mean sidereal day. The fractional angle amounts to about 4 minutes 
of time ; i.e. , the mean solar day is about 4 minutes longer than the mean sidereal 
day. However, by convention, we choose to retain the equality : 24h = 360°, so that 
both solar and sidereal time run from zero to 24 hr. The difference is compensated 
for by making the solar unit somewhat longer than the sidereal one. 

Thus, if both solar midnight and sidereal Oh were to occur at the same instant on 
a given day, a clock keeping mean sidereal time would soon be ahead of one 
keeping mean solar time (U.T.). In one mean solar year, the two clocks would again 
agree, since during that interval the sidereal clock would have gained exactly one 
day over the solar one ; i .e . , a mean sidereal year contains one more day than the 
mean solar year. Between the beginning and end of such a year, we must prorate 
the gain in sidereal time over solar time. In AENA [2J , the sidereal time at Green­
wich at the instant of mean solar midnight (Oh u.T.) is tabulated for each day of 
the year. Thus, some of this prorating is done for us ; we must account only for that 
portion of the day elapsed since midnight. For this we also find a table in AENA. 

Since we wish ultimately to relate the observer's meridian to the constellations 
as they actually appear for a given time (e.g., for observations in the topocentric 
system) we must convert from mean sidereal to apparent sidereal time ; the physical 
implications of this conversion are discussed in some detail later. This adjustment 

z ,N 

Greenwich meridian 

Local meridian 

I 
Local sidereal time or 

x, 'T' observer's right ascension, U<J 

y 

Figure 3.11 
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is found in AENA as the Equation of Equinoxes and is defined as apparent sidereal 
time minus mean sidereal time. 

Since we reckon local sidereal time from transit of 'Y' over the upper branch of 
our meridian, it is the local sidereal time which gives us tht angle westward from 
the observer's meridian to the equinox, which is, as it were, the observer's right 
ascension, 0:0 (Fig. 3 . 1 1) .  For conversion of time to angular measure and vice versa 
another set of tables is given in AENA. 

The foregoing is somewhat involved ; in addition, the references to tables in 
AENA should be clarified. For this purpose, we shall attempt a more detailed 
illustrative example, listing the tables to be used. In referring to AENA, we restrict 
ourselves to editions embracing the format introduced in 1960. Suppose we wish 
to find the angle 0:0 (Fig. 3 . 1 1 ) of a specific longitude A, say 74° 1 1 '  1 3 .42" west, at a 
particular time expressed in D.T., say 09h43m12�700 on July 7, 196 1 .  The procedure 
is as follows. 

a) Find the Greenwich mean sidereal time (G.M.SI.T.) at Oh D.T. of date. This is 
tabulated in AENA under Universal and Sidereal Times. For the present case 
we find that Oh D.T. July 7, 1961 = 1 8h58m53�433 G.M.SI.T. 

b) Convert the time elapsed since Oh D.T. from mean solar to mean sidereal units . 
This is done by adding to the D.T. of observation the corrections to be found in 
AENA, Table IX, Conversion of Mean Solar into Sidereal Time. We have the 
following corrections. For 09h43m : 1 m35�772 ; for 12�700 : 0�035 .  
Thus, time elapsed at Greenwich since Oh D.T. in sidereal units is 

09h43m12�700 
1 m35�772 

0�035 
09h44m48�507 

c) Add the sidereal time elapsed since Oh D.T. to the Greenwich mean sidereal time 
for Oh D.T. This yields the Greenwich mean sidereal time at the moment of 
observation : 

1 8h58m53�433 
+ 09h44m48�507 

04h43m41 �940 (modulo 24 hr). 

d) Convert the G.M.SI.T. to apparent sidereal time to find the true angle between 
the Greenwich meridian and 'Y' .  We accomplish this by applying the Equation 
of Equinoxes from the table on Universal and Sidereal Times. We find 

Equation of Equinoxes, July 7, Qh = - 0�5 16  
Equation of  Equinoxes, July 8, Qh = - 0�5 15 .  

In situations where linear interpolation for the fractional day since midnight 
would affect the last digit of the tabular values, one first converts D.T. of 
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observation to the decimal fraction of a day by using AENA, Table X, Co�version 
of Hours, Minutes, and Seconds to Decimals of a Day. Thus 

09h43m = Cf.404861 
12�700 = Cf.000147 

In our example, this fraction of a day will not change the Equation of the 
Equinoxes from its value of - 0�5 16. Adding this to the result of (c), we get 

G.M.SI.T. of observation = 04h43m41 �940 
Equation of Equinoxes 0�5 1 6  
G.A.SLT. of observation = 04h43m41 �424 

e) Convert the result of (d) to units of arc (24h = 360°) by means of AENA, 
Table XI, Conversion of Time to Arc. We have 

= 70° 45 ' 
41� 10 ' 1 5" 
0�424 = 6':36 

04h43m41�424 = 70° 55 ' 21�36 

This is the angle between the true line of equinoxes and the Greenwich meridian 
at the time of observation. 

f) The value of the observer's apparent sidereal hour angle differs from the result of 
(e) only by the longitude of his local meridian. Conventionally, we designate 
longitudes east as positive and west as negative. Thus, the local apparent 
sidereal time (in units of arc) is found by 

G.A.SI.T. of observation = 70° 55 ' 21 �36( + 360°) 
Local longitude - 740 1 1 '  13�42 
L.A.SI.T. of observation = 356° 44 ' 07�94 

This is the angle measured westward from the local meridian to the true equinox. 
Of course, it is also the value of the angle 1X0, the observer's right ascension 
(Fig. 3 . 1 1), measured eastward from "r to the local meridian. 

As the reader may imagine, for actual observations one can establish the time 
by a chronometer or by observations of those celestial bodies whose local hour 
angles can be correlated with local apparent sidereal time. Thus, one might pre­
compute a set of lunar positions to mark instants of time during an interval of 
observation. (The same kind of computation is involved in calibrating telescopes 
and antennas for boresight errors. In this case we test the instrument settings from 
such calculations against actual lunar or stellar positions at specified chronometer 
readings.) As an example, let us compute the moon's local hour angle for the 
instant of time considered above. 
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The apparent lunar right ascension at 09h43m12�700 of July 7, 1961 ,  is obtained 
from the lunar tables in AENA.* The entries in these tables are given for every 
hour and the adjustments for fractional hours must be computed from the first 
differences that are listed in these tables in seconds. At 9hOmos, !XM = 02h46m44�803. 
ByinterpolationforOh43m12�700, L1!XM = 127� 173 x (2592�700/3600�000) = 1 m44�307. 
Thus, !XM = 02h48m29�1 l0. With the help of AENA, Table XI, the value of !XM in 
units of arc becomes 

= 42° 00 ' 
29� 07 ' 1 5/1 
0� 1 l = 1�65 

Since the local hour angle of a celestial body is measured westward from the 
observer's meridian to the object, it follows that the moon's local hour angle is the 
local apparent sidereal time (L.A.SI.T.) minus !XM : 

LASI.T. = 356° 44 ' 07':94 
= 42° 07 ' 1 6�65 

Moon's local hour angle = 3 14° 36 ' 51�29 

7.2. Limitations of Chronometric Systems 

Having reviewed some elementary notions regarding timekeeping, we now examine 
some difficulties encountered in establishing a precise chronometric system. 

First, the reader will observe that the distinctions between solar and sidereal 
time and mean and apparent time reflect the search for a suitable reference mark 
on the celestial sphere. We need this reference to measure the progress of any timing 
mechanism, which in the last section was the earth's diurnal motion. Preferably, 
such a reference mark should yield a nonrotating line in space, and we recall the 
problematic nature of this undertaking from earlier remarks. 

A second consideration in defining a time scale is the question of validity of our 
model of the universe. In particular, we must ask ourselves whether the physical 
phenomena to be timed, as well as the timing mechanism, are adequately described 
by their mathematical representation in terms of not only the gravitational forces 
involved, but also such phenomena as electromagnetic effects, changes in the 
figures of celestial bodies, and whatever non-Newtonian features may be of im­
portance. As we shall see, some very basic distinctions between time systems rest 
on this question of physical validity. 

Closely related to the mathematical models of different motions is the need for 
employing their fundamental constants to the same accuracy or, rather, the 

*We note that the lunar tables list their entries against what is called Ephemeris Time (E.T.) 
rather than Universal Time. This distinction will be explained later and a method will be given 
for making the necessary corrections. At present, let us consider E.T. = UT. 
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uncertainties within their units should be allocated in exactly parallel fashion for 
the different motions . To be more specific, let us consider two planets whose mean 
rates are given by the relations 

where n, m, and a are the mean motion, mass, and semi-major axis of each planet and 
ms is the sun's mass. Certainly, the anomalistic period and hence n of a celestial 
body may be established with greater accuracy than any of the quantities on the 
right-hand sides of the above expressions. For convenience, astronomers have 
chosen not to change the value of the universal gravitational constant G since the 
days of Gauss ; and if we also adopt a standard value for the solar mass, we are 
left with trying to distinguish between the probable errors of m and a in each of the 
right-hand sides. This inquiry would be unnecessary if we never wanted to calculate 
anything but n l and n 2  from tabulated values for G, ms, ai ' mb a2, and m2. However, 
as soon as we strive to correlate the detailed motions of planets 1 and 2 in the course 
of establishing a time scale, we must consider their mutual perturbations. For 
planet 1 this effect is proportional to m2/mS and vice versa. In order to make an 
effective comparison between the theories of the motion of 1 and 2, one requires a 
statistical "error allocation" between the constants m l , m2, and ms that makes them 
mutually consistent in some sense. 

Finally, there is the question whether a time scale which serves as independent 
variable in several related astrodynamic theories is "uniform." This turns out to lack 
meaning. Uniformity implies an invariant phase relation between the time scale in 
question and some independent master standard. It is not clear what this standard 
might be and it would not matter if it did prove our time scale "nonuniform." 
All we really need is that our chronometric variable, if inserted into the astro­
dynamic theories, furnishes predictions that agree with observations. In other 
words, the physical mechanism from which this variable is derived must be 
theoretically understood to the same level as the phenomena to be timed. In fact, 
our chronometric reference is often a physical motion belonging to the same group 
as the ones to be clocked, with the sole distinction that its progress may be more 
easily and continually observed than that of the others. As the reader might gather, 
the selection of a chronometric standard cannot be done once and considered valid 
for eternity, for, in the course of scientific progress, measurements as well as 
mathematical theories are constantly being refined. Hence, we may expect that 
our time standard will have to be revised whenever such refinement occurs. 

A survey ofthe historical sequence in which astronomers have moved from one 
chronometric system to another, always in search of an improvement but never 
finding one that was universally and forever applicable, would serve no useful 
purpose here. Instead, we shall merely examine existing time systems, first giving a 
preliminary description of each ; later we shall introduce more formal definitions. 



52 Position in space [7 

7.3. Ephemeris Time 

We begin with a description of the time system which at present appears to fulfill 
the prerequisites of the preceding section to the greatest extent. It is currently 
adopted by dynamical astronomers but is not well suited for observations . In fact, 
to anticipate a little, it is the need for observational accessibility that generates our 
interest in the connection between this "dynamical time" and the less accurate 
systems that we have already touched upon, based on the earth's diurnal rotation. 

In recent years, it has become apparent that the earth's rotation rate is not quite 
constant. For some trends a promising theory is beginning to emerge but others 
remain essentially unexplained and unpredictable. It is for this reason that 
astronomers have been forced to use a system which is less desirable from the 
point of view of simplicity. 

Most quantitative astrodynamic theories deal with the orbital motions of the 
planets and their satellites. Our present model of this system considers solar and 
interplanetary gravitation, and includes relativistic effects where significant, but 
neglects features such as gravitational interference from the rest of the galaxy, etc. 
Thus, our mathematical theories assume the center of mass of the solar system to 
be an inertial origin and, under the specifications given, they describe planetary 
motion which matches the accuracy of our measurements. We shall not attempt to 
document the strong evidence in favor of this statement, but merely observe that 
much has accumulated from study of past data. As a result, it is orbital motion, not 
diurnal motion, that we look upon as more completely understood, and the 
independent variable in our planetary theories, which is also the argument of the 
planetary tables, is the presently accepted time standard called Ephemeris Time 
(E.T.) . More specifically, the orbital motion of the earth has been adopted as the 
primary timekeeper in this system. The fundamental unit of Ephemeris Time is the 
tropical year, to be defined presently. 

It is evident, considering that the earth's annual motion is now the "clock," 
that it is not possible to make a precise determination of E.T. at any one moment. 
Many observations must be made and elaborate statistics must be employed in 
their reduction to find the instant when the observed configuration of planets 
agrees with that computed in the ephemerides . Although the earth's orbital motion 
serves as a basis for the definition of E.T., lunar motion with its shorter period is 
more conveniently used for actual measurements of E.T. It can be related to the 
earth's motion with the necessary accuracy. Other auxiliary timekeepers must also 
be employed ; it may require several years of observational data to derive the 
relations between them and E.T. accurately. It is convenient to use mean solar time 
as one of these auxiliaries. 

7.4. Solar Time 

As we have seen, it seems natural to measure the diurnal rotation in relation to the 
sun. However, if we really were to observe the solar disc in order to clock this 
motion, the solar positions, as seen by an observer on earth, would be subject to a 
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variety of optical effects. These will be explained more fully later ; suffice it to say 
that it is difficult to observe accurately any sizeable, luminous object such as the 
sun. We prefer to define the apparent solar positions as coordinates from which all 
optical effects have been excluded. This time scale is known as apparent solar time. 

In spite of these idealizations, which divorce apparent solar time from direct 
observation, this time scale is highly nonuniform in comparison with other existing 
systems. Fortunately, most of the nonuniformities can be explained by our theory 
of the solar system. Major contributions come from the eccentricity of the earth's 
orbit and the inclination (obliquity) between the ecliptic and equatorial planes. 
Furthermore, planetary interference perturbs the earth's anomalistic motion and 
causes the ecliptic to change its attitude. Finally, the earth's equatorial plane is 
perturbed because of solar and lunar attractions on the equatorial bulge. 

We may account for most of the nonoptical effects mentioned above by planet­
ary theory, and find a more uniform time scale than apparent solar time. This is 
known as mean solar time and, in essence, may be visualized as representing a 
dynamic system consisting of a spherical uniformly rotating earth, whose equatorial 
and ecliptic planes are coincident and which is moving in a circular orbit about 
the sun. It is also thought of as describing the motion of a fictitious mean sun about 
the earth. The difference between apparent and mean solar time is called the 
Equation of Time ; it is defined as the former minus the latter. 

As has been mentioned, the change of date on the (mean or apparent) solar time 
scale occurs when the sun crosses the lower branch of the meridian in question. 
When referring to elapsed mean solar time reckoned from the crossings of the lower 
branch of the Greenwich meridian (1 80° longitude), we have universal time (UT.) . 
It is occasionally also referred to as Greenwich mean time (G.M.T.), Greenwich 
civil time (G.c.T.), or Weltzeit. To mark a daily 24-hour cycle everywhere through­
out the world, the globe has been subdivided by meridians, 1 5 °  apart, which 
establish a system of local standard times with one-hour phase differences. The 
one-hour zones extend generally 7!0 in longitude to either side of the standard 
meridians. In some cases, e.g. , parts of the International Date Line (1 80° longitude), 
the zone limits depart from their precise longitude for local administrative reasons. 
The reader may also be aware of summer or daylight saving times, defined as one 
hour ahead of local standard time. 

The drawback of mean solar time relative to ephemeris time is that vagaries in 
the earth's rate of rotation and some related geophysical effects have not been 
accounted for ; these have become measurable in the last few decades but cannot 
be fully explained at present. In an attempt to compensate partially for geophysical 
effects, some modifications have been applied to universal time, which in its 
unmodified form is designated UT.O. Thus, UT. 1 is defined as UT.O compensated 
for the wandering of the earth's geographic poles relative to the astronomic ones. 
A second refinement includes the effects of seasonal and tidal variations in the 
earth's diurnal rate. This modification is known as U.T.2 and represents the current 
form of mean solar time used in international civil timekeeping. 
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7.5. Sidereal Time 

When using the earth's rotation for chronometric purposes, astronomers find it 
more convenient, in terms of observations, to take the stars as a reference. However, 
every star has a motion of its own, and some difficulties in establishing nonrotating 
lines of reference for geocentric coordinates have already been mentioned. A natural 
choice is, of course, 'Y' .  The line of equinoxes is subject to the attitude changes of the 
ecliptic and equatorial planes caused by the various gravitational effects described 
earlier. 

If the earth's rotation is measured relative to the true, i.e. , actual, line of equin­
oxes, thereby is established what is known as apparent sidereal time. Again, as in the 
case of the apparent sun, the definition of the true equinox excludes all optical 
effects of observation but includes all perturbations acting on the ecliptic and 
equatorial planes. These are of two kinds ; those that grow monotonically as time 
goes on, and those periodic in nature. Although physically their causes cannot be 
distinguished, it is tradition to call the periodic motion a nutation and the cumula­
tive or secular motion a precession. In the long run, the effects of precession 
predominate since nutation averages out. Hence, if we omit the periodic terms from 
the definition of 'Y' ,  we go from the true equinox to the so-called mean equinox. 
If we refer our time scale to the mean equinox, we speak of mean sidereal time. In 
particular, the successive passages of the mean equinox across the upper branch of 
the Greenwich meridian mark Greenwich mean sidereal time (G.M.SLT.). The 
difference between apparent and mean sidereal time is called the Equation of 
Equinoxes and, as stated earlier (Section 7. 1 ), is defined as the former minus the 
latter. 

In conclusion, we note that both kinds of sidereal time are subject to vagaries in 
the diurnal rate of rotation which again constitutes a disadvantage relative to 
Ephemeris Time. 

7.6. Calendars and Years 

Before proceeding to formal definitions oftime systems, it is convenient to introduce 
some notions of calendars and years. This is essential for the subsequent definitions 
and some of the conversions between time scales. Moreover, it is needed for some 
corrective formulas that must be applied to ephemeris data as described in the 
final section of this chapter. 

The two basic Western calendars are the Julian and the Gregorian. The former 
allows for successive transits ofthe sun through the equinox requiring approximately 
365* days, by giving the standard year 365 days and making every fourth year a 
leap year of 366 days. Additional precision was obtained in the Gregorian calendar 
when no year ending in two zeros was counted as a leap year unless it was integrally 
divisible by 400. Thus, a Julian century has exactly 36525 days, while a Gregorian 
century has 36524.25 days. 

For record keeping, astronomers often use a Julian day (which has no relation 
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to the Julian calendar). The Julian day is reckoned from Greenwich mean noon and 
a continuous count of Julian days is kept from Greenwich mean noon of January 1 ,  
471 3  E.c. (which is Julian date zero) to yield the Julian dates found in the ephemer­
ides opposite conventional dates. It is also common to designate the time elapsed 
since the start of a day by decimal notation. As already pointed out, this conversion 
is simplified by use of AENA, Table X. When conventional dates are used, the part 
of the day elapsed is added to the date expressed in the usual way. Thus 1 8  hours, 
May 4 = May 4.75 ; 12 hours, April 30 = April 30.5 = May 0.5 .  When Julian dates 
are used, it must be remembered that the Julian day starts at mean noon ; thus 1 8  
hours, May 4 ,  1 9 6 1  = 2437423.25. 

We conclude this discussion with a brief series of definitions of the sorts of 
years in common use. We have already indicated the fact that the Julian and 
Gregorian years are specified without direct reference to a real physical period. On 
the other hand, the tropical year is taken as the period between successive passages 
of the mean sun through the mean equinox ; the sidereal year marks the return of 
the earth to the same position among the stars, as seen from the sun ; the anomalistic 
year is the period between successive passages of the earth through perihelion. If T 
represents the number of Julian ephemeris centuries since the epoch January 0.5, 
1900 (also known as Julian epoch 1900.0), we have : 

tropical year = 365�242, 198,'/9 - �000,006,14T 
sidereal year = 365�256,360,42 + 0�000,000, 1 1  T 

anomalistic year = 365�259 ,641,34 + �000,003,04 T 

where d is measured in ephemeris days. Additional definitions such as the Besselian 
year and the eclipse year may be found in the literature [9, 10] .  There also exist 
several definitions of the month involving different reference marks on the lunar 
orbit. 

7.7. Formal Definitions of the Time Systems ; Computation of Time ; Atomic Clocks 

In the preceding sections we surveyed the astronomical time scales for their 
general characteristics and the consistency with which they represent the dynamics 
of the solar system. At the outset we stated that the formal definitions of astronomic­
al time were to be left to the last, as this is the information on which the computation 
of a particular instant (or epoch) on a time scale is based. In essence, this process 
amounts to obtaining a "fix" on the time in a given chronometric system. We 
have already seen some of these computations in Section 7. 1 .  To make the transition 
from one chronometric system to another, we must have the value for a certain 
epoch in terms of each of the time scales . We also need to know the relations be­
tween their units in order to proceed to other points on either scale. 

From earlier sections, it should have become clear to the reader that a listing 
of the chronometric systems in order of their accessibility to observations would 
run : sidereal, solar, ephemeris time. In fact, the only computations (other than 
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elimination of optical effects) required for deduction of sidereal time from telescopic 
observations concern the location of the true or mean equinox among the fixed 
stars. The slow changes of the equator and the equinox, as predicted from our 
theories of the equator and the ecliptic, may be expressed in terms of changes of 
stellar right ascensions and declinations of the form 

e = at + bt2 + . . .  

+ LSj sin jiXt + LCk cos kf3t, k (3 .7 . 1) 

where a, b, Sj Ck, iX, and f3 are constants ; the first line represents the precession 
and the second line the nutation. Knowing the values of the constants in (3 .7 . 1 )  and 
assuming that the proper motion of the stars can be allowed for, one succeeds in 
locating 'Y' relative to the stars. In particular, the annual rate of precession in right 
ascension is 

m = a + bT 
= 46':0850 + 0':000279T 

= 3�07234 + 0�0000186T, (3 .7.2) 

where Tis measured in tropical years from 1900.0. Equation (3.7.2) describes the 
motion of the mean equinox relative to its right ascension at 1900.0 and defines the 
point whose transit over a local meridian provides a daily fix for local mean sidereal 
time. The mean sidereal day, which is marked by these transits, is equipartitioned 
into 86400 seconds. As already shown, the corresponding observations on the true 
equinox, yielding apparent sidereal time, are related to mean sidereal time by the 
Equation of Equinoxes. This quantity, defined as apparent minus mean sidereal 
time, is computed from the nutational terms in (3 .7 . 1 )  and given in the table of 
Universal and Sidereal Times in AENA. 

Sidereal time bears the closest relation to observable meridian transits ; 
mean solar time is one step further removed by way of computations. A quantitative 
representation relating mean solar and mean sidereal times is derived from 
Newcomb's expression for the right ascension of the mean sun [1 1] ; we obtain 
for the mean sidereal time at Ohu.T. : 

(3 .7 .3) 

where T is measured in Julian ephemeris centuries from January 0.5, 1900. This 
gives the practical correlation between the two time scales and is presented for 
each day in the table Universal and Sidereal Times of AENA. A division of the 
mean solar day by 86400 yields a standard for the mean solar second. Knowing the 
ratio of the mean solar to the mean sidereal unit, we may generate Tables VIII 
and IX in AENA, which provide for the conversion between the two systems at 
any time of day. Finally, it should be recalled that the relation between apparent 
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and mean solar time is given by the Equation of Time. This takes into a�count the 
idealizations that went into computing mean solar time and is given in the solar 
tables of AENA. 

Separating ourselves by another step from the observations of meridian 
crossings, we proceed from mean solar time to Ephemeris Time, and here the 
correlation is at present empirical. 

As an independent concept and based solely on our theory of the earth's orbital 
motion, Ephemeris Time appears as the independent variable in Newcomb's 
formula [ 1 1] for the geocentric mean longitude of the sun : 

L = 279° 41 ' 48�04 + 129602768': 1 3 T + 1�089T2, (3.7.4) 

where T is measured in Julian ephemeris centuries from January 0.5, 1900. In fact, 
at the epoch T = 0, we have E.T. = 12 hours, January 0, 1900. Since the basic unit 
of Ephemeris Time is the year, it is convenient to derive an ephemeris second for 
computation of smaller time intervals. To this end, we adopt the tropical year 
(the time elapsed between two successive passages of the mean sun through the 
mean equinox) based on the solar mean motion given by (3.7.4) for T =  O. The 
ephemeris second is then defined as 1/3 1 556925.9747 of the tropical year and, in 
effect, is the average of the mean solar second over the last 200 years. 

While (3.7.4) yields a formal definition of Ephemeris Time, auxiliary devices 
are needed for the practical determination of E.T. As was mentioned, Universal 
Time is one such auxiliary-though the relation between it and Ephemeris Time is 
empirical in the last analysis .  Curves have been fitted to the data for � T = E.T. - UT. 
and yearly corrections of this kind are tabulated on one of the first pages in AENA. 
The accuracy of this information decreases as we extrapolate �T toward the 
present. 

Since the curve fitting for � T is strictly empirical [12, 1 3] , the search continues 
for more satisfactory means of obtaining an up-to-date value for �T From our 
current understanding of physics it is felt that the time provided by a device like the 
cesium clock should correlate with Ephemeris Time to the extent that it can provide 
acceptable extrapolations for E.T. over a longer range than is presently possible. 

This device consists of a quartz crystal which keeps a cumulative cycle count 
and an atomized cesium beam for intermittent calibration of the crystal frequency. 
The time scale established is known as A1 and has the fiducial epoch Oh om O'A1 = 
Qh om 0' UT.2 on January 1 ,  1958 .  The standard frequency, to current precision, 
is 9 192 63 1 770 ± 20 cycles per ephemeris second. On the grounds of general 
relativity theory one seems to expect a difference between A1 and E.T. of 0.001 
sec/yr2 . Experimental verification of this point is under way to establish the 
relation between atomic and gravitational time. 

The results of high-precision timekeeping by means of frequency standards 
and observations of meridian transits are made available to the general public by 
time signals from various radio stations of the National Bureau of Standards and 
the US.  Navy. The proper use of these signals requires that certain precautions 
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be taken, particularly in allowing for transmission delays and tuning errors. For 
further details, the reader is referred to the literature [14] .  

8 .  ADJUSTMENT OF EPHEMERIDES 

We have seen that various effects, both astronomical and geophysical, enter into 
discussions of coordinate and time systems. In this section, we provide a description 
of these effects and the means by which they may be taken into account. We may 
establish three groups, according to their physical causes : 

a) Astrodynamical. Perturbations of the fundamental planes by precession and 
nutation, and difficulties in establishing inertial references due to proper 
motion of the stars 

b) Observational. Variations between observed and predicted position due to 
parallax, aberration, refraction, and irradiation 

c) Geophysical. Variations in time and observer's position due to the recently 
discovered changes in the earth's figure and rotation ; these include wandering 
of the poles, variations of the vertical, and vagaries of the diurnal rotation. 

Before proceeding to a detailed discussion, we should clarify the distinction 
between mean, true, and apparent place as used in astronomical terminology with 
regard to these perturbations. The true coordinates of a celestial object are given 
with respect to the true equator and equinox (including precession and nutation) 
at a standard epoch ; i.e., they include the effects of group (a) (except for proper 
motion), but none of (b) or (c), and constitute the object's actual, instantaneous 
geometric position. The mean place eliminates the effects of nutation but resembles 
the true coordinates in all other respects. The apparent place is referred to the true 
equator and equinox of date and is subject to geocentric aberration (i.e . ,  all 
aberration except that due to the earth's diurnal motion, which is station-dependent. 
For the same reason it does not include parallax or refraction). It should be noted 
that the definitions of apparent solar and sidereal times, in contrast to the apparent 
place, do not include aberration (or other optical effects). 

At this point it is also appropriate to comment on the basic purpose of an 
ephemeris and its fundamental system of units. Clearly, the astronomical tables 
have been traditionally provided for use with optical instruments and achieve their 
highest accuracy in the angular coordinates. For aerospace applications one would 
like to know the geocentric or heliocentric position and velocity of an object with 
about equal accuracy in all components. With this in mind, the general perturbation 
theories of major interest, namely, Brown's lunar and Newcomb's planetary 
theories, were reexamined and reevaluated [15, 1 6] .  In so doing, the residual in­
accuracies from the theories, the numerical computations, and the reference obser­
vations were redistributed in a fashion that differed from the traditional astronomic­
al procedure. This matter has been touched upon in the specific context of chrono-
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metry (Section 7.2) . It involves a reallocation of the uncertainties in the basic units 
of length and mass and in the ratios of the masses and semi-major axes of the 
planets. A thorough discussion of this subject is beyond the scope of this chapter. 
Suffice it here to repeat that the updating of error allocations in the fundamental 
constants is a never-ending process, as documented in the literature [2, 9, 17-21] .  

8.1. Astrodynamical Effects 

As mentioned, rather elaborate theories exist for the slight changes in orientation 
of the equatorial and ecliptic planes. For the equator we distinguish between 
secular terms known as precession and periodic terms known as nutations. 
Changes in the equatorial plane are due to the earth's asphericity which gives rise to 
gravitational torques because of the moon's and the sun's attraction. The earth's 
orbital plane, the ecliptic, is subject to perturbations from planetary influence. 
The reader is referred to the literature for derivations of the following equations 
[9, 10]. 

Precession. To convert the mean position of an object in terms of the coordinate 
frame at one epoch to that at another epoch, we must account for the luni-solar 
precession, '¥, due to attraction of the sun and of the moon on the figure of the 
earth and planetary precession, A', reflecting the perturbation of the ecliptic plane. 
If we define 

m = '¥ cos B - A' ; n = '¥ sin B, 

where B is the angle of obliquity, then, in geocentric equatorial coordinates, 
1X1 = 1X0 +m+ n sin IX0 tan 60, 
6 1 = 60 + n cos 1X0· 

(3 . 8 . 1 )  

(3 .8 .2) 

Here 1X0 and 60 are the right ascension and declination of the object at the initial 
epoch ; m and n are tabulated in AENA for conversions between integral years. 
Fractional years may be accommodated by linear interpolation. Analogous 
formulas to (3 .8 .2) exist for updating ecliptic spherical coordinates subject to 
precession. 

Conversion of Cartesian equatorial coordinates from one mean reference 
frame to another may be performed by use of the matrix elements [4J : 

Xy, Yy,Zy 
Xz, Y",Zz' 

For reduction to a standard epoch such as 1950.0, we have 

X l = Xxxo - Y"Yo - Zxzo, 

Y 1 = - XyXo +  YyYo + ZyZO' 
Z l = -Xzxo +  Y"Yo +  Zzzo . 

(3 .8 .3) 
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The conversion from a standard epoch to some other is given by 

X l = XxXo + r;,Yo +  ZxZo, 

Yl = XyXO + YyYo +  ZyZO' 
Z l = XzXO + �Yo + Zzzo, 

using again the established meaning for the subscripts 1 and O . .  

[8 

(3 .8 .4) 

Nutation. To establish the true position of an object at any epoch within a particular 
year, we start with (Xi and 0 1 relative to the mean equator at the nearest integral 
year. If we designate I1Ij; and 118 as the nutation in longitude and obliquity, 
respectively, we find 

(X2 = (X l + (T + I1Ij; j'¥) (m + n sin (X l tan 0 1 ) + Ii' I1Ij; /'P - 118 cos (X l tan 0 1 > 

O2 = 0 1 + (T + I1Ij; j'¥)n cos (X l + 118 sin (X l ' 
(3 .8 .5) 

where (X2 and O2 are the required true right ascension and declination, and T is 
the fraction of a year from the epoch of (X l ' 0 1 , For convenience, the functions 

A = (T + 111j;j'¥)n ; B = - 118 ; E = A' I1Ij; /15'P, (3 .8 .6) 
are tabulated at daily intervals in AENA, as Besselian day numbers. 
Proper M orion. The proper motion of a star is its angular rate of displacement, as 
seen from the sun. This phenomenon plays an important role in efforts to establish 
truly invariant directional references on the celestial sphere. In an attempt to 
clarify understanding of the motions ofthe equatorial and ecliptic planes, precession, 
nutation, and proper motion are examined by a statistical treatment of the observed 
movement of "Y' against the background stars. This work is closely connected with 
the construction of star catalogs and a current effort aims at including a large 
group of stars as near-inertial references, choosing those whose proper motion is 
considerably less than that of some large-magnitude stars previously included 
in such catalogs. Data on the proper motion are listed with each star in the catalogs 
and their use in deriving the up-to-date coordinates of a star is described in the 
literature [9]. 

8.2. Observational Effects 

Parallax. Parallax is known as the difference between the coordinates of an 
object given in a heliocentric or geocentric frame and those apparent to an observer 
who is not located at the origin of the reference frame. Relative to positions given 
in heliocentric coordinates the observer finds himself"off-center" by the dimensions 
of the earth's orbit and relative to positions given in a geocentric frame by those of 
the earth's figure. In the former case we speak of annual or stellar, and in the latter, 
of diurnal parallax. Adjustments for annual parallax amount to a change from 
heliocentric to geocentric coordinates and their magnitudes depend on the time 
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of  the year. If, on the other hand, the distance to a stellar object i s  unknown, one 
may compute it, in terms of the astronomical unit, from observations of annual 
parallactic effects. The method is similar to that already illustrated for computation 
of distances between the earth and the sun or the moon. In this case, the procedure 
may be useful for distances within our own galaxy. 

Diurnal parallax is dependent on the time of day and the observer's geographic 
location and, as has been shown, may be used to compute distances within the 
solar system. Let cr/ be the observer's geocentric latitude and H the local hour angle 
of the object, i.e . ,  the geocentric angle between the observer's meridian and that of 
the body (its hour circle) measured westward from the former along the equator.* 
Then 

and 

sin H cos cr/ 
tan I1H = - tan 110: = Q---::--=----=:-':--­

cOS b - Q cos H cos cp'  

tan 15 + S cos H (sin 15 - Q sin cp') 
1 - S tan 15 cos 15 cos H - Q cos cp' , 

(3 .8 .7) 

(3 .8 .8) 

where Q is the ratio of the earth's local radius and the geocentric distance to the 
object and S = tan 1115 [9] . If we denote 0:' = 0: + 110: and 15' = 15 + 1115, the "primed" 
quantities include parallactic effects and represent coordinates as they appear to an 
observer. 

Aberration. The effects of aberration stem from the fact that light travels with 
finite velocity. First, a remote object will move a certain distance during the time it 
takes the optical signal to reach an observer. The latter must update all observed 
coordinates for such an object to their values corresponding to the time of light 
reception. Since this correction is necessitated by motion of the observed object, 
which can be computed for planets but not for stars, one speaks of planetary 
aberration in this case. A second kind, the stellar aberration, is caused by motion 
of the observer himself. Here the vector addition of the velocity of the incoming 
light and that of the observer results in an incident light ray, as seen by the observer, 
whose direction differs from the geometrically correct orientation of the body. The 
terrestrial observer's total motion in the solar system may be looked upon as 
consisting of annual and diurnal components. 

The customary procedure is to perform the reduction for the annual and 
diurnal parts of stellar aberration first, and then to apply corrections for the 
planetary aberration [9] . If the primed symbol for a coordinate be its observed 
value, subject to aberration, and the unprimed symbol be its value after eliminating 
the aberration, we have the following relations. 

*We may find the local hour angle by H = 2 + G.A.SLT. - IX, where 2 is the observer's longitude 
positive eastward), GA.SI.T. is the Greenwich apparent sidereal time of observation, and IX 
is the body's true right ascension at that time. 
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For the annual aberration in equatorial coordinates, neglecting the earth's 
orbital eccentricity, 

iX = iX' + K sec (j' {cos iX' cos As cos B + sin iX' sin As) 
(j = (j' + K cos As cos B{tan B cos (j' - sin iX' sin (j') + K cos iX' sin (j' sin As, (3 .8 .9) 

where As is the sun's longitude and B the obliquity of the ecliptic. The quantity K is 
the aberrational constant with a value of 20':47. 

For the diurnal aberration in equatorial coordinates we have 

H = H' + 0':32 cos q/ cos H' sec (j', 
(j = (j' - 0�32 cos q/ sin H' sin (j', 

(3 . 8 . 10) 

where H' and H are the observed arid actual hour angle and q/, as before, is the 
geocentric latitude. 

Having corrected the observation for stellar aberration, we may adjust for the 
planetary effect if the distance between the object and earth is known. This is 
tabulated in AENA for the major bodies in the solar system (or can be derived, as 
for the moon) ; also given are the daily rates of change of right ascension and 
declination, say eX and b.  Thus, this correction takes the simple form 

iX = iX' + eX{rjc*) ; (j = (j' + b{rjc*), (3 . 8 . 1 1 )  

where r i s  the distance in question (usually given in astronomic units) and c *  i s  the 
velocity of light in corresponding units of length per day. 

At this point, we may introduce, for completeness, the so-called astrometric 
coordinates. These coordinates are applied to the minor planets and to Pluto and 
constitute apparent coordinates minus the annual (stellar) aberration. They are 
also the coordinates used in the star catalogs. 

Refraction. The reader may be familiar with the refraction caused by the atmo­
sphere on incoming light rays. This causes a deviation of the light ray toward the 
earth's center. In a topocentric coordinate system, involving azimuth and elevation, 
we expect no influence on the azimuth. The actual elevation, E, is to be computed 
from the optically observed value E' by the relation 

E = E' - 58�2 cot E' .  (3 . 8 . 12) 

This formula has to be abandoned in favor of empirical refraction measurements 
for E < 1 5 °  and when electromagnetic radiation of frequency less than that in the 
visible band is used, the constant in (3.8 . 12) no longer holds. In a topocentric 
equatorial system we have 

(j = (j' - 58 ':2k* cot E', (3 .8 . 1 3) 
where 

k* = {sin q/ - sin (j' sin E')jcos (j' cos E', (3 .8 . 14) 
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q/ is the observer's geocentric latitude, and 6' is the declination calculated from E', 
A, and cp'. Also 

a = a' ± 58�2 cot E' sec 6' )1 - k*2, (3 .8 . 1 5) 

where a' is calculated from E', A, and cp'. The minus sign in (3 . 8 . 1 5) is chosen if the 
observer, when facing the object, finds the north pole (at a zenith distance < n) 
toward his right and the plus sign if it is on his left [9] . 

Irradiation. While refraction is a physical effect of the atmosphere, irradiation 
seems to be a subjective effect on the human observer. The results are an apparent 
enlargement of luminous objects such as the sun, the moon, and the higher­
magnitude stars ; this makes an accurate determination of eclipses and meridian 
crossings of these objects impossible but does not affect any observations concerned 
with-the ' center of a visible disc. Since we have no exact understanding of the 
phenomenon, no fully satisfactory method of compensation for irradiation exists . 

8.3. Geophysical Effects 

We close this discussion with a brief consideration of the slow changes in the earth's 
figure and the vagaries of its rigid body motion. The three effects, wandering of the 
poles, deflections of the vertical, and diurnal vagaries, cannot be easily separated 
from each other in the observational material, nor from a few other effects such as 
proper motion of the stars and instrumentation errors. Most of the raw data are 
generated from the work on star catalogs and chronometric observations. 

Polar Wandering. Wandering of the poles consists of a slow shift of the earth's 
figure, i.e. , the geographic poles, relative to its axis of rotation, the astronomic 
poles [22, 23] ' Plots of this motion show a secular trend, but also a strong cyclic 
component known as the Chandler term, whose period is approximately 14 
months, and another component with an annual period. 

The geographic (or geodetic) pole has been taken to coincide with the mean 
astronomic pole of the period from 1900 to 1 905 ; i.e., the mean position of the 
astronomic pole during that period has been defined as a reference on the earth's 
surface ; its separation from the astronomic pole at any other time constitutes the 
wandering. The instantaneous displacement of the latter is usually given in two 
components : x along the Greenwich meridian and y along the meridian 90oW. The 
secular trend just mentioned is estimated at 0�0032/year along the meridian 60oW. 

To convert the displacement of the pole to corrections for the longitude and 
latitude so as to obtain these angles relative to the astronomic axis, one may show 
that 

I1.cp = x cos A - y sin A (3 .8 . 1 6) 
and 

11.): = (x sin A + Y cos A) tan cpo (3 .8 . 1 7) 
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Since it is convenient to maintain the Greenwich longitude as the zero-meridian, 
we must write 

LlA = LlA - y tan CPG (3 .8 . 1 8) 

for the net correction in longitude due to polar wandering. The basic data (x and y) 
are usually made available by the International Time Service with a delay of 
about one year (due to data smoothing). 

Deflections of the Vertical. Deflections of the vertical are the local differences 
between the normal to the true equipotential surface of the earth (see Section 6 . 1 )  
and the normal to the approximating ellipsoid. Thus they are the differences 
between the direction of the actual gravitational force and the geographic (or 
geodetic) vertical. These deflections are usually specified in terms of two com­
ponents : the deflection in the meridian, �*, and the deflection in the prime vertical, 
11*, i.e., along the circle of latitude. 

If we imagine that the direction of the actual gravity vector marks a point on 
the celestial sphere (the zenith), we may associate with this point the so-called 
astronomic longitude AA and astronomic latitude CPA' The astronomic zenith 
direction at the geodetic point of observation does not in general pass through the 
earth's axis. In order to retain the geometric significance of AA and CPA on the surface 
of the ellipsoid, one must imagine that an appropriate offset is applied to the 
location of the point at which AA and CPA were observed. This brings us to the 
astronomic position of the observer on the ellipsoid ; defined as the point where cP 
and A of the latter agree with CPA and AA' On the other hand, let us identify the actual 
observer's position on the ellipsoid by AG and CP G' (Note that CPG  is the angle that 
was denoted up to this point by cp.) The components of the deflection are then 
defined as 

(3 .8 . 19) 

F or most applications one treats the deflections of the vertical as time­
invariant. Whatever trends exist essentially reflect changes in the earth's figure, its 
internal density distribution, and glaciation on a geological time scale. These 
trends are currently estimated to be much less than one second of arc per century. 
Additional information on gravitational anomalies may be found in the literature 
[5, 24, 25, 26] . 

Changes in Rotation Rate. Finally, the vagaries in the earth's rotation are perhaps 
the most intriguing effect in this group and, as pointed out, are responsible for the 
introduction of Ephemeris Time in preference to Universal Time. Modern data on 
this phenomenon have accumulated since the turn of the century and have been 
interpreted by numerous workers. It is possible to recognize periodic terms due to 
tidal action and the effects of seasonal surface changes on atmospheric drag. 
The former is correlated with a corresponding perturbation in the moon's orbital 
motion, as expected. The remaining diurnal vagaries consist of secular terms due to 
tidal dissipation and changes in the earth's moment of inertia as well as apparently 
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random terms. The latter two phenomena are the result of currently ine�plicable 
changes of global structure. A surprising aspect about the random variations is 
that they consist of a succession of approximately linear trends with sudden breaks 
between. These symptoms point toward a sequence of cumulative processes, such 
as the drift of continents, and sudden releasing mechanisms like stress relief along 
surface faults. The corroboration of this hypothesis by correlating seismic events 
with the sudden breaks in !1T =  E.T.-U.T. has scarcely begun. The complete 
explanation of !1 T by means of geophysical theories is an undertaking of the first 
magnitude and will require many years of fundamental work [27, 28] . In the 
meanwhile, only empirical expressions for !1Texist (see 7.7) . 

8.4. Example 

To illustrate the use of the corrective equations given in this section, we set ourselves 
the task of reducing the coordinates of the moon, as found in the illustrative 
example of Section 7. 1 ,  to azimuth-elevation information at the location 
A = 74° 1 1 ' 1 3':42 W and cp = 40° 1 8 ' 16�47 N. To distinguish between these 
pointing angles, which allow for all effects discussed, and the apparent coordinates, 
as defined by astronomers, we might refer to the former as actual apparent co­
ordinates. 
a) Apparent right-ascension, hour angle, and declination of the moon at 

09h43m12�700 u.T. on July 7, 1961 
From our previous computations we have, for the moon's right ascension and 
hour angle at the given time, aM = 42° 07 ' 16':65 and HM = 3 14° 36 ' 5 1 �29. 
From the lunar tables in AENA we obtain the corresponding declination as 
15M = 1 1  ° 00' 1 3': 1 8 . These coordinates allow for precession and nutation and 
contain the effects of planetary and annual aberration but not those of diurnal 
aberration, nor do they allow for diurnal parallax. 

b) Correction for diurnal aberration 
Using Eqs. (3 . 8 . 10) for the present case, we obtain a sufficiently accurate 
inversion in the form H� = HM - 0': 32 cos cp cos HM sec 15M and 15� and 15� = 15M 
+ 0': 32 cos cp sin HM sin 15M, Substituting the values for HM and 15M, we have 
H� = 3 14° 36' 5 1': 1 1  and 15� = 1 1  ° 00' 1 3': 14. 

c) Correction for diurnal parallax 
The parallactic corrections in HM and 15M follow from (3 .8 .7) and (3 .8 . 8) as 
!1HM = - 32':57 and !1I5M = -23':44. Hence, H� = 3 14° 36 ' 1 8':54 and 
15� = 10° 59 ' 49':70. Applying the corrections of HM from (b) and (c) with reversed 
sign to the moon's right ascension, we have a� = 42° 07 ' 49� 40. 

d) Correction for !1T 
At this point we must allow for the difference between ephemeris time and 
universal time in using the lunar table. As we have seen, the tabular data are 
listed against E.T. Until now, we have treated these tables as if they were based 
on u.T. To be as rigorous as possible, we use aM' 15M for the instant E.T. = U.T. + 
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11 T, taking 11 Tfor July 1961 as .1 Tc:=: 34 seconds. Thus we may find the correc­
tion to the right ascension and declination by multiplying 11 T by the hourly 
change of CXM or (jM divided by 3600. We obtain I1cxM = 17': 93 and I1(jM = 5': 02. 
Hence, cx� = 42° 08' OT 33 and (j� = 10° 59' 54'� 72. 

e) Perturbations ofthe topocentric axes 
In order to locate the observer's reference frame accurately in geocentric space, 
we should consider the remaining geophysical factors and include their effects 
on the observer's longitude and latitude. 
For the location in question, a special survey, conducted in 1903, yielded 
cP A - CP G  = - 2�92 and AA - AG = + 1 ':54. Strictly speaking, these data are 
valid for the time the survey ofthe position was made. For the sake of illustration 
let us update them for wandering of the poles. We find the displacement of the 
astronomic pole at the required time as x = - 0�091 ,  Y = + 0�220 [23J .  
With the help of (3 .8 . 1 6), (3 . 8 . 1 7), and (3 .8 . 1 8), we get 1111. = + 0�06 and 
I1cp = + 0�19 .  These corrections are now used to obtain the actual latitude 
and right ascension that orient the observer's topocentric axes. Thus 

1) Transformation to azimuth-elevation coordinates 
With the help of (3.6. 1 1) through (3 .6 . 13 )  we convert the right ascension and 
declination of the moon to azimuth and elevation angles .  In so doing, we use 
the results of (e) for the observer's latitude and right ascension. We obtain 
A = 1 1 3 °  38 ' 44�73 and E = 40° 16 ' 2�90. 

g) Allowance for refraction 
At this point we must introduce the modifications caused by atmospheric 
refraction in the topocentric coordinates. 
An adequate inversion of (3 . 8 . 12) is E' = E + 58':2 cot E, which yields 
E' = 40° 17 ' 1 1�61 .  The azimuth angle, as stated earlier, is unaffected. 

h) Irradiation and proper motion 
As a final adjustment, one would have to allow for irradiation, if a precise 
compensation were known and if an observation of the lunar limb were intended. 
For the purpose of pointing at the center of the lunar disc, however, this effect 
may be ignored. In closing, we also observe that the proper motion of the stars 
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never entered our computations explicitly. Since, however, the measurements of 
mean sidereal time from stellar observations and the position of "Y' used in the 
lunar tables allow for this phenomenon, its contribution has already been 
included. 
To summarize, the final and actual values of the pointing angles from the 

ground observer to the moon's center are A = 1 1 3° 38 ' 44':73 and E = 40° 1 7 ' 1 1':61 .  
We must emphasize again that several corrections used in arriving at these results 
are of no practical importance if one considers the accuracy of most present-day 
instruments .  Their inclusion in these calculations was only for illustrative purposes. 
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Chapter four 

THE DETERMINATION OF ORBITS 

1 .  GENERAL CONSIDERATIONS 

Classically, the problem of orbit determination requires us to find the orbit 
elements valid at some specific time, given certain observations of the orbiting 
body. We choose here to extend the problem beyond this definition. In particular, 
we shall examine means for finding subsequent effects of inaccuracies in our 
observations of position and velocity or of small but known variations of these 
quantities at the moment of injection into orbit. 

As for treatment of observations, there are at least as many methods for finding 
some representation of the orbit as there are means of observing it. The classical 
problem, utilizing only (telescopic) angle measurements of the body, has received 
extensive study over the last century and at least two main methods (each with 
several variations) have been recorded [1-6] .  With the advent of pulse radar, 
techniques have been derived which utilize both range and angle observations. 
Other methods, devised recently, have been based on the availability of range­
only data, range-rate data, and on various types of measurements from instruments 
carried on the orbiting body. In each case, the observations must be corrected for 
various physical effects (as discussed in Chapter 3) and transformed to the proper 
coordinates .  The relations between the observed quantities and the characteristics 
of the orbit constitute a separate problem for each type of data. Thus, if a guidance 
record furnishes us with vehicle position and velocity at the start of ballistic flight, 
we can consider these as the initial conditions and determine the orbit elements 
accordingly. If, on the other hand, measurements are made at different points along 
the orbit, both the number of observations required and the relations used to com­
pute a set of elements depend on the nature of the quantities being measured. We 
assume here that just the minimum number of observations is available to determine 
a set of orbit parameters, a situation referred to by the astronomers as preliminary 
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orbit determination. We concentrate on cases where the measurements are made by 
terrestrial observers and are used to determine the orbit of a body in geocentric or 
heliocentric coordinates. The extension of these methods to cases where measure­
ments are made elsewhere, such as on board a space vehicle, is reasonably 
straightforward. 

Once a set of algebraic equations for the elements has been formulated for a 
situation, the techniques employed in the solution form a subject in their own right. 
Since some of these equations are transcendental and nonlinear, we are forced to 
use numerical iterations and suitable auxiliary variables. In Chapter 2 we indicated 
how some orbit parameters have to be redefined for low- or high-eccentricity 
orbits to offset certain geometric degeneracies ; special attention also had to be 
given to the time equations for these cases. The numerous conditions of measure­
ment encountered in orbit-determination problems leave much room for ingenuity 
in manipulating the governing algebraic equations ; we shall not elaborate on that 
here. 

Another subject omitted from the present discussion is the statistical processing 
of redundant sets of data for refinement of preliminary orbits. Since no single piece 
of tracking data is ever given with ideal accuracy, we always need a certain amount 
of "excess" information to establish the orbit with some confidence in the statistical 
sense. The validity of the resulting elements depends not only on the accuracy of 
the observing equipment, the amount of data, and the time sequence in which the 
data were acquired, but also on the way in which the observations are combined. 
The classical technique for this purpose involves differential corrections ; descrip­
tions of this method are to be found in the available literature [see especially 
references 3 and 4] . In its usual form it entails the employment, and consequently 
the storage, of a large amount of past observations. To avoid this in "real-time" 
operations, especially with earth satellites, several investigators have developed 
techniques for the combination of observational data, sometimes in the form 
of more or less statistically independent sets of orbit elements, which do not require 
extensive computer storage. * Once the elements have been established to sufficient 
accuracy by any of these methods, they are taken to represent the refined or 
definitive orbit. 

In this chapter we shall not discuss the extensive subject of statistical estimates 
for orbit determination and recursive filtering of tracking data. We restrict ourselves 
to a discussion of the purely geometric relations between observables and orbit 
elements leading to minimum data methods in that they do not provide any more 
equations than are required algebraically. 

Now as to various definitions of orbit elements, we note that while position 
and velocity do in principle determine the orbit, in themselves they fail to tell us 
much about the geometry of the orbit . We cannot decide at a glarice whether the 

*See references 7 through 10 for some early literature on batch processing of orbital tracking 
data. 
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trajectory is  elliptical, parabolic, or  hyperbolic. The conic-section parameters of 
Chapter 2 indicate this in a more satisfactory way. It should be kept in mind that 
these orbit elements are constants only when we consider the classical two-body 
problem with a central-gravity force ; the effect of any other force is to cause 
departures from Keplerian motion. We have noted tJ:tat the additional forces 
are often quite small and techniques exist that account for these effects ; we may 
choose to express the elements themselves as (slowly varying) functions of time 
(Chapter 6). Consequently, a determination of the elements, valid at some instant, 
provides us with the first step necessary for evaluation of the orbit and for pre­
dictions of future positions (to be used for later observations, studies, etc.) . 

Our knowledge of the orbit elements is affected not only by random errors 
but also by systematic errors (e.g., instrument bias) introduced at the time of 
determination. Thus, a study of the relations between such errors in the observations 
and the orbit elements is a very necessary adjunct to the problem of orbit determina­
tion. Again, we will not in this chapter pursue the statistical approach, but content 
ourselves with an examination of the geometric effects induced by errors of a given 
type and magnitude. These relations are also known as orbit sensitivities and have a 
further significance. Since there is no way of distinguishing mathematically between 
apparent deviations in position and velocity due to measurement error and those 
actually introduced in the vehicle's motion (intentionally or otherwise), the latter 
interpretation of these relations is of great help in the synthesis of man-made orbits .  
They indicate what changes must be effected in the position and the velocity at the 
end of powered flight of a rocket to alter the orbit in some desired way. Manipula­
tions of this kind are encountered in designing a trajectory for a satellite orbit, 
for a rendezvous, or transfer between two orbits, as well as in "splicing" or 
"targeting" the segments of a trajectory for impact on or circumnavigation of a 
celestial body. Such computations usually consist of numerical iterations based 
on the orbit sensitivities to be derived here. 

2. COMPUTATION OF THE ORBIT ELEMENTS 
FROM INERTIAL POSITION AND VELOCITY 

In the preceding section we indicated that we can often think of the orbit as being 
determined by the position and velocity vector taken at a known time. Indeed, 
several orbit-determination techniques follow this approach. In this section we 
examine detailed computations leading from a known position, velocity, and time 
to a set of orbit parameters. Here we restrict ourselves to elliptic orbits, but the 
calculations for parabolic and hyperbolic orbits may be accomplished with no 
essential changes in methodology. The basic relations we are about to derive may 
be used in any "pseudo-inertial" reference frame with a central mass at its origin. 
However, to make the following discussion specific, we concern ourselves with 
earth-centered flight. Adaptation of the method to a heliocentric frame will be 
obvious. 
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2.1 .  Orbit Elements from Spherical Coordinates 

We use the equator as the invariant plane and the intersection of the meridian 
plane of the observer and the equator, at the time of observation, as the invariant 
line. We consider this frame to be fixed or "locked" in space and assume that the 
position and velocity of the object have been determined relative to it. (The 
observer is moving with respect to this system since he is rotating with the earth.) 
We choose to "lock" this frame at the moment t = to , at which time the following 
have been determined (Fig. 4 .1 ) : 

Reference-­
meridian 

x 

Equator 

ro, the distance from earth's center to the object ; 

cp�, the latitude of the object ; 

y 

Figure 4.1 

Ao, the inertial longitude of the object relative to the meridian of observation ; 

Vo, the magnitude of the inertial velocity of the object ; 

Yo, the angle ofthe velocity vector above the local horizontal (theflight path angle) ; 
ljJ 0, the angle between the horizontal projection of the velocity vector and the 

local north, i .e. , the course of the object at t = to (the flight path azimuth). 
We have already seen how to compute two of the orbit elements .  Equation 

(2.2.4) is 

a = 2 ' 2fl - rovo (4.2. 1 )  

where fl i s  the product of  the universal gravitational constant and the mass of  the 
earth. Equation (2.2.3) yields 

1 ( 2 2 2 2 2 4 2 ) 1 /2 e = - fl  - flrovo cos Yo + rovo cos Yo . (4.2.2) 
fl 
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From the equation of the ellipse, (2.2.30), we have 

e cos Eo = l - ro/a, 

73 

(4.2.3) 

where Eo is the value of the eccentric anomaly
· 
at t = to . If we eliminate E in 

(2.2.32) by using (2.2 .33) we obtain 

rofo/,j;� = e sin Eo, 

but, by definition, fo = Vo sin Yo, thus 

e sin Eo = rovo sin Yo/5a. 

(4.2.4) 

(4.2.5) 

Since the eccentricity, e, is always positive, we can determine the quadrant in which 
E lies, and its magnitude is 

E - - 1 [� rovo sin yo] 0 - tan - . 

f.1 a - ro 

Using Kepler's equation (2.2.34), we get 

T = to - Ja3/f.1(Eo � e sin Eo). 

(4.2.6) 

(4.2.7) 

We note that the time of perigee passage, T, is given in terms of to . Equation (4.2.7) 
will yield a T which may be positive or negative and refers to the time of next 
or last perigee passage, respectively. In this case, t = to is referred to as the epoch. 

The calculations leading to angular position and time of perigee passage 
relative to the epoch may also be carried out in terms of the true anomaly. If we 
substitute (4.2. 1 )  and (4.2.2) into the equation of the conic-section orbit and solve 
for cos fo we obtain 

(4.2.8) 

From this we may write formally 

(4.2.9) 

where a little consideration shows that sin fo must have the same algebraic sign 
as sin Yo . 

To compute the time of perigee passage in terms off or r, one may use Eqs. 
(2.2.37) or (2.2.40) with the lower limits being f = 0 or r = a(l - e). Even before e 
approaches unity close enough to necessitate the use of (2.2.41 )  one gains numerical 
accuracy by using (2.2.40) instead of (2.2.37) iffo is in the second or third quadrant. 
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z 

y 

x Figure 4.2 

To compute the other three orbit elements, it is simplest to examine the track 
of the orbit on a nonrotating earth (Fig. 4.2). From the laws for right spherical 
triangles, we get 

cos i = cos cp� sin !/J 0, (4.2. 10) 

and, since by definition i is never greater than 1 80°, 

sin i = J1 - cos2 cp� sin2 !/Jo. (4.2. 1 1 ) 

Then 

sin (Ao - Q) = tan cp� cot i ; cos (Ao - Q) = cos !/J o/sin i, (4.2. 12) 
and 

sin (w + fo) = sin cp�/sin i ;  cos (w +fo) = cos (Ao - Q) cos cp�. (4.2. 13 )  

Since Ao i s  known,* the node angle, Q ,  can be determined from (4.2. 12) and, 
assuming that fo has been found from (4.2.8) and (4.2.9) or by (4.2.6) and (2.2.29), 
we can obtain w from (4.2. 1 3). 

2.2. Orbit Elements from Rectangular Coordinates 

It is sometimes more convenient to express the position and velocity of the orbiting 
object in terms of the (x, y, z) coordinate frame. The computation of the orbit 
elements can be performed as follows, if we are given xo, Yo, zo, xo, Yo, zo . We 
assume that these are taken with respect to an inertial frame which may be oriented 
as shown in Figs. 4. 1 and 4.2, although this is not necessary. It is standard (Chapter 
3) to consider the x-y plane as coincident with the equator and the x axis as 

*Because Ao is measured relative to the observer's position, it follows that the Q obtained from 
(4.2. 12) is also .  We simply add the geographic longitude of the observer to find Q relative to 
Greenwich at to, or the right ascension of the observer at to to obtain Q relative to 'Y' .  

http://notnecessary.lt
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containing the inertial meridian of observation or pointing toward 'Y' .  We have, of 
course, 

(4.2. 14) 

from which we may obtain the semi-major axis by use of (4.2. 1 ). Equation (4.2.4) 
may be written as 

1 
e sin Eo = c(xoxo + YoYo + Zo2'o) ;  (4.2. 1 5) 

v ila 

if, now, we find e cos E by (4.2.3), the eccentricity can be determined, using (4.2.3) 
and (4.2 . 1 5), by 

e2 = (e sin Eo)2 + (e cos Eo? (4.2. 1 6) 

The eccentric anomaly Eo is obtained by again applying (4.2.3)  and (4.2. 1 5) :  

(4.2. 17) 

where its quadrant is determined by the algebraic signs of e sin E and e cos E. The 
time of perigee passage can now be computed, as before, by (4.2.7). 

If we set up unit vectors ax, a)" az along the x, y, z axes, respectively, we may 
write 

and (4.2. 1 8) 

Vo = axxo + ayYo + azzo · 
Now (ro x vo) is a vector perpendicular to the orbit plane and of magnitude 
rovo cos Yo ; thus 

(4.2. 19) 

and, if we wish at this point to compute the time of perigee passage in terms of true 
anomaly, we may proceed by way of Eqs. (4.2.8) and (4.2.9) as before, where we 
must remember that the sign of yo is that ofro ·vo . Further 

and, performing the vector multiplication indicated, we obtain 

. xoYo - Yoxo 
cos 1 = , J .ua(1 - e2) 

(4.2.20) 

(4.2.21 )  

where we have used (4.2. 1 8) and (4.2.20). Again, sin i = + J1 - cos2 i. Now the 
vector az x (ro x vo) lies in both equatorial and orbit planes, i .e . , along the line of 
nodes ; a little consideration indicates that it points toward the ascending node. 
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Then [az x (ro x VOnay = rovo cos Yo sin i sin n, or 

and, similarly, 

. r. Yozo - ZoYo 
sIn . �  = , J .ua(l - e2) sin i 

r. xozo - zoxo 
cos . �  = . 

J .ua(1 - e2) sin i 

[3 

(4.2.22) 

(4.2.23) 

Finally, we may use the first equation of (4.2. 1 3) to find sin (w +!o) since sin <f>� = 
zolro, that is, 

sin (w +!o) = zolro sin i . (4.2.24) 

To find cos (w + !o) we note, as an alternative for the second equation of (4.2. 1 3), 
that [az x (ro x vonro = r�vo cos Yo sin i cos (w +!o), or 

3. ORBIT DETERMINATION FROM CLOSELY SPACED OBSERV A nONS 

3.1. Observations Include Range and Two Angles 

(4.2.25) 

The calculations of the preceding section suggest orbit-determination techniques 
that rely on the actual knowledge of vehicle position and velocity at some instant, 
or on ready inference of them from tracking data. In practice, this will be the case 
with various ascent guidance "packages" which monitor the powered flight of a 
rocket by the use of ground-based and on-board sensors and a suitable computer 
so as to yield the dynamic state variables of the vehicle at engine cutoff. 

As another example, we might obtain closely spaced vehicle positions from 
successive measurements of radar angles and slant range so that finite-difference 
schemes applied to the position data might produce an acceptable estimate of the 
velocity vector. The most elementary scheme of this sort would run as follows. 
Let the observer's geographic position be given by h, <f>G' AG, i.e., height above the 
spheroid, geodetic latitude, and geodetic longitude, respectively. His geocentric 
distance and latitude can then be found by using Eqs. (3.6.3) through (3 .6 .6). 
If t l represents the time of the first measurement, and t2 that of the second, and 
the corresponding observables are slant range (D 1 >D2), elevation angle (E 1 >E2)' 
and azimuth (A 1 ,A2), the crudest form of combination yields 

(4. 3 . 1 )  

A = (A2 -A1)!(t2 - tl )' 
(4.3 .2) 
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which are presumed valid at t = (t l + t2)/2. An obvious combination of these 
quantities with the observer's position and his diurnal velocity (according to 
Chapter 3) yields the geocentric inertial position and velocity of the vehicle at t. 
In practice many more than two sets of tracking data are usually available, so that 
the position and velocity of the vehicle can be deduced more reliably by "smooth­
ing" techniques. The resulting information can serve as the starting point for an 
orbit determination according to Section 2. 

3.2. Observations Include Angles Only. The Method of Laplace 

If the observing instruments cannot provide range measurements, we can devise a 
method involving finite-difference schemes to estimate r and v, but this requires 
a minimum of three closely spaced "angle-only" observations. Naturally, this 
case . has been thoroughly examined by astronomers ; we restrict our discussion 
to its essen

'
tials.* 

Suppose we operate in a geocentric or heliocentric cartesian frame where the 
instantaneous position ofthe object is given by r = R + D, the vector R representing 
the observer's position (assumed calculable) and D that of the object relative to the 
observer. Further, let us write the components of these vectors as R :(X, Y, Z) and 
D : (Da, Db, Dc), where a, b, c are the direction cosines of the line of sight, i.e., com­
binations of trigonometric functions of the azimuth, the elevation angle, the right 
ascension, and the declination of the body (see Chapter 3) . D is the magnitude of D. 
Hence, 

x = Da + Y ; y = Db + Y ; z = Dc + Z. (4.3 .3) 

Now we assume that the data a ,  b, c have been obtained at three instants of time 
t1 , t2 , t3 sufficiently close together to permit reliable numerical estimates of 
ti, b, c, ii, ii, c at the time t2 by finite-difference schemes. If t3 - t2 = t2 - t b we 
obtain such expressions as 

For unequal spacings of t 1 , t2, t3 similar expressions are available ; we shall not 
proceed further into the subject of numerical differentiation at this point. 

If we are operating in a heliocentric frame, then that part of the observer's 
position (X, Y, Z) which depends on the location of the earth's center is read from 
the tables of the sun in AENA and the time derivatives we need must also be 
obtained from finite-difference expressions. The additional part of R (or, if we are 
working in a geocentric frame, the sole part of X, Y, Z and their derivatives) is 
given by the obvious expressions for the observer's position relative to the center of 
the earth and must include diurnal rotation. 

If we knew D and iJ at t2 we would have the necessary information to compute 

*For additional detail, see, for example, reference 1 , p. 195. 
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the orbit elements since Eq. (4.3 .3) gives us the position of the object, and its 
velocity follows from 

x = .oa + Da + X ;  y = .ob + Db + Y ;  z = .oc + Dc + Z. (4. 3 .4) 

To determine D and .0, we have recourse to the differential equations of the 
two-body problem : 

Substitution of (4.3 .3 )  on both sides of these equations leads to 

ab + 2a.o + (a +  ��)D = - (x + ��) 
bb + 2b.o + (b +  ��)D = - (Y + �;), 

. .  . ( J1c) ( .. J1Z) cD + 2cD + c + ? 
D = - Z + 7 . 

(4.3 . 5) 

The unknowns in this system are the four quantities D, .0, b, and r. The problem 
becomes determinate if we remember the cosine law which must prevail in the 
triangle of observation between the vectors R and D :  

(4.3 . 6) 

where the angle v ( =  E + n12) is given by R and the known direction of D, that is, 

- (a, b, c)'R 
cos v = -'--'--------''---

R 

We eliminate D and jj from (4.3 .5)  to obtain a second equation in the two 
unknowns r and D. The left-hand sides lead to the determinant 

a a 

b· " 
J1b 

� = 2 b b + -
r3 

which immediately reduces to 

c C ,,
+

J1c 
c -

r3 

a a a 
� = 2  b b b 

c c c 
(4.3 .7) 
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Thus, we find 

D = ±[L11 + r
1
3 L1� ' (4. 3 .8 ) 

where 

a a X a a x 
L11 = -2 b b Y and L12 = -2/1 b b y (4.3 .9) 

c c :t c c z 
If, in a heliocentric frame, the motion of the terrestrial observer about the sun be 
taken as given by the two-body approximation, one may substitute X = - /1XjR3, 
etc., in (4.3 .9). The simultaneous solution of (4.3 .6) and (4.3 .8 ) may be obtained by 
numerical jteration. 

Eliminating b and D from (4.3 .5), one finds 

(4. 3 . 10) 

where 

a X a a X ii 
L13 = - b Y b and L14 = - /1 b Y b (4.3 . 1 1) 

c :t c c Z C 

Having obtained iJ, the velocity vector follows from (4. 3 .4) and the determination 
of the orbit elements proceeds as in (4.2. 14) to (4.2.25). 

Thus, the procedure of orbit determination according to Laplace is rather 
straightforward. Its weakest point is the numerical estimation of a, b, c, ii, b, c, at 
least if we restrict ourselves to three observations and use the most primitive finite­
difference expressions. Another consideration is the possibility of a vanishingly 
small determinant L1. This occurs whenever the observer is located near the orbital 
plane ; we shall see more of this later. 

4. ORBIT DETERMINATION FROM WIDELY SPACED OBSERVATIONS 

In many situations we do not enjoy the advantage of having closely spaced 
observations from which the position and the velocity of the vehicle can be reliably 
deduced for an epoch. Rather, we may obtain data from widely separated points 
of the orbit. Indeed, in astronomical orbit determination we may deal with 
telescopic angle readings separated in time by several years. In the caSe of satellites 
or space probes, individual observations may have been gathered from different 
sections of the orbit or even during different anomalistic periods. The data may 
consist of angles, ranges, range rates, or any combination of these, depending on 
the instruments used. In the light of such possibilities it is helpful to summarize 
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the basic relations that connect the measured quantities with the orbit elements in 
each case. 

We begin our summary by fixing the notation. The equation for a conic can 
be written as 

r = rep, e, OJ, 8), (4.4. 1 )  

where p = -!-a(l - eZ) and 8 = j+ OJ. We adopt p to  circumvent the singularity 
in the semi-major axis for parabolic orbits. The vector components of r(x,y,z) are 

where 

(x) (1 1 I � ( ) Z r cos (8 - OJ ) 
Y = m1 mz . 

r sin (8 - OJ) 
, 

z n1 nz 
(4.4.2) 

(4.4.3) 

are the direction cosines of the major and minor axes. They are functions of OJ, i, 
and Q defined in (3.4.4) and (3.4.5) . Thus we may write x = x(p, e, OJ, i, Q, 8), .etc . .  
and also 

x = x (p, e, OJ, i, Q, 8), etc. (4.4.4) 

Finally, we can represent the time relations for any conic, e.g. (2.2.37) or (2.2.40), 
in the form 

t = t(p, e, 1:, OJ, 8) or t = t(p, e, 1:, r) . 

Let the observer's position be denoted by 

R : X, Y, Z, 

and the information from a radar be 

(4.4.5) 

(4.4.6) 

(4.4.7) 

in the event azimuth and elevation angles and slant range are measured and 
converted into components in the x, y, z frame. If range alone is measured we 
designate it 

(4.4.8) 

and if only angles are furnished we use 

p = ale and (J = ble, (4.4.9) 

where a, b, e are the unit vector components of D introduced in Section 3 .  Finally, 
if range rate is measured (by the Doppler effect), we shall use 

(4.4. 10) 
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It is assumed that time will b e  recorded with every observation. With the help of 
these definitions, let us find out how to determine the six orbit elements from various 
combinations of tracking data. 

If angles and range are furnished we need to observe two points on the orbit 
and the associated times ; the governing algebraic system turns out to be 

Rj+Dj = rj(p, e, w, i, Q, 8), 
tj = tj(p, e, w, T, 8), 

j = 1 , 2, 

j = 1 , 2, 

(4.4. 1 1 ) 

(4.4. 12) 

where, for the case of elliptic orbits, the time equations are (2.2.37) evaluated 
between the limits w and 8j. Equations (4.4. 1 1 ) and (4.4. 12) are merely of symbolic 
significance in that they exhibit a system of eight conditions (six components of 
Eq. 4.4. 1 1  and two time equations) for the eight unknowns (six orbit elements, 
8 1 , and 82), In practice we rely on geometric insight and the specific structure of the 
right-hand sides to suggest an effective procedure for solving these equations. 

Starting from the given vector quantities Rj+ Dj = rj, we compute the normal 
to the orbit plane 

and then 

cos i = N'a = X1Y2 - X2Y 1 
z I r 1 x r2 1 ' (4.4. 13 )  

where az i s  the unit vector along the earth's polar axis and i lies in the first or 
second quadrant. As with (4.2.22) and (4.2.23) 

Now from 

cos Q = ;----_
X_1_Z 2-;--

-
--r

X
=2=Z=1 =

== 

I r 1 x r2 1 J1 - cos2 i 

and 

we find 82 - 8 1 , We also obtain 

and 

. 8 Zl SIn 1 = , 
r1J1 - cos2 i 

(4.4. 14) 

(4.4. 1 5) 

(4.4. 16) 
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Next we can write 
2p r - ---=----1 

- 1 +e  cos (8 1 -co)' 
2p r2 = , 1 + e cos (82 -co) 

(4.4. 1 7) 

(4.4. 1 8) 

and t2 - t 1 by (2.2.37) taken between the limits 8 1 - co and 82 - co. Here an allowance 
may have to be made for the number of integral periods elapsed between t 1 and t2 . 
One approach to the numerical solution of the last three equations might start 
from a combination of (4.4. 17) and (4.4. 18 )  yielding 

r2 - r1 e = = e(co). r 1 cos (8 1 - co) - r2 cos (82 - co) (4.4. 19) 

For any trial value of co one can find e(co) and pew) from (4.4. 19) and (4.4. 1 7). 
Iterations in w are used to satisfy the expression for t2 - t1 . After that, r is found 
from (2.2.37) written for t 1 or t2 . 

An iterative numerical solution of the above equations accomplishes the same 
as Lambert's theorem. The latter represents a standard approach in the astronom­
ical literature to the efficient computation of an orbit from two positions relative 
to the central mass and the associated times [2(a) p.50 ; 2(b) p. 141 J. Since modern 
high-speed computers render the differences between equivalent formulations of 
secondary importance (barring cases with pathological convergence) we shall not 
pursue this matter further in the present discussion. Instead, we briefly review 
several other combinations of observational data and the geometric arguments by 
which they yield orbit elements. * 

If only angle data are observed we find in general that three sightings suffice 
to determine a set of elements ; i .e. , the data 

j = 1 ,2,3 (4.4.20) 

determine three lines of sight in space. To utilize this information one notes that 
the orbit plane can be written as 

z = tan i( - x  sin Q + y cos Q), (4.4.21)  

in terms of the (yet unknown) parameters i and Q. The intersections between this 
plane and the lines of sight will mark positions on the conic. They can be found in a 
straightforward manner as follows. 

*Throughout this section we assume that full use is being made of the information contained 
in every set of observations. Departing from that principle, we might have added to (4.4. 1 1), 
for example, the partial condition I R3 + D3 1 = I f3(p, e, OJ, i, n, 83) I from a third observation 
and retained only one equation (4.4. 12). There is practically no limit to the possibilities one 
might consider. The use of such "partial" observations arises most naturally in recursive 
statistical orbit refinement and will not be pursued further in this section. 
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Let the equations of the sight line from an observer be denoted 

c + gx = y ; d+ hx = 'z. (4.4.22) 
For an earth-centered orbit the coefficients c, d, g, it are expressible in terms of the 
observer's latitude, instantaneous right ascension, and the azimuth and elevation 
angles at which the object appeared to him at the time. This may be done by means 
of the coordinate transformations given in Chapter 3. By inverting (3 .6 .7) through 
(3.6. 10), we find 

g = {sin lXo [sin ((Jo sin E - cos ((Jo cos E cos A] + cos lXo cos E sin A} 

x {cos lXo [  sin <Po sin E - cos ((Jo cos E cos A] - sin lXo cos E sin A} - 1 , (4.4.23) 
h = {sin ((Jo cos E cos A + cos ((Jo sin E} 

x {cos lXo[sin ((Jo sin E - cos ((Jo cos E cos A] - sin lXo cos E sin A} - 1 , (4.4.24) 
c = R cos ((J�(sin lXo - g cos lXo), 

d = R(sin ((J� - h cos ((J� cos IXO) · 

(4.4.25) 
(4.4.26) 

(IfEq. 4.4.22 is mea)1t to represent heliocentric coordinates, the appropriate expres­
sions in place of Eqs. 4.4.23 through 4.4.26 are easily found.) 

Manipulation of (4.4.21) and (4.4.22) yields the cartesian coordinates of the 
point of intersection of a line of sight with the orbit plane as 

d - c cos 0 tan i 
x = ------------(g cos 0 tan i - sin 0 tan i - h)' 

dg - c sin 0 sin i - ch 
Y = (g cos 0 tan i - sin 0 tan i - h) ' (4.4.27) 

dg cos 0 tan i - d sin 0 tan i - ch cos 0 tan i z = --=-------:---�--__,,___,::c__------:-c,___,--(g cos 0 tan i - sin 0 tan i - h) 
In order to refer these cartesian coordinates to the geometry of the conic 

section, let us define the unit vectors 

aR : (cos 0, sin 0, 0), 
and (4.4.28) 

as : ( - cos i sin 0, cos i cos 0, sin i), 
where aR points to the node and as lies in the orbit plane-separated from aR by nl2 
in the direction of anomalistic motion. If we denote the position of a point of 
intersection (4.4.27) as r : (x,y,z), the central angle between it and the node is, as 
we have seen before, 

- 1 (raR) . - 1 (r'as) . 8 = cos 
-I r

-
I 

= sm -
I r

-
I 

= 8(0, z), (4.4.29) 
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and of course 
(4.4.30) 

Considering the r, e associated with the three sightings and the corresponding 
clock readings, we may now use the following relations for Keplerian orbits, 

2p rj = , j = 1 ,2,3, (4.4 .3 1 )  
1 + e cos ( 8  j - w) 

and the corresponding three versions of (2.2.37). 
Equation (4.4.3 1) and the three time conditions constitute six equations in terms 

of the orbit parameters ; these must be solved by iteration. An effective means of 
accomplishing this consists of using two of the radial distances, say r 1 and r3 , 
as trial variables and solving for tentative values of i and n from (4.4.30). From the 
same equations r2 follows immediately and the e/s are found from (4.4.29). Using 
these values, we can obtain p,e,w (by algebraic elimination) from (4.4.37). Thereafter 
a value for , is calculated from one of the time conditions in a straightforward 
manner ; this completes a tentative set of elements. The residuals found in the other 
two time conditions, after substitution of these elements, are the criteria for a 
revision of r 1 and r 3 and the start of the next iteration. 

If it should happen that all values of Rj and Dj lie in or near the same plane, 
i.e. , the orbit plane, any assumed values for r 1 and r3 will lead to an indeterminate 
(or at least very inaccurate) result for r2 via (4.4.30). This is because (4.4.30) is 
based on the intersections between the sight lines and the orbit plane. 

Once such an in-plane case is recognized, a different approach has to be adopted ; 
four sight lines are required for an orbit determination. Figure 4.3 illustrates typical 
triangles of observation, which lie entirely in the orbit plane. The notation is as 

T 

Figure 4.3 
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before, except that IXj is introduced as an observer's coordinate. Of the sight lines 
and the observer's position angles, any two will suffice for a determination of i 
and n by existing formulas. (We could, for example, use two R /s in place of r 1 

and r2 in Eqs. 4.4. 1 3  and 4.4. 14.) To establish the remaining four elements, we note 
that, for each triangle of observation, 

cos Ej 2p 
r , = R , ������ 

J J cos (8j - lXj + E) 1 + e  cos (8j - w) , 
(4.4.32) 

The time of each observation is again given by (2.2 .37). This is our system of eight 
equations in the unknowns p,e,W,L, and the 8/s. It still would be very awkward to 
solve such a system as it stands, but, in line with the preceding case, we can adopt 
two of the r/s, say r 1 and r 4, as trial variables. This leads to tentative results for 
p,e,W,L by ,a procedure analogous to (4.4. 1 5) through (4.4. 1 9). With these we can 
compute 82 and 83 from (4.4.32) which, if substituted into the time conditions, 
yield a pair of residuals that serve to initiate the next iteration in r 1 and r 4' 

One might observe about angle-only observations in general that if two stations 
make simultaneous sightings of the orbiting body they establish a complete 
"fix." Two such fixes permit a solution analogous to (4.4. 13 )  through (4.4. 19). 
In situations where terrestrial base lines between stations are adequate such 
triangulation seems very appealing ; but since most often one cannot rely on 
simultaneous sightings entirely, it is preferable to retain a general formulation of 
the angle-only case which takes advantage of simultaneous observations implicitly 
when they do occur, without being based explicitly on triangulation. 

In situations where Rirj � 1, i .e. , where the observer's parallax is negligible, 
Eqs. (4.4.32) degenerate. Actually, they are unnecessary, since we are, in effect, 
measuring the 8/s directly. Thus, only the time equations remain to determine 
the four orbit elements. 

Observational data consisting of six range measurements with their correspon­
ding times represent, at least conceptually, another fundamental situation for 
orbit determination. As an exercise in analytic geometry, one can write down the 
equation for the orbit plane (with as yet unknown coefficients), the six circles 
representing its intersections with the six given "ranging spheres," and proceed with 
a six-point iteration to find the intersections of a conic trajectory with the six circles 
that satisfy the six time equations. In its most general form, this analysis does not 
lead to an algorithm that is attractive for preliminary orbit determination, nor is 
it relevant from a practical point of view, since every known ranging device also 
yields at least some crude angle measurements .  These lead to a tentative orbit 
more rapidly than the strict "range-only" case. However, the special situation invol­
ving two simultaneous triplets of ranges from different observers is convenient 
to use and of some practical significance. Each simultaneous triplet of range 
measurements results in three equations of the form 

(4.4 .33) 
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and can be solved for x,y,Z. Thus two positions and times on the orbit are obtained, 
from which the orbit parameters can be determined according to (4.4. 13 ) through 
(4.4. 19). 

It remains to consider the use of range-rate information, D j' derivable from 
Doppler measurements. As in the case of range readings, one needs, in principle, 
six Doppler observations for an orbit determination. The formal exercise of 
writing the dot products between the velocities at six positions in orbit, given by 
()j (j = 1, . . .  , 6), and the corresponding sight lines is straightforward. These 
expressions, together with the time equations, constitute the determining equations 
for the orbit parameters and ()/s. Again, the twelve-dimensional iterative algorithm 
leading to the numerical solution turns out to be quite awkward and of limited 
practical significance since Doppler measuring equipment also yields some 
angular data in most instances. 

The preliminary orbit determinations encountered in practice often involve 
a heterogeneous collection of partial observations, e.g. , a cutoff velocity measure­
ment, the crossing of a radar fence, and a few Doppler data from Minitrack-type 
stations. Another typical situation is the determination of remote satellite orbits, 
e.g., around the moon or a planet, from earth-based trackers. Here the angle data 
are practically worthless while range and range-rate data are usually available .  
In that event the above approaches based on observations of Dj and Dj must be 
combined in a suitable ad hoc manner. 

5. THE METHOD OF GAUSS 

In the preceding section we showed the governing conditions for several types of 
orbit-determination problems. They give an indication of the approaches one might 
implement on modern computers. We also indicated that a special effort was 
made by classical astronomers to reduce the orbit determination from two positions 
to an efficient computing algorithm by virtue of Lambert's theorem. For complete­
ness, we outline a similar effort on behalf of the "angle -only" case, known as 
Gauss '  method.* It has been the prototype of numerous ingenious procedures 
for calculating orbits from telescopic sightings . Since the available literature on this 
method is extensive, we content ourselves with a survey of its essentials. 

Gauss utilized the geometry of conics as well as the dynamics of motion in a 
central force field to obtain the solution. First, the planar character of the orbit 
leads us to relations among the unknown distances Db Dz, D3 , i .e. , the ranges 
of the object from the observer, at times t 1 , tz, t3 ' Next, the equations of motion 
provide us with approximations allowing an estimate of Dz and thence of Dl and 
D3 • Then, knowing two points on the orbit in terms of any two of the ranges Dj, 
associated sight angles and times, we have access to all the orbit elements .  Gauss 
performed this calculation by using the relations between the orbit sectors de-

*Cf. especially reference 5, p. 121, and reference 1 ,  p. 199. 
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limited by rb r2' r3 and Kepler's equation. His entire formulation was designed for 
hand computations but retains some general interest. 

Since the orbit lies in a plane passing through the origin, we require that 

(4.5 . 1 )  

where N: A, B, C i s  the unit normal to the orbit . For a nontrivial solution of  the 
algebraic system (4. 5 . 1 )  we must have 

X l Yi Zl 
x2 Yz Z2 = 0. 
X3 Y3 Z3 

(4.5.2) 

Arranging the expression for this determinant in three alternate forms we obtain 

X1 [Y2Z3 - Z2Y3] - X2 [Y1Z3 - ZlY3] + X3 [Y1Z2 - ZlYz] = 0, 

Y1 [Z2X3 - X2Z3] -Yz [ZlX3 -X 1Z3] + Y3 [ZlX2 - X 1Z2] = 0, 

Zl [X2Y3 - YzX3] - Z2 [X1Y3 - Y1X3] + Z3 [X1Yz -Y iX2] = 0. 

(4.5 .3 )  

These equations will become independent if we can acquire independent information 
on the various bracketed terms. Wenoteforexampie thatYzz3 - Z2Y3 = ax· [r2 x f3] = 

[r2r3]coS (N, x), where ax is a unit vector along the x axis, [r2r3] denotes twice the 
area of the triangle delineated by f2 and f3' and cos (N, x) is the direction cosine 
between the x axis and the normal to the orbit plane. Reinterpreting all the 
bracketed terms of (4.5 .3) in this fashion and noting that each equation may be 
divided through by cos (N, x), cos (N, Y), or cos (N, z) respectively, we find 

where n 1 = [r2r3]/[r1 r3] and n3 = [r1 r2]/[r1 r3] .  Now, no matter what coordinate 
system an observer uses, his sightings may be represented (by the standard 
transformations of Chapter 3) as Dj = Diaj' bj, cj) where aj' bj, Cj are the direction 
cosines of his sight lines in the x, y, Z system. At the times of observation, let us 
denote the position of the observer with respect to the origin by Xj' 1), Zj' Then 

Xj = apj+ Xj ; Yj = bpj+ 1) ;  
and substitution into (4. 5.4) yields 

a 1n 1D 1 - a2D2 + a3n3D3 = - niXi + X2 - n3X3, 
b 1 n 1D 1 - b2D2 + b3n3D3 = - n1 Y1 + Y2 - n3 Y3 , 
c 1 n 1D 1 - C2D2 + C3n3D3 = - n1Z1 + Z2 - n3Z3 ' 

This may be solved for D2 in the form 

f."D2 = d = n1d1 - d2 + n3d3 ' 

(4.5 .5) 

(4.5 .6) 

(4.5 .7) 
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In this expression we have 

and 

a1 Xl a3 

n1X1 -X2 + n3X3 a3 n1 Y1 - Y2 + n3 Y3 b3 
n1Z1 -Z2 + n3Z3 C3 
a1 X2 a3 a1 X3 a3 

d1 = b 1 Y1 b3 d2 = b 1 Y2 b3 ; d3 = b 1 Y3 b3 
C1 Zl C3 C 1 Z2 C3 C1 Z3 C3 

[5 

Were n 1 and n3 known quantities, we could solve (4. 5 .7) for D2, if Ll =1= O. This last 
means that the three sight lines D1 > Db D3, taken as vectors in x, y, z space, must 
not lie in one plane, i.e., that the observer must not be situated in the orbit plane. 
The case with Ll = 0 requires special attention and we shall return to it later. 
Assuming for the moment that (4. 5 .7) is not degenerate, we must determine the 
independent means by which n1 and n3 are to be computed. 

For this purpose we use the time relations between r 1 > r2, r3 . As a first step one 
writes series expansions of the type 

(4. 5 .8) 
where T1 = t3 - t2 . Next, we make use of the differential equations of motion 
x = -px/r3 , ji = _py/r3 , and i = - pz/r3 , to eliminate all but the first-order 
derivatives from the expansions (4. 5 . 8). Substitution of these results, for example, 
into the expression for [r2r3J cos (N,x) yields [ pT� pTj .  J [ . . l X2Y3 - YlX3 = - T3 + 6d + 4ri r2 + · · ·  X2Yl - YlX2J ' 
where T3 = t2 - t 1 . Further manipulations of such expressions lead to the results 

n - [r2r3J _ T1 {l pT3(T2 + T1) pT3(T� + T1 T3 - Ti) . . . .  } 1 - [ J - T + 6 3 + 4 4 r2 + , r1r3 2 r2 r2 

where T2 = t3 - t1 . 

(4.5 .9) 

Inspection of (4.5 .9) reveals that the terms in '2 are obviously inconvenient. 
Any procedure for estimating this derivative by finite differences would introduce 
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the weaknesses of Laplace's method. Fortunately one can neglect the 'z terms 
without excessive loss of accuracy in many applications of Gauss' method. Let us, 
therefore, proceed to use (4. 5.9) with only two terms in each bracket and refine it 
later, if necessary. Substitution into (4.5 .7) yields 

Dz = ± [d1 (TdTz) - dz+ d3(T3ITz)] + (Tl T3/6Tzf..) [d 1 (Tz + T1) +  d3(Tz + T3)]:r 
(4.5 . 10) 

which now contains the unknowns Dz and rz . From the triangle of observation 
at tz we remember that there also exists the geometric relation 

(4.5 . 1 1 ) 

where the ,angle vz( = Ez + n12) is a known quantity and determined by the vectors 
Rz andDz . After solution of (4.5 . 10) and (4.5 . 1 1 ) for rz and Dz we can evaluate 
n1 and n3 by (4. 5 .9). Thereupon, D l and D3 follow from (4. 5 .6) and fb fz, f3 from 
(4. 5 .5). 

To eliminate the approximations introduced in truncating (4.5 .9), Gauss 
showed that since a conic section is defined by three vectors from the focus, one 
can also give the relations between the areas of the triangles [r lrZ] ' [rZr3] ,  [r lr3] 
and the corresponding sectors of the Kepler orbit in closed form. Since the areas 
of the latter are related to time by Kepler's law of areas, this ultimately permits 
one to relate n 1 and n3 to Tb Tz, T3 in a precise fashion and without such errors 
as we introduced in (4.5 .9). Thus, a refinement of our first set of results for fb fz, 
r 3 is possible. 

There is nothing in the preceding discussion that implies a restriction to a 
particular type of orbit. One would expect that special precautions are necessary 
with observations in the remote parts of highly eccentric orbits (e.g., cometary 
orbits or earth-escape trajectories in a geocentric frame) and we remember that 
the case f.. = 0 requires special treatment. Gauss and his successors have devoted 
considerable attention to the existence, accuracy, and checks of solutions for 
(4. 5 . 10) and (4.5 . 1 1 ) under various conditions . Thereupon, the final task of calcula­
ting orbit elements from any two Of rb fz, f3 was based essentially on Lambert's 
theorem. 

6. A SELF-ADAPTIVE METHOD 

We have seen in Section 4 that the standard angle-only methods fail when the 
observer is situated in the orbit plane, i.e., if all three lines of sight are contained in 
that plane. We also demonstrated how an extension to four observations suffices 
for orbit determinations in that case. The same geometric degeneracy manifests 
itself in the Gauss method by a vanishing of the determinant f.. ; in practice, this 
determinant will become very small if all the sight lines are close to the orbit plane. 
Indeed, astronomers have had every reason to be concerned with near-degenerate 
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cases since a terrestrial observer of the planets spends most of his time near their 
orbit planes .  Consequently, there exists a modification of Gauss' method to cope 
with this condition. 

In modern practice it turns out that the lines of sight to artificial celestial 
bodies, especially satellites, swing in and out of the orbit plane rather frequently. 
With automatic computing routines it is awkward to switch between various 
formulations and computing algorithms as a consequence of varying geometric 
conditions. In an effort to avoid this, a method has been devised which always 
utilizes four sightings, but which makes only partial use of the information obtain­
able from two of these for the out-ofplane case. It does this in such a way that the 
procedure automatically reduces to that explained in conjunction with Fig. 4.3 
if all lines of sight coincide with the orbit plane.* 

As in that earlier discussion, we adopt two of the ranges, say Dl and D4, as 
intermediate variables. These establish a tentative orbit according to the two-point 
method of orbit determination. Now let us find the normal projections of the other 
two lines of sight on the orbit plane and their intersections with this tentative 
orbit (Fig. 4.4). They will mark the two radii T2 and T3 whose angles relative to T 1 
(and T4) must be compatible with the observed time differentials t3 - tl and t2 - t 1 . 
To the extent that they are not, the assumed values of r l and r4 (i.e. , D l and D4) 
must be revised until, by a process of repeated trials, this compatibility is established. 
At this stage the points of intersection between the orbit and the projections 152, 

z 

Orbit 

x 

Figure 4.4 

* To the writers' knowledge this is a novel (or at least independent) approach, published in 
reference 1 1 .  The formulation in that publication differs slightly from the one given here ; the 
reader may imagine numerous variants of the basic idea. 
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153 of  Dz and D3 on the orbit plane should also be  the intersections of  the vectors 
Dz and D3 themselves with the orbit plane. This assumes that the observational data 
are strictly self-consistent. If all the lines of sight approach coincidence with the 
orbital plane, it is obvious that Dz and D3 tend to merge with their projections on 
this plane and the task of orbit determination passes continuously to the "in-plane" 
procedure of Section 3 without any change of computational procedure. 

The detailed calculations are as follows. With the assumed values of D1 and 
D4 we find 

f4 :(X4 + D4a4, Y4 + D4b4' Z4 + D4c4), 
(4.6. 1 )  

where the quantities Xj, Yj, Zj' aj, bj, cj follow as  usual from the observations. 
With this information on f 1 ' f4' and t 1 , t4 we can determine a tentative orbit 
according to Eqs. (4.4. 1 3) through (4.4. 19). This results in preliminary values for 
the orbit elements. 

Next we find the normal to this orbit 

N = f 1 X f4 
I f 1 X f4 1 " 

(4.6.2) 

Now let 11 be the unit vector corresponding to f 1 and form lz = N x l 1 . In the 
orthogonal orbital reference frame (1 1 ' Iz, N), the equation of the projection of 
Dz on the orbit reads 

(4.6 .3) 

where i ,  and iz are coordinate values along 1 1 and Iz . To obtain the intersection 
between this line and the orbit, we use the angle 8z as an independent variable for 
the iteration. Thus 

(4.6.4) 

and, using this expression with (4.6. 3), the quantity 

(4.6.5) 

must be driven to zero by successive trials in 8z - 8 1 . This establishes the desired 
intersection. Having repeated this procedure for D3 we now possess tentative 
values for the two angles 8z and 83 which are to be associated with our current 
results for the elements. However, these angles must also yield the times of observa­
tion tz and t3 upon substitution into (2.2.37) or other appropriate time expressions. 
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In general this will not be the case in a first trial and the quantities 

and (4.6.6) 

must be driven to zero by successive corrections in Dl and D4. In these equations, 
[2.2.37J� stands for the corresponding bracketed term in (2.2.37). 

This then is the "outer loop" of this iterative method-the "inner" one having 
been the determination of a tentative orbit according to (4.4. 1 3) through (4.4. 1 9) 
from assumed values for Dl and D4. (In both operations the numerical search 
procedure must be designed with some care to result in a practical implementation.) 
These iterations become more significant when one realizes that no quadruplet of 
actual observations is exactly self-consistent with respect to the geometric con­
ditions of the orbit. Measurements are always subject to errors from the various 
causes discussed in Chapter 3 (and from a great variety of instrument errors) so that 
after (4.6 .6) has been made to vanish, the sight lines D2 and D3 do not intersect the 
orbital plane exactly on the orbit path. * It is characteristic of this method that it 
throws all of this inconsistency into D2 and D3 but none of it into Dl and D4. 
More could be said about this aspect from a data-processing point of view but we 
will not discuss it further here. 

7. ORBIT ELEMENT SENSITIVITY : SERIES EXPANSIONS OF PARAMETERS 

Up to this point we have treated the observed values of a position and the velocity 
vector as if they had been determined with absolute accuracy, though of course 
this is never the case. As noted earlier, data-reduction routines must be applied 
to the information obtained from tracking apparatus or to the orbital elements 
derived from actual observations, which are always contaminated by errors. In 
this section and the next we shall consider the case where a position and velocity 
vector of the vehicle are established at time to and where we would like to know 
the effects on the orbit elements of small changes in these quantities. In other 
words, we would like to know how sensitive an orbit parameter is to the conditions 
at to . Such a study is referred to as sensitivity analysis. 

This technique is of value from several points of view. First, it gives the variation 
to be expected in the orbit when observational errors at to can be estimated ; thus, 
the effect of instrument bias on the orbit elements resulting from some of the 

*In practice, one may not care to restrict these inconsistencies entirely to an out-of-plane 
component by permitting the projections 152 and 153 to intersect the orbit at points whose times 
are slightly different from tz and t3 ' The successive trials with Dl and D4 could then aim at 
minimizing the sum of the squares of the tangential and transverse residuals at points 2 and 3 .  
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methods in Section 4 through Section 6 can be judged. Second, sensitivity analysis 
tells us how guidance errors during the powered flight portion of a trajectory and 
the resulting small changes in the injection conditions will affect the final orbit ; 
e.g., in a "targeting" or "splice" problem, as mentioned in Section 1 ,  one might 
be concerned with the displacements of the terminal point or changes at the 
splice points resulting from changes of the injection conditions. Third, we can 
use the sensitivities for "trajectory shaping" during the planning phase of a project ; 
a preliminary orbit can be based on accurate computations from tentative values 
of the controlling parameters, and the significance of small changes can be roughly 
gauged by a sensitivity analysis. As regards the last, this approach avoids a full-scale, 
time-consuming, parameter study-i.e., a numerical optimization-and the conse­
quent differencing of large numbers to obtain small changes. A typical example is 
the compromise between the perigee altitude, orbit inclination, and spin orientation 
for a sateflite with given payload, all of which can be controlled by the magnitude 
and direction of its injection velocity. 

We restrict our analysis to elliptic orbits and begin by establishing the sensi­
tivities of the six basic orbit parameters. Assume that we have established the 
"smoothed" radius vector ro, the velocity vo, and the flight path angle Yo for an 
orbiting object. Assume further that these quantities are subject to errors I1.r, I1.v, 
and l1.y which are very small compared to the gross values of ro, vo, and Yo' If we 
denote the true values by a prime, then r' = ro ±l1.r, or if we absorb the sign in 
I1.r, we have r' = ro( 1  + I1.r/ro) where I1.r/ro � 1, and corresponding forms for 
v' and y' . One way of establishing orbit sensitivities makes use of the expressions 
for orbit parameters in terms of the position and velocity at the initial point, 
which were derived in Section 2. In the present section we use these to form 
Taylor series expansions in powers of I1.r, I1.v, l1.y , etc. ,  and truncate these series 
as needed for a satisfactory estimate of the sensitivities. 

Let us simplify the notation by dropping the subscript zero from the initial 
values for r, v, y, etc. From (4.2. 1 ) we find for the first-order sensitivities of the 
semi-major axis 

and 

so that 

8a/8r = 2a2/r2 , 

8a/8v = 2a2v/p, 

2 (I1.r v ) a' - a == l1.a:::::: 2a -;:z + -pl1.v . (4.7. 1 )  

The next terms in the Taylor series expansion are of order (I1.r/r)2 and (I1.v/vf and 
will be neglected here. The absence of y in the expression for the semi-major axis is 
worthy of note. A family of elliptic orbits with equal major axes may be generated 
by launching from a radial distance r with a fixed velocity but firing at different 
angles. The complete family of orbit shapes will range from an ellipse with minimum 
eccentricity (horizontal injection) to a straight line through the center of the earth 
and of length 2a. 



94 The determination of orbits 

For the sensitivities of e, we find from (4.2.2) 1 Ar 1 Av . 1 Ae = e i cos2 y - - + 2e i cos2 y - - - e2 sm Y cos Y - Ay e r e v e 

[ 1  . 1 1 3 '  1 J Ar A + - - ei sm 2y - + - e i e2 cos Y sm Y 3" - Lly 2 e 2 e r [ . 1 . 1 J Av 
+ ei sm 2y - + e ie2 cos

3 y sm Y 3" - Ay + ' "  e e v 

[7 

(4.7 .2) 
Here we included second-order terms for reasons that will appear presently. 
In (4.7 .2) we have 

e i = [v2 -.u/r](v2r2/.u2) ; e2 = [v2 - 2.u/r](v2r2/.u2) ; 

If injection occurs at perigee, as is frequently the case, we have y = 0 ;  hence 
e = 1 - rv2 /.u and the above expression simplifies considerably : 

Ae = v
2r Ar 

+ 
2v2r Av 

.u r .u v 

+l�: r' � �J < :  r, � �]j(�)' 
+ fv;, 3

v
:'�i - 2V:" t' ��]j(�vr ��:: -; (A,)' 

l 2V2 - !!.  
+ 

v2r r _ v4r 
.u 2 .u .u v - -r v' � � l(�')(�v) + (4.7 .3) 
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While no difficulty arises in applying (4.7.2) to orbits of high, or even moderate, 
eccentricity, one observes that for given errors I1r, I1v, l1y we might easily have a 
value of e small enough to render the expansion (4.7.2) inaccurate (no matter how 
many terms we include in the series) . This indicates that for near-circular orbits a 
power series expansion for l1e is not a suitable approach. This difficulty is not 
peculiar to the way in which we approach the limit e = 0 and cannot be avoided 
by taking ;i��;,. , with y(v) a function that vanishes only as e�O. We shall see 
a way around this obstacle in the next section. 

A similar situation exists with regard to the sensitivities offo, the true anomaly 
at to, where 0 <fo < 2n. From (4.2.8) and (4.2.9) we deduce 

f - 1 rv2 sin 2y 
) 0  = tan 2 2 . 2(rv cos y - /1) 

The leading term of the Taylor series for I1fo reads 

{ ( COS 2Y) (4/1 . ) ( 2/1 . \ }  I1fo � 4 cos 2 Y - � l1y - rv3 sm 2y I1v - r2v2 sm 2Yj I1r 

x [4 (cos2 y - r�2 r + sin2 2yJ - 1 

(4.7.4) 

(4.7.5) 

If 0 < (v2 - /1lr) � 1 and I y I � n12, the higher-order terms of the series expansion 
become appreciable and, as v2�/1lr and y�O (the circular case), all coefficients of 
the expansion exhibit singularities ; one must establish a suitable asymptotic 
expansion for this case or use the closed forms of the next section. 

We now consider the time of perigee passage. From Chapter 2 we recall that 
r = to - J a3 1/1 [2.2.37J£0, where [2.2.37J stands for the corresponding bracketed 
term in (2.2 .37). If we formally generate a series expansion for this to first-order 
terms, we find 

3 � �� sinfo 1 (tfA- e fo)� I1r = I1t + - - - 2 tan- - - tan - l1a o 
2 /1 1 + e cos fo 1 + e 2 

. (c? � sinfo (2 + e  cosfo) 11 R ( 1 _ e2?12 + V --;; (1 + e cos fO)2 e - V --;; ( 1  + e cos fo? 
No, (4.7 .6) 

where l1a, l1e, and I1fo are given by (4.7 . 1 ), (4.7.2), and (4.7 .5) respectively. Needless 
to say, this expression for I1r exhibits the same difficulties that we have already 
noted with l1e and I1fo as e�O. 

We can investigate n, i, and w by the spherical trigonometry of Fig. 4.2. Since 
cos i = sin tjJ cos cp', we find 

l1i � � [(sin tjJ sin cp') I1cp' - (cos tjJ cos q/) I1tjJ J .  
sm I 

(4.7 .7) 
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Similarly, we obtain from the second part of (4.2. 12) 

.1Q = . . .
- 1 

[(sin 1/1) .11/1 + (cos 1/1 cot i).1iJ + .1A 
sm I sm (A -Q) 

. 3 . . 
1 

[(cos i cos2 1/1 cos q/ - sin2 i sin 1/1).11/1 
sm I sm (A -Q) . 

-! (sin 21/1 sin q/ cos i) .1cp'J + .1A. (4.7.8) 

From the first part of (4.2. 1 3) we write 

1 .1w = . . [(cos cp') .1cp' - (cot i sin cp') .1iJ - No 
cos (w +fo) sm I 

1 
. 3 . [(sin2 i cos cp' - cos i sin2 cp' sin I/I)/':l.cp' 

cos (w +fo) sm I 

+! (sin 2cp' cos i cos 1/1) .11/1] - No, (4.7.9) 

which gives the sensitivity of the argument of perigee. Since this expression contains 
No, it diverges for e->O. Moreover, we note that (4.7 .7), (4.7. 8), and (4.7 .9) diverge 
as i tends to zero. In such cases the longitude of the node becomes poorly defined 
and this manifests itself in these sensitivities . One alternative is to utilize suitable 
redefined elements, as discussed in Chapter 2, but we will not pursue this here. 

Error estimates for a few derived parameters follow quite simply from the 
sensitivities already calculated. Since the pericenter and apocenter distances are 
q = a(l - e) and Q = a(l + e), we have 

/':l.q = .1a(l - e) - a.1e, 
and 

.1Q = .1a(l + e) + a.1e, 

(4.7. 10) 

(4.7 . 1 1 ) 

where (4.7 . 1 )  and (4.7 .2) are to be substituted into these equations. From (2.2.24) we 
have, for the anomalistic period of the orbit, T =  2n(a3//l)1 /2, and thus 

.1T= 3n(a//l) 1 /2.1a. (4.7 . 12) 
To demonstrate the utility of some of the foregoing expressions for the orbit 

sensitivities, consider the following example . 
Suppose that in an attempt to launch a satellite, we have obtained, with the 

flight path angle y = 5 .0403°, a velocity v = 7.714 X 103 m/sec in the nonrotating 
geocentric frame and a burnout altitude of h = 1 .2995 X 106 m. We ask the 
following. Is this a satellite orbit? If so, what will be the effect on the apogee distance, 
the eccentricity, and the period if an error of 0.3 m/sec in velocity and a 30 m error 
in altitude had been made at burnout? If nO errors occurred in v and h, but the 
flight path angle was off by 0.05°, what effect would this have On the eccentricity 
and On altitude, location, and passage of perigee? 
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Assuming a value of 6 .3795 x 106 m for the earth's radius, we have r = 7.6790 x 
106 m. From (4.2. 1 )  and (4.2.2), we find a = 8.998 x 106 m, e = 0. 1 744, and, from 
(2.2. 1 1), q = 7.4 1 8  X 106 m. Thus, we have an elliptic orbit which does not intersect 
the earth. From (4.2.8) and (4.2.9) we obtain fo � 38 .22° . Considering first the 
possible errors in h and v, we compute from (4.7 . 1 )  that the error in altitude induces 
a change of 73 .8  m in the semi-major axis ; similarly, the effect due to �v is 955 .2 m. 
Thus, if we had underestimated h and v (�r > 0, �v > 0), the total adjustment in a 
would have to be �a = 1029 m ;  an underestimate of h and an overestimate of v 
yields �a = - 881 .4 m, etc. Further, (4.7.2) yields �e = 3.795 x 10- 6 due to �h and 
�e = 7 .554 x 10- 5 for �v ; in this case the second-order terms in �e can be ignored. 
If both measurements had been underestimated, then, according to (4.7 . 1 1), the 
change in apogee could amount to �Q = 1936 m, and from (4.7 . 12) � T = 1 .471 sec . .  

If the cutoff errors consisted only of �y = ( +  )0.05° we would find that 
�e = 4.59 1 x 10- 4, where this time the third term of (4.7 .2) made the chief contribu­
tion. With �a = 0 we find from (4.7 .10) that �q = - 4176 m. Finally, one obtains 
from (4.7.5) and (4.7.6), No = 0.293° and �T = - 1 1 . 1 1  sec. 

It is worth pointing out that expressions of this type may be used for certain 
orbit refinement schemes. In fact, they form the basis for the method of differential 
corrections mentioned in Section 1. We give here a much simplified application. 
We assume that a satellite has been launched into orbit and we have only very 
crude injection data for an estimate of the orbit parameters. Before the regular 
tracking operation gets under way from which we can collect "smoothed data," 
it may be expected that some post-launch observations, not too precise in character, 
become available. We would like to know what use can be made of such information 
to effect a preliminary improvement of the orbit parameters. 

Suppose a station registers a meridian crossing of the vehicle at the time t l ' 
On the basis of launch parameters this would correspond to the value f1 in true 
anomaly. Suppose a second observing station possesses a low-grade instrument 
whose readings can be reduced to another pair of data fz, tz . Now the observed 
time difference c3t = tz - t 1 will usually disagree with that interval computed from 
the injection parameters and corresponding to fz -fl ' We would like to know 
the extent to which this discrepancy �(c3t) reflects the inaccuracies in the various 
orbit parameters and how it should be used to rectify them. 

In analogy to (4.7 .6) we may derive 

3 ra [  ( Fe  f) eJ1 - ez sin� h �(c3t) = 2 V � t tan - 1 
V Ue tan 2 - l + e cosf 

�a 
h 

- (;?E� Sinf(2 + e cosf� h �e V;; ( l + e cosf)z 
f 1 

�3 ( 1 - eZ)3/Z �3 ( 1 - eZ)3/Z 
+ - Nz - - �f1 '  

f1 ( l + e cosfz)Z f1 (1 + e cosf1 )Z (4.7 . 1 3) 
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Here .1.a and .1.e represent errors in the orbit parameters due to inaccuracies of the 
injection conditions, .1.f1 and .1.fz represent errors in the anomalies at t 1 and tz, 
which are partly due to .1.fo at injection (sincefo enters into the computation off1 
andfz from the sight angles at t1 and tz) and are partly due to observational errors 
in the sight angles themselves. The expression (4.7. 1 3) shows us immediately that 
if we can select observations such that f2 -f1 is large, the secular term in the first 
brackets magnifies the contribution from .1.a beyond all others. Therefore such a 
pair of observations, where each consists essentially of a single angle and time, 
lends itself to a revision of the semi-major axis or, what amounts to the same thing, 
of the period. 

8. ORBIT ELEMENT SENSITIVITY. MOTION RELATIVE TO THE NOMINAL ORBIT 

In the preceding section we noticed that the truncated series for orbit sensitivities 
became inaccurate as the eccentricity approached zero. On the other hand, an 
extension to higher-order terms soon makes these expressions excessively awkward. 
As an alternate approach we introduce the idea of using the nominal (i.e . ,  the 
planned or desired) orbit of the satellite as a locus of reference for the variations . 
With respect to this reference one may express the actual motion of the satellite as a 
function of its velocity and position errors at to . Since we shall discuss this approach 
more fully in Chapters 5 and 7, in relation to several perturbation methods, we 
merely state the equations of motion in this section by inspection and intuition. 
They will be specialized to nominally circular orbits. In Fig. 4.5, point 0' marks 
the nominal satellite position in the nominal orbit. It is located by the distance 
r from E and by the central angle e measured from the node, whose initial value 
is eo. The point 0' serves as an origin for the �, '1, ( coordinates where � is 
positive in the radially outward direction, '1 is normal thereto in the nominal orbit 
plane, positive in the direction of increasing e, and ( is perpendicular to the orbit 
plane, completing a right-handed system. We assume that the departures (�, '1, 0 

E Nominal orbit 

Line of nodes Figure 4.5 
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from nominality are small compared to r, hence we ignore terms of order (�/r?, 
(YJ/r?, ('/r)2 , and the equations of motion of the satellite about 0' may be written 
as follows : 

- m(i' + �) + m(r + �)(p + mYJe + 2m�ti - flm/(r + �)2 = 0, (4. 8 . 1 )  

- m1 + mYJti2 - m(r + �)e - 2m(f + �)ti - flmYJ/(r + �)3 = 0, 

- me - flmU(r + �? = O. 
(4.8 .2) 
(4.8 .3) 

Wherever the distance from E to m occurred it was simplified from [(r + �)2 + YJ2 
+ eJ1/2 to (r + �). 

The significance of the terms in (4.8 . 1 )  through (4.8 .3 ) becomes evident if we 
examine their physical interpretation. Following the term-by-term sequence in 
which they are written, we have in the first (second) equation : 

inertial reaction against rectilinear acceleration along the �(YJ) axis ; 
inertial reaction against centripetal acceleration along the �(YJ) axis ; 
inertial reaction against the �(YJ) component of rotary acceleration of the �, YJ, ' 
system ; 
inertial reaction against the �(YJ) component of Coriolis acceleration ; 
�(YJ) component of gravitational attraction ; 
and in (4.8 .3 ) : 

. 

inertial reaction against rectilinear acceleration along ' axis ; 
, component of gravitational attraction. 

This last equation describes the satellite's rectilinear motion normal to the orbit 
plane. 

We now expand (r + �) - 2 and (r + �) - 3 , retaining terms of O( �/r), etc. ; we 
observe that all terms containing r or its derivatives in the numerator describe the 
motion in the nominal orbit and therefore equilibrate among themselves. Thus 
we have 

� - 2�ti - 1Je - �(2fl/r3 + ti2) = 0 ;  1 + 2�ti + �e + 1J(fl/r3 _ ti2) = 0 ;  

e + ,  fl/r3 = O. (4.8 .4) 

For the circular case, ti2 = n2 = fl/r3 and d( )/dt = J;P d( )Ide. Hence 

C - 2YJ' - 3� = 0 ;  YJ" + 2�' = 0 ;  C' + ' = 0, (4. 8 .5) 

where the "primes" denote derivatives with respect to e. The solution of (4.8 . 5) is 

� = 2Ijo/n + 4�0 - [2Ij o/n + 3�oJ cos l+ �o sin lin, 
YJ = YJo - 2�0/n - 3 [ljo/n + 2�oJ.T+ 2[2Ijo/n + 3�oJ sinJ+ 2�0 coslln, 

(4.8 .6) 

where I = e - eo and the subscript 0 denotes the values of �, YJ, , at to .  The values 
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';max and ';min from this result mark the apogee and perigee of the orbit. One easily 
finds that these points are located at 

� 
- 1 - �o � 

fq'Q = tan (2/jo + 3n,;0)' 
where fq = w - 80 and fQ = w - 80 + n. (4. 8 .7) 

A brief inspection of the geometry of an ellipse in polar coordinates will determine 
how to assign quadrants to h and fQ and reveals the following behavior of the line 
of apsides. 

2/jo + 3n,;0 > 0 

�o > O 1: in 41h quad. 
JQ in 2nd quad. 

�o < O � in 1'1 quad. 
J Q in 3rd quad. 

2/jo + 3n,;0 = 0 

�. = 3n/2 
JQ = n/2 

� = n/2 
JQ = 3n/2 

2/jo + 3n,;0 < 0 

fq in 3rd quad. 
JQ in 1'1 quad. 

� in 2nd quad. 
fQ in 41h quad. 

If we use (4.8 .7) and (4.8 .6), the maximum and minimum excursions from the 
circular orbit turn out to be 

2 . 1 � . 2 . 2� 1 /2 '; max = -1]0 + 4,;0 ± - (21]0 + 3n�0) + ';0 . 
min n n (4.8 .8 ) 

Now, of course, I1q = ,; min and I1Q = ';wax , hence 

l1a = !(';max + ';min) = �/jo + 4';0, n (4 .8 .9) 
and 

(4.8 . 10) 

To find the sensitivities of various characteristic times of the orbit, we must examine 
the expression for I] in (4.8 .6). We note that 1]0 represents an error in the original 
observation of the satellite's central angle which is carried along unchanged in all 
predicted positions ; 1]0 enters into no other term of (4.8 .6) and merely causes the 
constant error - I]o/rn for all future times of observation at positions specified 
in terms off Now let us examine the variations that the secular term of I] produces 
in the period, and in the times of nodal and perigee passage. In general, the quantity 
I](f) at any point repres:::nts a circumferential lead in the actual motion of m over 
the nominal anomalistic motion so that the time correction for passage through the 
point takes the form M = - I](f)/rn. Setting J = 2n as the argument in 1], we get 

1](2n) 6n . I1T = - -- = -2 (1]0 + 2n';0). (4. 8 . 1 1 )  rn rn 
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Similarly, we observe the following sensitivity of the nodal passage 

1 [ . 
- -2- nl'/o - 2¢0 - 3(tio + 2n¢0)(2jn - (}o) n r 

- 2(2tio + 3n¢0) sin (}0 + 2�0 cos (}o] , (4.8 . 12) 

where j is the number of the revolutions for which the passage is to be predicted. 
We note that (4.8 .7), (4.8 . 10), and (4.8 . 12) constitute simple and useful expressions 
for sensitivity analyses of orbits with vanishingly small nominal eccentricity, 
the case which caused us trouble in the preceding section. When expressing the 
present results in the notation of that section, one observes that, due to the rotation 
of the frame (¢, 1'/, 0, we have 

(4. 8 . 1 3) 
In this notation* we find, for the case where all deviations except �o vanish, that 

l.J'Q = =+= n12, e = �y, and MN = 2C;y 12 
[1 - cos (}o]�Y. 

Finally, we observe that sensitivities for n and i may also be calculated from 
(4.8 .6) : 

and 

[ ( J 1 . . 
�n = - -. -. = --. -. [(0 sm (}o - n(o cos (}o] r sm l 7� 2n- Bo nr sm l 

. [(J 1 . . �l = - = -[(o cos (}o + n(o sm (}o] .  r _ nr J� 2n- Bo 

(4.8 . 14) 

(4.8 . 1 5) 

In order to show an application of the equations in this section, assume that 
we wish to establish a satellite in a circular orbit of altitude h = 1 .300 X 106 m. 
The nominal orbit is to have an inclination of 50° to the equatorial plane. A typical 
rocket engine cutoff point within the capabilities of the ascent vehicle might be at 
the latitude cp� = 38 °  and the right ascension Cio = 105° . We ask : what azimuth l/Jo 

*Note that, in terms of these deviations in an inertial coordinate system, we obtain 

� = 211v/n + 2M - (211v/n + llr) cosj+ rlly sin! 

Such an expression for the circular orbit may also be obtained by the simple expansion 

Cilfl Ci - -

r =  
(f }; )

� - [I - e cos fcos fo + e sinfsinfo], 
1 + e  cos + 0 P 

where C 1 = (v + llv)(r + M) and, from (4.2.8) and (4.2.9), cosfo = [(r + llr)(v + llv)2 - p  ]/pe, and 
sin fo = (r+ llr)(v + llv)nrlly/pe. 

file:///x~/l/xe
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will be required to establish this orbit and where will the ascending node be located? 
If an error of ( + )0.05° is committed in the flight-path angle at burnout and of 
( + )0.30 m/sec in the cutoff velocity, what will be the apogee and perigee distances 
of the resulting orbit and its eccentricity, where will perigee be located, and when 
will the first nodal passage occur? If the reading for I/J 0 was accurate to 0.05° and 
({Jo to 0.01 °, what are the maximum uncertainties in i, n, and OJ? 

Equation (4.2. 10) yields I/Jo = 54.66° and, from (4.2. 12), 
n = ()(0 - sin - 1 (tan ({Jo cot i) = 64.04°. 

The circular velocity is v = (/1/rO)
1 /2 = 7. 193 x 1 03 m/sec and the nominal angular 

velocity is n = 9.367 x 10- 4 rad/sec. If an error of L1y = 0.05° is made at burnout, 
this, according to (4.8 . 1 3), corresponds to a radial velocity component of 
eo = 6.276 m/sec. Substituting this, together with ryo = 0.30 m/sec into (4.8.9), 
we obtain q = ro + L1q = 7.671 x 106 m ;  Q = ro + L1Q = 7.685 x 106 m. Also 
from (4. 8 . 10), e = 8 .337 x 10 - 5 and from (4. 8 .7),h = - 84�45. 

We find with an obvious change of notation in (4.2. 1 3) that eo = 53 .49° 
and with the help of (4. 8 . 12), the time to the first nodal passage is tN = (2n - eo)/n 
- '1(2n- 80)/rn = 571 1 + 2.6 c::::: 5714 sec. If the uncertainty in the launch azimuth is 
L1l/Jo = ± 0�05 = ± 8.72 x 10- 4 rad, (0 = vL1l/Jo = ± 6.276 m/sec and if L1({Jo = 
± 0.D1 0, then (0 = roL1({Jo sin I/Jo = ± 1093 m. Thus, with the help of (4.8 . 14) and 
(4.8 . 1 5), the maximum uncertainties in node and inclination are found to be 
L1n = 9.214 x 10 - 4 rad, and L1i = 2.603 x 10 - 4 rad. Finally, from (4.7.9), L10J = 
2.707 x 10- 3 rad. 

There are other uses for (4.8 .6) besides computation of simple orbit sensitivities. 
For example, we may apply these equations to study the release of objects from a 
satellite already in orbit. The path of every ejected particle may be expressed in 
terms of �, '1, ( as a motion relative to the nominal orbit, which in this case is the 
trajectory of the container from which the particle was released. Let us assume that 
there are no other perturbations than those due to the conditions at injection. 
Since all particles start from the same point, we have �o = '10 = (0 = 0, but 
eo, ryo, (0 will have various values depending on the mechanism of expulsion from 
the capsule. 

Let us examine the case of a single container explosion by which a cloud of 
particles is to be distributed around the orbit . Then the instantaneous position 
of the jth particle may be written as 

where 

�j = - Kj sin ()(j + Kj sin (()(j + f), 

'1j = -2Kj cos ()(j + GXj sin ()()! - 2Kj cos (()(j +f), 

(j = Aj sin! 

()(j = tan - 1 -----,-!J..:!. ; (- 2 ' ) 
�o j 

(4. 8 . 1 6) 
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The distribution of these amplitude and phase parameters is a function of the 
distribution of the ejection velocities from the dispenser. 

The most effective term for spreading the particles around the orbit is the 
nonperiodic part of 1'/j. Since its coefficient is proportional to sin !Xj' gradual spread­
ing does not occur if tio = O. As one should expect, the particles ejected at right 
angles to the orbital velocity do not contribute to a spreading of the cloud in a 
circumferential direction. We also note that �j and C will vanish periodically for all 
particles. This means that the width and depth of the belt of particles will show a 
null twice during each orbital period. Such a null can be avoided only by ejecting 
the total mass of particles continuously around the orbit. 

Another application of (4.8 .6) is in design of corrective maneuvers to achieve 
satellite rendezvous. Let us consider the following rudimentary example. Suppose 
one space yehicle has been brought into the vicinity of another. Two measurements, 
at different times, of the position vector X(�, 1'/, 0 between the vehicles will, in 
principle, suffice to yield the constants in (4.8 .6) .  Then the auxiliary rockets of the 
ship may be caused to deliver one velocity impulse - Xt! M at a time t 1 and another 
one, (It! M) - Xl > at t 1 + M, where M is to be a small interval in terms of the period 
so that the space ship can be assumed to follow a straightline path in the �, 1'/, , 
frame. This double-impulse maneuver will then improve the agreement between 
the orbits . It will not, in general, bring about a perfect rendezvous. A more general 
solution of this problem would consist of a succession of impulse corrections with 
some constraint imposed, e.g. minimizing the propellant consumption. 

Of course one could say more about trajectory sensitivities and their applica­
tion to guidance and control procedures. An extension of( 4 .8 .6) to elliptic, parabolic, 
or hyperbolic orbits is given in Chapter 7. Rather elaborate ad hoc schemes have 
been developed for various situations where the form of the required sensitivities 
depends on the specific mission and the geometry at terminus. Such calculations 
usually involve numerical iterations based on the equations derived for conic­
section orbits in this chapter. Since the detailed procedures may lean on the theory 
of trajectory optimization and usually reflect the structure of the necessary 
computer simulations, it seems appropriate to withhold further comments here. 
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Chapter five 

FUNDAMENTALS OF 
PERTURBATION THEORY 

1. INTRODUCTION 

We have seen that the classical two-body problem has solutions which can be 
written in closed form when either the true or the eccentric anomaly is used as the 
independent variable. * The solutions provide us with planar motion in a conic 
section ; we generally refer to such behavior as Keplerian. 

If an additional force acting on either of the two bodies is introduced, the 
resulting equations of motion usually no longer have closed-form solutions. 
When the magnitude of such a force is small compared to the central gravity term, 
the force is called a perturbation. Then, as might be expected, the resulting orbit 
does not depart appreciably from its Keplerian counterpart, at least at first ; 
these departurest are also termed perturbations. The terms disturbing force, 
disturbed motion, etc., are also used. 

Under certain circumstances, it is possible to make analytic approximations 
to the effects of the perturbing forces, though a precise solution cannot be obtained. 
Means of obtaining these approximations will form the subject of this and the next 
few chapters. Generally, the methods consist in determining the exact equations of 
motion and then assuming that their solution does not depart appreciably from 
that which would be valid if the extraneous small forces were not present. We can, 
in any practical case, obtain only an indication of the actual motion of the body. 
"Precise" solutions can be found for specific initial conditions by numerical integra­
tion techniques, but these afford little insight on the dependence of the motion 

*We remind the reader that iftime is selected as the independent variable these solutions cannot, 
in general, be expressed in closed form but must be written as infinite series. 
tWe note that these arise from a force which acts continuously along the orbit ; this is in 
distinction to the departures we considered in the preceding chapter which were due to 
(virtual) deviations induced at one point in the path. 

105 
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on the parameters of the disturbing force. An understanding of these dependencies 
is frequently far more important than a precise set of numbers and, for this reason, 
we restrict ourselves here to the analytic approach. However, it can be shown that 
in many cases the approximations are quite good and may exceed the precision of 
numerical methods if we wish to predict the effects for a reasonably long time into 
the future. * 

In this chapter we begin by examining some fundamental physical effects in 
order to familiarize ourselves with the basic phenomena and geometric relations 
characterizing each situation. For concreteness, we will discuss several significant 
disturbing forces and their gross effects on orbits. Thereafter we will proceed to a 
more systematic treatment of perturbation theory. 

2. ELEMENTARY ANALYSIS OF PERTURBATIONS 

As a first attempt to understand disturbed orbital behavior, we recall two basic 
physical principles : (1 )  The rate of change of angular momentum is equal to the 
torque exerted by the perturbative forces on the body in the orbit ; and (2) the 
change in kinetic energy of the orbiting body is equal to the work done on it by the 
external forces. 

These provide the means for an illuminating, though elementary, analysis of 
(1 )  the effect of the disturbing force on the plane of motion, and (2) the effect in the 
undisturbed orbit plane. For this initial examination, we restrict ourselves to 
studying orbits which, in the absence of perturbations, would have been circular. 
Other illustrative or qualitative discussions of satellite perturbations may be found 
in the literature, such as the graphical treatment in Chapter 9 of reference 1 .  

2.1. Perturbative Effects on the Orbit Plane 

Let us consider first the motion of the orbit plane itself. The angular momentum 
vector, L, of the orbit is normal to the instantaneous plane of the motion, and is 
given by 

L = r x  mY, (5.2. 1 )  

where m i s  the satellite's mass, and r ,  v are its instantaneous radius and velocity 
vectors, respectively. Now the torque is 

dL/dt = r x F, (5 .2.2) 

where F is the force applied ; obviously if F lies along r there is no change in L. 
When F does not coincide with r, the change in angular momentum is 

i1L = f (r x F)dt, (5 .2.3) 

*For cases where there is no clear dominance of any one force, there often is no substitute for 
numerical integration to produce acceptable results. 
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where the integral will be evaluated over some appropriate time interval. Now we 
may write 

de 
dt = 8' 

where 8 is the angular rate of motion in the unperturbed orbit, that is, 

82 = /1/r6, 

with ro being the radius of the assumed circular undisturbed orbit. Hence (5.2.3) 
becomes 

.1L = M(r x F)de. (5 .2.4) 

Equation (5.2.4) suggests that, as a first approximation, we express r and F in 
terms of the unperturbed position angle of the orbit ; the errors so committed are 
obviously small relative to the effects we are calculating, as long as those effects 
themselves remain within bounds. 

x , x  

\ 
\ 
\ 

y 

Figure 5.1 

The components of .1L indicate the change in the orientation of the orbit. 
Let us set, in this case, the x axis along the unperturbed line of nodes. (See Fig. 5 . 1 .) 
Then it is easy to show that 

L sin i cos n = az x Lax, 
(5.2.5) 

where ax, ay, az are unit vectors along the inertial axes. For a given .1L we can write 

L = ax(.1LJ + ay( -Lo sin io + .1Ly) + aiLo cos io + .1LJ 
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Carrying out the operations indicated in (5.2.5), setting i = io + !ii, L = Lo + !iL, 
n = !in, and assuming !ii, !iL, !in are small, * we obtain 

!iL = !iLz cos io - !iLy sin io, 

!ii = !iLy cos io + !iLz sin io 
Lo 

(5 .2.6) 

(5.2.7) 

Equations (5.2.6) and (5.2.7) relate the changes in angular momentum to the 
changes in orientation of the orbit plane. The !iL may be found by (5.2.4), where, 
for example, we may integrate over one revolutiont, i .e . , from 8 = 0 to 8 = 2n. 

2.2. Perturbative Effects in the Undisturbed Orbit Plane 

Now let us look at the motion of the satellite as projected on its initial orbit plane. 
Since we are interested in the departures from circularity, it is convenient to 
employ the relative coordinate system e, 1], , we introduced in Chapter 4. We 
have (see Figs. 5 . 1  and 5 .2), 

x = (ro + e)cos 8 - 1] sin 8, Y = (ro + e)sin 8 + 1]  cos 8, 

/ / / 

/ �  / 

y 

/ f �  \ 
I e \ 

----+\ --------�--�----/�----x \ / \ / \ / " / 
" ,  / 

' --- - _ / /  

Figure 5.2 

* As mentioned, if the perturbing forces are small, the changes in these elements over a reason­
able period should also be smalL 

tBy calculating i'lL for one revolution and dividing the results for lli and Ml by the period 
T we obtain mean rates of change in i and n. The notion of averaging perturbations over one 
period is intuitively obvious ; a more formal treatment of this idea, leading to so-called aver­
aging methods, is a separate subject. 
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and, thus, in the X, Yplane, the kinetic energy of the satellite is 

w = �(X2 + y2) 2 

� 'it' �'oH)'H'J+ " H' + 20[('oH)" - "'l , (5.2.8) 

where m is the satellite's mass, ro is the radius of the unperturbed orbit, and e is 
the (mean) motion in the unperturbed orbit. 

Now the work done by a force over some arc of the orbit is L\ W = S F·ds, 
where ds is the linear displacement of the satellite. This relation can also be written 

W= F·v. (5.2.9) 

The total force F may be resolved into that arising from central gravity and that 
arising from other causes. We have 

where F is the perturbation ; in place of F x and F y, it is better to use 

(5.2. 10) 

where Fr is the radial component of the perturbing force, and Ft is the tangential 
component. Utilizing (5 .2.8) and (5.2.9) yields 

(5.2. 1 1) 

remembering that r 0 = e = 0, and e2 = fl/r6 . We again change to e as the indepen­
dent variable by virtue of 

d/dt = e d/de, 

and further note the expansion 

1 flm ¢ ¢2 3 1]2 =---'--=---==-= - 1 - 3 - + 6 - - -- + ' " me2 [(ro + ¢? + 1]2r/2 - ro r6 2 r6 
== 1 + L\, 

(5.2. 12) 
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where /). is a small quantity as long as the departures (�, 11) from circularity are small 
compared to ro o Then (S.2. 1 1 ) becomes 

(ro + � + I1'{I1" - :; + �'(2 + /).)J = (11 - �'{�" - :; - 11'(2 + /)'� ' (S.2. 13 )  

where a prime denotes differentiation with respect to e. 
Now, from (S.2. 1 ), 

Lz = m[(ro + �)(roe + �e + �) - 11(� - l1e)] ;  (S.2. 14) 

from this, using (S.2.2) and (S.2. 12), we obtain 

(r 0 + �)(11" -Ftle2 + 2�') = 11(�" -Frle2 - 211') · (S.2. 1 S) 

Considering (S.2. 1 3) and (S.2. 1 S) as simultaneous equations in C, 11", we find 

C - 211' - Frle2 = - (ro + �)/)., 11" + 2�' - Ftle2 = -11/).· 
Now - (ro + �)/). = 3� - 3�(�/ro) + 3/211(l1lro) - . . .  ; the second and succeeding 
terms on the right-hand side, being quite small compared to �, may be ignored in 
this elementary analysis. Further, - 11/). = 3i]( �/r 0) - . . .  yields terms similarly 
negligible. Thus, 

�" - 211' - 3� = r�Frlpm, 

11" + 2�' = r�Ftl pm. 
(S.2. 1 6) 

(S.2. 1 7) 

We note that if Fr = Ft = 0, these become the first two of (4.8 .S) . In terms of 
the x, y, z components of the perturbing force, we have 

F r = F x cos e + (F y cos i + F z sin i)sin e ;  
(S.2. 1 8) 

Ft = -Fx sin e + (Fy cos i + Fz sin i)cos e. 

3. AN EXAMINATION OF VARIOUS PERTURBING FORCES 

To illustrate the use of the method outlined in Section 2, we now turn to some 
concrete examples of disturbing forces. Since we shall use these forces repeatedly 
in examples of perturbation techniques, we discuss each in some detail, applying 
the results of Section 2. 

3.1. Perturbation by Third Ponderable Body 

The Force. The most celebrated of perturbing forces, at least in classical astronomy, 
is that due to the gravitational effect of bodies other than the central mass. If we 
consider an artificial earth satellite, then the third body could be the moon, sun, 
or any of the other planets. Corresponding problems of classical astronomy 
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involve the theory of lunar motion, subject to solar and planetary perturbations, 
and the theories for each of the planets subject to perturbations from all the others. 

We have derived the equations of motion for tb,e n-body problem in Chapter 1 ,  
and repeat one of  these here with a slight change in  notation, for convenience. 

(5. 3 . l )  

where mi i s  the mass of  the ith body, Xi i s  one of  its coordinates, G i s  the universal 
gravitational constant, and 

(5. 3 .2) 

Now if mj is a particular body of interest in the system, we may choose to express 
the motions of the other bodies in reference to its position. * Thus, let 

Xi = Xi - Xj' 
Yi = 1'; - 1), 

Zi = Zi - Zj. 

Equation (5 . 3 . l )  can be written in the form 

and, similarly, 

Using (5 .3 .3)  

x. - x .  X. - Xk Xi = - Gmj , 3 J - G L mk ' 3 ' rij k t i .j rik 

(5.3 . 3) 

If we subtract the second of these equations from the first, and note that Xi = 
Xi - Xj' 

(5 .3 .4) 

*We have already seen that if mj � m;, the center of mass will lie very close to the position of the 
jth body and this body is a preferred choice for the origin of coordinates. 
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Equation (5 .3 .4) with its y and z counterparts represents the equations of motion of 
the ith body referred to the position of the jth. 

In order to express the perturbation due to other masses in the preferred 
classical form we note that rfk = (Xi - Xk)2 + (Yi -h)2 + (Zi - Zk)2, and thus, 

(5 .3 .5) 

Further, 

or, more generally, 

(5 .3 .6) 

Equation (5 .3 .4) may then be cast into the form 

(5.3 .7) 

where the corresponding equations in Yi and Zi are analogous and 

(5 .3 .8)  

R is known as the disturbing function since it contributes the terms in (5 .3 .4) that 
are not present in the two-body problem. Note that oR/ox i plays the role of the 
x component of the perturbing force (per unit mass) ; we may thus interpret R 
as the negative of the perturbing potential (per unit mass). 

Now the magnitude of the partial derivatives of R is of the order Gmpr/r� 
(where we have simplified the notation so that r denotes the distance of the perturbed 
body from the primary mass and r p the distance of the perturbing body from the 
primary). The ratio of the perturbing force to the central gravity term is then 

where mE is the mass of the primary. Considering the case of an artificial earth 
satellite, let us assume that r is of the order 3 .7 x 104 km (approximately the value 
for a 24-hour satellite). The relative importance of all extraterrestrial attractions 
on such a satellite is shown in the following table. 
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Perturbing body mp/mE r ikm) ; [fllinJ mpr3/mEr; ; [max] 

Moon 1.2 x 10- 2  3 .9 X 105 1 .1 x 10- 5  
Sun 3 .3 x 105 1 .5 x 108 2.9 X 10- 6 
Mercury 5.4 x 10- 2  9.3 x 107 3.4 X 10- 1 2  
Venus 8 . 1  x 10- 1 4.3 X 107 5.5 X 10- 1 0 
Mars 1 . 1  x 10- 1 7.2 x 107 1 . 8  x 10- 1 1  
Jupiter 3 .2 x 102 6.3 X 108 6.4 x 10 - 1 1  
Saturn 9.5 x 10 1 .3  X 109 2.2 x lO - 1 2  
Uranus 1 .4 x 10 2.8 X 109 3 .3  X 10- 1 4 
Neptune 1 .7  x 10 4.3 X 109 1 . 1  X 10- 1 4 
Pluto 8 .3 x 10- 1 5.6 X 109 2.4 X 10- 1 6 

The values of these ratios become smaller as the satellite is taken nearer the earth. 
(The figures given in this table are approximate and intended only · to exhibit 
order-of-magnitude relations.) 

The Effect on a Nominally Circular Orbit. In view of the simplifications used in 
Section 2, we will restrict ourselves here to investigation of the effect of the per­
turbing mass over a time interval equivalent to a few revolutions of an earth 
satellite. In such a case, we may consider the disturbing body as stationary in its 
orbit. Taking its mass as mp' we have from (5 .3 .8) 

R = Gm { 1 _ xXp + YYp +  zZl'l p [(X _ Xp)2 + (y -Yp? + (Z _ Zp)2J 1 /2 r; f' 
where x, y, Z are the coordinates of the satellite and r; = x; + Y; + z; . Then 

with similar expressions for Fy and Fz. Now, r � rp, so that we obtain 

(5 .3 .9) 

It is evident that perturbing effects depend only on the relative positions of disturbed 
and disturbing bodies ; thus, to simplify the analysis, let us choose zp = O. We 
can then consider different initial inclinations of the satellite orbit in order to 
investigate various relative geometries. Thus we set (Fig. 5 .3 )  

(5 . 3 . 10) 
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x 

Further, we have 

y 

x = (r 0 + �) cos 8 - t] sin 8 ; 
Y = [(ro + �) sin 8 + t]  cos 8] cos io - ( sin io ; 
z = [(ro + �) sin 8 + 1'/  cos 8] sin io + ( cos io, 

[3 

Figure 5.3 

(5 .3 . 1 1 ) 

where � , 1],  ( express the departure from circularity due t o  the perturbation. 
However, over the interval of investigation we expect these deviations to be so 
small that they do not truly affect the magnitude of the perturbing force, which is 
itself small. For the coordinates as they enter the force expression we may use 

x � ro cos 8 ;  z � ro sin 8 sin io. 

Equation (5 .3 .9) then becomes, to good approximation, 

F x = - Gm;p ro{(1 - 3 cos2o:) cos 8 - 3 cos io sin 0: cos 0: sin 8} . 
rp 

Similarly, 

and 

F = - Gm3mp ro{(1 - 3 sin2o:) cos io sin 8- 3 sin 0: cos 0: cos 8}, Y rp 

As a result 

(r x F)x = 

Gmmp { ' . . 8} Fz = - --3- ro sm 10 sm . 
rp 

3 Gmmpr6 . . . { . 28 . 8 8} -----=3-=-"'- sm 10 sm 0: cos io sm + cos 0: sm cos . 
rp 

(5 .3 . 12) 
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From (5.2.4), integrating from e = eo to e = eo + 2n, 

Likewise 

and 

A 3 Gmmprz ' . . '  2 ilLx = -

e 3 n sm 10 cos 10 sm (X .  rp 

A 3 GmmprZ ' . . . . ilLy = 
e 3 

n sm 10 cos 10 sm (X cos (x, rp 

Since Lo = merZ, we ootain from (5.2.6) 

A 3mpr6 . . ili == i2n - io = - --3 n sm io sm (X cos (x, mErp 

where mE is the mass of the earth. From (5.2.7) 

1 1 5 

(5.3 . 1 3) 

(5 .3 . 14) 

We will pause here to examine these results, which express the change in the 
orientation of the orbit plane after one complete revolution of the satellite. As 
might have been expected, (5 . 3 . 1 3) predicts no change in inclination if the per­
turbing body lies in the plane of the orbit (io = 0) ; moreover, when io =1= 0, we 
see that the inclination decreases if (X lies in the first and third quadrants but 
increases otherwise. Since, in fact, the perturbing body is in motion and (X will, in 
time, take on all values between zero and 2n, we can expect that the changes in i 
will largely cancel over long intervals of time. 

On the other hand, (5. 3 . 14) shows that the longitude of the node changes 
without limit as time goes on unless, of course, io = 90°. Indeed, averaging sin2(X 
over the range (X = 0 to (X = 2n yields 

and thus the mean rate ofthis precession is* Qav = MJ.avlT = - 3� cos io/4r�mE' 
As an example, let us consider a synchronous satellite (T = 24 h) at an inclination 
of 20° to the equator ; if we take the perturbing body to be the moon at declination 

*One can visualize this regression easily by considering a simple geometry like ex = nl2 and 
observing that the net torque exerted by the body P on the satellite orbit is counterclockwise 
about the (positive) x axis. Thence, the counterclockwise precession of the momentum vector L 
about the (positive) y axis, and hence the regression of the nodes, follows immediately. 
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zero, then L1Q max = - 1 .4 x 10- 5 radian per revolution, while nav = -4.2 x 10- 1 0  
rad/sec. The effect of the sun is somewhat less and that of the planets still smaller. 

Turning now to the effect in the initial orbit plane, (5.2. 1 6) and (5.2. 17) yield, 
using (5.2. 1 8), 

� = mpr� 
{A cos 28 - -

2
3 B sin 28 - C} + 2K1 + K2 cos 8 + K3 sin 8, mErp 

m rri 1 1 1  . 9 
1'/ = � {- A (38 - - sm 28) - - B cos 28 + 2C8} 

mErp 4 2 4 

- 3K1 8 - 2K2 sin () + 2K3 cos 8 + K4, 
where 

B = cos io sin rJ. cos rJ. ;  

(5. 3 . 1 5) 

(5. 3 . 1 6) 

(5. 3 . 1 7) 

and Kb Kb K3, K4 are constants of integration. The terms involving these 
constants are recognized as the complementary solution discussed in Chapter 4 
and represent the effects of the initial conditions. We may imagine these are chosen 
such that K1 = K2 = K3 = K4 = 0 and that we have only the particular solution 
in (5 .3 . 1 5) and (5.3 . 1 6) to consider. To appreciate the geometric features of this 
solution, let i = 0 and rJ. = n/2. Then 

m r4 
� = � {cos 28 + 2}, 

mErp 

The � equation shows that the perturbing body, which is located on the y axis 
(see Fig. 5 .3), causes the satellite orbit to be elongated in the x direction, i .e . , normal 
to the direction to mp' and foreshortened in the y direction. The radial response of 
the orbiting body is reminiscent of a linear oscillator, since the maximum outward 
acceleration experienced by the body on the y axis is coincident with the maximum 
inward displacement there, etc. For a synchronous satellite, the periodic per­
turbations due to the moon have amplitudes in the order of 2 km. 

In the tangential direction, 1'/ has a cumulative term which grows without limit. 
These same effects also arise if we let i =1= 0 and permit the perturbing body to move, 
but such refinements take us beyond the scope of the present discussion. We 
must also keep in mind that our entire approach is based on the conditions 
�/ro � 1, 1'//ro � 1, and that as soon as either of these no longer holds, our lineariza­
tions cease to be valid. 

3.2. Perturbation by Primary Body's Asphericity 

The Force. Most natural celestial bodies are not precisely spherical. As a con­
sequence, further terms appear in the gravitational potential of such bodies, in 
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addition to the fundamental term representing spherically symmetric attraction. 
For example, if we consider the earth, which is app'roximated reasonably well by 
an oblate spheroid, the gravitational potential Can be expressed as 

V It fl 1z RZ (1 3 · Z ') 13 R3 (3 · 1 5 . 3 1
) = - -;:- L + 2- � - sm cp + 2 7  sm cp - sm cp 

14 R4 
(3 30 · 2 1 35 . 4 ') ] + S -;::r - sm cp + sm cp + . . .  , (5.3 . 1 8) 

where r and cp' are the radial distance and geocentric latitude, respectively, of the 
point in question and R, 12, 13, 14 are constants. A good survey of research con­
cerning the earth's figure and potential field, including an extensive bibliography, is 
given in [2] . A set of values for the governing constants widely accepted at this time 
is the following : 

R = 6.3 38 1778 X 106 m (equatorial radius of earth), 
1 Z = 1 .08260 x 10- 3 , 
J 3 = - 2.500 X 10- 6, 
J4 = 1 . 800 x 1 0 - 6 . 

The force (per unit mass) is given by the appropriate derivative of (5 .3 . 1 8) ; 
the first term leads to It/rz . The next yields an additional force of order J zltR2 /2r4. 
The ratio of these terms is 1zRz/2rz, which always has a value less than 12, since 
r > R. Corresponding ratios of terms involving 13 and 14 are smaller still. 

The Effect on a Nominally Circular Orbit. The predominant gravitational term 
arising from the nonspherical character of the earth gives rise to the following 
perturbing force : 

= _ a v  = _ 3JzltRzmx � _ 5ZZ) Fx m o:l 2 5 Z ' 
uX r r 

(5. 3 . 19) 

where we have used sin cp' = z/r. Substituting (5.3 . 12) and employing (5 .2.4), we 
find, integrating from a = ao to ao + 2n, 

Then (5.2.6) and (5.2.7) yield 

!l.i = 0, (5.3 .20) 
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This last expresses the well-known regression of the nodes ; the mean rate of this 
negative precession is given by 

ilQ 3JzRz r;; . nav = T = - -2- V ;:z cos 10, 

and we shall see later that this is indeed the dominating term in nodal perturbations 
obtained from more elaborate analyses. *  

As an example, let us consider the effects on orbits with ro = R + 185  and R + 
1850 km both inclined at 45° to the equator. For the former we find n = - 1 .4 x 10- 6 
rad/sec, and for the latter n = - 5.9 x 10- 7 rad/sec. The time for a complete 
revolution of the nodes amounts to 54 days for the lower orbit and to 123 days for 
the other case. 

The in-plane perturbations for this case may be found in a straightforward 
manner by (5.2. 1 6) through (5.2. 1 8) . Since they apply to nominally-circular orbits, 
no apsidal precession is exhibited ; we shall not display the results here. 

3.3. Perturbation by Atmospheric Resistance 

The Force. The force (per unit mass) due to the resistance of the air to the passage 
of a vehicle of mass m can be written as 

F D = - C DApv;/2m. (5. 3 .21)  

Here, CD is the nondimensional drag coefficient, A is the cross-sectional area of 
the vehicle in the direction of motion, p is the atmospheric density, and Va is the 
speed of the vehicle relative to the atmosphere. 

At satellite speeds and altitudes, a recommended value of CD is about 2 ;  for a 
tumbling, nonspherical vehicle A may be approximated by AT/4, where AT is 
the total surface area [3] .  A more recent study is reported in [4] . 

The quantity p may be expressed as an exponential function of the altitude, h, 
in question. A reasonable form is 

p = p exp [- B 
1 +

h
h/R

] , (5 .3 .22) 

where p and B are constants in a given altitude band and R is the earth's equatorial 
radius. Various density profiles exist ; a reasonable but by no means most recent 
one has been compiled by the Air Research and Development Command of the 
U.S. Air Force [5] into what has become known as the "ARDC 1959 Atmosphere" 
for which a fit of the form (5.3 .22) leads to the values of p and B given in the table 
below. For an alternative, consult [6] . 

*Once again the geometric interpretation of this effect follows from the counterclockwise 
torque about the x axis resulting from the integral of (5 .2.4) over one period. L precesses about 
the z axis in a counterclockwise direction, giving rise to the nodal regression. 
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Altitude Band (m) 

3 x 104-1 .2 X 105 
1 .2 X 105-1.8 X 105 
1 .8  X 105_ 3 X 105 

3 x 105-7;5 x 105 
7.5 X 105_ 
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2.2 
4.3 x 10- 6  
2.2 X 10- 8 
4. 1 X 10- 9  
2.3 X 10- 1 1  

1 .6  X 10- 4 
5 .3 x 10- 5  
2 . 1  X 10- 5 
1 . 5  x 10- 5 
7.9 X 10-6  
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The representation of atmospheric density by a time-invariant, spherically 
symmetric form such as (5 .3 .22) is admittedly an idealization, especially since we 
recognize such effects as the oblateness of the atmosphere, the effects of solar 
heating and of convective currents, as well as transient phenomena due to solar 
activity. However, quantitative information on these features is yet quite frag­
mentary [7J ; moreover, the motion of a satellite carries it through the day and 
night sides of the earth, and the summer and winter hemispheres (if the orbit is 
inclined) each period. If (5 .3 .22) represents an "average" over such conditions, it 
tends to provide a useful estimate ; at this stage, our ignorance of the dynamics of 
the atmosphere precludes asking for more. 

The quantity Va of(5 .3 .2 1 ), as noted, denotes the speed of the vehicle relative to 
the atmosphere, presumed rotating with the earth. If we indicate the earth's 
rotational rate by a, the velocity of the atmosphere, always directed eastward, 
is given by 

v = ra cos cp', (5 .3 .23) 

where r and cp' are the geocentric distance and latitude of the point in question. 
Here we ignore the possibility that the atmosphere at higher altitudes may "fall 
behind" the earth's rotation. In fact, one may often neglect the atmospheric 
rotation altogether, in which case Va represents the satellite's inertial velocity. 
By so doing, we rarely cause errors in F D exceeding 10 %. 

It should also be noted that the second-power drag law used in (5 .3 .21) is not 
beyond criticism. Some investigators believe that the drag force, in the highly 
rarefied strata of the atmosphere, may be more nearly proportional to the first 
power of Va' At present general consensus favors (5 .3 .21) .  

If the inertial velocity of the satellite is denoted by v, then Va = V -V and the 
unit vector in a sense opposite Va is (V - v)/I V - vi , which indicates the direction of 
the drag force in inertial space. To express (5 .3 .21) as a vector, we write 

GDA 
I I FD = 

2m 
p V -v (V- v) 

GDA 
� 2m 

pv(V - v), (5 .3 .24) 

where the latter form is a reasonable approximation, since usually I Vi � I V I · 
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For purposes of numerical evaluation, let us take a satellite in a circular orbit 
at 1 60 km altitude. We find p c::::: 7.7 X 10 - 1 0  kg/m3 . The satellite velocity is of 
the order of 7.9 x 103 m/sec and the maximum value of the speed of the air (q/ = 0) 
is about 4.9 x 102 m/sec, using 0' = 7.29212 x 10- 5 rad/sec. For an aluminized 
balloon of the type used in Project Echo, which has about the greatest area-to-mass 
ratio obtainable, we find CDA/2mc::::: 1 3  m2/kg. Thus FD c::::: 0. S3 m/sec2, whereas 
/1/r2 c::::: 8 .8  m/sec2 • The ratio of forces is about 0.06 ; this will be even less for satellites 
with smaller A/m or for those at greater altitudes. 

The Effect on a Nominally Circular Orbit. In terms of the geometry of Fig. S.4, 
the relative velocity is given by v; = (x -X? + (ji - y)2 + 2;2, where x, y, z may be 
determined from Eq. (S. 3 . 12) and X and Y are the components of V, that is, 
X = - roO' cos io sin e, Y = roO' cos e. We then have 

v; = r6(P - 2r6eO' cos io + r60'2 (cos2io sin2e + cos2e). 

However, as we have pointed out, the ratio O'/e is normally very small, and thus 

(S .3 .2S) 

where e = �. 
Equation (S .3 .24) thus leads to 

(S. 3 .26) 

z 

y 

x Figure 5.4 
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The atmospheric density may, in  this case, be  treated as  constant since, for (5 .3 .22), 
we have h = r-R = ro + � -R� ro -R = ho . Equations (5 .2.6) and (5 .2 .7) then 
yield 

LlQ = 0, (5 .3 .27) 

as the changes per revolution. We see that the tendency is to reduce the inclination . 
of the orbit , * although this is a very small effect since it depends on (J /e. 

The solutions of (5.2. 1 6) and (5.2. 1 7) provide us with 

CDA 2 (J • � = - --;:;::;- pr 0(1 - 2 e cos 10)8, 

CDA 2 (, (J \ ( 3 82 ) 1] = --;:;::;- pro � -2 e cOs io) 4 - 2 ,  

where again we have set the constants of integration to zero. It is easy to see the 
significance of the equation for � :  the radial departure grows (negatively) as time 
goes on. This is the well-known "spiral decay" of orbits acted on by drag. The term 
involving 82 in the I] equation is also interesting ; the rapid increase in 1] indicates 
that, although atmospheric resistance acts to retard the satellite, the result is a 
"speeding up" of the body. This seeming paradox is also well known. 

3.4. Perturbation by Solar Radiation Pressure 

The Force. When photons impinge on a surface they impart a pressure, or force 
per unit area, on the surface. A simple way to compute this force is as follows. 
The solar constant, defined as the amount of radiant energy intercepted by a unit 
area per unit time at the earth's distance from the sun, has a value of about two 
calories per square centimeter per minute, or about 1 .4 x 103 j oules m - 2sec- l , 
Since the radiation travels outward from the sun with (essentially) spherical 
symmetry, we may write the expression for the energy per unit area per second as 
Ep = K/4nd, where rs is the distance from the sun and K is chosen so that Ep 
has the proper value at one astronomic unit. We find 

Ep = 4 X 103 °/4nd joules/m2sec. 

Now the momentum carried per unit area per unit time in such a case is 
simply Ep/c, where c is the velocity of light. When photons strike a surface, some 
may be absorbed and the remaining fraction reflected ; if we represent that fraction 
by {3, then the total momentum per second received by a unit surface placed 
normal to the radiation is (1 + {3)Ep/c, where {3 is called the reflectivity. The time 

*This time the "net torque" resulting from (5.2.4) is clockwise about the (positive) z axis, 
tending to align L with that axis and thus decreasing the inclination. 
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rate of change of momentum being the force, this is also the radiation pressure. 
The total force acting on a given body must, strictly speaking, follow from the 
appropriate surface integral. However, for a simple approximation, one may use 

(5 . 3 .28) 
where A is the total area of the surface normal to the direction of radiation and F p 
the resultant pressure force. The latter is, finally, 

Fp = 4 x 103 3(1 + /3)A/4ncd = 4.7 x 1O - 1 B(1 + /3)A Newtons, (5 .3 .29) 
if A is in m2 . 

For a perfectly reflecting surface /3 = 1 .  We find the pressure of radiation on 
such a surface, placed at one astronomical unit from the sun, to be about 1 x 10- 1 0  
atmosphere ; thus, radiation effects are indeed small. 

The value of the gradient ofthe radiation force, at the earth's orbit, is dF p/drs = 
- 2F irs. While not truly linear, we may write this as 

I1F p/F p = - 2I1rs/rs, (5 .3 .30) 
from which we can derive that a change of 1 % in F p (about the accuracy with which 
we know the solar constant) requires a displacement radially of approximately 
7.5 x lOB m�i.e. , about twice the distance from earth to moon. 

If the reflecting surface were displaced tangentially to the earth's orbit by this 
7 . 5 x lOB m, the component of force in the direction of sun-to-earth would be 
diminished by a factor of less than 10- 5 . The component perpendicular to the line 
from sun-to-earth would have a magnitude of about 5 x 1O- 3Fp' 

Thus, we may treat this force as constant in both magnitude and direction for 
satellites in orbits between the earth and moon. We shall do this, taking the 
magnitude as that to be obtained at one astronomic unit and the direction as that 
pointing from sun's to earth's center. 

Although we may treat the radiation force as constant wherever the object 
intercepts sunlight, we must take account of the fact that the satellite may pass 
through the earth's shadow. If we treat the sun's rays as if they were perfectly 
collimated, the geometric conditions stating that the satellite is in the shadow zone 
are 

and (5 . 3 . 3 1 )  
r'rs < 0, 

where r signifies the geocentric position vector of the satellite and rs that of the sun. 
R is the earth's radius. 

The Effect on a Nominally-Circular Orbit. As with the gravitational effect of an 
extraterrestrial mass, let us select our "geometry" so the sun lies in the xy plane at 
an angle IX from the x axis (Fig. 5 .3). We then have F x = - F p cos IX, F y = - F p sin IX, 
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and Fz = 0, where Fp is given by (5.3.29) or (5.3.30). To allow for the shadow 
effect we will assume quite generally the satellite is eclipsed at 8 = 81 and emerges 
into sunlight again at 8 = 82, Then we find 

A • Fp sin rL sin io
(. 8 .' 8 )  ill = -

8'2 SIn 2 - SIn 1 ,  
mro 

(5.3.3 2) 

Examining the case in which the sun and satellite lie in the same plane, we find 
�i = 0; further (Fig. 5.5) 81 = rL + n/ 2 + cos-1 R/ro, 82 = rL + n + sin-1 R/ro. 
Then cos 82 - COS 81 = 2(R/ro)sin rL, or �n = 2FpR sin2a/lPmr�. For an Echo 
type satellite in an 1850km high orbit, we would find�n = 3.1 x 1O-5sin2a rad/sec. 

m 

s 

x 

Figure 5.5 

The effect in the undisturbed orbit plane is given by 

r6F i ( 3 . ) 
� = - /1: LOs a 2 cos 8 + 2: 8 sm 8 

+ ,in.cos i{� 'in e - � ecos 0) }+ 2K, + K, cos e + K, sin 0, 

and 

1] = - �: p {cos a(38 cos 8 - 6 sin 8) + sin a cos io(38 sin 8 + 5 cos 8)} 
- 3K18 - 2K2 sin 8 + 2K3 cos 8 + K4, 

where the need for retaining the complementary solution arises as follows. We note 
that this solution is to be used only when the satellite is illuminated by the sun. 
In fact, obtaining a clear idea of the behavior over one complete cycle entails 
"patching" three sets of such equations: the first with F p =1= 0 being applicable from 
8 = 80 to 8 = 81, These results should then be used as initial conditions for the 
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interval ()1 < () < ()2 with Fp = 0 ; finally the complete solution should be used again, 
this time with initial conditions as obtained at () = ()2 ' The details would carry us too far beyond our present discussion. 

The really significant thing about the behavior of � and YJ is the appearance of 
the periodic terms which have () as a coefficient, i.e. , have increasing amplitudes. 
These terms allow the departures to return to zero periodically, but cause the 
maximum inward and outward amplitudes of � to increase without limit as time 
goes on. For a simple geometry such as rx = n/2 and i = 0 one finds that the entire 
(circular) orbit is shifted at right angles to the earth-sun line. Again we must 
remind the reader that when () grows to such size that � and YJ are no longer small 
compared with ro, the present approach loses its validity. 

3.5. Perturbation by Geomagnetic Deflection 

The Force. We finally consider, very crudely, a force which is of occasional 
interest. It arises from the interaction of the earth's magnetic field and any electric 
charge an orbiting body may acquire [4, 8] . We approximate the former by 
assuming it stems from a magnetic dipole oriented along the earth's axis, positive 
south. In fact, this model is a very poor one [9] , but the elaboration necessary to 
form a better representation is not commensurate with this preliminary discussion. 

We may take the force to be given by 
Fe = qev x B, (5. 3 . 33) 

where qe is the charge acquired by the satellite, v is its velocity, and B is the magnetic 
induction of the earth's field. In MKS units, 

B = V x A, 
where the vector potential [10] is 

A = ,u° M x V(l/r). 4n 

(5 .3 . 34) 

(5. 3 . 35) 

M is the magnetic moment of the earth, and ,uo is the permeability of free space. 
Carrying out the operations indicated in (5 .3 . 33 ) through (5 .3 . 35), we obtain 

(5 . 3 . 36) 

and the ratio of this to ,u/r2 is 
(qe,uoM/4nm,u)v/r. 

Now the magnitUde of M is about 8 . 1 x 1022 amp-m2 [1 1] and ,uo has the value 
4 x 10- 7 . Moreover, if the satellite is spherical, its capacitance is (Rs/9) x 10- 9 farads 
where Rs is the satellite radius. Thus qe,uoM /4nm � 9 x 105 Rs v,Jm, where V. is the 
voltage on the satellite (relative to infinity). It has been deduced [8] that, at an 
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altitude of about 500 km, a satellite may obtain an electric potential of about 60 V. 
Thus, at this altitude, (qefloM/4nmfl)v/r� 3 X 10- 1 0  Rs/m. Again Rs/m has, taking a 
practical maximum for the Echo satellite, a value of less than about 0.3 m/kg, so 
that the ratio of disturbing to central gravity force IS of the order of 10- 1 0 . This will, 
of course, be smaller still for most satellites. 

The Effect on a Nominally-Circular Orbit. Utilizing (5 . 3 . 12), we find 
Fx = FM cos 0 cos io ; Fy = FM sin 0(1 - 3 sin2 io) ; Fz = FM(3 sin 0 sin io cos io), 

where 

From this we obtain 

L1i = 0 ;  A n  qefloM . . LlU = - --- sm 10 ' 
2� , 

(5 .3 .37) 

(5.3 . 38) 

(5 .3 .39) 

thus, to this approximation, there is a regression of the node, except when i = 0, 
for which the node is undefined. 

We also obtain 

(5 .3 .40) 

again setting the constants of the complementary solution to zero. The effect 
under these circumstances is rather interesting : a fixed decrement in the radial 
component and a cumulative advance in the tangential direction. 

4. FORMAL ASPECTS OF PERTURBATION THEORY 

Having established some preliminary notions of the effects that various physical 
disturbances have on an orbit, we may note that, inasmuch as we started from 
fundamental principles, there is no inherent limitation which could keep this 
approach from being carried to greater accuracy. Before embarking upon an 
elaborate effort with the type of formulation such as in Section 2, however, we must 
make some remarks about perturbation techniques in general. 

4.1. Orders of the Solution 

We have noted that the entire problem of perturbations in a satellite orbit hinges 
on the appearance of small forces other than the central gravity term. If, then, 
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we have such an additional force per unit mass, <D, acting on the body in question, 
the equations of motion are 

.. / 3 ffi X = - flX r + 'l'x' i = - flz/r3 + <D., (5.4. 1 ) 
where <Dx, <Dy, <Dz are the components of <D. If we rewrite (5.4. 1 ) as 

. .  flX F x = - 3 + I( x' r 
.. flY F y =  - 3 + 1(  y' r 

.. flz F z = - 3 + I( Z' r (5 .4.2) 

where F expresses only the functional form of <D and I( represents it magnitude, 
we see that the solutions of (5.4.2) must be dependent on I( in such a way that as it 
becomes smaller and smaller, the solutions approach nearer and nearer to the 
Keplerian (i.e. , elliptic) coordinates x, y, z. At some specific time, say r, we can 
expand the true solutions of (5.4.2) in power series of 1(, that is 

x(r) = Xo + X lI( + X21(2 + X31(3 + . . .  , 
y(r) = Yo + Yll( + Y21(2 + Y31(3 + . . .  , (5.4.3) 
z(r) = Zo + Z ll( + Z21(2 + Z31(3 + . . .  , 

where xo, X l ' X2, . . .  , Yo, Y l ' . . .  , Zo, . . .  are constants. Obviously, from (5.4.2), 
when I( = 0, the xo, Yo, Zo must be the Keplerian values of x, y, z at time r. 

We can ask further, considering now a specific value of 1(, if we cannot obtain 
solutions of (5.4.2) such that 

x(t) = x(O)(t) + I(X( l )(t) + 1(2X(2l(t) + . . .  , 
y(t) = y(O)(t) + I(y< l )(t)+ 1(2y(2)(t) + . . .  , (5 .4.4) 
z(t) = z(O)(t) + I(Z( l )(t) + 1(2Z(2)(t) + . . .  , 

where the x(O), x( 1 ), . . .  , are here functions ofthe independent variable, and, particu­
larly, the x(O), y(O), z(O) are those obtained in Keplerian motion. If (5.4.4) holds, 
then the time derivatives of (5.4.4) must also, that is, 

x(t) = x(O)(t) + I(X( l )(t) + . . .  , etc. 

(5.4.5) 
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Then 

(5.4.6) 

If (5.4.6) and the first of (5 .4.4) be substituted in the first of (5.4. 1 ), we find each side 
yields a power series in K. Since K can take any conceivable value, the coefficients of 
like powers on each side of the resulting equation must be equal. Thus for terms 
independent of K, we find 

(5.4.7) 
with similar expressions in /0) and z(O) . These obviously are precisely the Keplerian 
equations of motion ; hence, x(O), /0), z(O) are known. 

The coefficients of K to the first power provide us with 

Yl ) = (5.4.8) 

2'( 1 ) = 
where 

(5.4.9) 
and F(O) is the part of F(x, y, z, x, y, z) which is independent of K, i.e., depends only on 
x(O), y(0l, z(O) or their derivatives. We note that (5.4.8) contain only x( 1 ), /1 ), Z( l ) as 
unknown functions and are independent of x(2), y(2l, Z(2 ), etc. 

For the coefficients of K2, 

"(2) _ J1 { (2 ) 3X( 1 ) � 15x(0) �2 x - - (0)3 X - (0)2 .::1 + -----roJ4 .::1 r r r 

3x(0) [ 2 2 2 
- -- X( l ) + y( 1 ) + z( 1 ) + 2X(0)x(2 ) 

2r(0) 2 

+ 2y<"y'" + 2Z(0I0'] } + 1'\", 
with similar expressions for y"(2) and £(2) Here F( 1 ) F( 1 ) F( 1 ) are the terms of the . x ' Y ' z 
disturbing force involving x(1 ), y( 1 l, and z( 1 ) to the first power. Again, having 
previously obtained x(O), etc., x( 1 l, etc., the equations of this last type can, in 
principle, be solved for X(2), etc. This process can be carried on indefinitely, or at 
least until patience is exhausted. 

In grouping these "coefficients" of powers of K, we call those independent of it 
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the zero-order equations, those involving K the first-order equations, those related 
to K2 the second-order equations, etc. 

Obviously, the tedium involved both in isolating each higher-order part of the 
equations of motion and in solving them is a monotonic function of the order of 
perturbation desired. To be able to stop the procedure at a reasonable order in a 
practical case the perturbing force must be smaller than the central gravity term. 
Then succeeding orders of solution, since each enters (5.4.4) with a higher power 
of K, tend to play a less and less significant role. * In many cases, K is so small that 
only first-order terms need be found. This is indeed the position we took in Section 
2, when we ignored terms of type (�/r 0)2 , etc. 

4.2. Separation of Perturbing Effects 

In any real situation, there is never only one perturbing force acting. We must 
account for several simultaneously, i.e. , we would expect the displacement (from 
Keplerian motion) due to one perturbing force to change the magnitudes of any 
other forces acting, since these are dependent on the position and velocity of the 
perturbed body. Strictly speaking, this is true ; however, if the individual per­
turbations are so small that a first-order method is sufficient, we can consider the 
effects separately. Their influence on each other can be shown to be of second or 
higher order and may be neglected. 

In particular, suppose we have two such forces, F 1 and F 2 ' Thus, in place of the 
first of (5 .4.3), we would have, say, 

x = x(O) + K1X( 1 ) + Kix(2) + . .  . 

+ K2�(
1 ) + K��(2 ) + . . . 

+ KIK2X<2 ) + " ' , (5.4. 10) 
where K 1 is the perturbation parameter for F 1 , K2 is that for F 2, and the terms 
involving the product of parameters express the dependence of one force on the 
effect of the other. It is clear that the product of the parameters has a magnitude 
less than either separately (if both K l and K2 are less than unity) and its effect may 
be considered to be of second order. If we restrict ourselves to a first-order analysis, 
(5.4. 10) leads to one set of equations of zero order as before, but two sets of first­
order equations, one from equating coefficients of Kl and not containing any 
terms due to F 2, the other from equating coefficients of K2 and not containing any 
terms due to Fl ' In this sense, perturbing forces are separable, and we may find 
X( l ) and �( 1 ) independently, writing for the coordinate x = X(0) + KIX( 1 ) + K2�(

1 ) . 
Indeed, this result is exactly what one might expect intuitively in such a case. 

*There is, of course, the possibility of encountering a higher-order solution possessing a 
singularity. However, we usually expect equations reflecting behavior in the physical world 
(in distinction to the purely mathematical one) to be well-behaved. The question of uniform 
convergence of the present development will not be treated here. 
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The effect of the small force F 1 is to cause small departures from Keplerian motion, 
but these deviations can hardly give rise to large-scale changes in the effects of F 2 . 
Similarly, the perturbations due to F 2, being small, cannot significantly alter the 
magnitude of F 1 or the geometry according to which it acts on the orbit .* From 
this point of view it should also be clear why we made an explicit distinction 
between the particular and the complementary solutions in the examples of 
Section 3. The particular solutions satisfy the nonvanishing right-hand sides of the 
first-order equations, where several such solutions may be necessary to reflect 
several perturbations. On the other hand, the complementary solution, which 
satisfies the homogeneous system, reflects only the effects of the initial conditions 
and is not connected intrinsically with any of the physical disturbances represented 
by the particular solutions. Though we may seem to belabor the obvious, this point 
is often missed when interpreting analytic results for practical applications. 

5. PERTURBATION IN CARTESIAN COORDINATES 

If we attempt to work directly with the effects of the disturbing force as they 
appear in x, y, z or any other direct representation of position, the method is called 
perturbation in the coordinates. This is in distinction to techniques based on varia­
tion of the elliptic elements or canonic constants discussed in later chapters. 
In addition, there are methods employing hybrid sets of variables, i.e. , com­
binations of position coordinates and orbit parameters ; a classical example in this 
category is Hansen's method. Again we must defer discussion of these. In this 
introductory chapter, we shall restrict our attention to obtaining the perturbations 
in the coordinates directly. 

5.1. Rectangular Coordinates 

If we wish to obtain the effects in terms of x, y, z we are led to Eqs. (5.4.8), which 
present difficulties at once due to the mixture of terms in X( l ), y( 1 )

, and Z( l ) as given 
by (5.4.9). In general, it is not possible to separate these terms and also retain the 
basic rectangular coordinates. 

A method due to Encke [13] circumvents this difficulty but only at the cost of 
additional labor. Instead of the development leading to (5.4.6), let us take the 
term x/r3 of (5.4.2) and write 

X x(O) + KX( l ) + . . .  
r3 = (r(O) + Kr( l ) + . · V ' (5 .5 . 1 )  

where we have introduced the expansion 
r = r(O) + Kr( l ) + K2r(2) + . . .  (5 .5 .2) 

* Note that in all cases considered in this work, the effect of the perturbed body on the perturbing 
body is ignored. This can also be shown to be a higher-order effect. 
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But then 

or 

1 1 r( l ) 
3 = (0 ) 3  - 3K (O)4 + . . .  r r r 

which allows us to write the first-order part of (5 .4.2) as 

x( 1 ) x(O)r( l ) · ·( 1 ) _ 3 F(O) X + f1 (0) 3 - f1 � + x ' r r 

[5 

(5 .5 .3) 

We note that each of (5 .5 .3) contains the unknown function r( 1 ), for which we must 
find an appropriate expression. 

Now 

(5. 5 .4) 

and 

or 

(x2 + y2 + i2) = 2 r (x x + y ji + i z)dt + v6, 
to 

(5 .5 .5) 

where Vo is the velocity at t = to . Using this last and (5.4.2) and (5 .5 .4), we find 

+ 2Kf (xFx+ yFy + iFz)dt + v6 - 2f �f dt, 
� � 

(5 .5 .6) 
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where we have employed the fact that rr = xx + yy + zi. But 

Thus 
1 d2 2 _ 11 
2: dt2 (r ) - K(xFx+ yFy+ zFz) + -;: 

+ 2) t 
(xFx+ yFy+ iFz)dt + V6 - 2 �. Jto ro 

2 
Since r2 = r(O) + 2Kr(0)r( 1 ) + . . .  , (5 .5 .7) becomes 

However, (5 .5 .4) and (5 .5 .5) also yield, when the perturbing force vanishes, 

��( 0)2) _ 2 _ 211 � 
2 d 2 r - Vo + (0) ' t ro r 

1 3 1 

(5 .5 .7) 

(5. 5 .8) 

Subtracting this from (5 .5 .8) and retaining only first-order terms, we obtain 

K � (r(O )r( 1 )) = K Ix(o) F(O) + y(O) F(O) + z(O) F( O)J dt2 L x y z 

But 
1 1 r( 1 ) - = (0) - K (0) 2 + . . .  , r r r 

so that we finally get from (5 .5 .9) 

(5 .5 .9) 

(5. 5 . 10) 
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which we have written in this way to emphasize that (5 .5 . 10) and each of (5 .5 .3) 
are all of the form 

(5.5 . 1 1) 

We note that (5.5 . 10) involves only the unknown function r( 1 ), which, when 
found, can then be used in (5 .5 .3) . It is the additional labor of solving (5.5 . 10) 
which is the cost of simplifying equations (5.4.8) . One must exercise care that the 
relation 
[r(O) + Kr( 1 )  + . . . ] 2 

= [x(O ) + KX
( l ) + . . . ] 2 

+ [y(O ) + K/ 1 )  + . . .  ] 2 + [z(O ) + KZ( l ) + . . . ] 2, (5. 5 . 12) 

and its derivative with respect to time are satisfied to the necessary order of 
approximation. Thus the two additional constraints of integration arising for r(t) 
from the solution of (5 .5 . 10) will be tied to those in x(t), y(t), z(t) through (5 .5 . 12) 
and their derivatives at each level of approximation. 

5.2. lllustrative Example. Effect of Atmospheric Resistance on a Circular Orbit 

We illustrate the method of the preceding section by investigating the perturbative 
effect of drag on an initially circular satellite orbit. We adopt the geometry of Fig. 
5.6, in which eo is the geocentric angle between the unperturbed line of nodes and 
the point at which the satellite is injected into its orbit. Utilizing (5 . 3 .26) with 
(j = no and e = eo + not, we choose 

(5.5 . 1 3) 

z 

y 

x Figure 5.6 
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and, thus, 

From these we have immediately x(O)F(O) + y(O)F(O) + z(O)F(O ) = 0 since , x y z '  

Further 

x(O) = ro cos(80 + not) ; 

y(O) = ro cos io sin(80 + not) ; 
z(O) = ro sin io sin(80 + not). 

x(O) F�O) + y(O) F�O) + i(O) F�O) = - r6n6 � - 2 :0 cos iO) , 
so that (5.5 . 10) becomes 

p (J 
- r( 1 ) + W( 1 ) /r3 = -2rlnW -2 - cos io)t, dt2 0 no 

where we have set to = O. This equation has the solution 
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(5 .5 . 14) 

r( l ) = -2rW - 2 � cos io)not + Kl cos(80 + not) + K2 sin(80 + not). (5 .5 . 15) no 
We note the correspondence of Kr( 1 ) obtained here and our earlier result (Section 
3.3) for the radial perturbation due to drag. As an example let us choose the 
complementary solution in (5.5 . 1 5) such that the initial conditions, at t = 0, 
would yield a circular orbit in the absence of perturbations, i.e. , r( 1 ) = f( l ) = O. 
Then 

CnA 2 (J . . r = r 0 - -- por 0(1 - 2 - cos lo)(not - sm not). 
m no 

Utilizing (5 . 5 . 16), equations (5.5.3) lead to 

x( 1 ) = - rl � -2 � cos io) A, 

y<' ) � ,!{,os '0 � - 2 :, oos 'o)Jl + n: sin" oC} 
i" � ,! fin '0 � -2 :0 'os '0) il - :0 sin '0 'os 'oc} 

(5 .5 . 16) 

(5.5 . 17) 
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where 
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A = � n6t2 sin(80 + not) + 2not cos (80 + not) 
- 4 sin(80 + not) + 2 sin 80 + 2 cos not sin (80 + not), 

j'j = � n6t2 cos(80 + not) - 2not sin(80 + not) 

- 4 cos(80 + not) + 2 cos 80 + 2 cos not cos(80 + not), 
C = ! [not sin(80 + not) - sin 80 sin not] .  

[6 

(5 . 5 . 1 8) 

We have, of course, x = x(O) + KX( 1 l, etc. ,  to first order, where x(O) is given by 
(5 .5 . 14) and K by (5 .5 . 13) ; also, Jx2 + y2 + Z2 yields, to within the order of appro x­
imation, the same right-hand side as (5. 5 . 1 6) . The velocity components are obtained 
by differentiation. 

For noncircular orbits the solution of the general equation (5 .5 . 1 1) is not 
easily effected when utilizing time as the independent variable. The basic reason is 
the difficulty in solving Kepler's equation. If we insist on retaining t, the only 
alternative is to expand x(O), y(O), z(O), r(O) in some kind of series, e.g., as shown in 
Eq. (2.6 .7) . This inevitably leads to a very long awkward process ; such methods are 
used in classical texts on celestial mechanics .  More recently, some efforts have 
been made by Brouwer et al [12a J to facilitate this procedure by various changes of 
coordinates and by Danby et al. in a formulation using matrizants [12b] . 

Instead of using t as independent variable, it is often more convenient to change 
to the unperturbed true or eccentric anomaly since the expressionsio,r x(O), y(O), z(O ) 
and the disturbing function can then usually be given in closed form. We shall 
discuss this later in detail and make extensive use of such a transformation through­
out the remainder of this work. It enables one to execute at least some low-order 
perturbation analyses entirely in closed form. 

6. NONRECTANGULAR COORDINATE SYSTEMS 

It is clear that there is nothing to restrict perturbation theory to rectangular 
coordinates. Indeed, adoption of a frame which utilizes the radial distance as a 
fundamental coordinate can lead us back to the case in which we need solve only 
three second-order equations of motion, rather than four as illustrated above. 
Encke [13 ,  p . 393J proposed such an approach, which is one* of the several we 
discuss in the remainder of this chapter. Since all these formulations employ some 
form of spherical coordinate system, there is first the problem of selecting the 
fundamental plane for such an analysis . For most planetary theories the plane of 
the ecliptic is a natural choice. In lunar and earth satellite studies one might be 

*Neither this nor the scheme already discussed is the well-known Encke method, which 
involves numerical integration and not analytic solution. 
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inclined to select the equatorial plane, a s  was done in the previous section. How­
ever, this is not always the most convenient approach. 

Consider the spherical coordinates r, cp, A (fig. 5 .7), where the longitude is 
measured in the equatorial (x, y) plane. The perturbations due to the oblateness 
of the earth lead to differential equations which suggest the transformations 
u = l/r, v = tan A, w = 1/(r cos cp). The details will not be given here but can be 
found in [14] .  The important point (and the reason why we do not dwell on this) 
is that the results prove quite awkward, even for the relatively trivial first-order 
effects on a nominally circular orbit. This is because we are trying to refer the 
motion in a nonequatorial orbit to the equator as fundamental plane. The obvious 
remedy is to use the unperturbed orbit as fundamental plane. That will be done 
throughout the remainder of this chapter. 

Having decided this, there is still some opportunity to define and manipulate 
spherical coordinates. In the next section we shall work directly with the co­
ordinates r, e (or f), and f3 (Fig. 5 .7) but thereafter ·we treat some cases where 
quotients or products of these coordinates (like the angular momentum) are taken 
as dependent variables .  As stated, we may also want to use the true anomaly, 
rather than time, as independent variable. Often judicious changes like this yield 
perturbation equations which otherwise cannot be solved. 

y 

Figure 5.7 
x 

6.1. Transformation from Rectangular to Spherical Coordinates 

We choose the XYplane to coincide with that of the unperturbed orbit. Further, 
let the X axis pass through pericenter at the time t = 0 (Fig. 5 .8) . The new force 
components are related to the old by 

(5.6 . 1  ) 
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y 

y 

Figure 5.8 

where 1 1 , m1 , n1 , 12, m2, n2 are given by (3 .4.4) and (3.4.5) using the values of Q, co, 
and i pertaining at t = 0, and 

13 = sin Q sin i, m3 = - cos Q sin i, n3 = cos i . (5 .6.2) 

Now (Fig. 5.9), 
x = r cosfcos /3, Y = r sinf cos /3, Z = r sin /3. (5 .6 .3) 

However, due to our choice of coordinate orientation, 

(5.6 .4) 

Thus /3 is a quantity of at least first order, that is, /3 = ](/3( 1 ) + ](2/3(2) + . .
. . We also 

use 
f = j<°) + Kf( l ) + . . . . (5 .6 .5) 

Figure 5.9 
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We easily find x l'  - Y X = r2j cos2 [3, or, by up to first-order terms, 
Xl' - YX = r(0)2j<0) + K(r(0)2j( l ) + ' 2r(0)r( 11(0)) ,  
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where we have used (5 .5 .2). However, the equations of motion may be written as 

X + /1X/r3 = KF x, Y + /1Y/r3 = KF y, Z + /1Z/r3 = KF z. (5 .6 .6) 
Multiplying the second of these by X, the first by Y, subtracting and integrating, we 
obtain 

Xl' - YX = Jt 
(XFy- YFx)dt + c. J to 

We thus have, to first order, �t � '] ( 1 ) �j( l ) = _1_ r(O) F(O) cosj(O) -F(O) sinj(O) dt - 2 �j' (0) dt r(0)2 y x r(O) , to (5.6.7) 

where we have recognized that C = r(0)2j(0) . The quantity r( l ) is obtained by means 
of (5 .5 . 10), with appropriate change of notation (x becoming X, etc.) . The solution 
to Eq. (5.6.7) provides us with the perturbation to the anomaly, and (5.6 .5) gives 
us what may be called the disturbed true anomaly. 

The equation for [3 is obtained most simply by substituting the third of (5.6 .3) 
into the last of (5 .6 .6) .  We have, again going only to first order, 

� (r(O)[3( l )) + /1 (r(O)[3( l )) = F dt2 r(0)3 z, 

which is of the same form as (5 .5 . 1 1) . 

lllustrative Example. Effect of Atmospheric Resistance on a Circular Orbit 

(5 .6 .8) 

The results of Section 5 .2 are sufficiently complicated to warrant further examina­
tion in a different coordinate frame, namely, that discussed immediately above. * 
Since we are dealing with a nominally-circular orbit, we may take w = eo at 
t = 0 in (5.6. 1 )  with no loss in generality ; further, to conform to the geometry 
used in Section 5.2, we have n = 0 (Fig. 5 .8) . Then 

F x = r�n� (1 - 2 :
0 

cos io) sin not ; 

F y = - r�n6 (1 - 2 :
0 

cos io) cos no t ;  

Fz = - r�noO" sin io cos(eO + not). 

*The fact that spherical coordinates are more natural than Cartesian ones for this example 
seems fairly obvious and has been used in several publications [15] .  

file:///xZjr3
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Of course 
x(O) = ro cos not, y(O) = ro sin not, Z(O) = 0, and PO) = not. 

Equation (5. 5 . 10), rewritten as, 

d2 IIr(O)r( 1 ) - (r(O)r( 1 )) + r = X(O)Flj» + y(O)F�) + Z(O)F�) 
dt2 r(0) 3 

has the same solution as we found in Section 5.2, namely, 

Then (5 .6 .7) yields 

P1) = ro (1 - 2 � Cos io) G n6t2 + 4 cos not -� , 

and (5 .6 .8) provides us with 

13( 1 ) = - � ro � sin i o[not sin(80 + not) - sin 80 sin not] . 2 no 

[6 

(5 .6 .9) 

(5 .6 . 10) 

(5 .6 . 1 1 ) 

The spiral decay and the circumferential acceleration are evident from the secular 
terms in (5 .6.9) and (5.6 . 10) . The secular term in 13(1 ) can be shown to yield the 
decrease in i due to atmospheric rotation. The reader may verify the equivalence 
of these results and those obtained in Section 5.2 by utilizing 

x = r cos 13 cos(80 + not), 
y = r[ cos 13 sin(80 + not)cos io - sin 13 sin io] ,  
z = r[ cos .B sin(80 + not)sin io + sin .B cos io] ,  

remembering that, to  first order, 
8 = 8(0) + K8( 1 ) = 80 + flO) + Kf( 1 ), 

(see also Fig. 5 .7) and 

(5 .6 . 12) 

sin 8 = sin 8(0) + K8( 1 ) cos 8(0), cos 8 = cos 8(0) - K8( 1 ) sin 8(0) . (5 .6. 1 3) 

As a further exercise, the reader may treat the perturbation due to a third ponder­
able body in the present coordinate system and compare the results with those 
of Section 3 . 1 .  
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6.2. Another Approach Using Spherical Coordinates 

In order to write the equations of motion directly for spherical coordinates we may 
apply the formal procedure of Lagrangian mechanics. * Following this approach, 
we discuss some examples where the unperturbed orbit is noncircular. 

With the coordinates of Fig. 5.7 the Lagrangian becomes 

(5.6. 14) 

where V is the perturbing potential. If nonconservative forces are present the 
equations of motion become 

d i aL ] aL 
dt �(r,8,p) - a(r,e,(J) = Qr,a,p, (5.6. 1 5) 

where the meaning of the multiple symbols should be evident ; Q represents a 
nonconservative force. Using (5.6 . 14) we have 

' z  'z z J1 1 av 1 _ -
f - r(J - re cos (J + 2 = - - - + - Qr = KR.(r,e,(J), r m ar m 

d z ·  z · z . 1 av 1 -
dt (r (J) + r e sm (J cos (J = - � ae  + � Qp == KRp(r,e,fJ), 

d z ·  z 1 av 1 _ -

dt (r e cos fJ) = - � ae + m Qa = KRir,e,(J), 

where K represents the small parameter characterizing the perturbations. 

(5.6. 16) 

(5.6. 17) 

(5.6. 1 8) 

In principle, we could substitute perturbation series for r, e, (J and proceed in a 
straightforward fashion. However, as pointed out, this often leads to intractable 
first-order equations. Frequently, we can extricate ourselves by making the well­
known change of variables 

1/r = u and rZ8 = p. 
From the second of these we also have 

d z d 
dt = u p de' 

(5.6. 19) 

(5.6.20) 

which permits us to adopt e, the central angle (Fig. 5 .7), as the independent variable 
in place of the time. Two comments are appropriate. First, such a change turns t 
into a dependent variable for which a relation t(e) must be found. Second, the e 

* A more detailed review of the Lagrangian procedure is given in Chapter 7 by way of intro­
duction to Hamiltonian mechanics. 
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used here, related as it is to the disturbed values of r and p, is necessarily the per­
turbed value of the central angle, similar to the true anomaly defined in (5 .6 .5) .  
We shall elaborate on both these points in Section 7. 

With (5 .6 . 19) and (5.6 .20) the equations of motion become 

d ( dU) (df3)2 
dB '! dB 

+ up dB 
+ up cos2f3 - fl/P = KRr(u,p,f3), 

d 2 -
dB (P cos 13) = KRe(u,p,f3), 

d ( df3) -
dB P dB 

+ P sin 13 cos 13 = KRp(u,p,f3). 

(5 .6 .21) 

(5 .6.22) 

(5 .6.23) 

We note that the system (5.6 .21)-(5.6.23) has been reduced by one order by 
introducing the quantity p and adopting B as independent variable. The sixth 
constant of integration is recovered in relating B to t, as we shall see shortly. 
Now let 
U = dO) + KU( 1 ) + . . .  , p = p(O) + Kp(1 ) + . . .  , 13 = 13(0) + Kf3( l ) + . . . . 

From the zero-order equations the obvious results follow : 
df3(O) 

13(0) = 0, de = 0, p(O) = PO = J fla(l - e2), 

(0) _ 1 + e cos(B - w) U - a( 1 - e2 ) , 

(5 .6 .24) 

(5.6.25) 

which represent Keplerian motion. The unsubscripted quantities a, e, and w 
represent parameters of the unperturbed orbit. The first-order equations then 
become 

d2f3( 1 ) -- + 13( 1 ) = R . 
dB2 f3 

(5 .6.26) 

(5 .6.27) 

(5.6 .28) 

It remains to find a relation between B and t. From (5.6.20) we have dt = dB/pu2 • 
Expanding p and U in terms of K, we find 

(5.6.29) 
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where to represents the sixth integration constant of the original system (5 .6 . 1 6)­
(5.6 . 1 8) . The zero-order time differential �t(O) has the Keplerian form when worked 
out in detail, but in terms of the perturbed angle 8. T4e first-order time perturbation 
M(l) represents the departure of the actual motion from Kepler's law, as given by 
(2.2.37) for the nominal orbit parameters a, e, w. 

lllustrative Example. Effect of the Geomagnetic Field on a Charged Satellite 

If we use the perturbing function for the geomagnetic field as given in Section 3 . 5  
we find 

- cos i [ 2 2 J Rr = - 2(1 2)2 1 + 2e cos(8 - w) + e cos (8 - w) , 
poa - e  

_ e cos i . 'Re = - (1 2) sm(8 -w), 
poa - e  

Rp = ��n i 
2) {2 sin 8[1 + e  cos(8 - w)J + e cos 8 sin(8 - w)}, 

poa - e  

(5.6 .30) 

where i is the unperturbed value of the inclination ; the perturbation parameter 
turns out to be 

Then (5.6.27) yields 

( 1 ) _ e cos i [ J p - a(1 - e2) cos(8 - w) - 1 , (5 .6. 3 1 )  

where we have chosen the integration constant so that p( l ) = dp( 1 )jd8 = 0 at 
8 = w, representing perfect injection at perigee. Equation (5 .6.26) leads to 

d2u( l ) cos i 
d82 + u( 1 ) = -

poa2(1 - e2? [(1 - e)2 + 4e cos(8 - w)J, 

which has the solution 
( 1 ) _ ( 1 - e? cos i 2e cos i . u - 2(1 2)2 [cos(8 - w) - 1J - 2(1 2? (8 - w)sm(8 - w), (5.6.32) 

poa - e  poa - e  
with the conditions that u( 1 ) = dul l ) jd8 = 0 at 8 = w, again, for injection at 
perigee. Finally (5 .6.28) yields 

[3(1 ) = �in i 
2) { [sin 8 cos(8 - w) - sin w - (8 - w)cos wJcos(8 - w) 

poa 1 - e  
+ [sin 8 sin(8 - w) + (8 - w)sin wJsin(8 - w) 
- e[cos 8 - cos wJsin(8 - w)}, 

with [3(1 ) = d[3( l )jd8 = 0 at 8 = w. 

(5 .6 .33) 
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We can see the effect of the geomagnetic field on the orbit plane immediately 
from (5 .6 .33) . At () = 2nj + OJ, i.e. , after j complete revolutions, 

11/3 _ _ qe/loM sin i cos OJ . 
21tj - 2m poa(1 _ e2) J. (5 .6 .34) 

Thus, to first order, the satellite departs more and more from the initial orbit plane 
as time goes on, except when i = 0 or when perigee lies 90° away from the plane of 
the magnetic equator and the perturbations consequently act symmetrically on the 
orbit. 

The perturbation in radius can be found by 

while for f 
d - r = 
dt 

1 1 r = - = ---;-;;:,.----;7': U u(O) + KU( I ) 

1 U( I ) 
� (0) - K (O"j2' u u 

1 du 

( 1 ) durO) � du( 1 ) dUrO)) - ----;[() - K Po ----;[() + P de '  
Examination of these expressions in the light of (5 .6 .32) shows that r and f experi­
ence oscillations of increasing amplitude. Likewise 

€I = u2p = u(0)2 po + K (U(0)2 p( l ) + 2dO)u( 1 )po ) , 

and, here too, dl ) introduces a term of the form (() - OJ)sin(() - OJ). The perturbation 
in the angle-time relation follows from (5.6.29) as 

I1t - -- + - -;:-:---'-----:-:---'----=0; 
( 1 ) Cos i { ( l - e)Sin(() - OJ) (1 - e2)sin(() - OJ) 2(() - OJ) } 

- /l [1 + e cos(() - OJ)J 2 1 + e cos(() - OJ) [1 + e cos(() - OJ)J 2 ' 
(5 .6 .35) 

where again we observe a secular term. 
In principle, analyses like this one could be carried to higher order in a way 

that corresponds to Section 4. 1 .  However, the algebra soon becomes unwieldy, al­
though this example has been carried to third order under the simplifying 
assumptions e = 0, i = 0 [reference 16] .  

We note again the importance of the change of independent variables, from t to 
(), illustrated in this section. It simplifies the differential equations but does so at the 
cost of leading to an inverse time relation t = to + 11t(0)(()) + KI1t( l )(()). This is 
little or no inconvenience for practical applications since we are used to inverse 



6] Nonrectangular coordinate systems 1 43 

relations like (2.2.38) for simple Keplerian motion anyway. In effect, e serves as an 
intermediary between u, p, f3 on the one hand and time on the other ; this approach 
has been generally useful in analyses such as illustrated here [ 17, 1 8 ] .  

6.3. The Lindstedt Transformation 

In reviewing the previous examples we note that attention is invariably drawn to 
nonperiodic terms such as the ones in (5.6. 10), (5 .6 . 1 1 ), (5 .6 .33), and (5 .6 .35) . Since 
these exhibit ever-increasing amplitudes or monotonic growth they quickly 
dominate the calculations of future positions in orbit and tend to limit the time 
interval over which the results of the theory are valid. Needless to say, considerable 
effort has been invested in the treatment of these terms. Typically, the attempt is to 
absorb these effects by suitable transformations so that they do not appear in the 
ultimate ex:pressions for the perturbed motion. In this section we consider one 
device in this category which is commonly attributed to Lindstedt [19] .  

\2 
\ \ 

x 

\ \ 
\ \ \ \ \ 

/' 

/­/' Y /' 

y 

Figure 5.10 

The rationale consists of anticipating a secular trend in some coordinate from 
simple physical considerations such as the ones displayed at the beginning of this 
chapter. One then provides the coordinate frame of reference with a motion to 
match this phenomenon, so that the remaining perturbations of the orbiting body 
relative to this reference frame are purely cyclic and of a relatively short period. 
In general, one may provide the coordinate system with the maximum number of 
independent angular rates, i .e . , three, for matching secular trends and discard 
whichever motions are not needed for a particular problem. 

Let us generalize the coordinate system of Fig. 5 . 8  to that of Fig. 5 . 10. X, Y, 
Z are now replaced by X, y, z ; the nodal angle n and the inclination i are taken 
as slowly varying quantities which can grow with time but obviously retain 
geometric meaning. Similarly the x axis does not coincide with the node but 
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gradually shifts away from it in the plane defined by ft and i. These three slow 
changes correspond to variations of the three Euler angles by which a system like 
X, y, z can be located relative to the inertial x, y, z coordinates ; such monotonic 
changes are the new features of this approach. They have to be expressed in terms 
of the orbit geometry and the perturbing function under consideration to fulfill 
the ultimate purpose of eliminating secular trends. Generally, we could conceive 
them as polynomial functions of the time (or some other independent variable) 
but for a first-order analysis it turns out that linear expressions suffice. 

To start from the beginning, the instantaneous satellite coordinates in the 
X, y, z frame will be taken to be e, [3, r (Fig. 5 . 10). In relating these to the funda­
mental x, y, z frame, we must introduce the angle (J, which is measured in the same 
plane as e but reckoned from the instantaneous line of nodes ; it differs from if 
by a quantity of at least first order which we will designate KW( l ) , that is, 

(5 .6 .36) 

Analogously, let 

and (5 .6 .37) 

where no and io designate the pertinent initial values, and w(l ), n( l ), i( l ) are as yet 
undetermined. Using 

we find 

x = r cos [3 cos e ; 

y = r cos [3 sin e;  (5 .6 .38) 

z = r sin [3, 

x = r cos [3(cos (J cos ft - sin (J cos i sin ft) + r sin [3 sin i sin ft, 
y = r cos [3(cos (J sin ft + sin (J cos i cos ft) - r sin [3 sin i cos ft, (5 .6 .39) 
z = r cos [3 sin (J sin i + r sin [3 cos i. 

From these we may derive the expression for the kinetic energy, namely, 

T = Hf2 + r2 [p - Q sin i cos (J + sin (J ·di/dty 

+ r2 [8 cos [3 - sin [3 cos (J di/dt + Q(cos [3 cos i - sin [3 sin i sin (J)] 2 } . 
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oV 
or ' (5.6.40) 

(5 .6 .41) 

(5.6.42) 

where we have retained only first powers of K, treated fJ and sin {3 as O(K), and used 
e = j + KOP). This last implies e = f + (wo + KW(1 )), with f representing the 
perturbed true anomaly. 

Let us now adoptfas the independent variable and, as in the preceding section, 
employ u = 11r, p = r2j, together with 

Further, we will restrict ourselves to values of W( 1 ), n( 1 ), and i( 1 ) which vary linearly 
with f ; in particular, let 

(5.6.43) 
These conditions provide us with new expressions for the equations of motion, 
the zero-order set again representing Keplerian motion in the plane {3(0) == 0, 
with constant elements a, e, . . . . The first-order system turns out to be 

d2u( 1 ) 2p( 1 ) + e sinj- dp( 1 )ldf 2(1 + e cosf) � -- + U( 1 ) + + (w + n cos io) df2 J .ua3(1 - e2? a(l - e2) 

dp( 1 ) 
df 

a(1 - e2) l oV 
.u(1 + e cosf)2 K Jr' 

J
a3(1 - e2? 1 1 oV - .u '

( l + e cosf? K oj ' 

d2{3( 1 ) _ a( 1 - e2) l oV 
dlf2 + {3( 1 ) + 2(i cos e -+: n sin io sin e) = - ( f)2 -;-{3 ' .u 1 + e cos K u 

(5.6.44) 

(5.6.45) 

(5.6.46) 

The additional degrees of freedom introduced by the Lindstedt functions wf, t'if, if 
are now at our disposal and, in keeping with our original purpose, may be exploited 
to compensate for terms in (5.6.44)-(5 .6.46) which give rise to the monotonic 
factors which motivated this approach. This compensation is obviously dependent 
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on the exact form of V ; hence, it is best to pursue this further by example. Before 
we do so, we remind the reader that the proper expression for time (see 5 .6 .29) 
must not be neglected ; the Lindstedt device offers nothing new here so this question 
will not be considered at this point. 

lllustrative Example. Effect of Earth's Oblateness on a Satellite* 

From (5.3 . 1 8) we have, to first order (J 2 == K), 

� V= _ 
/lR2 

(1 - 3 sin2 m') 
J 2 2r3 't' , 

so that, with the aid of some spherical trigonometry, 

1 av 3/lR . 2 . . 2 
- 2( ) J 2 a;: = 2r4 1 - 3 sm lo sm 8 , 

- 2 1 av 3/lR . 2 · . 8 8 --- = -3- sm lo sm cos , 
J2 af r 

1 av 3/lR2 . . . ' 
8 --af3 = -3- sm lo cos lO sm . J2 r 

Equation (5 .6 .45) becomes 

dp( l ) 3R2 sin2j 
V 

/l -- = - 0 
3 2 3 (1 + e cosf)sin 8 cos 8, 

df 2 a (1 - e  ) 

where we may now interpret 8 as 
8 = f + Wo = 8. 

We then have d/df = d/de, and 

( 1 ) _ 3R2 ' 2 · , / /l P - - sm l o V a3(1 - e2? 

P . 28- e . . 3e e 3e] C . � sm + "3 sm Wo sm - "3 cos Wo cos + 1 , 

(5 .6.47) 

(5.6.48) 

where p = J /la(1 - e2) + J 2P( 1 ), and C1 is determined by the initial conditions, 
say p( l ) = 0 at e = eo. 

*Note also [20J for a treatment of first-order oblateness effects involving Lindstedt's technique. 
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Next, again using (5 .6.47), (5 .6 .46) becomes 

(5.6.49) 

Inspection of the right-hand side shows a "resonance" term, sin 8, which would 
result in the form 8 cos 8 in /3. It may be suppressed by choosing 

or, 

(5 .6 .50) 

This last, interestingly enough, corresponds to the result obtained earlier (5. 3 .20) 
for the change in longitude of the node of a circular orbit (e = 0) over one revolution, 
i.e. , f = 2n. As we shall see in the next chapter, this regression of the nodes is a 
well-known effect and can also be calculated through the application of Lagrange's 
planetary equations. 

Since the right-hand side of (5.6.49) does not contain a term cos e (which would 
generate another secular contribution to /3), the Lindstedt parameter I is not needed 
for this problem and we set it equal to zero. We thus obtain, finally, 

/3 3J2R2 sin io cos io [ .  ( 1 . 48- 28- 1 48- ) = - 2 2)2 e '  sm wo - sm + cos - - cos 
a ( 1 - e 3 3 

(1 - - 1 - ,\ - cos wo :3 sin 8 cos38 + "3 sin38 cos 8) 

- C 2 cos e + c 3 sin 8 1 (5.6 .51 )  

where again C2 and C3 are to be chosen by appropriate initial conditions, for 
example, /3 = d/3/dtJ = 0 at tJ = 80, 

Equation (5.6.44), after substituting oV/or and equations (5 .6 .48) and (5.6.50), 
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now can be solved. Again, terms in e sin e and e cos e may be avoided in its solution 
by choosing 

(5 .6 .52) 

we have 

U( i ) = a3(1�eZ)3 { sinZio [t + !  sinz8 - sin48 + � e sin Wo sin38(! - 3 sinZ8) 

+ �ecoswo sinz8cos 8 - !eZ sinZwo(4 - 2 sinz8 - sin48) 

- eZ coszwo(l - ! sinz8 - � sin48) 
+ eZ sin Wo cos Wo s�n 8 cos 8] 

- i + ! eZ coszwo(l + sinZe) 
+ eZ sinZwo(l - ! sinZ8) - eZ sin Wo cos Wo sin 8 cos 8 } 

2Ci - -

- + C4 sin e + Cs cos e. J ,ua(l - eZ) 

Note that the expression (5.6 .52) leads to 

which is also a well-known effect, the precession of the apsides. 

(5 .6 .53) 

(5 .6 .54) 

The value of r is easily obtained by r = l/u c:::: r(O) - J zu( 1 ) /U(O)2 , but this 
result displays no behavior worth describing in detail. The constants C4 and Cs 
are also determined from initial conditions. The sixth constant will be obtained 
from the time equation as discussed earlier. 

This completes our sketch of the Lindstedt approach. Observe that relative 
to the moving frame, the perturbed coordinates, as functions off, exhibit purely 
periodic behavior. However, if the time equation (5 .6.29) were executed in detail 
for this example, it would exhibit a secular term which cannot be avoided by the 
Lindstedt device as used here. More will be said about this "drift in epoch" in the 
next chapter. 

In principle, the Lindstedt technique can be extended to eliminate a variety of 
effects, e.g., the spiral decay in r due to atmospheric drag could be "removed" by 
introducing a time dependent reference altitude. We also note that if several 
disturbing functions are to be treated simultaneously, their Lindstedt parameters 
are simply additive to first order ; moreover, the Lindstedt procedure can be 
carried to higher orders by replacing equations such as (5 .6.43) by nonlinear 
expressions. We may also remark that the moving reference frame X, y, z and 
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the Lindstedt variables themselves are conceptually related to such devices as 
Hansen's auxiliary ellipse (Chapter 9) and the "mean" variables or "averaged 
motions" encountered in several other astrodynamical techniques. 

7. CHANGE OF INDEPENDENT VARIABLE 

In this section we examine more closely the one transformation used in all the 
examples for non circular orbits given above, namely, the change of independent 
variable from time to the true anomaly. In the foregoing, we used the actual, i .e. , 
perturbed, value of the central angle. In general, we can also use the unperturbed 
true anomaly of the zero-order (Keplerian) orbit ; we could even use the eccentric 
anomaly. In any case, the basic idea is to interpose a new independent variable 
between the time and the other coordinates like {3, p, u, or r. The reason for this is 
the difficulty in solving Kepler's equation for noncircular orbits . If we insist on 
retaining t when the eccentricity is not zero, the only alternative is to expand the 
(unperturbed) coordinates in some kind of series, e.g., as shown in (2.6 . 17) ; then 
we are inevitably led to a long awkward process. As noted, such methods are used in 
classical celestial mechanics, but will not be followed in this chapter. 

In transforming to one of the anomalies, care must be exercised to avoid losing 
the significance of time, which is now to be considered as a dependent variable. 
Indeed, the relation of time to angle is affected strongly by the choice of the new 
independent variable, i .e . , not only whether we select true or eccentric anomaly, 
but also whether we wish to utilize the perturbed or unperturbed representation of 
that angle. This is sufficiently important to warrant illustration in some detail. 

Use of the Unperturbed Anomaly. We return to the equations of motion for spherical 
coordinates derived in Section 6. 1 and introduce the argument of latitude 8 (Fig. 
5.7) as in-plane angle. Using r = riO) + Kr( l ) + 8 = 8(0) + K8( 1 ) + 
{3 = K{3( l ) + .

. .  , the zero-order equations are 

The last leads to 
(}(O) = po/r(0)2 ; 

it is this which allows us to make the transformation 

d _ · (0) d _ Po d 
dt = 8 d8 - r(0)2 d8(0)

, 

and thus to solve the first of (5 .7 . 1 )  in the form 

riO) = P6//1 
1 + C1 cos(8(0) - C2) 

. 

(5.7. 1 )  

(5.7.2) 

(5 .7 .3) 
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We recognize (5.7.2) and (5.7 .3) immediately as representing Keplerian motion. 
Further, the former provides us with 

(0)2 
dt = _r _ de(O), 

Po 
or 

(5.7.4) 

Thus we have time as a function of e(O) ; moreover, it is easily seen that (5.7.4) is no 
more than Kepler's equation (2.2 .37) . 

The first-order equations, after transformation to e(O) as independent variable, 
are 

(5 .7 .5) 

Use of the Perturbed Anomaly. If we wish to transform the independent variable 
directly to e, we use 

d . d 1 d 
dt 

= e de 
= 

(dt/de) de· (5 .7 .6) 

Then, 
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This, o f  course, i s  familiar from Section 6. 
Now, if we set 
r = r(O) + Kr( l ) + . . .  ; 

we obtain, as a zero-order set, 
[3 = K[3( l ) + . . .  ; . t = t(O) + Kt( l ) + . . .  , 

This last gives us 

dt(O)lde = � r(0)2 I , Po 

(5 .7 .7) 

(5 .7 .8) 

where primes distinguish the integration constants belonging to the perturbed 
anomaly from those for the unperturbed anomaly. When substituted into the 
first of (5 .7 .7), this provides us with 

d2r(O) 2 dr(O) p 
-- - � -- - r(O) + - r(O ) ! - 0 de2 r(O) de p�2 - , 

which has the solution 
121 r(O) = Po P . 

1 + c� cos (e - C�) ' 
compare (5.7 .3) . Then (5 .7 .8) yields 

compare (5.7.4). 

C� sin (e - C�) } C' . - l + C� cos (e - C�) + 3 , 

The first-order equations are 

(5.7 .9) 

(5 .7 . 10) 

(5 .7 . 1 1 ) 
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dt( 1 ) 2 (0) 2J C' 
__ _ _ (0) ( 1 ) _ _ 

r 
_ p(O) (0)2 d8 _ � (W d8 - 1 r r 1 3 e r 12 r , Po Po Po 

d2[3( 1 ) r(W 
__ + [3( 1 ) - p(O) d82 - p�2 n ' 

[7 

(5 .7 . 12) 

Comparison of Results. It is worthwhile emphasizing that the choice of independent 
variable does not affect the results, only the means of obtaining them. That is to say, 
whether we select t, f or pol, E or E(O), the final equations will be quantitatively 
identical, to the order desired. 

To illustrate this, let us turn to our study of the effect of drag on a circular 
orbit, this time analyzing the motion by means of Eqs. (5.7. 1 ) to (5.7. 12). If the 
circular initial conditions r = ro, f = 0, Ii = �, apply at 8 = 80, (5.7.2), (5 .7 .3), 
and (5.7 .4) provide us with Po = -JWo, C1 = 0, C2 = 80, C3 = O, so that, ofcourse, 

8(0) - 8 t = 0 
no 

Equations (5 .3 .26) then allow us to solve (5.7 .5) . We find 

r( l ) = - 2r6 � - 2 n: cos i1 [0(0) - 80 - sin (8(0) - 81l 
(5 .7 . 1 3) 

8( 1 ) = r0 0 - 2 :
0 
cos i0 [� �(O) - 80y + 4 cos (8(0) - 80)- j , (5 .7 . 14) 

[3( 1 ) = - � ro :
0 
sin io [0(0) - 80 sin 8(0) - sin 80 sin (8(0) - 80)J . 

Substitution of the last of (5.7. 13 )  and subsequent comparison with (5.6.9)-(5 .6. 1 1 ) 
indicates the equivalence of these approaches . 

Turning now to the case where we used the perturbed true anomaly, (5.7. 8)-
(5.7. 10) yield C� = �, C'1 = 0, C� = 80, C� = ° and 

(0) _ (0) _ 
8 - 80 r - ro, t - . no (5 .7 . 1 5) 

Equations (5.7 . 1 1 ) and (5.7. 12) then provide us with 

r( 1 ) = - 2r6 0 - 2 :
0 

cos io) [8 - 80 - sin(8 - 80)] , 

t( l ) = -� � -2 :
0 
cos i1 [� (8 - 80? + 4 cos(8 - 80) - � , (5 .7 . 1 6) 

[3( 1 ) = - -2
1 ro � sin io [(8 - 80)sin 8 - sin 80 sin(8 - 80)] . no 
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Of course, to first order 

or 

t = t(O) + Kt( 1 ) 
8 - 80 ( 1 ) =--- + Kt no 

Now the first of (5.7. 1 6) leads to 

r = ro - 2Kr6(1 - 2 � cos io)[(8 - 80) - sin(8 - 80)J ; . no 
substituting (5 .7 . 1 7) and retaining only first-order terms yields 

(J r = ro - 2Kr6(1 - 2 � cos io)[no t - sin not] . no 

153 

(5 .7 . 1 7) 

The first-order part of this agrees with (5 .6.9) ; similarly, the equivalence of fP) 
and (5 .6. 1 1) can be shown. Taking (5.7. 17) and the second of (5 .7 . 16) we get 

8 - 80 = not + Kro (1 - 2 :0 COS i� [� (8 - 80)2 + 4 cos(8 - 80) - � . (5 .7. 1 8) 
Now 

and 

so that again substituting (5 .7. 1 7) on the right-hand side of (5 .7 . 1 8) and retaining 
first-order terms, 

P1) = ro (1 - 2 :
0 
Cos i�[� n6t2 + 4 cos not -� , 

which agrees with (5 .6. 10). 
We have belabored this point of equivalence, perhaps, but its significance 

cannot be overemphasized ; it is fundamental to all perturbation methods. 

8. SECULAR AND PERIODIC EFFECTS ; RECTIFICATION 

In the discussions of the examples given in this chapter, we noted several times that 
the perturbed solutions have terms of two types, those which contain the indepen­
dent variable directly, and those which contain it only as an argument of a trig­
onometric function. The first grow without limit as time increases and are called 
secular. Members of the second class return to their original values after one 
revolution or a fraction thereof and are called periodic. We had already seen 
something of this in Chapter 3, where we distinguished between precession (of the 
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equinoxes) which is a secular effect, and nutation which is a periodic effect. It is 
obvious that, over a long time, secular terms predominate and, since they limit the 
accuracy and the prediction range of a perturbation theory they often receive more 
attention than do the periodic effects. One may expect that higher-order secular 
terms are generally nonlinear and the whole sequence may tend toward the power 
series representation of a periodic term of very long period and, possibly, large 
amplitude [22] . 

It is worth distinguishing among three aspects of the secular terms : limiting 
applicability as discussed above, convergence of the series representation, and 
physical instability of the orbital system described by the theory. Of the last two, 
Sterne [22, pp. 1 12-1 1 3] makes the following remarks. "The convergence of the 
resulting series has been the subject of many studies, for some of which the reader 
is referred to Poincare [23, 24] . Past concern . . .  is thought by the author possibly 
to have been the result of confusing the mathematical question of convergence with 
the dynamical question of what the long-time behavior ofthe . . .  system really would 
be . . . .  [The] presence of . . .  secular terms . . .  cannot possibly show whether the 
series converge or whether the . . .  system is destined to undergo drastic changes . . .  . 
Thus each term in the infinite series of secular terms t - t3/3 ! + t5/5 ! - . .  . 
increases without limit and approaches infinity as t approaches infinity. Yet the 
series converges for all values of t, and in fact represents merely the bounded 
and gently varying function sin t . . . .  [Some] writers have argued that purely secular 
terms, that increase without limit, and even mixed terms that involve oscillations 
of increasing 'violence', imply divergence or 'instability. '  It seems clear to the author 
that the existence of secular or mixed terms implies nothing at all about either 
convergence or long-time 'stability' ." 

The confusion Sterne mentions may stem, in part, from the normal reverence 
accorded the founders of a discipline and the belief that they must have had rational, 
well-considered, reasons for everything they did. As Dziobek [25, p. 280] observes, 
"Every device was employed by Euler, Lagrange, and Laplace to get rid of these 
[secular] terms. Anyone who studies their works must feel that, aside from 
mathematical considerations, a sort of metaphysical idea directed these earliest 
explorations which bridged the gap between entire ignorance and complete 
clearness." 

As a final item in this chapter we must mention rectification, a practical and 
effective device for enhancing the accuracy of any given analytical perturbation 
solution. As applied to a first-order scheme, calculations of the perturbations, 
based on the disturbing forces evaluated with the unperturbed coordinates, are 
stepped forward in time until the perturbations amount to a (relatively) substantial 
fraction of the coordinates . At this point, the first-order results are combined with 
the Keplerian coordinates, and a new set of zero-order starting values is found. 
The first-order calculation is then carried forward another step, etc., etc. Using 
any of the finite-order solutions discussed in this text, we can subdivide a long 
prediction interval into subintervals and, at the beginning of each, absorb the 
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accumulated perturbations by a redefinition (or rectification) of the unperturbed 
orbit. This strategy applies whether secular terms appear explicitly in our finite­
order solution or are made implicit by devices such as the Lindstedt parameters .  
Its application is equally straightforward for cases with more than one perturbative 
effect. The convergence of this procedure, as the step size goes to zero, follows from 
the same rationale as the convergence proof for equations of the form dy/dx = 
F(x,y), by the method of Picard iterants [26J, where we rely on the fact that a set of 
higher-order differential equations can be transformed to first-order ones. 

In the theoretical limit, as we take smaller and smaller steps, rectification 
allows us to obtain any accuracy desired. In practice, however, we always have 
some residuals from the higher-order terms, and accumulated roundoff. 

It is unfortunate that rectification has been virtually ignored in the past. 
However, this methodology lends itself so well to the application of electronic 
computers that such a state of affairs cannot persist in our day, particularly since the 
economics (considering man-hours spent on algebraic manipulations and their 
verification) favors the machine. 
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Chapter six 

PERTURBATION IN THE ELEMENTS 

1 .  THE OSCULATING ELLIPSE AND LAGRANGE'S PLANETARY EQUATIONS 

We have shown several ways in which we can calculate the position and the 
velocity of an orbiting body subject to perturbations. In so doing, we may find it 
convenient to adopt the true or the eccentric anomaly as independent variable 
but since these can be related to time we have, in essence, found the position and 
velocity as functions of time. 

We recall from Chapter 4 that the position and the velocity of a moving body, 
at a specified instant, define a Keplerian orbit. Thus, if at a moment t we were 
to compute the orbit elements by the means outlined, they would define the path 
the body would follow if all perturbations were suddenly removed. This curve is 
tangent to the actual trajectory at time t and is called the osculating orbit for that 
instant. For the sake of argument, let us assume that this orbit is always elliptic. 
Now, in general, the orbit elements for this ellipse differ from those we would find 
at t - ilt or t +M. We may think of the body as passing continuously from one 
osculating ellipse to another. 

This concept is extremely useful for two reasons. First, the orbit elements do 
not exhibit the normal variability of anomalistic motion as do the coordinates ; 
hence any variation can be ascribed directly to the perturbing forces . Secondly, 
the elements possess a geometric significance clearer than that which can be 
deduced from the coordinates ; hence the effect of the perturbation on the orbit can 
be seen immediately. 

Since there are six elements, it is desirable that we should write the three 
second-order differential equations of motion expressed in the coordinates as six 
first-order differential equations expressed in the elements. This provides us with 
direct means of obtaining the variations and yields, to first order in the perturbations, 
differential equations which reduce to quadratures. 

1 57 
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Let us first restrict ourselves to perturbative forces which can be derived from a 
potential function, say - R, the negative of which is the disturbing function. Then 
the equations of motion can be written 

d2z /-lZ oR 
dt2 + � = [h' (6. 1 . 1 ) 

If the right-hand sides of (6. 1 . 1 )  were zero, we 
x = x(t, a, e, i, OJ, n, c), etc., or more briefly 

could write the solutions as 

x = x(t,c>:;) ; Y = y(t,C>:i) ;  Z = z(t,c>:;), (6. 1 .2) 
where i = 1, . . .  , 6 and C>:i is any of the orbit elements. The equations of motion 
which (6. 1 .2) satisfy are 

o2y /-ly 
-;-z + 3""" = 0 ;  ut r 

02Z /-lZ 
-;-T + 3"" = 0, ut r (6. 1 . 3) 

since, in Keplerian motion, only the coordinates contain t ;  i .e . , the elements are 
constant. 

It would be convenient if the coordinates were precisely the same functions of 
the elements in perturbed as in unperturbed motion, i.e., if (6. 1 .2) were valid at all 
times. To obtain this, we must allow the elements, c>:;, to be variable in time so that 
(6. 1 .2) holds even when the perturbing force does not vanish. Likewise, it is desirable 
to find the perturbed velocities by the same technique as used in Keplerian motion, 
i.e. , simply by differentiating the coordinates with respect to time explicitly, 
without regard to the dependence of the elements on time. Thus we desire 

But actually, from (6. 1 .2) 
dx/dt = ox/ot. 

dx _ ox + L 
ox dC>:i 

dt - ot i OC>:i dt ' 
so that we must then demand that* 

ox . oy . oz . L-;-C>:i = L-;-C>:i = L-;- C>:i = 0. i urJ.i i utl.i i urJ.j 

(6. 1 .4) 

(6. 1 .5) 

The three conditions (6. 1 .2) and the three conditions (6. 1 . 5) are just sufficient to 
allow a unique solution of (6. 1 . 1 )  after introduction of the six new variables C>:i(t). 

Now from (6. 1 .4), we obtain 
d2x 02X 02X 
dt2 = ot2 + L ot Oc>: . Iii' , , 

(6. 1 .6) 

*This is known as the condition of osculation. It assures that the osculating ellipse is tangent to 
the actual orbit, since it assures that the velocity in the osculating ellipse, treated as a Keplerian 
orbit, is identical with the actual velocity (at the point for which the osculating ellipse is defined). 
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so that the first of (6. 1 . 1 )  becomes 

02X 02X f.1X oR 
--;z + L -o 0 a; + -r3 = ox ' ut ; t IX; (6. 1 . 7) 

But o2xjot2 is, at any instant, the same as that which would be obtained in un­
perturbed motion if we had chosen the values of the IX; at that instant and treated 
them as constants ; similarly for the coordinates x, y, z as they appear in f.1xjr3 . 
Thus these are related by (6. 1 . 3), so that (6. 1 .7) becomes 

and also 

" 02X Ii . = oR 
� o  0 I • 

(6. 1 . 8) ; t IX; ox 

(6. 1 .9) 

Now if we multiply L[(oxjoIXJIiJ of (6. 1 . 5) by OXjOlXj, multiply (6. 1 .8) by OXjOlXj, 
and subtract, we get, noting that o2xj(ot OIX) = oxjOlXj, 

L
(oX ox ox OX) . oR ox 

; \81X; OIX j - OIX; OIX j lXi = ox OIX j ' 
(6. 1 . 10) 

Adding corresponding equations in y and z to (6. 1 . 1 0) and remembering that 

we find 

oR ox oR oy oR oz oR 
--- + -- + -- = -. ­ax OlXj oy OlXj OZ OlXj - OIX/ 

(Oi OZ OZ Oi)� . oR 
+ OlXi OlXj 

- OlXi OlXj �
lXi = OlXj ' 

For brevity we write this equation as 

where the quantity [lXj,IXJ is called a Lagrangian bracket. 

(6. 1 . 1 1 ) 

(6. 1 . 12) 

(6. 1 . 1 3) 

There are three important properties of Lagrangian brackets. Two can be 
derived by inspection of the left-hand side of (6. 1 . 1 2), namely, 

[IX;,IXJ = 0, [IX j,IXJ = - [ IX;, IX j] .  (6. 1 . 14) 

file:///dcLidaj
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The third requires a bit more investigation. We will abbreviate the first two terms 
of the summand on the left-hand side of (6. 1 . 12) as [x] ; then 

a [ ]  ai a2x a2i ax ax a2i a2x ai - x  = - -- + -- -- - - -- - -- --at acxi at acxj at aCXi aCXj acxi at acxj at aCXi acx/ 
Now the first and fourth terms in this expression are identical, since ax;acxi == 

a2x/at acxi and a2x/at aocj == ai/acxj, and they cancel each other. Then we may write 

Now from (6. 1 . 3 )  

Thus 

� [x] = a2i ax _ ax a2i . at at acxi acxj aCXi at acxj 

a a fa V) ax ax a fa V) 
at [x] = aCXi \-aX aCXj - aCXi aCXj \aX ' 

which may be cast into the form 
a a fav ax) a fav ax ) 
at [x] = aCXi \aX aCXj - aCXj \aX aCXi . 

If now, we add similar expressions for 

we find 

a[y] a[z] 
at' at' 

(6. 1 . 1 5) 

which is the desired property. This last considerably simplifies the work of evaluat­
ing the Lagrange brackets because, as will appear, the brackets can be written 
as explicit functions of the eccentric anomaly E. Since, by (6. 1 . 1 5), they are in­
dependent of time, we may evaluate them particularly at t = r, i .e . , at E = 0, 
which reduces them to quite tractable expressions. 

The process of evaluation is straightforward. We have from (3.4.2) and (3.4.3) 

x = 1 1 a(cos E- e) + 12 a� sin E, 
y = m1 a(cos E - e) + m2 a� sinE, (6. 1 . 1 6) 
z = n 1 a(cos E � e) + n2 a� sin E, 

where 11 , Iz , m l > m2, n 1 , n2 are given by (3.4.4) and (3 .4 .5) . We may then perform the 
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required differentiations, etc., remembering that the dependence of  E on the 
elements a, e, 'r(X) is given by Kepler's equation (2.2.35) or (2.2.36) : 

E - e sin E = �(t-'r) = Jf.1/a3 t + x. (6 . 1 . 1 7) 
We find 

[a,eJ = 0, [a,OJ = - � Vf.1(1 - e2) cos i 2 a ' 

[a,'r J 1 f.1 = 2 a2 ' 
[ a,iJ = 0, 
[e,iJ = 0, 

[a,wJ 

[e,'r J 
[ 'r,OJ 

= _ � Vf.1(1 - e2) 2 a ' 
= 0, 
= 0, 

{1!; .  [e,OJ = 1 - e2 e COS l, ['r,wJ = 0, 

{6 [e,w J = 1 _ e2 e, [i,OJ = J f.1a(1 - e2) sin i, 
[ 'r,iJ = 0, [i,wJ = 0, 

[O,wJ = 0. 

Of course we also have from (6. 1 . 14) [IX;,IX;] = 0, where IX; is any element. If we 
wish to use X in place of '0, we get 

[a,xJ = - ��, 
[e,xJ = 0, 

[x,wJ = 0. 

[X,iJ = 0, 

[X,OJ = 0, 

If these values are inserted in Eq. (6. 1 . 1 3), we get 

�� i  _ �Vf.1(1 - e2) cos i '!) _ �Vf.1(1 - e2) OJ = oR 
2 a2 2 a 2 a aa ' 

{6a . ' {6a . oR -1 2 e cos 1 ·0  + - -2 e w = -;-, - e 1 - e ue 

1 f.1 . oR - - - a = -2 a2 0'0 ' 
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The alternative expressions in terms of X can also be obtained. These six equations 
can be solved simultaneously for a, e, etc. , the results being 

· 2a2 aR a = - -­f1 ar ' 

· a(1 - e2) aR 1 ,p _ e2 aR e =  - - - -
---f1e ar e f1a aw' 

· 2a2 aR a(1 - e2) aR r = -- +  -f1 aa f1e ae ' 
di 1 [ aR aR] 
dt 
= 

J f1a(1 - e2) sin i LOs i 
aw 

- an ' 

n = 1 aR 
J f1a(1 - e2) sin i ai ' 

cb = \p _ e2 � roR _ e cot i OR] . f1a e tae 1 - e2 ai 
In terms of X the first three equations should be replaced by 

. (1 - e2) aR 1 �1 - e2 aR e = ----- - - -- -, 
e� aX e f1a aw 

x = - �1. :� - 2 � :�. 

(6. 1 . 1 8) 

(6. 1 . 19) 

(6. 1 .20) 

(6. 1 .21 ) 

(6. 1 .22) 

(6. 1 .23) 

(6. 1 .24) 

(6. 1 .25) 

(6. 1 .26) 

We have thus completed the task we set for ourselves earlier : Eqs. (6. 1 . 1 8) 
through (6. 1 .23) or (6. 1 .24) through (6. 1 .26) and (6. 1 .21 ) through (6. 1 .23) provide 
us with the relations which express the effect of a perturbation on the osculating 
elements. This set is known as Lagrange's planetary equations. 
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2. ON THE APPLICATION OF LAGRANGE'S PLANETARY EQUATIONS 

The analytic solution of the six simultaneous first-order differential equations 
(6. 1 . 1 8) through (6. 1 .23), or of the alternative set, presents formidable difficulties in 
most cases. The foremost of these are that, except under rather unusual circum­
stances, none of the equations allow us to separate variables, and the right-hand 
sides are nonlinear in the elements. Of course, numerical means may be used ; 
while some investigatorst have pursued this, we will not discuss it here. 

2.1. The Perturbation Approach 

If the perturbing force is small compared to /ljr2 , we again expect that its effect 
will also be small, i .e . , we will not find large changes in the osculating elements 
over a reasonable period of time. Once more let us employ the perturbation 
parameter K as a measure of the magnitude of the disturbing force ; thus we write 
its components as 

oR oR* oR oR* 
ox = K ox ' oy = KTy' 

oR oR* - = K-- . oZ az 
Then (6. 1 . 1 1 ) provides us with oRjaaj = K oR*jaaj, and (6. 1 . 1 8), for example, 
becomes 

2a2 a _  
a = - -K -;- R*(t, a, e, i, w, fl, c). /l u, 

Now suppose we expand each element as 
a . = a(O) + Ka(l ) + K2a(2) + . . .  

J J J J ' 

(6.2. 1 )  

(6.2.2) 
where the ay) are functions to be determined. Substituting (6.2.2) into (6.2. 1 )  and 
equating coefficients of like powers of K, we find, to zero order, a(O) = 0 or a(O) = 
constant == ao . The first-order equation is then 

' ( 1 ) _ 2a6 a R� a - - - --/l a, ' 
where oR�ja, is the zero-order part of the disturbing force. 

(6.2.3) 

To be clear on this last point, let us specify how aR�jaaj may be formed. We 
have demanded that, even in perturbed motion, the coordinates be expressed in 
terms of the elements and time exactly as they would be if unperturbed. Thus 
x = x(t, a, e, i, w, fl, c), where we use the osculating values of elements at each 
instant. Hence, it is a simple matter to find axjoaj, where aj is any osculating 
element, since the dependence of x on aj is the same as in Keplerian motion. 
Similarly, since R = R(x, y, z, x, y, i, t), it is easy to find aR*jox, etc. Then, by (6. 1 . 1 1 ), 

tSee, for example, reference 1 for numerical variation of parameters methods due to S. Herrick 
et al. 
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we can write oR* jOll.j in terms of the osculating elements and time, and expanding 
each lI.j by (6.2.2) we obtain, as the term independent of K, what we have called 
oRUoll.j. 

It is not difficult to see how to extend this iterative process to any order. 
In fact, its basic rationale parallels that of classical convergence proofs by Picard 
iterants .  If we stop at the first level of approximation we have, for example, 

a = ao + Ka( 1 ) = ao - _0 K _0 dt, 
f2a2 oR* 
fl or 

or 

a - ao == !1a = 

where we absorb K in oRojor. 
2.2. On the Form of Kepler's Equation 

_ 2a6JoRo dt fl or ' (6.2.4) 

As we have noted, to find expressions for the partial derivatives of R we must 
differentiate the coordinates with respect to the elements. For this we use Eqs. 
(3.4. 1 ) to (3 .4 .5) . Now the dependence of x, y, z on i, W, Q is explicit in (3.4.3) to (3.4.5) ; 
however, their dependence on a, e, and especially r (or X) is expressed partly through 
Kepler's equation, (2.2.34), (2.2.35) or (2.2.37). Because the first two forms are so 
much more compact, it is usually more convenient to find oEjoa, oEjoe, oEjor 
(or oEjoX) ; if R is to be written in terms* off, we may use 

OjjOll.i = (OEjOll.i)(djjdE), 
where djjdE is obtained from (2.2.27) through (2.2.29). 

Now we have E - e sin E = n(t- r) == nt + X, where n = J flja3 ; either 
form gives us simple expressions for oEjoe, oEjor, or oEjoX. However, from the 
form of Kepler's equation containing r, we obtain 

oE(r)joa = �r (e sin E-E), 

while from the form containing X, we find 

oE(x)joa = � (X + e sin E -E). 2r 

(6.2.5) 

(6.2.6) 

There are two points of interest in connection with these equations. First, they 
imply a relation between oR(r)joa and oR(x)joa which deserves clarification. 

*We have seen in the preceding chapter that the use off or E rather than time as the independent 
variable may prove convenient. Whether we choose one or the other depends largely on the 
form of ft, as will be shown below. 
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Second, they both contain the factor E as well as trigonometric functions of E 
and this is worthy of some discussion. As regards the first item, we bring this up to 
point out the relation between (6. 1 .20) and (6. 1 .26), the only two equations con­
taining oR/oa. If accepted at their face value, it would appear that 

X = - ni ( == - JfJ,/a3 i), 

rather than 
X = - ni - nT, (6.2.7) 

which is obtained from the definition 

. X = - no == - J fJ,/a3 T. (6.2.8) 

However, the point is that in (6. 1 .20) we naturally mean to use R(T), since we are 
computing i, while in (6. 1 .26) we have R(X). Now 

and thus, using (6.2. 8), 

OR(T) oR (X) oR(X) OX -- = -- + ---oa oa OX oa' 

OR(T) oR(X) 3x oR(X) 
oa =� - 2a ax· 

Then (6. 1 .20) may be rewritten as 
. a(l - e2) oR(X) 2a2 oR(X) 3ax oR(X) T =  + -------fJ,e oe fJ, oa fJ, OX ' 

which, inserted into (6.2.7), yields 

X = _ 1 - e2 oR(X) _ 2 
� oR(X) + 3X_ oR(X) + 3T OR(x), eSa oe V �  oa )Ita OX a2 OX (6.2.9) 

where we have used n = - (3n/2a)a, and (6. 1 .24). By virtue of (6.2. 8), (6.2.9) reduces 
to (6. 1 .26). 

As regards our second point, we find, however we write out oR/oa, that the 
angle E, or its equivalent form (2.2. 30), appears as we noted above. Ultimately, 
this will bring into oR/oa forms of the type 

E sinj E cosk E 
(l - e cos Et · 

Such terms give rise to considerable labor in evaluation of the integrals resulting 
from Lagrange's planetary equations ; in many cases no closed-form solution 
exists . Hence, direct integration of the equation for i or X presents a much more 
formidable problem than does that of the other elements . Let us examine the case 
for X. 
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Appreciable simplification results if we make the substitution 

M = nt + X, (6.2. 10) 

that is, if we use the mean anomaly. In terms of the mean motion, n, we may rewrite 
(6. 1 .26) as 

1 - e2 oR 2 �oR) 2 oR an 
i - -- - - - - - ---- na2e oe na oa na an oa' (6.2. 1 1) 

where (oR/oa) signifies that the derivative is to be taken with respect to the semi­
major axis without considering the dependence of n on that variable. Now 

and 

oR oR aM oR 
ax aM ax aM' 

oR oR aM oR - = - - = t-
an aM an aM' 

since n is independent of X. Thus oR/an = t oR/ax. But M = n + tn + i, and 

. 3 n . n = - - - a. 2 a 
Thus (6.2. 1 1) becomes 

. 3n 1 - e2 oR 2 faR) 2 oR an 
M = n - t 2a ci - na2e Be - na ,oa - na t ax oa ' 

By (6. 1 .24) 

but also on/oa = - 3n/2a, so that 

2 oR . - - = a  na ax ' 

(6.2. 12) 

this avoids completion of the difficult integrals but ultimately requires an evalua­
tion of 
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where ao is the value at the epoch and a is given by (6. 1 .24). For first-order analysis, 
when (Sa dt) l ao � 1 ,  

L n d t  = noJ: (1 - 2!Ja d1 dt 
(6.2. 13 )  

Having found M by (6.2. 12) with the help of (6.2. 1 3), we then use (6.2. 10) in the form 
M - M 0 = nt + X - no to - Xo 

to obtain X. The element , may be treated similarly. 

2.3. Choice of Independent Variable 

(6.2. 14) 

In Chapter 5 we explained why, for noncircular orbits, it was convenient to utilize 
one of the angular anomalies as the independent variable of the equations of 
motion ; we also introduced the notions of perturbed and unperturbed anomaly. 
These considerations are equally important for Lagrange's planetary equations. 

Before becoming involved in details of the transformation, it is worthwhile 
to examine again the meaning of perturbed and unperturbed representations 
of the anomaly. For this purpose let us address ourselves first to the true anomaly. 
In Keplerian motion this angle is defined in relation to the elements and time by 
Eq. (2.2 .37), namely, 

2 tan- 1 (V�� : tan�) - e�:�f = � (t - ,). (6.2. 1 5) 

We can take this as a definition of true anomaly in disturbed motion also, providing 
the elements a, e, , are understood to have their time-dependent values. This 
specification of perturbed true anomaly is consistent with all the notions of osculat­
ing elements we have introduced in this chapter. 

The magnitude of f(t) obtained as above is not the same as would be found 
had each of the elements a constant value. Naturally, we may choose some epoch 
at which to specify these values ; the true anomaly obtained by utilizing these 
constants, say ao, eo, '0 is identical to that defined in Keplerian motion. Because of 
this, we designate it by f(O) and refer to it as the unperturbed true anomaly. Its 
relation to time is 

_ 1 ()1 - eo PO)) eo) 1 - e6 sinpO) 2 tan -- tan - - = 1 + eo 2 1 + eo cos f(O) 
compare (6.2. 1 5) . 

(6.2. 1 6) 



1 68 Perturbation in the elements [2 

For reasons which will appear presently, it is generally more convenient to use 
PO) rather than f as the independent variable in Lagrange's planetary equations . 
Consequently, it is important to understand its significance. Mathematically, it 
simply represents a connection among convenient expressions for the variations 
of the elements and the (ultimately) preferred independent variable, time. 
Physically, fro) has no real counterpart ; however, it may be useful to think of it in the 
following way. Assume we have two bodies in orbit : one subject to perturbations 
and the other not. Both start at the same point in space and time with identical 
elements ao, eo, io , (va' Qo, roo We find we can follow the progress of the disturbed 
body most easily by reference to the angular position of the unperturbed, i .e . , 
by reference to PO). The orbit of the latter body thus plays the role of a useful 
auxiliary, especially since its progress in time is marked by a relatively simple 
equation, namely (6.2. 1 6) in which all elements are constant. This auxiliary orbit 
corresponds to the concept of the nominal orbit of Chapters 4 and 5 .  

Turning now to the means of performing the transformation of independent 
variable, this is accomplished by dividing (6. 1 . 1 8) through (6. 1 .26) by the time 
derivative of the true anomaly since rXj = (d(,l.)d({J )(d({J/dt), where IY.j is any element 
and ({J is either the unperturbed or perturbed representation of the true anomaly. 
Equation (6.2. 1 6) yields 

or 

df(O) 
dt 

dPO) J ,LWo(1 - e6) 
dt r(0)2 

(6.2. 1 7) 

(6.2. 1 8) 

Needless to say, these are simply statements of the constancy of the unperturbed 
angular momentum. Applying (6.2. 1 8) to, say, (6. 1 . 1 8) we obtain 

2a2r(0)2 oR 
J fl3ao(1 - e6) or (6.2. 19) 

The derivation of this equation has been completely rigorous. If, however, we now 
utilize the perturbation method and Eq. (6.2.2), then (6.2. 19) becomes, to first order, 

da 
dPO) (6.2.20) 

note that the right-hand side of (6.2.20) contains only zero-order elements and 
functions off(O). We may treat Eqs. (6. 1 . 1 9) through (6. 1 .26) similarly ; each provides 
us with a simple quadrature inf(O) . 
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If we wish to use the perturbed true anomaly, we differentiate (6.2. 1 5) to find 
df/dt. We obtain 

df 
dt { . Va3(1 - e2) sinf(2 + e cos f) . ' l - T + e 

f1 (1 + e cosf)2 
3�� _ l (�- e  f) e� sinfJ '} - - - tan - - tan - - a 2 f1 1 + e 2 1 + e cos f . ' (6.2.21 )  

where i is given by (6. 1 .20), Ii by (6. 1 . 19) or (6. 1 .25), and a by (6. 1 . 1 8) or (6. 1 .24). 
For convenience, let us rewrite (6.2.21 )  as 

df � 
dt = �� (l + e cosf?(1 + n ;  (6.2.22) 

note that since r contains the time derivatives of the elements it is a quantity OfO(K). 
Equations (6.2.22) and (6 . 1 . 1 8) provide us with 

da 
df (6.2.23) 

compare (6.2. 19). Equation (6.2.23) is exact ; applying (6.2.2) and writing only the 
first-order term yields 

da a 7 (1 _ e2)3 1 oR 
_ = - 2  ° ° _0_ 
df f13 (l + eo COsf)2 aT 

(6.2.24) 

This result is formally the same as (6.2.20) ; the solution of it in terms offis identical 
to that of (6.2.20) in terms off(O) . However, it is important to remember that f is 
related to time by (6.2 . 1 5) andf(O) is related to t by (6.2. 1 6) . Thus f andJ<°) differ 
by first-order terms and this results in the solutions of (6.2.20) and of (6.2.24) 
differing by second-order terms if both are solved for the same instant of time. 
Since, by design, both (6.2.20) and (6.2.24) are valid only to first order, this difference 
cannot be treated as significant .* Only in the time equation (6.2. 12) does the differ­
ence between the perturbed and unperturbed anomalies result in a first-order 
contribution. Keeping these considerations in mind, it is often found simpler, in 
practice, to use the undisturbed representation of the anomaly as the independent 
variable. 

*However, in computing first-order perturbations of x, y, z from the orbit elements, a con­
tribution from the perturbation in f must be accounted for, as discussed later. Of course, if a 
second-order analysis is intended, a contribution from (1 + r) in (6.2.23) must be retained. 
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All that we have said about the true anomaly holds also for the eccentric 
anomaly. Here the governing equation is, of course, 

E - e sin E = �(t- ,), 
which is the counterpart of (6.2. 1 5) . We obtain, for instance, 

da _ ao (0) aRo �0 � -dE(O) - -2  f.1 3  1 - eo cos E a, ' (6.2.25) 

The choice of true or eccentric anomaly as independent variable depends 
ultimately on the form of the perturbation. Consider (6.2.20) ; if aRo/a, should be 
proportional to l/r(o)m, with m � 2, completion of the integral is quite easy. On 
the other hand, under the same circumstances, (6.2.25) leads to a quadrature 
involving ( 1 - eo cos E(O)) - (m - i ). Such a form usually can be integrated, but 
frequently requires great labor. In general, it is better to find a factor (a + f3 cos cp)m 
in the numerator than in the denominator, and having the choice of E or fallows 
us this latitude. 

3. ILLUSTRATIVE EXAMPLE. EFFECT OF 
EARTH'S OBLATENESS ON AN ORBITING BODY 

We illustrate the method outlined above in the following example. Let us approx­
imate the earth's gravitational potential by the first two terms of (5.3 . 1 8) . We 
find equations of motion of the form 

where we have set z/r = sin cp'. The term in the square brackets is the disturbing 
force (to order J 2) ' 

Now for, say, aRIa, we obtain 

(6. 3 . 1 )  

Since (6. 3 . 1 )  contains terms proportional to 1/r4, we should select the true anomaly 
as our new independent variable ; further we intend to use the unperturbed 
representation. For a first-order analysis let us write 
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However, as  we pointed out earlier, i t  i s  more convenient to obtain or(O)/o1:o by 
way of E(O). Now ria ) = ao(1 - eo cos E(O�, whence 

where 

and 

Thus 

or(O) . oE(O) 
-;:,- = aoeo sin E(O) -;:,-, 
u1:0 u1:0 

01:0 
We develop ziG) and oz(O)/01:o with the help of (3.4.3) through (3.4.5), using 

and 

as necessary. 

. ria) sin PO) sm E(O) = ------;== 
aoJ1 - e6 

Integrating the explicit form of (6.2.20) we obtain 

(6.3 .2) 

Here the expression is to be evaluated between the limits jo(O) andpO), where 
the former is the initial value (at to) and PO) is some later value. The quantity a 
is the value of the semimajor axis, perturbed to first order, atpO) . If, for simplicity, 
we drop the superscript zero, we obtain, in a similar manner, 

1 - e6 a - ao 3J 2R2 sin2 io e = eo +-2-- --- + 2 (1 2) eo ao aoeo - e 

. { ,in Wo CO" "o ,in f[ co, f + ;' sin f( co,'f + 2 - 'in 'f)] 

- (sin2wo - cos2WO) [� sin2j- e; COS3�} f . 
fo 

(6.3 .4) 
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Equation (6, 1 .21 )  yields* 

, , 3J2R2 " , 
1 = 10 + 2( 2)2 sm 10 cos 1 0 ao 1 - eo 

and (6, 1 .22) and (6, 1 .23) give 

[3 

(6.3 , 5) 

(6,3 ,6) 

*The contents of the braces in (6,3 .4) and (6,3 ,5) are identical, as must be expected from (6. 1 . 1 9) 
and (6, 1 .21 ), if we observe that the rotationally symmetric geopotential used here yields 
aR/an == 0, 
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· 2 ) - 6eo cos3f- 2e6 cos4f+ 3e6 cos2f 

+ cos2WO sinfG - � cos2f+ � eo cosf- 3eo cos3f 

f 

+ � e2 cos2f+ � e2 _ e2 cos4)l} 
3 0 3 0 0 J)J . fa 

In solving for x, we obtain from (6.2. 13) and (6.3 .3), 

{ _ l (�- eo f) eo� sinf!f . 2 tan - - tan - - --=--:':---=------::-l + eo 2 l + eo cosf 
fa 

. 2 I. .  2 (J sin f cos f eo . f 2f) - sm io Lsm Wo \2 + 2 + 3 sm cos 

2 (f sinfcosf eo . 3)l }f + cos Wo 2-
2 +3 sm J)J 

fa 

(6.3 .7) 

Now considering the second term on the right, we recognize the factor to be 
evaluated atfandfo as no(t- to). Equation (6.2. 12) then leads to 
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3J2R2 { . . 2 + 2aW - e6)3/2 f + eo smf + 3 sm io 

[ 1 f . 2 . f ( 1 f eo 2f 4 J . - - + sm Wo sm - - cos - - cos - - e 2 2 3 3 0 

[3 

Now, from (6.2. 14), X - Xo = M - M 0 - nt + noto . But here we can write, to 
first order, n = no - (3no/2ao)(a - ao), so that finally, 

2 { [ �}f 9J2R 3 1 . 2 · . 2 X- Xo = 2aW - e6)3 not(1 + eo cos!) "3- sm 10 sm (wo +!) 
fo 

. 2 ' [f . 2 . Fosf eo cos2f 4e� - 3 sm 10 "2 + sm Wo smf\:-2 - + 3 + 3) 
. 2 ( 2eo cosf) - sm Wo cos Wo cos f 

,,
1 + 3 

- cos''''o sin' f ( co; f + e; sin '1] r fo, 

(6. 3 . 8) 
where, in evaluation of the first term on the right-hand side, t is to be taken as t at 
f = PO) and as to at f = fo . Thus, the changes in the elements of a body in orbit 
over an oblate earth are given by equations (6. 3 .3 ) through (6.3 .8), to first order. 
They apply equally well to satellites and to ballistic missiles and are related to the 
time through (6.2. 1 6) since we are using the unperturbed true anomaly as the 
independent variable. 
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Of particular interest is the case when we substitute f = fo + 2n, i .e . , when a 
satellite has completed one revolution. The results are 

(6. 3 .9) 

(6. 3 . 10) 

(6.3 . 1 1 )  

(6. 3 . 12) 

(6.3 . 1 3) 

(6.3 . 14) 

Hence, to first order, the size, shape, and inclination of the orbit are not changed 
from cycle to cycle. 

Equation (6. 3 . 12) shows that the line of nodes precesses to the east if io is in the 
second quadrant and that the motion of this line is retrograde if io lies in the first 
quadrant. The plane of the orbit stays fixed (in inertial space) if its initial inclination 
is 90° (polar orbit). 

The motion of the line of apsides is given by (6.3 . 1 3) ; it can be seen that the 
argument of perigee advances in the direction of motion if io is less than 63° 26' or 
greater than 1 16° 34', and regresses when the inclination is between these values. 
The secular effects in these results are well-known phenomena and were mentioned 
in Chapter 5. 

4. FURTHER COMMENTS ON LAGRANGE'S PLANETARY EQUATIONS 

The application of Lagrange's planetary equations is quite widespread and has 
been treated in numerous texts [1-6] .  The calculations required are generally 
direct, and the results, as expressed in terms of the elements, are simple to interpret. 
We present here some further discussion of this approach to perturbation theory. 

The results of Section 3 were given mainly in terms of the unperturbed anomaly, 
with mixed expressions in t and f occurring in (6.3 . 8) . These solutions containing 
both anomalies and/or time often allow for some compactness which, as the 
reader is by now aware, is to be greatly desired. Another formulation sometimes 
allowing simpler expressions utilizes functions of multiple arguments of the 
angular variable rather than powers of trigonometric functions. The reader may 
find it instructive to convert (6. 3 .3)-(6 .3 .8) accordingly, resulting in generally less 
lengthy expressions. 

There is no way of shortening certain results to the point where we can have 
complete faith in the algebra required to obtain them. Independent calculations 
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can be a great help here, and it is frequently useful to employ separate formulations 
in terms of E and off and then check the results by means of the relations (2.2.27)­
(2.2.29). We illustrate this in Appendix A which at the same time presents the 
application of Lagrange's planetary equations to perturbations from extra­
terrestrial gravity. 

Whatever the description of the perturbed orbit, it is possible to generate from 
it an ephemeris. Let us briefly consider this task. Suppose we wish to establish the 
satellite position in geocentric cartesian coordinates x, y, z at the time t 1 . We do 
this by means of (3.4. 1 )-(3.4.5) where the elements to be used are aI ' e 1 , i I , OJ1 ' n1, T 1 
corresponding to that time. The computation involves an integration of Lagrange's 
equations between the limits fa and fl or Eo and E1 where these anomalies are 
defined for the osculating orbit of to . For the transformations (3.4. 1)-(3 .4.5) 
which are valid at t 1 , we must use the anomalies, say,] or E, valid for the osculating 
orbit at that time. These differ fromf1 and E 1 since the orbit elements have changed, 
i .e . , the osculating orbit at t 1 is connected to the time scale in a slightly different 
way from that defined at to . E follows readily from Kepler's equation E - e 1 sin E = 
n1 (t1 - T 1 ) andJmay be obtained by (2.2.29). These manipulations are equivalent 
to the integration of (6.2.21), or the corresponding equation for dE/dt, in order to 
find the perturbed anomalies. Once the anomalies are known, the positions x, y, z 
and the velocity vector 

dx . 
�\: = dE E, . . .  or 

follow from the appropriate relations in Chapter 3 .  
A set of expressions such as those under discussion i s  useful not only for 

ephemeris computations but also for so-called orbit stability studies. In this case 
one allows for the progressive changes in the orbit elements by replacing ao, eo, . . . , 
in the right-hand sides with the new values for a, e, . . .  , after the completion of each 
integration interval fromfo to! This technique is a form of rectification as discussed 
in Chapter 5 and seems intuitively obvious. Combining it with the multiperiod 
algorithm of Mace and Thomas, et al. [9] results in a very effective computing device 
for long-range prediction and stability studies of nearly periodic orbits . This 
multiperiod technique bears a conceptual relation to numerical integration 
procedures. 

As a final point we mention the iterative procedure by which higher-order 
terms in the osculating parameters are sometimes obtained. [8] . Instead of using the 
perturbation series (6.2.2) for the orbit elements to develop a hierarchy of per­
turbation equations from (6. 1 . 1 8)-(6. 1 .26) in analogy to Chapter 5, we substitute 
first-order results for the elements, as obtained in Section 3, into the right-hand 
sides of the planetary equations for another quadrature. The resulting expressions _ 

for a, e, . " will now be good to second order. (If the perturbed anomaly fis used as 
independent variable, a contribution from r must be included, as observed in 
Section 2. This application of Picard iter ants to Lagrange's planetary equations 
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is referred to by astronomers as the Poisson technique.) Let us also note that those 
first-order steps producing secular terms which are linear functions of the independ­
ent variable will, upon resubstitution (and another quadrature of the planetary 
equations), lead to quadratic secular terms in the second-order solution, and so 
forth. As pointed out in Chapter 5, this sequence of secular terms may develop into 
a power series in (KI) or (KE) which ultimately represents a long-period, cyclic term. 
Its period is of 0(2n/Kn). As we shall see later, these long-period terms also arise in 
the canonical formulations of Chapter 8, though in a somewhat different way. 

5. APPLICATION TO ORBITS WITH SMALL ECCENTRICITIES AND INCLINATIONS 

If we examine (6. 1 . 1 9), (6. 1 .20), (6. 1 .23), (6. 1 .25), (6. 1 .26), and (6.2. 12), we see that 
for orbits with very low eccentricities these equations yield very large changes in the 
elements unless aR/aOJ, aR/ae, aRIa"� or aR-Iax should fortuitously contain a 
multiplicative factor e. For circular orbits, the changes in e, " (X), and OJ are ill 
defined unless this condition is fulfilled. However, we also noted (Chapter 2) that 
in such a case the time of pericenter passage and the argument of peri center are 
meaningless. Consequently, any change in eccentricity is bound to cause difficulty 
in defining changes in , and OJ. Similarly, we observe that when the inclination 
angle is small, Eqs. (6. 1 .21 )  and (6. 1 .22) are badly behaved. Again this has a geo­
metric reason : the node is undefinable if the inclination is zero. 

Such difficulties lie with the elements used, and not with Lagrange's equations 
per se. One can form equations which avoid these difficulties only by altering the 
elements themselves. If this is done only with an eye to simplicity of presentation, 
one may avoid the combining of normal anomalistic motion and the effects of 
perturbations. In going to another set of elements, it is rarely possible to preserve 
the second desideratum of Lagrange's method : ease of geometric interpretation. 
Let us turn to some examples based on special elements introduced in Chapter 2. 

For the near-circular case, we may take 

x = OJ + X, (6. 5 . 1 )  
and let 

ji = e sin OJ ;  v = e cos OJ. (6.5 .2) 
If we now employ ji, V, X in place of e, OJ, X in Lagrange's equations we will obtain 
right-hand sides which are well behaved. Writing 

R(a, e, X, i, OJ, 0) = R'[ a, ji(e, OJ), X(OJ, X), i, v(e, OJ), OJ ,  
i.e. , expressing the disturbing function in terms of the new elements, we find 

aR aR' aX aR' 
ax ax ax ax ' 

using (6. 5 . 1 ), and 
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aft. aft.t aft.t 8e = sin w aJi + cos w av ' 

aR aRt aRt aRt 
aw 

= v aJi - Ji av + ax ' 

using (6. 5 .2). Obviously ft = e OJ cos w + e sin w, etc. Also 
v cos w + Ji sin w = e, 

Ji2 + v2 = e2, 
tan w = Ji/v. 

Substituting in the pertinent equations, and dropping the prime, we find 

it = 2 - � aft. 
V /t  ax ' 

-=- J1 - p2 - v2 aft. v cot i aft. p = - - ---;====;;�===;;O:C-
Fa av Jpa(1 - p2 - v2) ai 

JiJ1 - p2 - v2 aft. 
Fa (1 + J1 - p2 - v2) ax ' 

-'- J1 - p2 - v2 aft. Ji cot i aft. v = - Fa -
aJi + -Jr=p=aC':'(1=_=p2:;=_=v�2) ai 

vJ1- Ji2 - v2 aft. 
Fa(1 + J1 - p2 - v2) ax ' 

-'- J1 - Ji2 _ v2 (_ aft. _ aft. ) X = p - + v-Fa(1 + J1 - p2 - v2) aJi av 

fa aft. cot i aft. - 2 V � aa - Jpa(1 - p2 - v2) ai 

n = 1 aft., 
sin iJ pa(1 - p2 - v2) ai 

di = 1 {cot i (v aft. _ Ji aft + aft.) _ cosec i aft.}. 
dt J pa(1 - p2 - v2) aJi av aX an 

[5 

(6. 5 .3 ) 

(6.5 .4) 

(6.5 .5) 

(6. 5 .6) 

(6.5 .7) 

(6.5 .8) 

The parameters Ji, v, X can now be evaluated without difficulty at low eccentricities. 
However, their interpretation is another matter (except for perfectly circular orbits). 
If we try to find e, w, 'I from them, we encounter the same difficulties as before. 
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Moreover, we note that some of these equations now exhibit singularities for 
e2 = p2 + )i2 --+ 1 .  The main thing is that the variations of the parameters, to be 
computed in terms of such special elements, may be translated into a position 
ephemeris in a convenient way. This will be discussed later. 

Applying (6.5 .3)-(6 .5 .8) to the problem of oblateness, we get the following 
results, where we show only the changes during one complete revolution : 

(6.5.9) 

(6.5 . 10) 

(6.5. 1 1 ) 

(6. 5 . 14) 

where eo is the value ofthe geocentric angle between the node and the position of the 
satellite at the epoch. The results for equations (6.5 . 10), (6 . 5 . 1 1), and (6. 5 . 12) are, as 
remarked, somewhat difficult to interpret. However, we note that they can be used 
to prove that oblateness does not alter eccentricity even for the circular case (to first 
order, at least). That is, for eo = ° we must have 

Po = Vo = 0, and hence p == 11 == 0, or e == 0. 

Similar constructs, made of the more usual elements, can be formed for cases 
with small eccentricity and inclination angle. Traditionally, astronomers have been 
faced with this very problem : planets nearly all have orbits of low e and low i . A 
set which has proved of some use is 

a, 
p = e sin (w + n), 

v = e cos (w + n), 

tl = sin i sin n, 

9 = sin i cos n, 

where w + n and w + n + X are known as the longitude of pericenter and the 
longitude at epoch, as mentioned in Chapter 2. Another alters tl and 9 to tl' = 
tan i sin n, 9' = tan i cos n. The latter are useless for near-polar orbits : a case not 
normally considered by astronomers. In addition, either set leads to difficulty in 
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choosing the independent variable. Time is always the most obnoxious in terms of 
compactness while true or eccentric anomaly, well defined for orbits with e +- 0, 
are meaningless for the circular case (and reckoning the angle from node is imposs­
ible for i = 0). Further these sets do not admit to ease of transformation to (and 
from) the coordinates (x, y, z, x, y, i). 

These difficulties can be avoided by using the following set : 
a ' , 

71 = e sin (w + Q) ; 

v = e cos (w + Q) ; 

i) = sin 1- sin Q ; 

"8 = sin 1- cos Q ; 

B = W + Q + X, 

(6. 5 . 1 5) 

with the true orbital longitude e = f + w + Q as the independent variable. * 
The latter always has meaning except for nearly retrograde orbits (i � 1 80°). 
Needless to say, there are many other sets of elements that may be invented for 
various applications [10, 1 1 , 12], introducing parameters valid for the entire family 
of conics, from circle to straight line, albeit at a further sacrifice of geometric trans­
parency. Reference 13 employs the anomalistic period instead of the semi-major 
axis as an orbit element ; this helps alleviate some of the nonlinearities in orbit­
determination equations. 

We have already seen that most of these special elements are not introduced 
as an aid to physical or geometric understanding of the perturbation effects. Nor is 
it simplicity of mathematics, except for elimination of singularities. We must 
conclude that the prime purpose is ease of handling, especially by computing 
machine. By the use of such quantities we can avoid exceeding "the range" of a 
calculator or the loss of significant digits . This is especially true if a general-purpose 
program is to handle all kinds of orbits including those that are, or become after 
some time, of low (or high) eccentricity, low (or high) inclination angle, or a 
combination of these. 

6. THE GAUSS FORM OF LAGRANGE'S EQUATIONS 

The derivation given in the first section of this chapter is restricted to use with 
perturbing forces which can be derived from a potential function. If we interpret 
the right-hand sides of (6. 1 . 1 ) simply as components of a force per unit mass, 
whatever its origin, we can rewrite Lagrange's planetary equations so that they are 
applicable in all cases. 

We start by reinterpreting the partial derivatives as 

aRjax = Fx/m ; aRjay = Fy/m ; (6.6. 1 )  

where Fx, Fy, Fz are the x,  y ,  z components of a force vector and m i s  the mass of 
the body. Now let us resolve this vector as follows (see Fig. 6 . 1 ) : 

*Paralleling the difficulty with X that we faced in Section 2.2, we have the same situation with e 
in this set. The substitution of a new variable, L= nt + e, the mean orbital longitude, circum­
vents the problem, as did M = nt + X earlier. 
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S :  along the instantaneous radius vector 
T :  perpendicular to the instantaneous radius vector in the direction of 

motion 
N :  normal to the osculating plane of the orbit (positive in the right-hand sense, 

i.e. , colinear with the angular momentum vector). 
z 

y 

Figure 6.1 
x 

We can express the x, y, z components in terms of S, T, N by straightforward 
means. For example, 

F z/m = S sin cp + T cos tj; cos cp + N sin tj; cos cp o  
However, by spherical trigonometry, 

sin cp = sin (co + 1) sin i, cos tj; cos cp = cos (co + 1) sin i, 
sin tj; cos cp = cos i . 

Thus we can express the components in terms of the orbit elements and the true 
anomaly. In final form we may write 

FxJm = S(ll cos f + 12 sin 1) - T(ll sin f - 12 cos 1) + N13, 
Fy/m = S(ml cos f + m2 sin 1) - T(ml sin f - m2 cos 1) + Nm3, 
Fz/m = S(nl cos f + n2 sin 1) - T(nl sin f - n2 cos f) + Nn3, 

(6 .6 .2) 
(6.6.3) 

(6 .6.4) 

where 1 1 > 12 , m1 , m2> n l ' n2 have been defined in Eqs. (3 .4.4) through (3.4.5) and 
13 , m3, n3 in (5.6.2). We may note here that 

Ii + mi + ni = I� + m� + n� = I� + m� + n� = 1 ,  
and 

1 1 12 + m1m2 + n1n2 = 1 1 13 + m1m3 + n 1n3 
= 12 13 + m2m3 + n2n3 = o. 

Now from (6. 1 . 1 1 ) and (6.6. 1 )  we have 

oR Fx ox Fy oy Fz OZ 
- = - - + - - + - ­OlY.j m OlY.j m OlY.j m OIY./ 

(6.6.5) 

(6.6 .6) 

(6.6 .7) 
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Then we obtain, for example, 

(aR) = Fx (ax) + Fy (ay\ + Fz (az) , aa m aa m ad) m aa (6.6 .8) 

where the parentheses indicate, as before, that the derivative is to be taken with 
respect to a only as it occurs explicitly in x, y, z and disregarding the fact that E and 
! are functions of a by virtue of Kepler's equation and (2.2.37). In the manner 
outlined earlier, we may find 

r Z r . j,  (ax/aa) = Z 1  - cos ! + 2 - sm , a a 
with similar expressions for (ay/aa) and (az/aa). Substituting into (6.6.8) and using 
(6.6.2) through (6.6.6), we obtain 

(aR/aa) = 8 ria . (6.6.9) 

Similarly, one can obtain the equivalent expressions for other partial derivatives 
of R ;  then Eqs. (6. 1 .21 )  through (6. 1 .25) become 

� [  a(1 - e2) J a = 2 V� 8 e sin! + r T , 

e = 

di 
dt 

Va(l - e2) . 
fl 

[8 sm! + T(cos E + cosf)] , 

1 

J 
N r cos (co + f), 

fla(l - e2) 

n = 
1 N r sin (co + f), 

sin i J fla(l - e2) 

. A . 1 Va(l - e2){ [ r l · } co = - u cos 1 - ; 
fl 

8 cos! - T 1 + a(l _ e2)J
sm! . 

Finally, Eq. (6.2. 12) yields 

. 2 
. � A � . M = 

n - -_... 8 r - co y 1 - e - u y 1 - e cos 1 . 
JPa 

(6.6. 10) 

(6.6. 1 1 )  

(6.6. 12) 

(6.6 . 1 3) 

(6.6 . 14) 

(6.6. 1 5) 
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We will find it  useful to write here the complete expression for 8R/8a, i.e. , 
the one obtained after taking account of the dependence of n on semi-major axis : 

- = S  - E 
8R {2(1 - e2) + 3e2 sin2f . 3e sinf } 
8a 2(1 + e cos!) 2� 

- T E - ; 
{3(1 + e cosf) 3e sinf} 

2� 2 

compare (6.6.9). Equation (6. 1 .20) then yields 

. a2{ , [2(1 - e2) + 3e2 sin2f 3e sinf 1 - e2 J l' = - S - E - -- cosf 
fl 1 + e cosf � e 

- T - e sm - --- sm + . 
, [ 3(1 + e cos!)

E 3 . f 
1 - e2 . f (l 1 )� } 

� e l + e cosf 

(6.6. 1 6) 

As discussed in Section 2.3, we have a choice of independent variables. The 
arguments here are identical to those given earlier : for the first-order case, it is 
immaterial whether we choose the perturbed or unperturbed representation of 
anomaly since the transformation of independent variable uses (6.2.22) where the 
quantity r is O(K). In second- and higher-order analyses, where r must be retained in 
all planetary equations, we must rewrite r in terms of S, T, and N rather than, as 
implied earlier, in terms of the partial derivatives of R. We obtain 

r = S C cos f - TC sin f [1 + 
(1 

r 
2)J , 

fle fle a - e (6.6. 1 7) 

where we have used (6.6 . 1 6). 
As an alternate derivation of Gauss' form of the planetary equations, it is 

interesting to note that the perturbation equations (6.6 . 10)-(6 .6 . 14) and (6.6. 1 6) 
can be written down from fundamental principles by considering the small changes 
�a . . .  �'t caused by small impulses SM, TM, N M at any point of the orbit. First of 
all we have 

�v = (S sin y + T cos y)M, �y = (S cos y - T sin y)
�t

, 
v 

N �lj; = ---�t, v cos Y 

(6.6. 18)  

where v, y, and lj; were defined in Chapter 4 ,  Section 7. We take �r = �({J = �A = 
Mo = 0, of course, since they are not influenced at t = 0 by an impulse. Equations 
(6.6. 1 8) can now be used with the linear orbit sensitivities (4.7 . 1), (4.7.2), (4.7. 5)­
(4.7.9) and (4.2 . 12), (4.2. 1 3), (4.2. 19) to obtain expressions for �a(S, N, T, �t, a, e, . . .  ), 
�e(S, N, T, M, a, e, . . .  ), etc., where (4.2. 12), (4.2. 1 3), and (4.2. 19) serve to express 
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all trigonometric functions in terms of orbit parameters. Summarizing the result, 
we have 

aa aa aa 
- -

[} 
as aT aN 

x [t] M (6.6. 19) 

aT aT aT 
-

as aT  aN 
Dividing by M and letting M --> 0 we arrive at Gauss' form of Lagrange's 

planetary equations for a . . .  r .  Executing the quadratures for the elements we 
develop, in effect, the Duhamel (or convolution) integrals for the infinitesimal 
impulses S dt, T dt, N dt, yielding the perturbations of the path as a function of time. 

This approach is not restricted to conservative perturbations, nor does it 
involve the laborious manipulation of Lagrange brackets. Derivations of the 
planetary equations along these lines have also been indicated in references 5 (p. 
238) and 14. 

7. ILLUSTRATIVE EXAMPLE. THE EFFECT OF 
SOLAR RADIATION PRESSURE ON AN EARTH SATELLITE 

Let us take a satellite spherically symmetric in shape and reflectivity so that f3 
and A ofEq. (5 .3 .29) are constants. Then the total force of radiation is also constant ; 
we shall designate it by F p. 

If the sun's position is given by IY., 6 the components of the force are 

Fz = - Fp sin 6, (6.7 . 1 )  

assuming the rays are collimated. Now if we multiply (6.6.2) by 1 1 > (6.6.3) by ml > 
(6.6.4) by n l , add and utilize (6.6.5) and (6.6.6) we have 

Similarly, we may obtain 

. Fx Fy Fz S smf + T cos f = 12 - + m2 - + n2 -, 

from which we have 

m m m 

S = -
� 

(h I cos f + h2 sin!), mrp 

T=  !.L (h I sinf - h2 cos f), mrp 

(6.7.2) 
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where we have used 

and rp represents the earth-to-sun distance. Further, 

N = -
�

h3' mrp 
where 

1 85 

(6.7.3) 

(6.7.4) 

(6.7.5) 

If an orbit study is to be extended over considerable time, one must allow for the 
apparent annual motion of the sun in a geocentric frame. This may be accomplished 
by periodically updating the solar coordinates xp' yp' zp as part of the rectifications 
of Lagrange's equations, discussed before. We have also considered (in Chapter 5) 
the means by which the earth's shadow may be introduced into the perturbation 
analysis . In each anomalistic period, the expressions for the perturbations of the 
orbital elements must be evaluated between the limits of the illuminated part of the 
orbit. 

Transforming the independent variable to the unperturbed true anomaly 
(which we hereafter denote by f), (6.6. 10) becomes, to first order, 

- = - S + T----da 2 a
3 (1 - e2) [ e sinf 1 J df f1 (1 + e cosf? 1 + e cosf ' 

where we have suppressed the subscript zero on the right-hand side. Then, with the 
aid of (6.7.2), 

and 

da = 2a3(1 - e2)Fp fh1 sinf - h2(e + cosf)l 
df mwp L (1 + e cosf)2 J '  

_ 2a(1 - e2)Fp {hde - h2 Sinf}! 
a - ao - mwp l + e cosf fO ' 

(6.7 .6) 

where all elements on the right are understood to have their initial magnitudes, 
those valid at fo, and where the expression is to be evaluated between the limits 
shown. 

file:///hje-
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Similarly, we obtain expressions for the other elements. Let L = sin f, 
l/J = cosf, cpz = 1 - eZ • Then 

a3 cp4pp {hde - hzL h 1 cpz e - eo = mWpe 1 + el/J - 2e(1 + el/J? 

h [ 2 + eZ + (e + 2e3)l/J _ � EJ }f + Z 2: 2mz(l + el/J? 2cp3 ' 
't' fo 

_ dhz [2: 2 + eZ + (e + 2e3)l/J _ � E] }f 
di 2cp4(1 + el/J)Z 2cps fO ' 

Q _ n = _ aZcp4pp {dhl [2: 2 + eZ + (e + 2e3)l/J _ � El o mwp sin i di 2cp4(1 + el/J? 2cps :J 

dh 1 }f 
+ dt 2e(1 + el/J)Z ' 

fo 

no cp ( no) , - - '0 - - [(w - wo) + (n - no) cos i] - 1 - - t n n n 

= 3a
z cpz P p no(t - to) hll/J 0 + h22:0 5az cps P p 
mwp n 1 + el/Jo mWpn 

(6.7.7) 

(6.7.8) 

(6.7.9) 

(6.7. 10) 

(6.7. 1 1) 

It is worthwhile to pause and examine these results briefly. We note, generally, 
that for fully illuminated orbits (f' = fo + 2n), there is no change expected in 
semi-major axis ; the radiation energy imparted to the satellite during one half its 
orbit is just necessary to overcome the retarding solar pressure during the other 
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half. When the earth's shadow is  to be accounted for, however, changes in a will 
occur ; total energy can be raised or lowered according to the geometry of the 
orbit and the earth-sun line. In the absence of other effects, the annual "motion" 
of the sun will then force a yearly cycle on the semimajor axis : first increasing and 
then decreasing, or vice versa, with a net change, to first order, of zero. 

Eccentricity always has a secular term : 

A 3a2cpFp I ties = - 2 h2(E - Eo)· mJ.1rp 
However, this too may be a cyclic effect when examined over long-time intervals. 
Changes in inclination and n are similar : it is interesting to note their secular 
terms contain e as a multiplicative factor and consequently these terms are absent 
from our - analysis given in Section 3 .4, Chapter 5 .  

The argument of perigee has a secular term which varies inversely with e ;  
rapid changes in the location of perigee are bound to occur for low-eccentricity 
orbits, except when perigee is located at one of two stable points on the orbit. 
For the special case where the sun lies in the orbit plane and other effects due to 
the earth's shadow, oblateness, etc. , are neglected, these stable points form a line 
of apsides normal to the earth-sun line. This is also mentioned in Chapters 5 and 7 
and the change of eccentricity given there agrees with the above formula. A more 
complete discussion of radiation effects as a function of orbit geometry and inter­
action with other perturbations is beyond the scope of this chapter. A very com­
prehensive study, and possibly the first of its kind, was made by Shapiro and Jones 
using the variation of parameters technique ; it was partially documented in [15] .  
Another early contribution in this area is  due to Musen [ 16] .  

8 .  CONCLUDING REMARKS 

As mentioned in Chapter 5, there is no guarantee that solutions to the perturbation 
equations can be found conveniently even after the effects have been separated into 
their respective orders. Thus, extension of the satellite drag analysis of Section 
5 .5 .2 to eccentric orbits by methods of this chapter encounters considerable formal 
difficulty. We could try a new form of the equations of motion, but the method of 
variation of the elements still has great appeal. This is so not only because of ease of 
interpretation but also because the quadratures required can often be approximated 
so much more simply than can other forms. We provide one example of this in 
Appendix B :  an approximation to the first-order equations describing the effect 
of atmospheric drag on an earth satellite [see reference 1 7  for more detail] . 

Reviewing the rather extensive literature pertaining generally to perturbations 
in the elements, one should also note some approaches not identical to those 
we have given but which appear to be related to the classical Variation of Para­
meters. 

Applications of the planetary equations to earth satellites began to appear 
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before and during the early Sputnik era (see references 1 8-22). Eventually, some 
higher-order analyses were published [9, 13 , 23, 24, 25J as a contribution toward 
stability studies of satellite orbits and refinement of the geopotential by means of 
satellite observations.* 

For the purpose of carrying out long-range predictions and representing the 
secular perturbations as effectively as possible, some authors employed modified or 
"mean" elements. Merson [26J points out that the classical elements a, e, . . . , X 
appearing in an oblateness analysis may be redefined to minimize the amplitude 
of periodic terms. This may constitute an advantage for the computation of 
position ephemerides. However, the new elements do not satisfy the condition of 
osculation, and any requirement for velocity translates into an awkward evaluation 
of time derivatives. In a similar vein, Sterne and Garfinkel conducted studies of 
intermediary orbits. These are given in terms of modified elements which absorb 
some ofthe oblateness effects in closed form [27, 28] . The latter reference introduces 
some canonic notation and represents a transition to the subject of Chapter 7 
of this work. Similarly, the work of Petty and Breakwell [29J, in which mean 
elements are derived by applying an "averaging" process ofthe equations of motion, 
leads to a class of techniques deserving a separate discussion. 

In closing this chapter, we should mention the analysis which was often 
referred to in the early Sputnik era [30, 3 1 J and formed the basis for a series of 
ramifications elicited by King-Hele and his associates. This approach employed a 
"hybrid" method that is formulated neither strictly in terms of orbit parameters 
nor entirely in coordinates. To start with, the equations of motion are written for 
the position coordinates, but subsequently are rearranged, where convenient, in 

z 

Figure 6.2 

*Reference 19 distinguishes itself by giving perturbation formulae for a general term in the 
Legendre series for the geopotential. It is a contribution toward satellite theories involving 
rather elaborate representations of the earth's gravity field. 
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terms of specially chosen modifications of the classical orbit elements, all the while 
anticipating the well-known secular effects due to oblateness perturbations. 

King-Rele introduced an orbit plane whose inclination is strictly constant 
and whose initial node defines an inertial cartesian system xo, Yo, z. The orbit plane 
is allowed to rotate about the z axis, its instantaneous nodal angle n being measured 
from the Xo axis. This angle defines the rotating axes x, y in the equatorial plane 
(Fig. 6.2) ; the y, z plane contains the point of maximum latitude, A, of the orbit 
plane. The instantaneous satellite position is given by the angle e, measured in the 
orbit plane from A, which also serves as reference for the argument of perigee 
w. One further introduces the longitude A of the satellite m relative to the Xo axis, 
and its co-latitude IX. Note that, for convenience, we have used the symbols i, n, e, w, 
A here, though they do not correspond strictly to the definitions employed earlier 
in this chapter. As the reader will observe, we use e in a slightly different way also. 

The basic structure of the solution assumed by King-Rele is 

1/r = L[1 + e cos (e - w) + J 2g(e) + J 2eh(e) + O(J�)J , (6.8 . 1 )  

where 
dw/de = K. (6.8 .2) 

Also 

dn/de = v + O(J 2e). (6.8 .3 )  

L and e can be considered strictly constant since the undetermined functions 
g(e) and h(e) will be used to represent the periodic perturbations expected in the 
semi-major axis and eccentricity due to oblateness. The quantities K and v are 
constants of O(J 2) and thus anticipate the correct secular effects for w and n. 
The most severe restriction of this theory is the constant angle i. This, in itself, 
suffices to destroy the condition of osculation (since the instantaneous velocity 
vector cannot lie in the orbit plane with this constraint) and it also limits the 
accuracy of predicted positions from this analysis .  The constant maximum latitude 
of the satellite enforced by this device does not allow for the known periodic 
perturbations in the inclination of the osculating orbit . Finally, the detailed 
formulation employs power series expansions in terms of e and restricts itself to 
small eccentricities. 

The equations of motion in terms of the spherical coordinates r, IX, A follow 
immediately from those of Chapter 5 for r, cp, A since cp = n/2 - IX :  

.. ' 2 . 2 ; 2 f1 3J2f1R2
(1 3 2 ) r - rlX - r sm IXIe = - - - - cos IX 

r2 2r
4 ' 

1 d ( 2 )
. ; 2 3J 2f1R2 . 

- -
d 

r a - r SIn IX cos IXA = 4 sm IX cos IX, 
r t r :t (r2 sin2IX�) = O. 

(6.8 .4) 

(6.8 .5) 

(6.8 .6) 



1 90 Perturbation in the elements [8 

Here we have only retained terms of O(J 2) ' (Note that the fundamental plane in this 
system is the equator, rather than the unperturbed orbit, as with most analyses 
in Chapter 5.) As usual, one takes advantage of the momentum equation 

r2..i. sin2a = p = const., (6 .8 .7) 
to adopt A as independent variable. Then (6.8 .5 ) becomes 

(d2/dA2) cot a + cot a = - 3J2pR2/p2r sin
3a cos a. (6.8 .8) 

Now the left-hand side of this equation may be rearranged by means of various 
trigonometric identities and with the help of (6.8 .3) for dO/d8. Then 

d2 sin3a 
d 1 2 (cot a) + cot a = - 2v -'-3-' cos a. 

Il sm I 

As a by-product of this derivation one finds 

d8 _ sin2a (1 sin 2 a
.

) 
O(J ) - - -- + v -- + 2e .  dA cos i cos i 

Equating (6. 8 . 8) and (6.8 .9) yields 

v = 1 J2i3R2 cos i, 

(6 .8 .9) 

(6.8 . 10) 

(6.8 . 1 1 ) 
where we  note from (6.8 . 1 ) that l/r = u C!:' L i s  a sufficient approximation in 
(6.8 . 8). Ultimately one finds that the identity cot a = tan i sin (A + 0) yields the 
solution of (6 .8 .8) if one takes 

(6. 8 . 12) 
To solve (6. 8 .4) we find an expression for () from (6.8 . 10) and (6.8 .6) and transform 
the equation of motion to 8 as independent variable. In terms of u = l/r this yields 

sin2 i . u" + u = L+ Y2LR2u2 (1 - 3 cos2a) - 2vu--. sm28 + 0(J2e), (6. 8 . 1 3) cos I 

where primes denote d/d8. Utilizing the form (6. 8 . 1 ) and noting that perturbations 
in OJ make a negligible contribution, of order J 2e, we have 

u" = L[ - e cos (8 - OJ) + 1J 2g" + O(J 2 e)] . 
With the help of (6. 8 . 1 ) and (6. 8 . 14) we get from (6. 8 . 1 3) 

g" + 9 = 1L 2 R2(5 cos2 i - 3 - sin2i cos 28) + O(e), 

and the solution 

(6.8 . 14) 

(6. 8 . 1 5) 

where Kl and K2 are integration constants. Since the geometric significance of 
the complementary solution in (6. 8 . 1 5) is simply to modify the e and OJ of (6 .8 . 1), 
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we set K 1 = Kz = 0 on the assumption that the nominal orbit parameters L, e ,  w, i 
will be selected to satisfy the initial conditions for' (6.8 .4) and (6. 8 . 5). As usual, it 
remains to develop the "time relation" 8(t) by way of (6.8 .6) . King-Hele does this 
in detail and also shows that an extension of the analysis to O(Jze), thus admitting 
Wi into the perturbation equations, yields the well-known advance of pericenter. 
In fact, his work was subsequently developed to progressively higher orders, in­
cluding a variety of physical effects. 

The work of Brenner and Latta [3 1] improved King-Hele's original analysis 
by abandoning the condition of constant orbit inclination (as was also done in 
one of King-Hele's later papers) and by retaining e in closed-form expressions. 
This avoids some of the very elaborate series manipulations in King-Hele's original 
approach. 

Several mixed formulations of this kind may be found in the literature, where 
coordinate perturbations or vector equations of motion are related to (mean) 
orbit elements. Sometimes this yields a concise analysis [32] ; sometimes it is 
motivated by computational advantages. A classical method in this category 
is that due to Hansen. It has yielded some very effective computing procedures [33J .  
Since its general derivation requires a detailed explanation, we shall save it  for 
Chapter 9 .  

In surveying the literature, one cannot fail to be impressed by the variety 
and number of contributions on satellite orbit prediction. Some are classical 
approaches ; others proceed from what we may call an engineering point of view. 
Some manifest originality ; many are redundant. Chapters 5 and 6 have introduced 
a fair number offormulations ; more are to be discussed. There is then the inevitable 
question : What are the relative merits of these techniques?  A complete answer 
would probably require a term-by-term comparison of the various methods, 
which lies well beyond our present capacity for patience, and numerous computer 
runs. Possibly the eventual automation of symbol manipulations by computers 
may remedy this. For the time being, one finds only partial comparisons, some 
analytic and some numerical. We shall return to this point at the end ofthis volume. 
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Chapter seven 

LAGRANGE'S AND 
HAMILTON'S EQUATIONS . 
APPLICATION TO MOVING COORDINATES 

1.  INTRODUCTION 

In Chapter 5 we introduced the fundamental concepts of perturbation theory and 
illustrated some approaches in terms of geocentric Cartesian and spherical reference 
frames. We started from a statement of the satellite problem in a Newtonian 
formulation, for example, 

mx = X(x,y,z,x,y,i,t) ; my = Y(x,y,z,x,y,i,t) ; mz = Z(x,y,z,x,y,i,t), (7. 1 . 1 ) 

where X, Y, Z denoted the force components in the corresponding directions 
and we transformed these equations on a more or less ad hoc basis. As was pointed 
out, some mathematical difficulties in orbit analysis are often alleviated by 
appropriate choice of a coordinate system. This raises the question as to how we 
might discover preferred sets of coordinates for a given problem. In Chapter 6 
we furnished one answer to this question, a classical one due to Lagrange. 
The motion of the satellite was expressed in terms of the characteristic parameters 
of its osculating ellipse. These, in contrast to the space coordinates, x, y, z or 
r, /3, () of Chapter 5, are relatively slowly varying functions of time, well suited to 
describing the changes in orbit geometry. 

In the following two chapters our search for more general ways of effecting 
such transformations leads us to Hamilton's canonical set of equations. Lagrangian 
theory is reviewed in the process. We illustrate the latter by describing the perturbed 
motion of a satellite, to first order, in terms of the (, 1'/, , coordinates of Chapter 4, 
Section 8, thus providing a more complete treatment of these particular equations 
of motion. Much of the remainder of this chapter is devoted to various examples .  
Finally, we discuss some modifications of the (, 1'/, , system, which returns us to the 
quest for appropriate coordinate transformations, leading to the canonical 
methods of Chapter 8 .  

1 94 
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2. LAGRANGE'S AND HAMILTON'S EQUATIONS 

The reader is aware of the ease with which the equations of motion of a satellite 
can be written in terms of a variety of coordinate systems by means of the 
Lagrangian formulation. The procedure has the advantage of being purely formal 
and automatic in contrast to the Newtonian formulation which relies strictly on 
inspection. With unusual coordinate systems the latter process becomes laborious 
(though it has the advantage of forcing the analyst to appreciate the physical 
significance of each term in the equations). It may be helpful to review briefly the 
derivation of Lagrange's dynamical equations and the formal procedure involved 
in their application before proceeding to Hamilton's equations. 

Let us assume that (7. 1 . 1 )  describes the motion of a particle in a system con­
sisting of 8 bodies where the coordinates of each particle are denoted : x" y" Zr' 
Now suppose that we wish to express the motion of this system in some other set of 
coordinates qi' where i = 1 ,  . . .  , n and n � 3s, the equality sign being valid if each of 
the 38 Cartesian coordinates represent an independent degree of freedom. 
The Cartesian coordinates can be expressed in terms of the qi according to 

We may then write 

. aXr axr .  aXr . Xr = -d + -a q 1 + . . .  + -a qm etc. t q l qn 
from which we observe that 

aXr aYr 
aq/ aqi 

aYr air aZr 
aq/ aqi aqi' 

With the help of (7 .2 .3) and (7. 1 . 1 ) we find that 

� I!m a(x;n = m �( aXr) 
dt � r aqi J r dt I.:: r aqi 

aXr . aXr = Xr-a + mrxr-a ' qi qi 

(7.2.2) 

(7.2.3) 

(7.2.4) 

(where we assume that the sequence of differentiations with respect to t and qi is 
reversible) . Summing (7.2.4) over all x" y" Zr in the system, we find 

d a �1 ( ' 2 ' 2  ' 2) � (Xr aXr + y':r aYr + Zr azr) dt-a · . £.oJ-2mr Xr +Yr + Zr = £.oJ a a a q, r r qi qi qi 
a 1 ' 2 ' 2 ' 2 + a-: L"2mr(Xr + Yr + Zr )' q, r (7.2.5) 

To interpret the first summation on the right-hand side, we observe that the work 
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done by external forces over a small displacement of the rth particle is 

Xrdxr + Y,:dYr + Zrdzr = (Xr + Xr)dxr + (Yr + Y,.)dYr + (Zr +Zr)dzr 
= - dV+Xrdxr + y"dYr +Zrdzr· 

[2 

(7.2.6) 

The representation of Xrdxr + �dYr +Zrdzr = - dV as an exact differential is 
true only if the forces X" Y" Zr originate from a conservative field. This means that 
they can only be functions of particle position and not velocity. Hence oXr/oicr = 
oXr/oYr = . . .  oZr/ozr = 0, for all values of r. From this it follows that V, the poten­
tial function of this field, does not depend on the velocities . It also follows that 
we may write 

(7.2.7) 

Now X" Y,., Zr are the nonconservative forces (in the x, y, Z system) acting on the rth 
particle and in analogy to (7.2.7) we may write 

""" (- oXr - oYr - OZr) 
k.J Xra:-+ Y,:�+ Zr a. = Qi' r q, q, q, 

(7.2.8) 

which is recognized as the generalized non conservative force corresponding to qi . 
The second summation on the right-hand side of (7.2.5) 

(7.2.9) 

is the kinetic energy of the system. It will be useful to note that, while this is a 
positive definite quadratic form* in ic" y" Z" the same can (but need not necessarily) 
be the case in terms of the q/s. It will be so if (7.2. 1 )  does not involve the time 
explicitly (i.e . ,  if, in (7.2.2), oxr/ot = oYr/ot = oZr/ot = 0). This rules out such 
features as time-dependent constraints in the relations between the q/s and 
x" y" Zr. 

Using (7.2.7) and (7.2.9), we may write (7.2.5) as 

d rOT] 0 
dt Laqi = oq/T- V) + Qi· (7.2. 10) 

On the grounds that OV/Oqi = 0 we may now introduce the functional L = T - V in 
(7.2. 10), and obtain 

i = 1, . . .  ,no  (7.2. 1 1 ) 

* Any system of coordinates in which the kinetic energy can be written down by inspection 
(usually an inertial one) will result explicitly in a sum of squared velocity terms which make the 
positive definiteness of this quantity obvious. Such coordinate systems are sometimes referred 
to as "natural" ones. 
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This is a system of n equations corresponding to the n degrees of freedom that 
the qi represent. L is referred to as the kinetic pot'ential or the Lagrangian and 
(7.2. 1 1) is known as Lagrange's equations of motion. The procedure involved in 
their use consists of the following steps : 
a) Write down 

andX" Y,., Zr by inspection (where one does not necessarily have to work in a 
Cartesian system). 

b) Express these quantities in terms of any desired set of coordinates qi by use of 
(7.2. 1 )  and find the Lagrangian and the nonconservative forces Qi' 

c) Generate the equations of motion according to (7.2. 1 1 ). 
Thus, we see how the introduction of the functional L reduces the process of 

writing the equations of motion to a standard procedure. Much of advanced 
classical dynamics is a generalized pursuit of this aim and several techniques 
for reducing the equations of motion to as simple a form as possible have resulted 
from it. Various functionals were introduced in addition to L, the best-known 
among them being the Hamiltonian :Yr. 

Many of these additional techniques share the common feature that they 
convert the equations of motion from a system of n second-order differential 
equations to 2n first-order equations. For this purpose one introduces the n 
additional dependent variables 

i = 1, . . .  ,n, (7.2. 12) 

which are known as the generalized momenta. Recalling that L is quadratic in 
(ii, we see that the expressions (7.2. 12) are linear in iIi and hence may be easily 
inverted (assuming a nonvanishing Jacobian) to yield 

i = 1, . . .  ,no (7.2. 1 3) 

Such expressions could be used to eliminate iIi wherever it occurs ; thus a functional 
such as L, which involves qil iIil and t, may be expressed as L(qilPil t) . In such a case, 
the Pi are descriptors of the motion on a level equal with the qi' 

Hamilton's functional, the Hamiltonian, may now be introduced according 
to the definition, 

(7.2. 14) 

where it is understood that we may employ (7.2. 1 3) to write :Yr(qilPilt). Sometimes 
the mixed representation 

:Yr = L iIiPi - L(qil iIi, t) (7.2. 1 5) 
i 
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proves useful. In fact, we use it to establish the differential equations for qi and Pi in 
terms of Yf. On the basis of (7.2. 1 5) we may write . 

(7.2. 1 6) 

where a relation between dqi and dpi' dqi' dt is implicit by virtue of (7.2. 1 3). If we now 
remember the definition (7.2. 12) for Pi> the terms in dqi drop out of (7.2. 1 6). 

Observing further from Lagrange's equations (7.2. 1 1) that OL/Oqi = Pi - Qi> we 
finally have 

From this it follows that 

. oYf . Pi = - ::;-- + Qi ' ( z  = 1 ,  . . .  ,n,) uqi 
oL 
at 

oYf 
at 

(7.2. 1 7) 

(7.2.1 8) 

These represent Hamilton's form of the equations of motion, also known as the 
canonical equations. 

Let us note from the third equation in (7.2. 1 8) that if L does not contain t 
explicitly, neither does Yf. Further, if the nonconservative forces Qi vanish, Yf is an 
invariant of the motion, as can be shown by the following argument. 

Since under these circumstances L = L(q l l . . .  ,qm ql l . . .  ,qn), we have 

dL (oL . oL .. \ 
--;It = � \aqi qi + Oqiqi/ 

By virtue of Lagrange's equations (7.2. 1 1 ) this becomes, with the Qi = 0, 

� [�t(��)qi + ;� q] = :t� qi;� ' 
(7.2. 19) 

(7.2.20) 

From the left-hand side of (7.2. 19) and the right-hand side of (7.2.20) we find that 

:t (�qi;� - L) = 0. (7.2.21 )  

But by virtue of the definition (7.2. 14) of  the Hamiltonian this last i s  dYf/dt = 0 ,  
which establishes the invariance of  Yf. 

Now a little consideration of the definition of  L and the transformations 
(7.2 . 1 )  shows that oL/ot = ° does not necessarily imply oxr/ot = oYr/ot = oZr/ot = 
0 ;  i.e. , the transformation (7.2. 1 )  need not necessarily avoid an explicit appearance 
of t. But if it does, and if Qi = 0, then Yf, in addition to being an invariant of the 
motion, represents the total energy of the system. This can be shown as follows. 
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We recall from our earlier remarks about the kinetic energy T that we may 
write in this case 

where u = 1, . . .  ,n, v = 1, . . .  ,n and 

Obviously Cuv = CVlI" Applying (7.2.22) to (7.2. 14), we thus find that 

Yl' = 2T- (T- V) = T+ V 

3. RELATIONS BETWEEN LAGRANGE'S AND 
HAMILTON'S EQUATIONS OF MOTION AND HAMILTON'S PRINCIPLE 

(7.2.22) 

(7.2.23) 

Before illustrating the use of (7.2. 1 8) in the solution of specific orbital problems it is 
illuminating, as well as useful for later reference, to examine the equations of 
Section 2 as they derive from Hamilton's principle. The latter may be regarded as a 
fundamental premise underlying classical mechanics, on a par with Newton's 
laws. The two are equivalent bases for all formulations of analytical dynamics and 
are reducible to each other. Both originated from abstractions of physical observa­
tions, though Hamilton's principle suggested itself from somewhat less common­
place phenomena as, for example, certain features of geometric optics. 

The Hamilton principle states that if a dynamic system passes from one 
configuration (q 1 ,qZ, . . .  ,qn)t l at t1 to another (q 1 ,qZ, . . .  ,Qn)t2 at tz the motion must 
be such that the integral 

(7 . 3 . 1 )  

i s  an extremum. This means that i f  we were to change the actual path or the time 
history of the natural motion between fixed t 1 and t2 the value of the integral would 
not change to first order ; in other words, the first variation of the integral vanishes. 
In vector notation 

r t 2 
b 1 L(q,q,t)dt = 0, 

t l  
(7.3 .2) 

where q = [Q1 (t),QZ(t), . . .  , qn(t)] and q = [4 1 (t),Cjz(t), . . .  Ait)] are the dynamic 
state vectors. At the trajectory endpoints 

(7. 3 .3 ) 



200 Lagrange's  and Hamilton's equations [3 

Since the Lagrangian L involves the variables qi and iIi' it is plausible that the 
properties (7.3 .2) and (7.3 .3) of the motion impose local conditions on these variables 
everywhere along the trajectory. These are just the Euler-Lagrange equations, 
and yield the equations of motion in the form (7.2. 1 1) or (7.2. 1 8) .* 

Now, in the foregoing, we stated the Hamilton principle for conservative 
dynamic systems, i.e. , where all external forces are expressible as the gradient of a 
potential which is a function only of the configuration q of the system. However, 
the variational principle expressed by (7.3 .2) can be generalized to include other 
forces as well. In order to see this we retrace the connection between Hamilton's 
principle and Newton's equations and arrive at the canonical equations in their 
most general form [1 ,  Chapter 9] . 

Assume that we have written the Newtonian equations of motion for the 
dynamical system in terms of some natural set of coordinates Xr (i.e. , a set in terms of 
which the kinetic energy can be written down by inspection). Here r = 0, 1 ,  . . .  ,s 
identifies a particle in the system. Then, in vector notation, 

(7.3 .4) 

where fr contains, in general, conservative and dissipative forces. Now we may write 

(7.3 .5) 

---+ 
where the bXr represent a variation of the trajectory. This means that instead of 
finding itself at xr(tk), at any instant tk of the motion, the system is forced to take the 
slightly different configuration xr(tk) + bxr(tk). The integral in (7.3.5) vanishes 
because its integrand, expressing the dynamic equilibrium (7.3 .4) at every point of 
the trajectory, vanishes throughout the motion. For convenience in the later 
discussion we also stipulate that the terminal configurations shall not be varied, 
that is, 

(7.3 .6) 

Now let us consider the different parts of (7.3 .5) separately. We integrate the first 
term on the left-hand side by parts 

ft2 
*Due to  (7.2 . 12) and (7.2 .14) we  can also write (7.3 .2) a s  () [p.t[  - Yf(q,p,t)]dt = O. 

t t 
We noted in the preceding section and we shall also see in the next chapter that such hybrid 
forms, instead of a representation in terms of solely (q, q) or (q,p), can often prove quite useful. 
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Then with the help of (7.3 .6), we find 

(7.3 .7) 

that is, the first part of (7.3 . 5) is reduced to the variation of the integral of the kinetic 
energy between the limits t l and t2 . (Note that the final form of (7.3 .7) is not 
restricted to any particular set of coordinates.) Next we imagine that the second 
part of (7. 3 .5) is subjected to a coordinate transformation from Xr to qi, where 
i = 1 ,2, . . .  ,n. Then the virtual work done by the forces fr can be written 

Lfr· oxr = LL fgr · �x� Oqi - VrV �X� Oqi) ' r , r \' q, q, 
(7. 3 .8) 

where gr represents the nonconservative part offr and Vr V the gradient of a potential 
function representing the conservative force field. Now we let 

oXr L gr ·a = Qi r qi (7. 3 .9) 

denote the dissipative forces resulting from the covariant transformation. (Note 
that the subscript i is reserved for scalar quantities.) Similarly the conservative 
forces become 

(7. 3 . 10) 

Substitution of (7.3 .9) and (7. 3 . 10) into (7.3 . 5) yields 

(7.3 . 1 1 )  

which we  recognize a s  an  extension of  Hamilton's principle to  include non­
conservative forces. Again the integral which makes up the first part of (7.3 . 1 1 ) is 
not restricted to any particular coordinate system. If we use the qi coordinates, 
implying that L = L(qi,qi, t), we may interpret the geometric variations of the 
first integrand in (7.3 . 1 1 ) as 

(7. 3 . 12) 

Realizing that 
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where the first term vanishes because bqi = 0 at t l and tz, we have 

It 2 �8L d 08L) J L - - - -. + Qi bqidt = O. 
. 8q .  dt 8q . t 1 l I � 

[3 

(7. 3 . 1 3) 

In view of the arbitrariness of the bqi' each bracket in the integrand has to vanish 
independently. This leads to Lagrange's equations of motion (7.2. 1 1) .* 

As in the preceding section we reduce these second-order equations to first­
order ones by Eq. (7.2. 12). The latter are linear in qi since Tis at most of second 
degree in qi' With their help we could obtain from Lagrange's equations 

i = 1 ,2, . . .  ,n. (7. 3 . 14) 

Now (7.3 . 1 4) and (7.2. 12) provide a system of 2n first-order equations, due to the 
change from Lagrangian to Hamiltonian variables, but this system does not possess 
the degree of symmetry to be found in Hamilton's equations. 

To acquire complete generality in the canonical formulation, we start back at 
the transformation introduced in (7.3 .8). Instead of assuming x, = x.(q;,t), which 
restricts us to the point transformations that come naturally in a Lagrangian 
formulation, we write 

(7. 3 . 1 5) 

Using this in (7.3 . 8) we have, in addition to (7.3 .9) and (7.3 . 10), 

and (7.3 . 1 6) 

Thus (7. 3 . 1 1 )  becomes 

(7. 3 . 1 7) 

Now we may again introduce the Hamiltonian through its definition L = LP;c'J. i - Jft' ; (7.3 . 1 8) i 

*See references 2, p. 1 15, 3, p. 1 55, and 4 for standard derivations of this kind, originally due to 
Euler and Lagrange. 
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by manipulations similar to those leading from (7.3 . 12) to (7.3 . 1 3) we reduce 
(7.3 . 1 7) to 

(7.3 . 19) 

Individual vanishing of the coefficients for each* bqi and bpi then leads to the 
canonic system in its general form, involving nonconservative forces in each 
equation : 

Pi = - O:YfjOqi + Qi 
Equation (7.3 . 1 7), written as 

i = 1 ,2, . . .  ,no  

b r t 2 [ �P;tji - :Yf(q,p,t� dt +J t 2 �[Qibqi + PibpJdt = 0, 
J t 1 t 1  

(7.3 .20) 

(7. 3 .21) 

represents the Hamilton principle in its most general form. It may be considered 
the mathematical equivalent of the canonical equations (7.3 .20) .t 

As one might expect, the first-order system (7.3 .20) may be derived in many 
forms for any specific problem, depending on the transformation (7. 3 . 1 5) or the 
sequence of such transformations. Systematic procedures exist for taking advantage 
of the opportunities afforded and these we shall examine in the next chapter. In the 
rest of this chapter we adopt the �, 1], ( system introduced in Chapter 4, derive its 
generalized momenta p�, P�, P, and the corresponding canonical equations. These 
are treated for both near-circular and general orbits and explicit results for some 
perturbation effects are discussed. 

4. THE EQUATIONS OF MOTION IN MOVING COORDINATES, �, f/, , 
The reader will recall the �, 1], , coordinate system, shown in Fig. 7. 1 .  It uses a 
Keplerian orbit as a reference, the path which would be followed in the absence of 
perturbations. We refer to this as the nominal, or reference, orbit ; its elements will 
be designated ao,eo> . . . .  We further denote the instantaneous position of the un­
perturbed body on it by 0' ; this is the nominal position of the orbiting body and 
is located by the argument of latitude () from the nominal ascending node. This 
angle may be written as () = OJo + fwhere OJo is the argument of the nominal perigee 
and f represents the nominal true anomaly. If the reference orbit is circular, OJo 

*Note that the equal treatment given to bqi and bpi is justified at this point by the structure of 
7.3 .20, where they appear as dependent variables on a par with each other. (Discussions related 
to this aspect can be found, for instance, in references 2, p. 1 68, 4, p. 109, and 5, p. 217.) 
t Another derivation of this nonconservative principle can be found in reference 1 (p. 248) ; 
a more thorough discussion of its mathematical interpretations is given in reference 6. 
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z 

11 
Perigee 

y 

,---------------

x Figure 7.1  

does not mark any point of geometric significance but will be retained to preserve 
the notation. 

Using 0' as the origin of coordinates, we erect the orthogonal triad (,Yf,( on it. 
The ( axis points in the direction of the nominal radius vector r(O), Yf in the direction 
of anomalistic motion, and ( normal to the nominal orbit plane. The (,Yf,( com­
ponents of displacement are due solely to the perturbations on the path and 
determine the actual satellite position relative to 0'. Thus, since r(O) is the radial 
distance to 0', the actual geocentric distance of the satellite is 

r = [(r(O)+ ()2 + Yf2 + er/2 . 
As Fig. 7 . 1  indicates, we choose to place the node on the positive x axis. This is 

merely a convenience and does not constitute a loss of generality in any subsequent 
examples. We follow the standard procedure of Section 2 in writing the equations 
of motion. 

The Cartesian coordinates of the satellite are 

x = (r(O) + ()cos e - Yf sin e, 
y = (r(O) + ()sin e cos io + Yf cos e cos io - ( sin io' 
z = (r(O) + ()sin e sin io + Yf cos e sin io + ( cos io ' 

The Lagrangian 

L m ( . 2 . 2 . 2) 11m v.­= - x +y + z -- - , 
2 r 

(7.4. 1 ) 

(7.4.2) 

where V is the perturbing potential, together with (7.2. 12), provides us with the 
momenta. That is, taking the qi as (, Yf, " we have 

oL [. ox . oj . oil p� = o� = m x o� + y o� + z o!J ' etc. 

or 
(7.4 .3) 
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Using (7.2. 14), the Hamiltonian becomes 

Yf = 
2
��� + P; + P� +p� (1]e - r(O� -p� (:e + r(O)e) _ f1� + v. (7.4.4) 

Substituting this into (7.2. 1 8), the canonical equations take the form 

. . f1m(r(O) + �) av p� = p�e - [(r(O) + �)2 + 1]2 + (2J 3/2 - a[ + Q�, 

. . f1m1] av  p� = -p�e - [(r(O) + �)2 + 1]2 + (2J 3 /2 ---a;J + Q�, 

f1m( av  
Pr, = - [(r(O) + �)2 + 1]2 + (2J 3/2 - 8[ + Qr" 

(7.4.5) 

(7.4.6) 

(7.4.7) 

(7.4.8) 

(7.4.9) 

(7.4. 10) 

Since we expect the departures �, 1], ( from undisturbed motion to be small 
compared to r(O), we may employ the approximation 

[(r(O ) + �)2 + 1]2 + (2J - 3/2 c::= r(O)- 3 [1 _ 3�/r(O)] . 
Now, retaining only terms linear in �/r(O), etc., (7.4.5)-(7.4.7) become 

(7.4. 1 1 ) 

(7.4. 12) 

(7.4. 1 3) 

where we have used V� = ov;a� , etc. For an unperturbed system (V = Q� = Q� = 
Qr, = 0 and � = 1] = ( = 0), we see that (7.4. 13 )  and (7.4. 10) are trivially satisfied 
while (7.4. 1 1), (7.4. 12) and (7.4.8), (7.4.9) may be combined into 

(7.4. 14) 

These we recognize as the equations of a conic section orbit : the nominal orbit, of 
course. Thus, r(O) represents the zero-order solution, as defined in Chapter 5, while 

file:///xmiC
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(7.4.8)-(7.4. 1 3), linearized in �, 1], (, describe these quantities as first-order per­
turbations. Unfortunately, these last equations are badly coupled and, in general, 
cannot be solved in their present form. We shall see, in Chapter 8, that the 
Hamiltonian representation often lends itself to the selectiol! of coordinates which 
permit uncoupling of the equations of motion. However, at this point, we content 
ourselves with merely one advantage of Hamilton's method : the ease of finding 
the explicit form of such equations when employing unfamiliar coordinates . 
To proceed further, we eliminate p�, p�, and p( from (7.4.8)-(7.4. 1 3). 

Taking cognizance of (7.4. 14), we can obtain equations only in �, 1], ( and their 
derivatives . Transforming to f as the independent variable, using 

j = J,Lwo(1 - e�)jr(W , 
we have 
C -21]' - � - 2[� + eo(�' - 1])sinfJ/[1 + eo cosfJ 

a�(1 - e;? - /[ ]4 = - � 1 + eo cos f , 11m 
1]" + 2�' - 1] + [1] - 2eo(1]' + �)sinfJ/[1 + eo cosfJ 

a3 ( 1 e2) 3 
_ 0 - 0 �/[1 + eo cosfJ4, 11m 

a3 ( 1 e2)3 
(" + [( - 2" eo sinfJ/[1 + eo cosfJ = - 0 - 0 fis/[1 + eo COSfJ4, 11m 

(7.4.1 5) 

(7.4. 1 6) 

(7.4 . 17) 

where primes designate derivatives with respect to e (or f) and terms involving 
Qi on the right-hand side, not shown in (7.4 . 1 5)-(7.4. 1 7), would have quite an 
analogous form to the ones in �, �, fis. We note that the only possible non­
linearities for �, 1], ( remaining in these equations would be due to the perturbing 
function, though many of the coefficients are rather awkward functions of f 
As they stand, these relations are very close to the classical Hill equations for 
"variational orbits." 

, 

5. SOLUTIONS FOR NEAR-CIRCULAR ORBITS 

In order to simplify the system (7.4. 1 5)-(7.4. 17), let us consider only small 
eccentricities and reduce the coefficients to O(eo)' Then the system becomes 

a3 
_ 

C- 21]' - 3� + 2eo� cosf- 2eo(�' - 1])sinf = - _0 ( 1 - 4eo cosf)v�, 11m 
3 ao -1]" + 2�' - eo1] cos f -2eo(1]' + �)sinf = - - (1 - 4eo cos f)�, 11m 
3 

(" + (- eo( cosf- 2eo" sinf = - ,�: (1 - 4eo cos f)fis. 

(7. 5 . 1 )  

(7.5 .2) 

(7.5 .3 ) 
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Now �, 11, ( are due entirely to the perturbations and are of order K due to the 
linearizations we carried out in the process of simplifying the original (exact) 
equations of motion. * In the same way, we can consider the terms which contain 
eo in (7.5 . 1 )-(7.5 .3) as "corrections" to a circular orbit, corrections of order eo, 
which we also assume to be small. It is therefore conceivable to treat these terms 
as we do perturbations, invoking separability as discussed in Chapter 5 . 

In following this procedure, we write the solutions of (7. 5 . 1 ) to (7.5 .3) ast 

(7.5 .4) 
where the �, etc., are of order K. Extracting these terms from Eqs. (7. 5 . 1 ) to (7.5 .3), 
we obtain 

3 
�" -2i/'- 3� = - � v" 11m � (7.5 .5) 

3 
1]" + 2Z' = - � Y ,  11m � (7.5 .6) 

3 
(" + (  = - � Y,  11m 1; 

(7.5 . 7) 

where, to be consistent to O(K), V is evaluated using positions in the nominal 
circular orbit. If we denote the complementary and particular solutions of (7.5 .5)­
(7.5 .7) by �O' i/O' (c and �p, i/p, (p respectively, we find 

�c = 2% + 4�0 - (2i1'0 + 3�0) cos f+ �o sin f, (7.5 .8) 
I]c = 1]0 - 2�� - 3(% + 2(o)f+ 2(21]� + 3[0) sinf+ 2[� cosf, 

(c = (� sinf+ (o cos ! 

(7.5.9) 
(7.5 . 10) 

Here �o, 1]0' (0 and ��, %, (� are constants of integration. By settingf = 0, we observe 
that they are the values of �C' • • • , L at nominal perigee. 

Next, we find (by the method of variation of constants) 

�p = :! [- 2f�df + 2 cos fJ� cos f df + 2 sinfJ� sinfdf 

+ cosfJ� sinfdf - SinfJ� COSfdf] , (7. 5. 1 1) 

*Had we carried the expansion of l/r to terms in �2, etc., we would have provided the basis for a 
second-order theory. For a discussion of the nonlinear problem see, for instance, references 7 
and 8. 
tStrictly speaking, (7.5 .4) requires that eo > 0(1\:) ; otherwise �., 1].,  (e would be 0(1\:2) and the 
entire analysis would have to be extended to second order. An analysis somewhat akin to this 
formulation, and valid for small e, is given in reference 9 (p. 94). 
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fip = :! [3ff y"df df + 2 f V£df - 4 sinflY., cosf df 

+ 4 cosfJY., sinf df - 2 sinfJ� sinf df - 2 cosff� cosf dfl (7. 5 . 12) 
(p = :: [cosffq sinf df - sinffq cosf dfJ , (7. 5 . 1 3) 

where the lower limit of the integrals is taken at the epoch (f = fo) and the upper 
limit is taken at the instant for which the actual satellite position is to be calculated. 

The terms of O(eo) from (7.5 . 1 )-(7.5 .3) yield the following differential equations 
for �e' l1e, (e : 
�: - 211� - 3�e = 2(2�� -1Jo) sinf - 4(1Jb + 2�0) cosf 

+ 6(ifb + 2�0)fsinf+ 2(2% + 3[0) cos 2f 
- - - 4a6 -- 2�� sin 2f+ 2(�� -iJ) sinf- 2�p cos f + - � cos f, (7. 5 . 14) 11m 

11: + 2�� = -2(11� + 2�0) sinf + (ifo - 2[�) cosf - 3(11� + 2�0)fcosf 

+ 2(2% + 3� 0) sin 2f + 2�� cos 2f + 2(11� + �p) sin f 
4a6 -+ l1p cosf + - � cosf, 11m 

r" r (0 3(� . 2'f 3(0 2'f 2r' . f S e + S e = - "2  + """"2 sm + """"2 cos + <" p sm 

4a6 -+ (p cosf + - V( cos! 11m 

(7. 5 . 1 5) 

(7.5 . 16) 

Since the differential operators in these equations are the same as in (7.5 .5)­
(7.5 .7), their complementary solution may be absorbed in (7. 5 .8)-(7.5 . 10) without 
explicit distinction. A particular solution of (7. 5 . 14)-(7.5 . 16) will be written as 
�eO' �ep, �eV' etc., co!responding to the components of the right-hand sides involving 
�o, . . .  , (�, �p, . . .  , (�, or �, Y." q, respectively. Thus, 

�eO = (110 - 2��) sinf - �(% + 2�0) cosf - 3(% + 2�0)fsinf, 

l1eo = 7(% + 2�0) sinf + (110 -2[�) cosf - 3(11� + 2�0)fcosf 

- �o cos 2f - (if� + t �o) sin 2f, 
- - -

( (0 (� .  (0 
O = - - - - sm 2'f - - cos 2'f. e 2 2 2 . 

(7. 5 . 17) 

(7. 5 . 1 8) 

(7.5 . 19) 
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For �ep, IJep' (ep we replace - (a�/pm) V�, etc., in (7. 5 . 1 1) to (7.5 . 1 3) by 

2(�� -1J�) sin/ 
-

2�p cos / ; 

and for �eV' IJeV, (eV by 

4a� -- V� cos/ ; pm 
4a6 -- � cos/ ; pm 

4a6 -- V( cosJ 
pm 

209 

In examining this formulation we note that the complementary solution 
�c, 11" (c was already obtained in Chapter 4 (and, by a different approach, in 
Chapter 5). We recall that these expressions could be used to describe departures 
from a desired orbit due to injection errors or the relative motion of two neighbor­
ing orbital bodies if their separation vector and its time derivative were known at 
some instant. More general expressions for these "orbit sensitivities," valid on any 
kind of conic-section orbit, are given in Section 6. In the remainder of this section 
we will illustrate the particular solutions obtained using various physical perturba­
tions. 

5.1. Perturbations from the Geopotential 

Although we have devoted considerable attention to the problem of oblateness 
effects, some additional information can be obtained with the formulation under 
consideration. In order to point out these features of the perturbed motion, it 
suffices to assume that the nominal orbit be circular with radius ao . 

We consider the perturbing potential due only to the first oblateness term, 
i.e., from (5. 3 . 1 8), 

- 3J2R2pm 11 Z2 } V= 
- 2[(ao + �)2 + 1J2 + (2r/2� - [(ao + �? + 1J2 + (2J . (7.5 .20) 

When writing the derivatives of this potential with respect to �, IJ, ( we use the 
necessary linearizations and observe that z/r = sin q/ :::::: sin e sin io. Then 

(7. 5 .21) 
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Substitution of (7.5 .21) into (7. 5 . 1 1)-(7.5 . 1 3) yields 

(7.5 .22) 

- 312R2 . [ 1 . J 'p = � sm 2io f cos 8 - "2 sm 8 , 

where these expressions are to be evaluated between fo and f The nonperiodic 
terms in �p and 1] p reflect the difference in attractive force due to the equatorial 
bulge, while the periodic terms, containing the double argument 28, represent an 
elliptic distortion of the orbit due to the asphericity of the perturbing potential. 
We further note that conservation of angular momentum would require that the 
radial decrement 

312R2 ( 3 . 2 . ) -- - 1 + - sm 1 0 2ao 2 
contained in �p be accompanied by an increase of 

312R2n 0 3 . 2 . ) - - sm 10 . 2ao 2 
in the average circumferential velocity, where n is the angular rate in the nominal 
circular orbit. Actually, the secular term in 11 p amounts to twice that effect ; thus, 
the periodic excursions described by the satellite during two successive revolutions 
exhibit an angular offset 

3n12R2 � 3 . 2 . ) ---;2'-- 1 - - sm 10 . ao 2 
This is precisely the "inertial" advance of perigee, �w + cos io �n, as can be 
obtained from the results of Chapter 6. In a similar way the single argument 8 in (p 
gives rise to changes in the orientation of the orbit plane. Thus, the term sin 8 
signifies a constant perturbation of the inclination whereas the termfcos 8 may be 
interpreted as a precession. Indeed, one can observe from the geometry of the node 
that � J 8 = 21t(j + 1 l _ 1 �-J 8 = 21t(j + 1 l n - - -. -. '0 , 8 = 2rrj SIn 10 8 = 21tj 

(7.5.23) 

where j is the revolution number. Evaluating (7.5 .23) for the secular term of (p 
and dividing by the anomalistic period, we find 

3 (11) 1 /2 2 . n = - "2 aZ 12R cos 10' 

which agrees with the results found earlier. 
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The equations (7. 5 .22) naturally do not give a full description of the perturbed 
motion but must be accompanied by terms of the form (7 .5 .8 )-(7. 5 . 10) resulting 
from initial conditions. Thus, 

2 . - (2 . - ) 1 -'-= - 1jo + 4�o - - 110 + 3�0 cosf + - �o sinf n n n 
3J 2R2 [ . 2 ( 3 1 �] + � - 1 + SIll i o  :2 + 6" cos 28) , (7.5.24) 

where n = J J1/a6. This representation allows us to select initial conditions so as 
to minimize perturbation effects, e.g., to preserve circularity on the average by sup­
pressing ail but periodic terms in � or by keeping v as near as possible to J J1/ao. 
For this last we need the time derivative of 

namely 
11 = l1e + I1p, 

IJ =- 3(j1 0+ 2n�0) + 2(21)0+ 3n�0) cosf - 2�0 sinf 

+ 3���
2 
n �2 - 3 sin2 io) + � sin2 io cos 28] . (7.5 .25) 

Since Wo has no special significance for a nominally circular orbit, let us assume that 
at t = to, 80 = Wo and hence fo = O. Then the total initial values are 

and 

- - 3J 2R2 [ ( 3 1 \ ] 
W = to) = �o + � - 1 + sin2io :2 + 6" cos 280) , 

. . 3J2R2 [ 2 ( 1 ) ] 
l1(t = to) = 110 + � n 2 + sin io - 3 + 6" cos 280 . 

Now let us denote the constant terms in � and rr as 
- 3J2R2 [ 3 . 2 ' ] 2 ___ �a = � - 1 + :2 SIll 10 + � 1] 0 + 4� 0, 

(7.5 .26) 

(7.5 .27) 

(7.5 .28) 

(7. 5 .29) 

(7.5 .30) 

(7.5 . 31 ) 
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Since neither 110 nor ;;0 occur in these last, we could set them equal to zero in (7.5 .27) 
and (7. 5 .28), leaving us free to manipulate �o and 1]0' Unfortunately, (7.5 .30) and 
(7. 5 . 31 ) are not linearly independent in these two quantities ; let us impose the 
conditions that for L'la = ° we inject at the nominal radius, i.e., with �(t = to) = 
0, or for KV = 0, we inject with the nominal velocity, i.e., 1]0(t = to) = 0. 

Thus, in the first case, the vanishing of (7. 5 .26) and (7.5. 30) represents the 
governing conditions. Solving these for �o and 1]0 and substituting into (7.5 .25) 
and (7. 5 . 3 1 ) yields what may be called the anomalistic residuals 

- 3J 2R2 [1 3 .  2 . ] L'lv = -- n - - - sIn 10 , 2ao 2 4 
. 3J 2R2 [ . 2 (3 5 ) ] iJ(t = to) = � n sm io "2 + (5 cos 2eo - 1 . 

(7.5 .32) 

(7.5 . 3 3) 

The last is the value of the additional velocity to be provided at injection so as to 
fix L'la at zero. We note that L'lv vanishes here if io = sin - 1J273. The vanishing of 
(7.5 .33) results in a transcendental condition between io and the argument of 
latitude at the point of insertion eo. 

In the second case, where L'lv = 1](t = to) = 0, the vanishing of (7.5 .29) and 
(7.5 . 3 1 ) furnish the relevant conditions. By virtue of (7. 5 .26) and (7.5.30) this results 
in the following radial residuals : 

- 3J2R2 [1 1 . 2 · ] L'la = � "3 - "2 sm 10 , 

W = to) = _2_ - + sm2io - cos 2eo - 1 , 3J R2 [2 . (1 ) ] 2ao 3 2 

(7.5 .34) 

(7.5 .3 5) 

where (7 .5 . 3 5) provides the insertion condition on the radial component. Again, 
(7. 5 .34) vanishes at io = sin - �J273 and a transcendental condition between io and 
eo arises if we demand that W = to) = 0. 

In a fashion similar to the above, one may derive values for (0 and (� such 
that the average inclination of the actual orbit has a specified value. 

5.2. Perturbations Due to Atmospheric Drag 

We now employ the formulation of Section 4 to study the case of drag perturbations. 
We have from Section 3, Chapter 5, that 

Ap . Fx = - CD 2m VaX a' 
and using (7.2.8), 
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Using (7.4 . 1 ) to zero order (after differentiation), we find 

Q _ _ CDAp ' (0) � - � Var . , Lm 

2 1 3  

and, if we  were to  take a nominally circular orbit, we would have Q� = O .  Similarly, 
we obtain 

and 
CDAp (0) . Q� = - � vaar sm io cos 8. 

Without loss of generality, let us take Va = V (the absolute geocentric velocity) for 
convenience. For perfectly circular orbits, then 

Q� = - C;�p (p/ao) 1 /2 [(p/IXO) 1 /2 - aao cos ioJ == F, 

CDAp 1 /2 ' Q� = - � (p ao) a sm io cos 8 == G cos 8, 

(7.5 .36) 

(7.5 .37) 

where F and G are contractions for the constant factors. We may now formally 
use Q� and Q� in place of - � and - � with (7. 5 . 1 1 )-(7.5 . 1 3), while V� = O. 

The results of this calculation are 

� = 2ag Ff, 
P pm 

1] 
= 
agF [4 - � pJ ' 

P pm 2 
- agG (p = -4 [2fsin 8 - cos 8J, pm 

(7 .5 .38) 

(7.5.39) 

(7.5 .40) 
the lower limit in these expressions again beingfo or 80 , They manifest the by now 
recognized behavior of near-circular orbits in the presence of drag, namely, a 
spiral decay given by the linear dependence of � on f (remembering that F is 
negative) and the attendant anomalistic perturbation given by the quadratic term 
in 1]. We note that with the inclusion of �e and 11e from initial conditions, the 
radial and circumferential perturbations may exhibit periodic behavior. In (p, 
finally, the secular term is again of interest since it describes a linear decrease 

of orbit inclination with time. We note that [� [�J 8 = 27tj gives the change in ao 8 = 0 
orbit inclination at the completion of the jth revolution. Division by 2nj yields the 
rate of change of inclination of the mean orbit. This is found from (7.5 .40) to be 

di/df = a�G/2pm, (7.5 .41) 
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where we recall that G < O. The physical interpretation of this result as a precession 
caused by the perturbing torque from the rotating atmosphere was given in 
Chapter 5. 

We now turn to a rather straightforward extension of these results incor­
porating the time-dependence of drag forces. In Chapter 5 we observed that such 
conditions might arise from diurnal solar effects, atmospheric heating connected 
with phenomena of other than daily periods, and from satellite tumbling. Many 
of these effects might be represented as trigonometric series in I, at least for an 
a posteriori analysis . If such a series is written for each of the three types of time­
dependent effects mentioned, the perturbations due to all of them may be obtained 
from a term wise triple product. 

Suppose that we multiply the factor F of (7. 5 .36) by the "time function" 

[1 + H1 sin(0( 1 + Ad)] [1 + Hz sin(O(z + Az/)] [1  + H3 sin(0(3 + Ad)], (7.5 .42) 

where 
H 10 Hz, H 3 are the amplitude parameters, 
0( 1 0  O(z, 0(3 are the phase angles, 
A 1 , Az, A3 are the frequency ratios of the periodic perturbations relative to 

the anomalistic motion. 
When we simplify this notation to 8 1 = 0(1 + A l l, etc., and insert this time function 
into (7. 5 .36), (7. 5 . 1 1 ), and (7.5 . 12), we obtain 

2a6F { 1 �p = -- f - A 1 - Az - A3 + -r (B1 2 + Bz 3 + B1 3) pm 

(7.5 .43) 
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with 

HD + A �)sin 8i Ci = Af(l - Af) , 

_ f3 + (Ai - A)2 cos(8i - 8) Dij - HiHl (Ai � A)2 1 _ (Ai - Aj)2 
3 + (Ai + A3)2 cos(8i + 8) l 

(Ai + A)2 1 - (Ai + AiJ ' 

The relation for C::p may be found in an analogous manner through the proper 
modification of (7. 5 .37) .  

Rather than pursue this further, let us return to the case of the "static" 
atmosphere and investigate the refinements to be added to (7.5 .38)-(7 .5 .40) 
for an extension of our calculations to O(eoK) ; such a solution would then be 
applicable to slightly eccentric nominal orbits . (The nominal eccentricity impresses 
periodic perturbations on the relative velocity components in the �, 1J, and ( 
directions and since these effects can be allowed for in the form of (7.5 .43) and 
(7. 5.44)-with appropriate modifications for the fact that Q, =1= O-we do not stop 
to exhibit the results .) Following the procedure outlined previously for the calcu­
lation of 

�ep, . . .  ,(eV 
we obtain 

�ep = 
a6F [ - 3j2 sinJ - 9JcosJ + 2i sin!] ,  2pm 

a3F 1Jep = _
0

_ [ - 3j2 cosJ + 22JsinJ + 41 cos!] ,  2pm 

(7.5.45) 

(7.5 .46) 

a3F (ep = 4;m [i cos Wo - i cos(wo + 2f) - J sin Wo - J sin(wo + 2f)] , (7. 5 .47) 

and 
4a3F �eV = _
0

_ [JcosJ - � sin!] ,  pm 
8a3F 1JeV = - _
0

_ [2 cosJ+Jsin!] ,  pm 
2a6G 1 (eV = -- [ - cos Wo + 3" cos(wo + 2J)] ' pm 

(7.5.48) 

(7. 5 .49) 

(7.5 .50) 
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5.3. Perturbations Due to Luni-Solar Gravitation 

In Chapters 5 and 6 some of our examples have considered the effects of a stationary 
extraterrestrial mass on a satellite orbit. We now re-examine this problem to 
O(K) when the mean motion of the extraterrestrial center of gravitation is nonzero. 

Let the perturbing body P be situated in the x,y plane, where the latter does 
not, in general, have to contain the equator. The central angle e· = eo + A/locates 
P in this plane on a circular orbit analogous to the way in which 0' was located in 
the satellite orbit plane (Fig. 7.2). e is measured from the node, which lies on the 
positive x axis in our case, and the initial position of P is given by eo + )"fo. )" is the 
ratio between the angular rate of P and that of the satellite and is less than unity 
in all practical cases. Note that in this example the independent variablefappears 
in the disturbing function V* 

x 

The perturbing potential is 

V= -R= - Gmpm [� _ xxp�yypl , rPm rp J 
where x p and y p are the coordinates of P, r� = x� + y�, and 

r�m = (Xp - X)2 + (yp - y? + Z2 . 

With the appropriate linearizations this yields 

1 av Gmp [3xP J - - "'" - -3- --(Xxp + yyp) - X . m ax rp rf; 

p 
Figure 7.2 

(7. 5 . 5 1 )  

(7.5 . 52) 

Then, taking x "'" ao cos e, y "'" ao sin e cos io, and z "'" ao sin e sin io, we obtain 

*The parlance of analytical dynamics refers to systems where the independent variable appears 
in the disturbing function as rheonomic in contrast to systems where it does not, which are called 
scleronomic. 
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_ oV ox oV oy oV oz 
� = ox o� 

+ ay o� 
+ 8z o� 

3aoGmpm [4 2 2 . 2 · . 2 · 8 . 2 � = - 3 - cos iO - -
3 

sm 10 + 2 sm 10 cos 2 + 2 sm io cos 28 8� 3 " 

+ (1 - cos io?cos 2(8+ 8) + (1 + cos iO)2 cos2(8 + 8)] ,
" 

� = -
3aoG�pm [ - 2 sin2 io sin 28 + (l + cos io? sin 2(8- 8) 8rp 

- (I - cos iO)2 sin 2(8+ 8)J, 

- 3aoGmpm 
[ . 2 ' . 8 (1 . ) . . . (28

-
8) � = 

. 3 sm 10 sm + - cos 10 sm 10 sm + 4rp 
+ (1  + cos io)sin io sin(28 - 8)] . (7.5 .53) 

If we substitute these expressions into (7.5 . 1 1 )-(7.5 . 1 3) we find the particular 
solutions 

�p = g [� (2 cos2 io - sin2io) - � sin2io cos 28 

2 . 2 ' - (A + 2)(1 - cos io? e -
4..1.2 - 1  

sm lo cos 28 -
(..1. + l)(2..1. + l)(2..1. + 3)

cos 2( + 8) 

_ (A - 2)(1 + cos iO)2 
cos 2(8 - 8)] (..1. - 1 )(2..1. - 1)(2..1. - 3) 

, 

'ijp = g [- � (2 cos2 io - sin2 io) I + 1
6
1 sin2i sin 28 

2 sin2 io . - (4..1.2 + 12..1. + 1 1)(I - cos io)2 . 2(8 8) + 
..1.(4..1.2 - 1)  

sm 28 + 
4(..1. + 1?(2..1. + 1 )(2..1. + 3) 

sm + 

_
(4..1.2 - 12..1. + 1 1)(1 + cos io? 

sin 2(8 - 8)] 4(..1. - 1)2(2..1. - 1)(2..1. - 3) 
, 

- [ 1 . . . ( 1 - cos io)sin io . -
(p = g - :2 sm 2io sm 8 + I sm 2io cos 8 + 

2A(..1. + 1) 
sm(28 + 8) 

(1  + cos io)sin io . (2e 8)] + 
2..1.(..1. - 1) 

sm - , 

where g = 3 GmpaU8J1r/ . 

(7.5 . 54) 

(7.5 .55) 

(7.5 .56) 
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The solution given by (7.5 . 54)--(7 .5 .56) obviously ceases to be valid for A = 0, 
± 1 , ± 1/2, ± 3/2. These are the commensurability conditions so often encountered 
in such problems. As the reader may know, there exists considerable literature on 
the asymptotic solutions of differential equations, especially designed to deal with 
resonance problems. We can do no more than acknowledge that fact here. 

Clearly, we could execute the calculations for each of the special values of A. 
However, for all but A = ° the results would be meaningless since these particular 
nonzero values for A imply that ao and r p must be of the same order of magnitude ; 
hence, the approximations used in obtaining (7.5 .52) would no longer hold. 
Treating the case A = 0, we now find 

[p = g[�(2 cos2 io - sin2io) -4 sin2io cos 28 + 2 sin2 io cos 2eo 
-�(1 - cos io? cos 2(8 + eo) -�(1 + cos io)2 cos 2(8 - eo)] , (7.5 .57) 

1] p = g[ -4(2 cos2 io - sin2 io + 3 sin2 io cos 280)/+ V sin2 io sin 28 
+ iW - cos io?sin 2(8 + eo) + iW + cos iO)2 sin 2(8 - 80)], (7 . 5 . 58) 

f,p = g{[ - (1 + cos io)sin io cos(8 -2(0) + (1 - cos io) sin io cos (8 + 2(0) 
+ sin 2io cos 8] / -! sin 2io sin 8 - !(1 - cos io)sin io sine 8 + 2e 0) 
+!(l + cos io)sin io sin(8 - 2eo)} . (7.5 .59) 

This example, with a stationary perturbing body P, lends itself especially well to 
the simple interpretations we demonstrated in Chapter 5 .  Note that if we take 
xp = zp = 0, Ji, = Ij, , and io = 0, we find 

�p = g[4+i cos 28] ; 1]p = g[ -i8 - V sin 28] ; (p = 0, (7.5 .60) 

which agrees with the results of Chapter 5* . Now we recall that the periodic terms 
in this result from Chapter 5 represent an elongation of the orbit at right angles 
to the line EP. To see what comes of this perturbation when we consider P to be a 
moving body, let us take the same geometric model, but with A =1= 0. Expression 
(7.5 . 54) yields 

- - - {� ( (2 - A)4 \ s 2 _ 
} 

¢p -
9 3 + \(1 - A)(1 - 2A)(3 - 2A)j CO [

(1 A)/+ 2wo] . (7.5 .61 )  

From this we observe that successive minima or maxima of [p are separated by 
the angle n/(1 - A), which means that the line of apsides of this orbit moves in phase 
with P, as might have been suspected. At the same time, the periodic term in l1p, 

*The nonperiodic differences relative to the expressions following from Eqs. (5.3 . 1 5) to (5.3 . 1 7), 
namely, � = 4g and 1'/ = - 6gB, simply represent a change in the radius of the circular reference 
orbit with an attendant change of the mean angular rate. They can be compensated for by the 
complementary solution in the present formulation. 
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namely, 

_ (4A2 - 12A + l l) . 

- g ( 1 - A)2(1 - 2A)(3 _ 2A) 
sm[2(1 - A)j+ 2woJ, 

shows us that the points of maximum tangential perturbations remain 45° out of 
phase with respect to the orbit axes. For the lunar perturbations on a 24 hour 
satellite, where A �  1/28, we find that Yip is in the order of one mile. 

Returning now to the case where A = 0, keeping eo = n/2, but taking io =f- 0, we 
investigate the precessional motion of the orbit. From (7.5 .59) we find 

(p = g sin 2io [  - sin 8 + 28 cos 8J , (7.5 .62) 

where we can interpret the secular term as a rotation of the orbit plane about the 
y axis, which was demonstrated in Chapter 5 for this model. To complete the 
comparison, let �(p be the change in (p at the node over one anomalistic period. 
Then n = - �(pn/2nQo sin io = - 3 .cos io GmpQ6/2 /2r�f1

1 /2 . Finally, let �(� denote 
the change of d(p/djat the node over one period ; this is zero in the present case. It 
follows from dio/dt = �(�n/2n that there is no change of inclination, as should be 
expected for small angles of rotation of the orbit plane about the y axis. 

5.4. Perturbations from Radiation Pressure 

As the final example of this formulation for near-circular orbits we examine in 
some detail the effects of radiation pressure. When the satellite is fully illuminated 
by the sun, the total radiation force on the satellite, F p' is computed according to 
(5 .3 .29). As opposed to the way this force was resolved into components in Chapter 
5, we take here a slightly more accurate form : X = - Fp(xp - x)/rpm, etc., where 
rPm is the distance from the sun to the satellite. We then enter (7.2.8) with these 
expressions to calculate Q�, etc. 

As we have stated, the illumination of a low-altitude satellite orbit will in 
general be nonuniform due to the earth's shadow, albedo, and atmospheric 
absorption. In Chapter 5 we briefly discussed the determination of the shadow 

z 

y 

Figure 7.3 
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limits, which would entail an abrupt change in the radiation force every time the 
satellite crossed one of these boundaries .  For the present discussion we use a 
continuous approximation to the shadow effect as follows. Assume that the 
orthogonal projection of the line EP on the nominal orbit plane marks the angle 
IY. from the node (Fig. 7.3) ; the angle from this projected line to the nominal satellite 
position is 8 = f + Wo - IY.  = f + iX. We will use the first two terms of a Fourier cosine 
series in this angle as an elementary approximation for the light-intensity distri- · 
bution around the orbit. Thus 

F -
F = _P- ( 1  + ljJ cos e), (7 .5 .63) 

l + ljJ  
where ljJ is the amplitude parameter attached to the first harmonic in the series, 
and F p is the projection of the pressure force on the orbit plane. With the usual 
simplifications we get : 

Q� = rp�p:oljJ) [1 + ljJ cos 8 - x cos e - (y cos io + Z sin io)sin e -i ljJ(y cos io + Z sin io)[ sin(e + 8) + sin IY.] -i ljJx[cos(e + 8) + cos IY.] 1 (7.5 .64) 

Qq = rp;{:o
ljJ) 
[x sin e - (y cos io + Z sin io)cos e +i ljJx[ sin(e + 8) + sin IY.] 

- iljJ(y cos io + sin io)[  cos(e + 8) + cos IY.]] , (7. 5 .65) 

Q1; = - rp�p:oljJ) (z cos io - Y sin io)(l + ljJ cos 8), (7. 5 .66) 

where x = xp/ao, y = yp/ao, z = zp/ao, and, as usual e marks the position of the 
satellite itself. Substitution of these expressions into (7. 5 . 1 1 )-(7.5 . 1 3) yields 

�p = g [l -iXljJ cos IY. -i(y cos io + z sin io)ljJ sin IY. 
_ 

+ f [ljJx sin IY. - ljJ(y cos io + z sin io)cos IY. + iljJ sin e 

- � x sin e + �(y cos io + z sin io)cos e] 

+ !ljJ cos 8 -ix cos e -i(y cos io + z sin io)sin e 

+ tljJx cos(e + 8) + tl/J(y cos io + z  sin iO)Sin(e + 8)] , (7.5 .67) 

1] p = g [2ljJX sin IY. + ljJ(y cos io + z sin io)cos IY. 

+ f[x(ljJ cos IY. - 3 cos e) + (y cos io + z sin io)(ljJ sin IY. - 3 sin e) - 2 + ljJ cos e] 

+ F iljJ[(y cos io + z sin io)cos IY. - x sin IY.] 

- �ljJ sin 8 + l1x sin e - V(y cos io + z  sin io)cos e 

- UljJx sin(e + 8) +  UljJ(y cos io + z sin io)cos( e + 8) J ,  (7. 5 .68) 
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(7. 5 .69) 
where 9 = Fpa'6/WP( 1 + ljJ). 

In order to extract some simple interpretations from these results, let us first 
set Xp = yp = 0, io = 0, ljJ = 0, and Zp = rp so that the orbit lies in the x,y plane 
�nd is fully illuminated from the positive z axis. Then (p = g, 11 p = - 2jg, and 
(p = - zg. The meaning of these results is obvious. [p represents a uniform down­
ward translation of the orbit plane due to the radiation pressure from above. 
The divergence of this radiation from point P generates a radial outward com­
ponent of thrust on the satellite giving a constant value for (p and the negative 
secular term in 11p, as necessitated by the conservation of angular momentum. 
These results must be combined with (7.5 .8)-(7 .5 . 10) to obtain the actual motion. 

Another simple case illustrates the precession of the orbit plane when it is not 
normal to the line EP. Take Xp = Zp = 0, yp = rp, io =1= 0, and ljJ =1= 0. Then the 
secular term in (p, according to (7.5 .69), causes the value of this perturbation at 
the node to increase during each anomalistic period by the amount 

This leads to 

� = _ p 0'1' 0 
[-J 2n(j + 1 ) nF a

3
,
/
, sin i 

p 0 = 2nj fl(1 + ljJ) . 

n - _ � _ p'l' 0 
�_J O = 2n(j + 1 ) n F , I, ea ) 1 /2 

- p 
0 = 2nj 2n sin io - 2(1 + ljJ) Ii . (7.5 .70) 

As in the preceding example, one can show that dio/dt = 0. 
We turn to the hypothetical case of an orbit uniformly illuminated by a source 

in its own plane, i .e . , Xp = Zp = 0, yP = rp, io = 0, and ljJ = 0. Admittedly, a close 
earth satellite orbit will always be subjected to non-negligible shadow effects but 
our simplified model is a useful stepping stone to a more realistic model involving 
earth shadow. With the above simplifications we get 

�p = g8Uy cos 8 --i-y sin 8 + 1] ,  (7. 5 .71) 

11p = 9 [- 8[3Y sin 8 + 2] _ llY cos 8 J (7.5 .72) 

This result is somewhat different from that obtained by elementary means in 
Chapter 5 for the case of perfectly collimated sunlight. Due to our assumption of a 
point source of radiation at a finite distance the additional terms 9 and - 28g 
appear in (p and 11p' The results (7.5 .71) and (7. 5 .72) are discussed in more detail 
in Appendix C. Summarizing the observations made there, we find from d�p/df = ° 
that the points of maximum departure from the nominal orbit are located by the 
transcendental equation 8 = - (1/6)ctn8. Perigee and apogee during each 
anomalistic period tend to occur near 8q = (2j+  1)n and 8Q = 2nj respectively. 
The size of the orbit remains unchanged (to order K) but departure from circularity 
grows monotonically with time. This secular behavior of �min and �max can be 
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understood by interpreting the satellite motion as analogous to that of a linear 
oscillator which happens to resonate with the excitation from the radiation force. 
As we relax the linearizations leading to (7.4. 12)-(7.4. 14), the nonlinear gravitational 
restoring forces come into play ; these (and other physical effects) might be expected 
to bound the perturbations of the orbit. We also discuss this in Appendix C. 

6. ORBITS WITH ARBITRARY ECCENTRICITY 

Considerable attention has been devoted recently to equations similar to (7. 5 . 1 )­
(7.5 .3) (particularly their homogeneous form). Their extension to arbitrary 
nominal orbits is of obvious value for many practical applications, in particular 
orbit determination and guidance studies . We now consider solutions of the linear­
ized perturbation equations (7.4. 1 5)-(7.4. 1 7) for any value of eo . Even for the 
homogeneous case a direct approach is discouraged by the awkward variable 
coefficients in these equations. However, the motion which (7.4. 1 5)-(7.4. 1 7) 
represent is also one which follows a conic trajectory, but one whose parameters 
differ somewhat from ao, eo, Wo, To, io, no by virtue of the initial conditions encoun­
tered atfo. Consequently our problem reduces to a geometric one, namely, to express 
�e, I'/e' (e as the first-order differences between neighboring conics. 

Let a coordinate system be defined by the nominal orbit : the x axis passes 
through peri center and the positive y axis is given by f = n/2. Now we need to 
formulate bx and by in terms of the variations ba, be, bW, and bT. The variation in 
W implies that the axes of the perturbed orbit have a slightly different orientation 
from those of the nominal orbit, which define the x,y system. 

Omitting the zero subscript from a and e for simplicity, we write 

r = a(l - e cos E), x = a( cos E - e) , 

and from Kepler's equation 
oE 3 E- e sin E 
oa 2a 1 - e cos E ' 

oE sin E 
oe 1 - e cos E ' 

With the help of these expressions one finds 

oE (flJa3) 1 /2 
aT 1 - e cos E" 

ax ax ax � ( � �n. .) . f, bx = -ba + -be + -uT - uW+ u�� cos 1 r sm , oa oe aT 

oy oy oy by = oaba + oe be + O/T + (bW + bn cos i)r cosf, 

which are transformed to the �, 1'/ system according to 

� = bx cosf + by sinf ; 1'/ = - bx sinf + by cos! 

(7.6 . 1 )  

(7.6.2) 

(7.6 .3) 

(7.6 .4) 
In executing (7.6.4) we denote E - e sin E (or its counterpart in terms of f ;  see 
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(2.2.37)) as M, the mean anomaly. The result is 
r t 1 - e2 3e sinf J ' ( J1. ) 1 /2 . � = oa 1 f - 2(1 2) 1 /2M - be a cosf - bT e 2 smf, + e cos - e  ' a(1 - e ) 

3(1 + e cosf) 2+ e cosf . I] = - ba 2(1 2)1 /2 M + be a 1 f smf - e  + e cos ( J1. ) 1 /2 a(1 - e2) - bT (1 2) (1 + e cosf) + (bw+ bQ cos i) , a - e  1 + e cosf 

(7.6.5) 

(7.6.6) 

where we have retained the form (bW + bQ cos i) of the last coefficient to exhibit its 
kinematic origin. One may verify in a straightforward manner that these express­
ions satisfy (7.4. 1 5) and (7.4. 1 6). The constants of integration ba, be, (bw+ bQ cos i), 
and bT follow from the initial conditions � = ¢o, I] = 1]0' d�/df = �� , dl]/df = I]� at 
f = fo, M = Mo. If we denote 

the determining equations read 

(7.6.7) 
where the matrix Ao is derivable from (7.6.5) and (7 .6 .6) . The perturbed motion is 
represented by 

P = AAD I Po . 
F or the special case fo = M 0 = 0 one finds, for instance, 

2 ' {  1 - e2 3e sinf } � = (1 _ ef [�0(2 + e) + I]0(1 + e)] 1 + e cosf - 2(1 _ e2) 1 /2M 

_ 1 + e [3�0 + 21]0 cosf + ��sinf, 1 - e � 

(7.6.8) 

(7.6.9) 

- 3 , 1  + e cos f 1 + e r;): 2 ,l 2 + e cos f . f I] = (1 _ ef [�0(2 + e) + I]0(1 + e)] (1 _ e2) 1 /2 M + 1 - e t "' 0 + I]� 1 + e cosf sm 

(1 + e) �� �1 (1 + ef J + I] + - + e cosf - . ° 1 + e cosf e 1 + e cosf (7.6 . 10) 

For the general case fo =1= 0 one may find AD 1 Po = brJ. either by direct inversion 
of Ao or by developing brJ. in terms of �o, . . .  , I]� from the orbit sensitivities given in 
Chapter 4. The rationale of this approach was described in Chapter 6, Section 6, 
as an alternative derivation of Gauss' form of the planetary equations. The reader 
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may find the development of this generalization of (7.6.9) and (7.6 . 10) a useful 
exerCIse. 

The solution of (7.4. 1 7) is found in a corresponding fashion by considering 
variations bi and 00, or directly in terms of Co and C�, from the following kinematic 
considerations. If ro is the initial radius atfo, a displacement Co normal to the orbit 
plane implies a rotation of the actual plane of motion by an angle Coiro about the 
line fo - n12. If the total velocity vector Vo at fo is to remain parallel to itself, as the 
condition Co +- 0, (dC/dt)!o = Co = 0 implies, it can be shown that a simultaneous 
rotation - [eCo sinfoM + e cosfo)] must be applied about roo Finally, an initial value 
of (0, different from zero, implies a rotation (01 joro = C�/ro of the orbit plane 
about ro o Developing C(f) from a superposition of these small-angle rotations 
one finds 

C = 1 
f {Co[ cos(f-fo) + e cosfJ + C� sin(f-fo)(1 + e COSfo)} , 1 + e cos (7.6 . 1 1) 

which can be shown to satisfy (7.4. 1 7). This result is valid for any conic trajectory 
since the nature of the orbit did not enter its derivation. The corresponding 
expression in terms of orbit elements turns out to be 

C = 2p [O i sin 8 - 00 sin i cos 8] , 1 + e cos f 
(7.6. 12) 

where p is the semi-latus rectum of the particular conic involved. Equations (7.6 .5), 
(7.6 .6), and (7.6 . 1 1 ) reduce to (7. 5 .8)-(7.5 . 10), as they should, if e approaches zero. 

The counterparts of (7.6 .5) and (7 .6 .6) for hyperbolic orbits may be found in a 
perfectly analogous way 

_ r e2 - 1 3e sinf � 0 � f1 ) 1 /2 . ( - Oa l) + e cosf - 2(e2 _ 1) 1 /2MJ + oe a cosf - r e 
\a(e2 - 1) 

sm!, (7 .6 . 1 3) 

� 3(1 + e cosf) � (2 + e cosf) . f 1] = - va M - ve a sm 2(e2 _ 1) 1 /2 1 + e cosf ( f1 )1 /2 a(e2 - 1) - Or ( 2 1) (1 + e cosf) + (OOJ+ oO cos i) 1 J " a e - . + e cos (7.6 . 14) 

When dealing with parabolic or near-parabolic orbits the preceding formulas 
break down due to the small divisors 1 - e2 or e2 - 1 ;  moreover, in these cases, 
a-+oo . However, as before, the latus rectum 2p = a(1 - e2) or a(e2 - 1 ) remains 
bounded and is a useful parameter. Thus, if we approach the neighborhood e� 1 
from an elliptic orbit, oa(1 - e2) = 20p + 2aeoe. Letting e = 1 + oe = 1 + 8 we have 

oa(1 - e2) = 20p - 2p(1 + 8). (7.6 . 1 5) 
By means of this expression we may rewrite the terms of O(oa) and O(oe) in (7.6 .5) 
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and (7.6 .6) as terms of O(op) and O(e) : 
( = 0 {2 -i sin2f _ ! sin2f (I - COSf) } p l + cosf (l + cosf)2 . { 3 (1 f) 2(1 + 2 cosf) 3(I - COSf? } + ep - '2 - cos + + --,-.,:--:-:---=--� (l + cosf)2 lO(l + cosf? (p) 1 /2 - 0'[ \2p sin!, 

3 ' { l - cosf } YJ = - op '2 smf 1 + 3(I + cosf) 

3 . ft cosf - to 2+ cosf 1(I - COSf)2} + � '2� - + -(1 + cosf)2 1 + cosf 5 1 + cosf 

_ � �P0 1 /2(1 c f) (ow+ oQ cos i)2p 
u'[ 2 + os + 1 f . p + cos 

(7 .6. 16) 

(7.6. 17) 

It is clear that e > 0 represents a perturbation toward hyperbolic orbits and 
e < 0 toward elliptic ones. 

The expressions given here represent a generalization of the orbit sensitivities 
discussed in Chapter 4 and Section 5 . This type of first-order analysis has been 
quite popular in guidance work, since expressions like (7.6 .5)-(7.6 . 17) estimate 
the departures of the actual motion from a reference trajectory due to errors in 
the dynamic state at fo. These errors could be introduced at injection, or by a 
correction maneuver, or may be considered as the residuals from an orbit­
determination procedure. Thus, the various expressions given in this chapter may 
be used to exhibit the error propagation through different phases of aerospace 
missions, such as near-circular parking orbits, near-parabolic transfer trajectories, 
hyperbolic flyby and re-entry trajectories. The literature abounds with similar 
formulations in terms of various coordinate systems [ 1 1 to 20] . Some of these are 
not restricted by the linearizations contained in Eqs. (7.4. 1 5) to (7.4. 17) and are 
therefore valid also for large departures from the nominal orbit [7, 8] . This 
extends the range of applicability for the resulting expressions and decreases the 
frequency with which the nominal orbit has to be rectified in a study of error 
propagation. 
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Chapter eight 

THE METHOD OF 
CANONICAL TRANSFORMATIONS 

1.  INTRODUCTION 

The analyses of Chapter 7 in terms of the coordinates �, 11, C had rather immediate 
geometric significance. However, writing the general equations of motion ab initio 
in these coordinates is hardly possible by inspection. The formalistic dynamics 
outlined in Chapter 7 (Sections 2 and 3) reduces this to a recipe. Its usefulness 
becomes apparent in many cases where we wish to try new coordinates that appeal 
to intuition as being appropriate for the problem at hand ; i .e . , when we are faced 
with differential equations insoluble in one coordinate system and we seek to 
transform them to more tractable expressions. 

As a particular feature of this approach, we may capitalize on transformations 
that eliminate some variables from the Hamiltonian. Such variables are referred to 
as ignorable coordinates. They do not participate in the solution of the transformed 
equations of motion but can be recovered once the solution has been found. 
This often turns out to simplify the actual process of solution. 

Pursuing the notion of ignorable coordinates, most working procedures based 
on Hamiltonian dynamics endeavor to eliminate entire classes of variables from 
the original system of differential equations. Here the formal procedure of writing 
the original equations and generating suitable transformations in an organized 
fashion would have the greatest value. The form of Hamilton's equations must be 
preserved at all stages, and this imposes constraints on the selection of variables. 
For this reason, the transformations are called canonical. 

If several stages must be gone through, the successive transformations will 
tend to produce an increasing amount of symmetrization, i .e . , the coordinates and 
the momenta will become less and less distinguishable on physical grounds and 
more difficult to relate to the set of natural coordinates, which was used to write 
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down the original set of differential equations. Even the time may lose its privileged 
role and be absorbed in an augmented system of coordinates. * 

While the ultimate form of the governing equations may thus be trivially 
simple to solve, there remains the labor of obtaining explicit results in terms of some 
physically meaningful coordinates. In general this requires the inversion of several 
canonic transformations and becomes a tedious undertaking. Consequently, the 
merits of Hamiltonian procedures in celestial mechanics have been subject to some 
debate. Certain schools of thought in dynamic astronomy and theoretical physics 
support the loyal, ifnot dogmatic, use of Hamiltonian mechanics, while others take 
a more independent point of view [3] ' On the one hand, there is the appealing 
simplicity of general, symbolic developments by the Hamiltonian formalism. 
On the other hand, this formal elegance is not necessarily commensurate with easy 
execution, physical insight, or efficient computing algorithms. All aspects must 
enter a total evaluation of the Hamiltonian method and its meaningful comparison 
with others. Such an exhaustive comparison is beyond the scope of this chapter. 
We observe that much of the present value of canonic formulations derives from 
their utility as a basis for convergence studies, stability criteria, and asymptotic 
representations in general perturbation theories. 

In the following pages we approach the canonic transformation theory from 
Hamilton's principle (7.3 .21) . While our derivations are formal in character, we 
attempt to motivate each crucial step. Where a more careful discussion of mathe­
matical points seems advisable we refer to the literature. Along these lines, [1 and 
2J are comprehensive treatises on analytical dynamics in various phase spaces and 
reference 4 provides good coverage of variational arguments. As implied, applica­
tions of Hamiltonian techniques to orbital mechanics are extensive and will be 
noted in the appropriate places. 

2. CANONICAL TRANSFORMATIONS AND THE HAMILTON-JACOBI EQUATION 

A canonical transformation has been defined as one which preserves the form of 
Hamilton's equations, namely, (7.3 .20) 

c1i = a:Yf lapi - Pi' 
i = 1 , 2, . . .  , n, (8.2. 1 )  

where qi and Pi are the coordinates and momenta, respectively, which deal with 
the dynamical problem in n dimensions. :Yf(qi' Pi> t) is the Hamiltonian given by 
(7.2. 14) or (7.2. 1 5) and Pi(qi> Pi), Qi(qi, p;) are the generalized nonconservative 
forces defined in (7.3 .9) and (7.3 . 1 6). 

*The description of dynamical systems in various phase spaces brings us to the field of geometric 
dynamics. Though the Lagrangian and Hamiltonian play an important role in this subject, 
other functionals can be introduced and give rise to additional representations. [1 ,  2] . 
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In this section, we discuss the conditions necessary for a transformation to 
new variables, say q;, P;, to be canonic. These variables might provide a simplified 
Hamiltonian, i .e . , one not explicitly dependent on some of the coordinates and thus 
making solution of the equations of motion simpler. Indeed, we may wish to 
prescribe the form of the new Hamiltonian beforehand and find the q;, p; which, 
with it, satisfy a system of canonical equations. 

2.1. Canonical Transformations 

The governing conditions for canonical transformations may be derived from 
Hamilton's principle, as we do in this section. We have already pointed out that this 
principle may be considered a basic premise of analytic dynamics ; it represents a 
necessary and sufficient condition for the validity of canonic equations in the 
chosen coordinate system [1 ,  p . l lO] .  Thus, if a transformation preserves the form 
of (7.3 .21), it also preserves (7.3 .20) and we have in terms of the new coordinates 
q; and P;, 

p; = - rdf*joq; + Q;. (8 .2.2) 
Here J'f* = J'f*(q', pi, t), the new Hamiltonian, is a function of the new variables ; 
its relation to J'f(q, p, t) needs to be determined. 

Let the canonic transformation be written as 

qi = qi(q', pi, t) ; Pi = plq', pi, t), i = 1 , 2, . . .  n.  (8 .2 .3) 

Now, as shown in Appendix D, the Jacobian I���: �:) I of a canonical transforma­

tion does not vanish, so that we may also use the inverse form 

q; = q;(q, p, t) ; (8.2.4) 
and the mixed forms 

Pi = Pi(q, q', t) ; p; = p;(q, q', t), (8 .2.5) 
or 

q; = q;(p, pi, t), etc. 
Hamilton's principle (7. 3 .2 1), in terms of the new variables and the new Hamilton­
ian, takes the form 

(8.2.6) 

Substituting (8.2.3) into the second integral of (7.3 .21 ) and comparing with 
(8.2.6) we find 

� op .  oP .] 
Q; = � LQj oq; + Pj oq; and (8.2.7) 
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Thus the second integral in (8.2.6) develops in a straightforward fashion without 
imposing any conditions on the transformation. In so doing, the nonconservative 
forces transform according to (8.2.7). 

The first integral in (8.2.6) places the restrictions on (8.2.3) that are pe.::uliar to 
canonic transformations. Imagine that we use (8.2.3) in the first part of (7.3 .21) to 
obtain 

- £'[q(q', p', t) ; p(q', p', t) ; tJ } dt = o. (8 .2.8) 

Now suppose that we rearrange the double summation in this integrand to read 

L P;q; + f(q', p', q', p', t), i 
wherefwould involve a variety of forms depending on (8.2.3) to (8.2.5). If (8.2.8) is to 
achieve the structure of the first integral in (8.2.6) it is necessary that f reduce to an 
exact differential of some function S(q, p, q', p', t) in terms of the dynamic variables 
and time. The quantity b[SJ;� can be shown to vanish since we do not allow 
terminal variations in the coordinates or the time ; so S makes no contribution to 
(8.2.6) . This concept plays a crucial role in the Hamilton-Jacobi theory and we shall 
return to it presently. 

In general, thefwe get from (8.2.8) will not represent an exact differential but 
must be augmented by adding some function, say, g(q', p', q', j/, t) . Thus (8.2 .8) 
becomes 

b 1' 2 {�p ;q; + f + g - £' - g} dt = o. 
I, 

(8 .2.9) 

Now, we said that £'* takes the place of the old Hamiltonian £', but we have 
yet to say what £'* turns out to be. Note first that a Hamiltonian does not in general 
represent a physical entity, in contrast to the Lagrangian ; nor does the Hamiltonian 
always represent an integral of the motion, which would be expected to remain 
invariant under a transformation. Since if + g) has been arranged to become an 
ignorable term in (8 .2.9), we are obliged to define the new Hamiltonian as, 

£'* = £' + g, (8.2. 10) 
to achieve the form of(8.2.6) . This includes the rather obvious choice g = - f, where 
no exact differential occurs explicitly in the transformed variational integral and 
we let the Hamiltonian be augmented by -f Whether the choice of g is unique for 
particular cases must remain open at this point. 
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A simple example may be illustrative here. Consider the case of planar motion 
about a single center of attraction. In terms of cartesian coordinates we have the 
Lagrangian 

(8.2. 1 1  ) 

where the potential V need not be specified for our present purpose. By (7.2. 12) 

Px = mx and Py = my. (8.2. 12) 

Now suppose we transform to polar coordinates r, () where the line () = 0 rotates 
at a uniform rate (J. Then 

x = r cos (() + (Jt) and y = r sin (8 + (Jt) . (8.2. 1 3) 

The relation between the old and new momenta has yet to be found to complete 
the transformation. This may be done by deriving the new momenta from their 
definitions in terms of the Lagrangian. Since the Lagrangian is a physical invariant 
we need express it only in terms of the new variables. Substituting expressions for 
x and y from (8.2. 1 3) into (8 .2. 1 1), we obtain 

Again by (7.2. 12) 
Pr = mr and 

Referring to (8.2. 12) we see the geometrically evident relations 

Px = Pr cos (() + (Jt) - Pe sin (() + (Jt) ;  
r 

Py = Pr sin (() + (Jt) + Pe cos (() + (Jt). 
r 

(8 .2. 14) 

(8.2. 1 5) 

(8.2. 1 6) 

Since (8.2. 1 5) was derived from (8.2. 14) we know that (8.2. 1 6) completes a canonic 
transformation. Writing the old Hamiltonian we have 

J'l'(x, y, Px, Py) = Pxx + pyy - L =  
2� (p; + p;) + V(x, y) ; 

in terms of the new coordinates, using (8.2. 1 6) 

1 � 2 p�) J'l'(r, (), p" Pe) = - Pr + 2 + V(r, ()). 
2m r 

However, the new Hamiltonian is 

so that 

J'l'*(r, (), p" Pe) = pi + pi) - L = [p; + p� 2 - (JpeJ + V(r, ()), 
2m 2mr 

(8.2. 1 7) 



232 The method of canonical transformations [2 

The reader can easily verify that the canonic equations for r, e, p" Po in terms of 
£* correspond to the original equations of the problem (in terms of x, y, and X). 

In this elementary example we did not require recourse to the variational 
integral to construct the canonic transformation but let us see now what happened 
to this integral. Using (8.2. 1 3) and (8.2. 16) to write LiP/Ii in terms of the new 
variables we obtain, following our treatment of (8.2. 8), 

f = L(Piqi - p;q;) = (JPo, (8.2. 1 8) i 
which is not an exact differential. If we take 9 = -fin (8.2. 10) we find 

£(r, e, p" Po, t) - (JPo = £*(r, e, p" Po, t), 
which confirms (8.2. 17) . While the variational integral was used in this example 
only to corroborate the direct calculation of £*, it leads to a rather more "auto­
matic" procedure for sufficiently complicated problems. This approach involves 
the function S which we now consider. 

Suppose that the extra terms denoted by f had been augmented by 9 (as in 
8 .2.9) to form the exact differential of S, that is, 

(f + g)dt = dS(q', pi, q', p i, t) . (8.2. 19) 

Since S serves to connect the new form of Hamilton's principle, (8.2.6), with the old 
one (7.3 .21 ), it is appropriately represented by a combination of the old and new 
variables .  Furthermore, it turns out to be useful to write dS not as a function of all 
four kinds of canonic variables and their derivatives but only two, say qi and q; . This 
implies a canonic transformation (as yet unknown) of the form (8.2.5) and we may 
imagine that the explicit occurrences of Pi> P;, Pi' and p; in dS have been eliminated 
with the help of it. Thus S = S(q, q', t) and [ (as . as . ,\ OS] dS = � Oqi 

qi + oq; 
qi) + at dt. (8.2.20) 

Integrating dS as part of (8.2.6) we find 

This expression vanishes since we are permitting no variations in the terminal 
values of new or old coordinates or the time. Since p = p(q, q', t) and p' = p'(q, q', t) 
this means that also the terminal variations of the momenta vanish. (A discussion 
of the permissible variations, especially at the boundaries, is relevant to all these 
arguments, and the reader is referred to reference 4 for an adequate treatment) . 
Suppose now we examine S to see if it permits useful observations to be made 
relating the old and new forms of the variational integral. Equating the integrands 
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of (7.3 .21) and (8.2 .9), with the help of (8.2. 10) and (8.2. 19), we have 

� . ;;I{' _ � , . , � (as . as . ,) as 
;;I{'* kJPiqi - - £.JPiqi + £..J -a qi + -a ' qi + -at - . 

i i i qi qi 
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(8.2.21 ) 

By virtue of the form S = S(q, q', t )  the only time derivatives in (8.2.21 )  are q i and q;. 
Since qi and q; are the independent variables of the transformation (8.2.5) and 
capable of independent arbitrary variations, the coefficients of q i and q; must vanish 
individually, namely, 

(8.2.22) 
and 

i = 1 , 2, . . .  , n. (8.2.23) 

The remaining terms of (8.2.21 )  yield 
;;I{'* = ;;I{' + as/at, (8.2.24) 

which indicates the way the Hamiltonian has to be augmented in terms of S. 
Assuming the function S can be found for any particular case (though, in 

general, its existence and uniqueness may require a rigorous examination), 
Eqs. (8.2.22) to (8 .2.24) are necessary conditions for the transformation to be 
canonic (their sufficiency must as yet be proven). In fact, they describe a trans­
formation of the type (8.2 .5) by giving relations between the qb q;, which are con­
tained in S, and Pb P;, which are not. S is called the generating functi!on of the 
transformation. 

The conditions (8 .2.22) to (8.2.24) may be considered from several different 
points of view. First, we could choose any function of qb q;, and t which is at least 
once differentiable with respect to each variable and employ (8.2.22) and (8 .2.23) to 
yield information equivalent to (8.2.5) . With the transformed Hamiltonian being 
given by (8.2.24), we could find the equations of motion in the new representation 
to see if the q; can be solved for. Such an intuitive approach can be treated adaptively 
and may be of use in some cases. 

Alternatively, we could assume a specific transformation law (8.2.5) and 
calculate S from (8.2.22) to (8.2.24). If a solution for S exists, the transformation is 
shown to be canonic. Sometimes a combination of these two points of view 
is useful. There are problems where an existing form of the equations of motion 
suggests improvements if some of the coordinates or momenta were redefined in a 
certain way. Assuming a suitable form for S, one can then determine the changes 
in the conjugate variables and the Hamiltonian by means of (8.2.22) to (8.2.24). 
We shall return to this notion in Section 4. 

As one more approach to (8.2.22) to (8.2.24), we may start from a preconceived 
form of the new Hamiltonian ;;I{'*. Now the transformation is to be calculated so 
that it yields this Hamiltonian. Then (8.2.24) becomes the governing equation for S, 
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which in turn determines the transformation through (8.2.22) and (8.2.23). Here the 
name generating function for S is particularly appropriate. 

In connection with this last viewpoint, we discuss below the Hamilton-Jacobi 
equation, separation of variables, and iterative perturbation techniques that lead 
to progressively simpler Hamiltonians. However, let us first describe S in somewhat 
greater generality. Up to this point we considered generating functions of the 
form S(q, q', t) because qi and q; appeared in the old and new forms (7.3 .21 ) and 
(8.2.6) of the variational integral. Clearly, other types of generating functions, 
containing different combinations of old and new variables, may also be suitable. 
Thus, for example, the generating function needed to represent a transformation 
of the form 

q = q(q', t) ; p = p(p', t), (8.2.25) 

would have to be of the type S(q, p', t) or S(q', p, t) but not S(q, q', t) or S(p, p', t) . 
Transformations of this kind are known as point transformations. 

To obtain the counterparts of (8.2.22) to (8.2.24) for other generating functions 
we consider other forms of the variational integral. In (7.3 .21) we can replace 
any term Nli by d(Piqi)/dt - qiPi ' Integrating the derivative of the product term as 
part of the variational integral yields 

(8.2.26) 

(The vanishing of this variation prescribes bqi = 0 and bPi = 0 at t l and t2 . As in all 
variational arguments [4] a clear and consistent distinction must be made between 
"independent" and "dependent" variables in describing variations of the path.) 

Accepting (8.2.26), Eq. (7. 3 .21) can assume any of the forms 

(8 .2.27) 

An analogous expression to (8.2.27) may be written for (8 .2.6) . One can see that a 
juxtaposition ofthese hybrid forms ofthe Hamilton principle, analogous to (8.2.21), 
leads to transformation conditions in terms of the most general function 

where 
S = S(q" P., q�, p�, t), 

r = 1, . . .  k, 
s = k + 1, . . .  n, 
u = 1, . . .  I, 
v = 1 + 1, . . .  n, O ::S;  I ::s;  n, 

(8.2.28) 
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and we observe for later use that L�+  lXi = ° for any n and x. Thus 

and 

as 
ap; p� = 

£* = £ + as/at. 

as 
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(8 .2.29) 

In many problems several choices are open among the different possible kinds 
of generating functions : S(q, q', t), S(q, p', t), S(p, q', t), S(p, p', t). They merely imply 
different forms of the transformation being undertaken, i.e. , Eqs. (8.2.3) to (8.2.5) . 
As long as it is the same transformation, the augmented Hamiltonian must be the 
same. Hence 

as(q, q', t) as(q, p', t) as(p, q', t) as(p, p', t) 
at at at at (8.2.30) 

Let us see how our earlier example, involving a transformation to rotating 
coordinates, can be handled in terms of a generating function ; say 

S(p, q', t) = - rp cos (8 + at) - rpy sin (8 + at). x 

Now (8.2. 1 3) follows from 

Furthermore 
x = - as/apx, 

Pr = - as/ar, Pe = - as/a8. 

Inversion of the latter pair of equations yields (8.2. 1 6). Finally 

as/at = ar[px sin (8 + at) - Py cos (8 + at)] = - ape, 

(8.2. 3 1 )  

(8.2.32) 

which confirms the augmentation of the Hamiltonian calculated in (8.2. 1 7). 
In this example the generating function served as a convenient means for 

finding the new Hamiltonian. We now deal with the inverse situation. 

2.2. The Hamilton-Jacobi Equation 

Let us establish a technique for finding generating functions that lead to a specified 
new Hamiltonian for an especially simple form of the canonic equations. Obviously 
the most desirable set of equations would be 

a£*/ap; = q; = 0, 
a£*/aq; = - p; = 0, 

(8.2.33) 
(8.2.34) 
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implying that q; and P; are constants and that £'* vanishes identically, or is a 
constant, or is a function of the time alone. Since these alternatives do not give rise 
to significant differences in what follows we take, for simplicity, 

£'* == 0 = £' + as/at. (8.2.35) 
Let us consider a generating function of the form S = S(q, pt, t). With the help of 
(8.2.29) (k = n, I = 0), Eq. (8.2.35) becomes 

£' (qb . . .  , qm :S , . . .  , :S , t) + �� = o. q l qn 
(8.2. 36) 

This partial differential equation for S is known as the Hamilton-Jacobi equation. 
Alternative forms involving S(q, qt, t), etc. can be written down immediately but 
do not give rise to essentially different procedures of solution. The form (8 .2.36) 
seems to have gained wide acceptance in astronomical practice. 

Now, on the one hand we know from (8.2.34) that the p; are constants ; on the 
other hand we know from the theory of partial differential equations that a com­
plete integral of (8.2.36) must contain (n + 1) constants.* One of these must be 
purely additive since, if S is a solution of (8 .2.36), S + a is one too. But this additive 
constant does not affect (8.2.29) and we cease to consider it. Thus we let S = 
S(qi' ai' t) where the n non-additive constants ai may be taken as the new momenta t 
p; . Assuming that p; == ai' we obtain from (8 .2.29) (with k = n, I = 0) 

and 

as(q, a, t) Pi = 

q� = {3 . = 
as(q, a, t) 

, , aai ' 

(8.2.37) 

(8.2.38) 

where the q; are constants because q; = a£'* /aai == O. From the initial conditions 
we find qlt = to), plt = to) and then (8 .2.37), evaluated at to, leads to the ai (i.e . , the 
p;). Similarly, (8.2.38) with t = to may then be solved for {3i. Finally, we again use 
(8.2.38), with general t, and invert it to obtain qi = qla, {3, t), which constitutes the 
solution of our problem.t 

From a conceptual point of view (8.2.36) to (8 .2. 38) provide a rather straight-

*Reference 5, §§ 42 and 50. 
tIn a completely general approach one might represent the new momenta as linearly indepen­
dent functions of these constants, i.e., P; = Yi(a) ; in practice this generality has scarcely any 
significance. 
tAs with (8.2.22)-(8 .2.24), one notes that (8.2.37) and (8.2.38) are the ultimate outcome of the 
premise that qi' Pi' and ai' Pi satisfy Hamilton's principle in each coordinate system and hence 
the canonic equations (albeit with JIl"* == 0). They therefore constitute a set of necessary 
conditions for canonic transformations ; but their sufficiency remains to be demonstrated. 
We do this in Appendix E by the Jacobi theorem. 
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forward representation for the solutions of dynamic problems.* However, it must 
be emphasized that most of the manipulations required for nontrivial problems 
arise from the operations described in the last few sentences of the preceding 
paragraph. Several facts should be recognized in working with these equations. As 
stated, it is immaterial whether the constants ai themselves or some functions ria) 
thereof are recognized as the new momenta. In fact, there is no fundamental need 
for associating the ai with the transformed momenta (especially since the distinction 
between momenta and coordinates is frequently lost in the transformation). Since 
the ai and f3i are merely constants of integration, the working procedure associated 
with (8.2.37) and (8.2.38) is unaffected if we interpret these equations in terms of 
S(q, q', t) rather than S(q, pi, t). 

We close this section with some remarks about special cases when the time or 
any one of, the variables qi do not appear explicitly in the Hamiltonian. For 
conservative systems Yf is independent of time ; then aYf jat = ° and Yf = 
constant. Thus (8.2 .36) reduces to 

aSjat = - const. (8.2.39) 
In this case the total number of integration constants in S is still n and we can 
express the right-hand side of (8.2.39) in terms of one of them, say ai ' which is, 
according to (8.2. 36), also the Hamiltonian. Then the generating function must have 
the form 

(8.2.40) 

Equations (8.2.37) and (8 .2 .38) remain unaffected for i =1= 1 ;  but for i = 1, (8.2.38) 
reads 

(8.2.41 )  

Next, consider another special situation where any one of the qb say qb does 
not appear in the Hamiltonian, i.e., it happens to be an "ignorable" coordinate. 
From Hamilton's equations 

aYf jaq2 = P2 = 0, 
and hence P2 = const. = a2 . Therefore 

(8.2.42) 
and hence 

(8.2.43) 

*In fact, being a special case of (8.2.29) where the new coordinates and momenta are all con­
stants of integration, Eqs. (8.2.36) through (8.2.38) supply a complete integral of the problem. 
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Equations (8 .2 .37) and (8.2.38) remain unaffected for i =1= 2, but for i = 2 the latter 
becomes 

(8.2.44) 

Obviously (8.2.41 )  and (8.2.44) could occur simultaneously in the same problem 
and, in general, any combination of aJlt jot = 0, aJlt jaqi = 0, i = 1 . . .  n can be 
accommodated in this fashion. In practice these special forms develop anyway 
from a standard application of (8.2.37) and (8.2.38), as can be easily demonstrated. 
Sometimes, however, the recognition of ignorable coordinates will ease the chore of 
developing explicit expressions for the solution qk'J.;, /3;, t) of a specific problem. 

3. SEPARATION OF VARIABLES 

As shown in the preceding section, one may reduce the solution of a dynamic 
problem to that of the Hamilton-Jacobi equation. In general this partial differential 
equation is tractable only if the variables qi and t are separable within the generating 
function and the Hamiltonian. In the simplest case, involving explicit separability, 
(8.2.36) admits a solution consisting of additive terms, each of which is a function of 
only one coordinate or the time. The basic rationale for the separation of variables 
is well known. In all applications success in separating the variables depends 
largely on the choice of a suitable system of coordinates, qi' to begin with. Existing 
theory includes several general tests for separability of the Hamilton-Jacobi 
equation but, in practice, the trial substitution of a separable form of S into (8.2.36) 
turns out to be the usual expedient. * If we let 

n 
S = LSi(qi, (Xi' . . .  , (Xn) + Sn + 1 (t, (X l ' . . .  , (Xn), (8 .3 . 1 )  

then (8.2.36) becomes 
n 

L Jlti (q;, aSJaqi' (X l > . . .  , (Xn) + Jltn+ l (t, (X l ' . • .  ' �n) + aSn +  dat = 0. 

(8 .3 .2) 
Recognizing the functional independence of various parts of this equation we can 
stipulate that 

(8 .3 .3 ) 
and 

i = 1, . . .  , n. (8 .3 .4) 

*Much more can be said about separability in general, for which we refer the reader to the 
literature, e.g., references 1 ,  p. 128 ; 5, 7 ;  8, p. 240 ; 9, and notably 10, which contains a good 
review of work by Liouville, Staeckel, Burgatti, Denim et al. 
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The Ci are the constants of separation. In order to satisfy (8 .3 .2) one requires that 
n + 1 
L Ci = O. i (8 .3 .5) 

On account of the last condition we have, in effect, introduced n arbitrary constants 
and, since the explicit appearance of the ('/.i and Si and Jlf'i is as yet undetermined, 
we are free to identify the Ci with the ('/.i in some convenient fashion. For example 

i = 1, . . .  , n, 
n 

Cn + 1 = - L ('/.i' i 
(8 .3 .6) 

A special case of separability arises if aJlf' jat = 0 and aJlf'jaqi = 0 for i =/= 1 ; i .e. , all 
coordinates are ignorable except one. Then 

which leads to 

JIf' ( as1) asn + 1 _ q1 , a + a - 0, q 1 t 

and ( aS1 ) 
JIf' q 1 ' aq 1 = ('/. 1 ' 

Since we know from (8 .2.42) that for the ignorable coordinates 
as/aqi = ('/.i, 

the solution (8 . 3 . 1 )  then takes the form 
n 

i =/= 1 ,  

S = Sl + L ('/.iqi - ('/.it. i = 2 

(8 . 3 .7) 

(8 .3 .8) 

(8 .3 .9) 

(8 . 3 . 10) 

In the following subsections we demonstrate ( 1 ) the separation of variables 
approach for the Kepler problem in spherical coordinates and (2) the separability 
for certain nonspherical potential functions in spheroidal coordinates. In the latter 
case, as with many nontrivial problems, separability does not imply closed form 
solutions. 

3.1. lllustrative Example. The Hamilton-Jacobi Equation and the Two-Body Problem 

We select the Keplerian problem not because it affords any new insight into conic 
motion but rather just the opposite. Its familiarity is such that the physics of the 
solution will not be masked by the methodology in question ; in particular, the task 
of relating the new "variables" to the original coordinates is more easily assessed in 
this simple case. This selection also serves to introduce the reader to those co­
ordinates and momenta which have found rather widespread use in classical 
celestial mechanics, namely, the Delaunay variables. 
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It is easily seen that a statement of the Kepler problem in cartesian coordinates 
leads to an inseparable Hamiltonian. Spherical coordinates are a more appropriate 
choice, and an obvious one because of the spherical symmetry of the potential 
function. We note that they are not the only ones yielding a separable Hamiltonian 
in this case. The parabolic coordinates 

x = Fv cos A, Y = Fv sin A, Z = !(u - v), 
may serve the same purpose [8, p. 242J ; however, here we shall remain with the 
spherical system. 

Consider two masses m and M, and suppose we describe their motion in the 
spherical coordinate system (r, cp, A) centered on M, where 

x = r cos cp cos A ;  Y = r cos cp sin A ;  Z = r sin cpo 
The Lagrangian (per unit mass of the smaller body m) is 

L = ! [;2 + r2 qy2 + r2A2cos2cp J + �. 
2 r 

Taking 

we obtain 

and 

(8 .3 . 1 1 ) 

(8 . 3 . 12) 

(8 . 3 . 1 3) 

(8 .3 . 14) 

where the latter represents the total energy and is time-invariant. Hamilton's 
equations of motion are then 

. P2 q2 = -, 
q2 

P2 = P� tan q2 
qi cos2 q2 ' 

Of course these can be solved and the equation P3 = 0 suggests an obvious place 
to start . However, let us show how to accomplish this by using the Hamilton­
Jacobi equation (8.2.36). 
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We obtain 
1 fl(aS )Z 1 (as)Z 1 (as)Z] /1 as 
"2 L aq l 

+ qi aqz 
+ qi cosz qz \3q3 

-
ql 
+ at = 0, 
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(8 .3 . 1 5) 

and then proceed as in (8 .3 . 1 ) : 
S = Sl (q l ) + Sz(qz) + S3(q3) + S4(t). 

The function S4(t) is by (8 .3 .8) equal to - (Xl t, and thus (8 .3 . 1 5) can be written 

z z f(OS l) Z 1 (OSZ)2 2/1 l (OS3) Z q l cos qz L\8q l 
+ qi \oqz - q; - 2(X� = - Oq3 

. 

The left-hand side being, by supposition, independent of q3 and the right-hand side 
independent of q l and qz , either can only be a constant, say - (X�, so that S3 = (X3q3 ' 
The final separation constant we call (X� and then find 

qi(dSddqdZ - 2(X lqi - 2/1q l  = - (X�, (dSz/dqzf + (X� secz qz = (X� .  (8 .3 . 1 6) 
The generating function of the transformation can thus be written (neglecting 

the arbitrary additive constant) 

S -_ fJ2(X lqi + 2M l - (X� d - (Xl t + q l q l 

+ f J (X� - (X� secz qz dqz + (X3q3 ' (8 . 3 . 17) 

Now we employ (8.2.37), set the old momenta Pi equal to the appropriate initial 
conditions in terms of r, f, etc. , and invert the equations to find the values for the 
(Xi in these terms. We find 

1 [ • Z Z( . z 1 z z )] /1 (X l = '2 ro + ro CfJo + AO cos CfJo - -, ro 
(8 .3 . 1 8) 

(8 . 3 . 19) 

(8 .3 .20) 

Before proceeding further in identifying these quantities geometrically, let us also 
obtain the new coordinates, q;( = f3J 

To do this, we do not have first to complete the integrals of (8 . 3 . 17), since 
according to (8.2. 38) the new coordinates are given by the partial derivatives of S 
with respect to the (Xi' Thus 
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or 

(8 .3 .21) 

(8 .3 .22) 

and 

(8 .3 .23) 

It remains to relate the (Xi' fii to quantities we recognize and thus provide a meaning­
ful solution. (As is always the case, knowing the answer in advance is rather helpful 
even to the intellectually honest.) 

We first identify the (Xi as physical quantities which are invariants in a con­
servative system. Thus (Xl is recognized from (8 .3 . 1 8) as the total energy (per unit 
mass) and hence 

(8 .3 .24) 

where the last follows from (2.2. 1 8). Similarly, (8 .3 . 19) makes it obvious that (X2 
represents the total angular momentum ; thus, utilizing (2.2.9), we have 

2 " J 2 (X2 = r f = tla(1 - e ) . (8 .3 .25) 

Finally, (8 .3 .20) represents the polar angular momentum. Since rA cos <p = rjsin 1/1, 
where 1/1 is the course angle defined in Chapter 4, we find 

using (4.2. 10) 
Now (8 . 3 .21 )  has the structure of well-known conic-section time equations and 

we let the factor in parentheses be expressed in terms of a new variable E, that is, 

This then provides ql ( = r) = a(1 - e cos E), using (8 .3 .24) and (8 .3 .25). The . 
equation (8 . 3 .21 ) can be rewritten E - e sin E = J tl/a3 (t + fil), which serves to 
relate fil to a more familiar element, 

fil = - T . (8 .3 .27) 



3] 

If we take (8 .3 .22), and here let 

- cos f, 

we obtain from this 

Then (8 .3 .22) with q2 = cp yields 

sm cp . 
-.-. = sm (f + /32) ' sm I 
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This we recognize as the relation (4.2. 1 3) between angles describing the motion 
in an inclined plane through the origin ; which leads to 

(8 .3 .28) 

Finally, we can rewrite (8 .3 .23) with q3 = A as cot i tan cp = sin (A - /33), which, 
employing (4.2. 12), allows us to identify /33 as 

(8 .3 .29) 

We have thus established the new coordinates, /3i and the new momenta, rt.;, 
by (8.2.37) and (8 .2 .38) . Note that a good portion of the labor lay in relating the 
new to the old variables and that, indeed, much of this was short-circuited because 
of our familiarity with Keplerian motion. Now let us see how things work out in a 
nontrivial problem. 

3.2. lllustrative Example. The Hamilton-Jacobi Equation and Motion about an Oblate Planet 

In the preceding example, we were led by separability arguments to try a spherical 
coordinate system. This idea grew out of a consideration of the symmetry of the 
potential. In this section, the analogous reasoning is applied to a class of spheroidal 
potentials and we find ourselves welcoming the capability of Hamiltonian formula­
tions to cope with unusual or complex coordinate systems. 

Since, to a first approximation, the earth acts as an oblate spheroid, it occurred 
to Vinti [ l 1J that the Hamiltonian might be separable when expressed in oblate 
spheroidal coordinates. This Hamiltonian would contain terms which express the 
gravitational potential due to an equatorial bulge. (This approach has also been 
taken more recently [10, 12, 1 3J by several other authors.) 
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Let us first provide a short description of oblate spheroidal coordinates. The 
simplest way of relating them to more familiar ones is given by (8 .3 .30) below. We 
have 

(8 .3 .30) 
Here q3 is the right ascension and e is a constant to be chosen subsequently. 
For a given value of ql , we obtain a surface in the shape of an oblate spheroid, 
i.e. , a figure whose meridians (formed by planes passing through the z axis) are 
ellipses ; e.g. , for q3 = 0, 

(8 .3 . 3 1  ) 

Planes perpendicular to the z axis cut the figure in circles .  For a given value of q2> 
we obtain a hyperboloid of revolution ;  thus for q3 = 0, 

(8 .3 . 32) 

Note that q l can take on any (real) value but that I q2 1 ::::; 1 if the coordinates are 
not to become imaginary. 

This brief discussion indicates that the approach taken here departs from the 
methods presented in earlier chapters. We are not going to solve the Kepler 
problem first and then, retaining spherical coordinates, append additional terms 
to the potential to amend our initial results . Rather, we are going to look at the 
total problem in specially chosen spheroidal coordinates, hoping to include as 
many nonspherical effects as possible in a separable Hamiltonian before resorting 
to higher-order perturbations. 

The Hamiltonian statement of the problem can be set up simply enough. The 
relations (8 .3 . 30) allow us to find the Lagrangian (7.2.22), whereupon (7.2. 12) 
provides 

2 ql + q2 . . ( 2 2) 
P2 = me 1 _ q� q2 , 

(8 .3 .33 ) 
If we absorb the factor 11m in each component of the momentum and also in the 
Hamiltonian, then (7.2. 1 5) gives 

(8 .3 .34) 
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As in the Kepler problem, we have a time-invariant Hamiltonian representing the 
total energy. The Hamilton-Jacobi equation we hope to solve is 
(qi + 

2
1 )2(1 

;- q�) (OS )2 + (qi + 
2
1)(1 � q�)2 (OS) 2 

+ (oSV 
ql + q2 \8q l q l + q2 \(3q2 \8q;j 

+ 2c2 V(q l ' q2, q3)(qi + 1)(1 - qn = 2C21X 1 (qi + 1)(1 - q�), (8 .3 . 35) 

where 1X 1 is the energy constant. We now postulate a generating function of the form 
(8 .3 .36) 

Substitution of this expression into (8 .3 .35) shows that the equation becomes 
separable if the potential takes the form 

1 h(q3) V = 2 + 2 [f(qd + g(q2)] + 2 2( 2 + 1 )( 1  2) ' q l q2 C q l - q2 
(8 . 3 . 37) 

We would require h(q3) = - (dS3/dq3)2 if h(q3) does not vanish. Restricting 
ourselves to the rotationally symmetric potentials requires h(q3) to be constant ; 
thus 

(8 .3 .38) 
Since the rotational symmetry ensures an invariant component of angular momen­
tum about the polar axis, we may interpret 1X3 as that quantity. 

We must now choose !(q l) and g(q2) in the first part of (8 . 3 . 37) to satisfy 
Laplace's equation in spheroidal coordinates. Such a solution is developed in 
reference 1 1 , and after selecting some of its coefficients to avoid singularities on the 
polar axis and at infinity, one finds* 

V = b lq l - b2q2 
(qi + q�) 

, (8 . 3 . 39) 

where b l and b2 are not yet determined. Comparison of this with series expansions 
for the geopotential in terms of Legendre functions shows that 

*At this point it is interesting to note the connection with another mathematical model for 
spheroidal potentials .  While gravity from a prolate spheroid is representable by a pair of 
supplementary point masses at ± e  on the polar axis, an oblate spheroid can be represented 
formally by placing these mass points at ±je, where j = p. This fact was utilized in [12J, 
resulting in the potential function V = b1qi/(qI + q�), which is slightly less general than (8.3 .39). 
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and thus 

v= R(q(+ q�) [q2 ��� - q l &J. (8 .3 .40) 

J 2 , the coefficient of P 2 , represents the governing oblateness term. J 1 is the coefficient 
of P 1 , representing an asymmetry about the equatorial plane. It does not usually 
appear in expressions for the geopotential but was retained by Vinti as a partial 
(empirical) compensation for the absence of P3 , the "pear shape," from (8 .3 .39). 
Further details on his selection of numerical values for the coefficients of V are 
given in [ 1 1 ] .  

We may now proceed to  separate the Hamilton-Jacobi equation. Using (8 . 3 . 38) 
and (8 .3 .40) in (8 .3 .35), we may reduce the latter to 

2 (dS 1)2 CX� fZT 2 2 (q 1 + 1) dq 1 
- (qf + 1) - f.1Ry' 6J2 q 1 - 3CX 1R J2q 1 

2 (dS2) 2 CX� 2 2 = (q2 - 1) - + 2 - 2f.1RJ1q2 + 3CX 1R J2q2 = dq2 (q2 - 1) (8 .3 .41) 

where CXz is the constant of separation. Developing the quadratures for Sl and S2 
and substituting into (8 .3 .36) we ultimately get 

S = ± J [cx� + (qf + 1) (-CX� + f.1RyI6.i; q 1 + 3CX 1R2J2qf)J /2
qt� 1 

± J [- cx� + (1  - q�)t� - 2f.1RJ1q2 + 3CX 1R2J2q�J /2
1 �

2
q� 

+ cx3q3 - cx1 t. (8 .3 .42) 
By virtue of (8 .2 .37) and (8 .3 .33) the algebraic signs in front of the quadratures in 
(8 .3 .42) must follow from the signs of 41 and 42 encountered in the interval of 
integration. Limits have been omitted from the integral signs for simplicity, 
though it is implied in each case that the lower and upper limits in terms of q 1 and 
q2 would correspond to the initial and terminal points of the trajectory under 
consideration. 

As in Section 3 . 1  we obtain the new coordinates through iii = Pi = 8Sj8cxi, 
or 

(8. 3 .43) 

(8 .3 .44) 

(8 .3 .45) 
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where, for convenience, we have written 

Q l = [a� + (qi + 1)( - a� + I1RJ61;. q r + 3a IRZJzqi)T 1Z , 

Qz = [ - a� + ( 1  - qD(a� - 211R J 1 qz + 3a l  RZ J Zq�TI I /Z , 

and the limits of integration are implied as before. 
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(8 .3 .46) 

To evaluate the constants of motion, we can proceed as in Section 3 . 1 .  In this 
case, the ai can be related to initial conditions through (8.2.37), (8 . 3 . 33), and (8 .3 .42) ; 
we would most likely have first to find the connection between qi> qi and the more 
familiar variables using (8 .3 .30). The constants Pi would follow from (8 .3 .43) to 
(8 .3 .45) with q;set to their initial values. Then the inversion of these equations to 
obtain, in �erms of ai> Pi' and t, the coordinates q;, and hence x, y, z would complete 
the solution. 

Recalling that al and a3 repres�nt the constant energy and polar angular 
momentum respectively, as in the Kepler problem, we must expect that az would 
have no such simple interpretation since the total angular momentum undergoes 
periodic variations for inclined orbits in the oblate potential field. However, the 
invariant az does bear a relation to the momentum vector-one which is approp­
riate to the spheroidal coordinate system. Its exact nature and connection with 
the Kepler problem (if J I and J z are allowed to approach zero) becomes evident 
from a detailed treatment of the initial conditions. The same is true for the Pi' 
The interpretation of these constants of motion hinges on the fact that Q 1 and Qz 
must permit factorization for (8 .3 .43) to (8 .3 .45) to admit closed-form solutions, by 
elliptic integrals. For actual ephemeris calculations this approach may be pre­
ferable to the ad hoc series expansions and changes of variables employed in 
reference [1 1] .  

When it comes to examining the merits of Vinti's method, one should keep in 
mind that it provides a solution incorporating somewhat more than first-order 
effects and may serve as basis for higher-order perturbations. Thus, its overall 
effectiveness should really be judged in the context of a second- or third-order 
analysis . Of course, there are other approaches to the satellite problem which 
aim for higher-order separable Hamiltonians. Sterne and Garfinkel have sought 
geopotentials leading to modifications of the Kepler problem that allow for the 
governing secular effects of the earth's asphericity [14, 1 5] .  While proceeding in a 
way that preserves separability of the Hamiltonian, they seek closed-form solutions 
that may serve as "intermediary" orbits for further analysis. These solutions 
represent elliptic motion in a slowly-moving coordinate frame and are equivalent 
to the Lindstedt approach mentioned in Chapter 5. Since the resulting orbits are 
described by mean elements rather than osculating elements they do not yield 
instantaneous satellite position and velocity as conveniently as the variation-of­
parameters solutions of Chapter 6. But, if used as the basis for a more complete 
theory, they lead to periodic terms of smaller amplitudes than does a set of osculat-
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ing elements. Another analysis in this category is that by Mersman [16] ;  it is 
written in terms of the radius, argument of latitude, nodal angle, radial velocity, 
total angular momentum, and polar angular momentum, which can be shown to 
constitute a canonic set of variables. 

4. THE PERTURBATION APPROACH AND THE HAMILTON-JACOBI METHOD 

In Section 3 we gave examples of cases where all variables could be made cyclic. 
This does not happen often ; in most cases, the forces acting do not allow us to 
choose a coordinate system in which the Hamilton-Jacobi equation is separable. 
However, it may be possible to proceed by a succession of canonical transforma­
tions, each taking a progressively higher-order effect into account. Suppose one 
has a Hamiltonian divisible as follows, 

(8.4. 1 ) 

where :Yt' 0 is that part whose coordinates can be made ignorable by a suitable 
transformation. In such a case, Eq. (8.2.24) may be written 

(8 .4.2) 

Let this be divided into 

(8.4.3) 

which is of the Hamilton-Jacobi type for the desired transformation, and 

:Yt'*(q;, p;, t) = Y?1 ' 

Thus, the new Hamiltonian is now not zero but y? 1 expressed in the new variables. 
Of course, Hamilton's equations still apply, so that here 

(8 .4.4) 

where, in general, we shall not find q; and p; to be constants. In practice, it is, how­
ever, convenient to solve (8.4.3), treating q; and p; as if they were constants Pi> rxi, 
which they would be if ,if 1 vanished. Then, turning to (8.4.4), one considers the q;, 
p; as time dependent functions Plt) and rxm that must satisfy these perturbation 
equations. This rationale is somewhat analogous to the variation-of-parameters 
method of Chapter 6 and is explained more fully in Appendix F. As far as solving 
(8.4.4) is concerned, the idea is that y? 1 can lead to still another transformation, 
perhaps by dividing it : y? 1 = :Yt'1 + y? 2, etc., until an adequate solution is 
obtained. 

The applicability of this approach to perturbation problems should now be 
obvious : :Yt' 1 > :Yt' 2, :Yt' 3 '  . . can be considered to represent non-Keplerian effects (of 
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progressively longer periods) to successively higher orders of accuracy. I� orbital 
mechanics, ,Yl' 0 may be represented by (8 . 3 . 14), or (8 .3 .34) with (8 .3 .40), and .if 1 
by some perturbing potential. If ,Yl' 0 is the Hamiltonian of the Kepler problem, 
one would be tempted to use 

. 

q; = - r, pi = - pJ2a, 

(8.4.5) 

as in Section 3 . 1 .  These coordinates have seen some use in celestial mechanics ; 
we shall consider them and a few related ones in the following section. 

4.1. The Delaunay Variables 

In the first place, the coordinate-momentum set given by (8.4.5) is not without 
drawbacks. The situation here for q'1 is similar to that found with r in Lagrange's 
planetary equations (cf. Chapter 6) and the remedy is the same, to change variables 
to the mean anomaly. (In regard to this quantity, it has been traditional to designate 
it by the letter l when dealing with canonic transformations ; since little confusion 
can result from this shift of notation, let us do so). Thus we seek to modify one of the 
variables in a specified way and need to find the complementary changes in the 
others, as well as in the Hamiltonian itself. This is indeed typical employment for 
generating functions, as discussed with (8.2.22) to (8.2.24). A reasonable form to 
assume for S is 

3 
S = - L p;q;, (8.4.6) 

i = 1 
with q; and p; as given in (8 .4.5), but where we let the q; be expressed in terms of the 
new coordinates iii to achieve a mixed form. Let us denote the latter by l, g, h and 
define them by suitable relations with the old set. Thus, 

(PY/2 l = n(t - r) = n(t + q'1 ) = a3) (t + q'1 ) . 

Utilizing the expression for P'1 from (8.4.5), this yields 

q'1 = pl( - 2pi) - 3/2 - t. 

(8.4.7) 

(8.4.8) 

Since there is no compelling reason to change the other two coordinates, we let 

q� = 9 = w and q� = h = n. (8 .4.9) 

We are now in a position to write (8.4.6) in the desired mixed form, but we observe 
that the relations (8.2.29) must apply (note that the primed quantities are here the 
"old" variables). Consequently, we obtain 

(8.4. 10) 
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where a factor of -2 was applied to the first term in order to satisfy q'l = - oS/op� . 
The existence of this generating function indicates that we have found a canonic 
transformation incorporating (8.4.7). We can use it now to find the new momenta, 
which we designate L, G, H, and the new Hamiltonian. Thus, 

L =  - oS/Ol = /1(- 2p�r l/2= Sa, G = - oS/og = P�, H = - oS/oh = P�, 
(8.4. 1 1) 

and 

Yf* = Yf + oS/ot = Yf + P� = Yf - /12/213. (8.4. 12) 

The new set defined by (8.4.7), (8 .4.9), and (8.4. 1 1 ), where only I, L differ from q;, p;, 
is known as the Delaunay variables. To summarize : 

I = � (t - 1:), 

9 = OJ, 

h = n, 

where the equations of motion are 

Z = oYf*/oZ, 

L = Sa, 

G = ) /1a(l - e2) 

H = ) /1a(l - e2) cos i, 

Z = - oYf*/oz ; 
z being any of the coordinates (I, g, h) and Z the conjugate momentum. 

(8.4. 1 3) 

(8.4. 14) 

Several combinations and variations of the Delaunay set have also been used. 
The more popular ones are : the modified Delaunay set 

1 1 = 1 + 9 + h, L1 = L, 

g l = 9 + h, G1 = G - L, (8.4. 1 5) 

h1 = h, H1 = H - G ; 
the Poincare variables 

12 = 1 + 9 + h, L2 = L, 

g2 = )2(L- G) cos (g + h), G2 = )2(L - G) sin (g + h), (8.4. 1 6) 

h2 = )2(G - H) cos h, H2 = )2(G - H) sin h ;  

and what we may call the Brouwer set 

13 = I, L3 = L - G, 
g3 = 9 + I, G3 = G - H, (8.4. 1 7) 

h3 = h + 1 + g, H3 = H. 
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They are obtained by manipulations similar to that shown above. 
The various sets of canonic variables we have listed are those most frequently 

employed in astronomical perturbation methods. They can be used to express the 
zero-order Hamiltonian in a simple form and the higher-order effects in an iterative 
fashion. One fact stands out : every one of the systems (8.4. 1 3) to (8.4. 1 7) contains 
the mean anomaly, and hence the time, in one of its variables .  Any connection 
between these systems and various angular arguments appearing in a typical 
disturbing function involves Kepler's equation. The formal difficulties raised by 
this transcendental relation were circumvented in Chapters 5 and 6 by shifting to 
one of the anomalies as independent variable. To a limited extent this can also be 
done in canonic perturbation methods, but by and large, if the time is retained as 
independent variable, one is forced to introduce, for Yf and S, series expansions 
over and above those already necessary to accommodate various higher-order 
perturbation effects. This raises serious questions regarding the interpretation 
and the computing efficiency of such schemes, particularly in comparison with 
those of Chapters 5 and 6. More will be said about this later. 

Besides the complications caused by appearance of the mean anomaly in the 
coordinates, we must take account of the fact that the time may appear explicitly in 
the Hamiltonian, through the perturbing potential. This can be due, for example, 
to motion of a perturbing body or to seasonal changes in solar and atmospheric 
conditions. It means that the Hamiltonian is Yf = Yf(qi' Pi> vt), where v represents 
some scale factor or frequency assigned to the time by the physical model. A 
simple way to recover the autonomous form of a canonic system under these 
circumstances is to count the quantity vt as if it were another canonic variable, 
say k. We thus augment the original set of variables-for example, the three pairs 
(l, L), (g, G), (h, H), by a fourth pair (k, K), and we wish all to satisfy equations like 
(8 .4. 14) .  Obviously, we must also augment the Hamiltonian Yf in some way so that, 
for the new Hamiltonian :If, 

k = a :lf/aK, K = - a :If/ak. 

Now if 

k == vt, 
then k = v. Thus, we desire a :If/aK = v ;  this can be obtained if 

:If= Yf + vK, 

since Yf does not, by assumption, depend on K. Hence 

k = a :lf/aK = v, 

(8 .4. 1 8) 

(8.4. 19) 

(8 .4.20) 

(8.4.21 )  

as  stipulated. I t  remains to identify K, and we can use  the second of (8.4. 1 8) for 
this purpose. From it we can find K and then :If. Thus, a small amount of additional 
work allows us to treat Hamiltonians containing the time without further distinc­
tion. 
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4.2. The Method of DelaUllay 

We have stated that, because of the appearance of the mean anomaly in every one 
of the classical sets of canonic variables, we are forced to expansions, not only to 
accommodate powers of the perturbation parameter, but also to allow for the 
transcendental nature of the coordinate-time relation. As we have seen in Chapter 
2, the classical way to accomplish this is to expand about the eccentricity, or, in 
Delaunay variable terms, the quantity 1 - G1/13. The ability to divide the Hamil­
tonian as discussed earlier in this section, treating each term, one at a time, by a 
succession of canonic transformations, is thus an asset in handling the resulting 
series. 

A systematic procedure for isolating the parts of :Yf and generating the 
suitable transformation at each step was introduced by Delaunay. Since this 
technique is adequately covered in the literature [ 16, 1 7, 1 8J ,  involves unwieldy 
expansions, and can be thought of as a special case of the von Zeipel method 
explained in the next section, we will not treat it here in detail. Suffice it to say that 
the starting point is a Hamiltonian expressed in the variables (8.4. 1 3), or a corre­
sponding set, and expanded into a trigonometric series whose arguments are linear 
combinations of the angle variables and whose coefficients may be classified by 
some order O(K'i ,  Ki . . .  eS) where K l '  Kl . . .  are perturbation parameters and e is 
some other small quantity, such as the eccentricity. The method then involves a 
sequence of canonic transformations such that each new Hamiltonian lacks one of 
the terms (presumably the most significant one) in its predecessor. After any one 
of these transformations we could choose to accept the degree of approximation 
that has been accomplished and neglect the remaining higher-order periodic terms 
in the Hamiltonian. The latter would be a function only of the latest set of action 
variables and these would be constants with their conjugate angle variables linear 
functions of time. This procedure follows the general rationale outlined in the 
previous section and the ultimate goal is to produce a Hamiltonian which contains 
no terms to a specified order of approximation. As must be expected, the real 
difficulty arises in finding the formal relation between the last set of variables and 
the first one. We will see something of this in Section 5 .  

5. THE METHOD OF VON ZEIPEL 

While Delaunay used a procedure that eliminated one term at a time from the 
Hamiltonian, the technique devised by von Zeipel [ 19J can cope with several terms 
in one transformation. In some cases, it will eliminate all relevant terms in one 
operation ; in others, it is more appropriate to distinguish between terms whose 
periods are of different lengths and to treat them separately. This will be discussed 
here in some detail (even though the method involves the lengthy periodic expan­
sions we have so far avoided). We do this not only for the sake of the method itself, 
but also because its thorough appreciation is necessary for understanding the 
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formal genesis of "small divisors" connected with various resonance conditions and 
what has come to be known as the "critical inclination" [20] .  

5.1. The Basic von Zeipel Technique 

We consider first the fundamental rationale of the von Zeipel method ; later some 
special situations will be examined in detail. We shall use the notation L· I . 
(i = 1 ,  . . .  , 4) for the action and angle variables, presuming their augmentation

"
by 

the time and its conjugate. The method proceeds from the expanded Hamiltonian 

(8.5 . 1 )  

where the Ck(LJ are the coefficients of the elliptic expansion, usually equivalent to 
powers of the eccentricity, and the Pki are integers introduced by the appropriate 
trigonometric identities relatingf, ill, fl, and vt to 1 1 , Iz , 13 , 14 and also arising in the 
conversion of powers of trigonometric functions to multiple arguments in the 
derivation of JIf. For the sake of compactness we shall write (8 . 5 . 1 )  as 

JIf = Jlfo + Jlf1 + Jlf2 + . . . , 

where the subscript indicates the order j of each term. 
The Hamilton-Jacobi equation in the present circumstance is 

JIf(I;, as/al;) = JIf*, 

(8 .5 .2) 

(8 .5 .3) 

since any additional term of the form as/at is absorbed in JIf when using the aug­
mented system of variables. As regards the form of JIf* in (8 .5 . 3), clearly setting 
JIf* = 0 is too ambitious ; von Zeipel settles for 

JIf* = JIf*(L;), (8 .5 .4) 

where the Li are the new action variables, to be determined by the transformation. 
Equation (8 .5 .4) leads immediately to Li = const (ti = - aJlf* /01; = 0) and thus to 
JIf* also being constant. Then, from 

I; = aJlf* /aLi = const, 

we have the I; as simple linear functions of time. 
Equation (8 .5 .3) implies that 

and 

(8 .5 .5) 

(8 .5 .6) 

(8 .5 .7) 

Now we assume that the generating function can be written as a trigonometric 
series arranged according to O(Ki) corresponding to (8 .5 .2) : 

(8 .5 .8) 
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This assumption is plausible from an inspection of (8 .5 .3 )  where S must have the 
facility to compensate at each O(Kj) for the periodic terms introduced into the 
equation by .Yf but which are not to propagate into the new Hamiltonian .Yf*.  
(This equation also shows that we would have to provide for time dependence in S 
only if o.Yf /ot =1= 0.) It must be emphasized that the series form of S is being assumed 
pragmatically ; its justification usually derives from the perturbation procedure 
that it makes possible. However, the existence and uniqueness of S, and its con­
vergence properties for various classes of problems, are by no means beyond 
doubt [21] .  

In  order to put (8 .5 .3) into a useful form, we note that (8 .5 .8)  and the first of  
(8 .5 .7) yield 

(8 .5 .9) 

If we take 

So(1!';, Ii) = "LJ.Ji' (8 . 5 . 10) i 
this becomes 

similarly, (8 .5 . 1 1 ) 

In view of these, the proposed transformation red uces to the identity transformation 
for K = 0, as it should, and then .Yf* = .Yf o. For K =1= 0, we must have 

(8 .5 . 12) 

The basic concept of the von Zeipel method can now be explained. The Hamilton­
Jacobi equation (8 .5 .3) is to be expanded in powers of K which arise not only from 
the perturbing potential itself but also from the series (8 .5 .9), which represents the 
as/ali' Utilizing (8.5 . 12), the Hamilton-Jacobi equation can be separated by O(Kj) 
and the choice of the .Yfj becomes obvious when £i is substituted for oS% li since 
.Yf* can, by hypothesis, contain only the £i' Then, if the Sj can be found, the exact 
forms of the Ii and the Li follow from (8 .5 . 1 1 ) .  Finally the values of the £i and the 
integration constants arising in I; according to (8 .5 .5) are determined by applying 
initial conditions to (8 .5 . 1 1) in a fashion similar to the procedure connected with 
(8.2.37) and (8.2.38) . 
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To carry this out in detail, we utilize a Taylor expansion about aso/ali> of 
Yf(l;, as/a I;) in (8 .5 .3) .  Selecting a term of order j to begin with, we obtain 

(8 .5 . 1 3) 

where we have used aSo/al; = L; and the partial derivatives of :Ytj are understood 
to mean (aYfiaL;)£ , = L .' Note that the first term on the right-hand side of , , 
(8 . 5 . 1 3) is O(Kj), but that the leading product in the first sum is O(Kj + 1 ) since Sl 
is of order K. Likewise, succeeding terms of higher orders can be recognized. Thus, 
to second order, (8 .5 .3) becomes 

(8 .5 . 14) 

where we have assumed Yf ° does not contain the Ii> as is the case with Keplerian 
motion. 

Equating terms, as usual, of equal orders, we have immediately 

(8 .5 . 1 5) 

which serves to define the zero-order term of the new Hamiltonian. The first order 
parts of (8 .5 . 14) yield 

� (aYfo) �aSl) I _ * I 
7 \ a L; \.az:- + Yf 1 (Ii> L;) - Yf 1 (L;), 

and, finally, the remaining terms lead to 

(8 .5 . 1 6) 

(8 .5 . 1 7) 
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To obtain the solution of(8 .5 . 1 6) let us assume that we write the secular part of Yf 1 
(which is independent of the 1 1) as * 1 (I�J ; the periodic part will be given as 

:R1(li, Li = £i) = K t: Ck(£J COS (�PkJ} (8 .5 . 1 8) 

according to (8 .5 . 1), where we have omitted the sUbscript j = 1 for simplicity. 
Since Yf! contains only the £i' we can take 

(8 .5 . 19) 

and thus S 1 must satisfy 

(8 .5 .20) 

Using (8 . 5 . 1 8), we see that this has a solution of the form, 

Ck(£i) sin (�PkJ) 
S l = - K� L PkloYf % £J + Sl ; (8 .5 .21) 

where S 1 is an undetermined function which arises if partial derivatives of S 1 with 
respect to some of the 1i do not appear in (8 .5 .20). Such a condition usually arises 
in orbital mechanics because Yf 0 is only a function of L( = Fa, see Eq. (8.4. 1 3)), 
or L and K, and hence the terms on the left-hand side of (8 .5 .20) do not involve . 
oS dog and oS doh. The appearance of S l as an arbitrary quantity offers a degree 
of freedom to the solution, since we could have, e.g., in G = G' + oS/og, a term 
Os dog. This is utilized in several more recent extensions of the method but is 
avoided in the standard von Zeipel application by arbitrarily setting Sl equal to 
zero. We notice in passing that representing the right-hand side of (8 .5 .20) entirely 
by trigonometric terms makes it very simple to accommodate more than one 
partial derivative of S 1 on the left. Thus, the series expansion of the Hamiltonian 
offers a practicable approach to the solution of partial differential equations such 
as (8 .5 .20), which could otherwise be rather difficult. 

Turning now to (8 .5 . 1 7), we observe that the last three terms on the left-hand 
side are known and, in general, contain both secular and periodic components. 
Let us define two functions, (jJ and {jJ, by 

(8 .5 .22) 
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where (jJ is independent of the angle variables Ib and [P consists of terms of the form 
given on the right-hand side of (8 .5 . 1 8), but of 0(/(2). With (8 .5.22), (8 .5 . 1 7) becomes 

� �a£
, 
o� (as2) 

� '" + cp (I',;) + [P(lb £;) = £i(£i) ; i ULi ali 
obviously, we select 

£!(LJ = (jJ (£i), 
and then S2 has the form of (8 .5 .21), except being of 0(/(2) : 

<Dm(Li) sin (�PmJ) 
S2 = _ /(iL L .(a£ /a£ .) + S2 ' m Pm! 0 ! 

Again S2 is taken as zero in this application of the method. 

(8 .5 .23) 

(8 .5 .24) 

(8 .5 .25) 

This constitutes the basic set of operations with a second-order von Zeipel 
technique. Reiterating the means of extracting the solution : the first of (8 .5 . 1 1 ) used 
with (8 .5 .21)  and (8 .5 .25) provides the Li = Li(li' £;) from which the values for 
£i may be obtained by substituting the proper initial conditions for Ii and Li• Next 
we combine (8.5 . 1 5), (8 . 5 . 1 9), and (8 .5 .24) to form £*(£;) and obtain i; from (8 .5 .5) .  
Integrating this and equating it to the second of (8. 5 . 1 1 ) we have 

I' - I a£* _ I aS1 aS2 i - Pi + a£ . t - i + a£ . + a£ . ' ! ! !  (8 .5 .26) 

where the £i are now known and the integration constants P; follow, once more; 
from the initial values of Ii ' In principle, the first of (8 .5 . 1 1 ) and (8 . 5 .26) may be 
solved for Ii = li(I;, Li) and Li = Li(l;, £i) as an explicit solution in the original 
canonic variables and these, in turn, can be related to the common orbit elements 
or x, y, Z, x, ji, i, t. In practice, such manipulations usually require numerical and 
iterative procedures [22] . 

5.2. Further Considerations of the von Zeipel Method 

The technique outlined above constitutes a working procedure for some problems 
[cf. e.g. 19] .  However, certain observations are in order here, and one in particular 
leads us to a frequently-employed extension of the method. 

First, we note that higher-order contributions to £* will occur even though 
no such terms are present in the original Hamiltonian as, for example, with a 
geopotential truncated beyond J 2' This is not a drawback but a fact to be kept in 
mind in selecting the order of the analysis and matching it to that of the perturbing 
force to be considered. 

Secondly, we observe that the denominators in (8 .5 .21 )  and (8 . 5 .25) may 
approach zero for certain combinations of Pki and a£ O/a£i' These are the so-called 
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small divisors that result from resonance conditions arising out of (nearly) com­
mensurate periods of the perturbed and perturbing bodies. The so-called critical 
inclination for the oblateness problem, though related to this phenomenon, 
involves a small divisor arising in a somewhat different manner. 

Our third point requires a distinction to be made between the different Ii 
which appear in Yf(I;, LJ For preciseness, let us again specify these (together with 
their conjugates), essentially repeating (8.4. 1 3) : 

1 1 == 1 = Ii (t - T), L1 == L = Sa, 
12 == g = OJ, L2 == G = .jr-j1a---:-(1-,----_-e;;c-2), 

where, for the moment, we deal with a nonaugmented set of variables. Now 12 and 
13 are to be considered as slowly varying quantities compared to 1 1 ; for this reason 
a trigonometric term whose argument contains 1 1 with or without the other 
angular variables is known as a short-period term ; if the argument does not 
contain 1 1 the name long-period term is applied. The reason we discriminate here is 
that frequently conditions develop, in the approach under discussion, that give rise 
to solutions in which 11 is a multiplicative factor ; these are, of course, simply 
secular terms, and they should no longer trouble us. However, as we have seen, 
there are means to avoid their explicit appearance, and the classicists have always 
taken advantage of such approaches. Since a full appreciation of the von Zeipe1 
technique is impossible without discussing such an extension, we will treat it. 

The conditions mentioned could arise first in dealing with (8 .5 .20). Suppose 
we divide the periodic part of Yf 1 , namely :If 1 (Ii' LJ of the equation referred to, into 
two series, one containing all short-period terms and denoted by 

and the other containing only the long-period terms and denoted by 
:if 1 = :if 1 (lz , . . .  , LJ Now recalling that Yf 0 is a function of L1 only (for the case 
being considered), (8 .5 .20) takes the form 

This equation shows two things : If :if 1 = 0 we may use the original closed-form 
expression for if 1 instead of its series expansion. Assuming the quadrature for S 1 
is tractable in that form, it leads to a more compact result. If, on the other hand 
:if 1 +- 0 a secular term in S 1 seems unavoidable. This gives terms of similar 
character in L2( = 8S/812) and L3( = 8S/813), and in relating these to a, e, and i. 
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Furthermore, if S 1 contains explicit secular terms, we may expect (8 . 5 .23) to become 
much more difficult to handle. Even without this, we would encounter the same 
sort of difficulty with secular terms if the periodic Junction rp manifests short and 
long-period components and if, in addition, 8£ O/8£i = 0 for i > 1 .  To avoid this 
predicament, a new approach is needed. 

Let us assume that indeed Yf 1 (12 , . . .  , Li) vanishes but that ?P(lz, . . .  , L;) does not. 
Then the option usually taken is to forego the elimination of the long-period terms 
in the transformation of £ to £* and seek a second transformation which treats 
only those variables left over, i .e. , we first use S to go from 

to 

£ = ,if o(L1 ) + £l(Li) + £1(1 1 , . . .  , Li) + £2(L;) 
+ £2 (1 1 , . . .  , Li) + Yfz{12, · . . · ,  Li) 

£* = £�(Li) + £!(Li) + £�(Li) + YfW2, · . .  , £;), 
where g�(£l) = £ o(L1 = £1 ) as in (8. 5 . 1 5), g!(Li) is given by (8 . 5 . 19), and 
£� + Yf� = fjJ + ?p ;  iP would be absorbed in S2 according to (8 .5 .25). Then, 
another generating function, say S*, would lead us from £* to 

Note that since neither £* nor £** involve I� , S* should not either. However, 
otherwise all proceeds as before : we take 

S* = L L;I; + S! + S� + . . .  , (8 .5 .27) i = 2 
and 

(8 .5 .28) 

Then, the expansion of £* about L; provides the Hamilton-Jacobi equation (to 
second order) : 

- �8,if*) (as* as*) (82 £*) (as* 8S*) £�(£;) + L aDO a/ + a/ + t � 8L�8Z, a/ a/ 1 1 I 1 1, J l J 1 J 

+ £*( T") + � (a £!) as! "'P*( T") ",:0*(1' T") 1 -Wi � 8r:. 7ii' + on 2 -Wi + on 2 2 , · · · , -w i 
, , , 

= £�*(£;) + £!*(L;) + £r(£;), 
where again the partial derivatives of £* are understood to mean 

(8i'fj/8£;) L, = L; 

(8 .5 .29) 
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Now the zeroth order part of (8 .5 .29) yields 

X�(L;) = X�*(L;). 
The first-order equation is 

", (ax�) as! + X*(D) = X**(D). £... aD at 1 ,  1 , , , , 

[5 

(8 .5 . 30) 

(8 .5 .3 1) 

But (8.5 . 1 5) indicates that aX'6/aL; = (aX o/aLJ L . = L� while one of the circum-
, , 

stances which led to this approach is that X a be a function of Ll only ; hence 
(aX'6/aL;) = 0, i > 1 .  However, as noted, S* does not contain l� , i.e. , as!/all = O. 
Thus, (8 . 5 . 3 1 )  leads to 

(8 .5 . 32) 

which defines the first-order part of X** . Finally, the second-order part of(8.5.29) is 

'" (ax!) as! -*(£') :If*(l' L') _ -**(L') .£... a TI � -al' + X 2 ; + 2 2 , " " ; - X 2 ; , 
, = 2 L, 1 

(8 . 5 . 33) 

where all other terms vanish for the reasons given immediately above ; note that 
S'i is not involved in (8 .5 .33). As might be expected, we take 

X'i*(L;) = X'i(L;), 
and obtain a solution for S! similar to (8 .5 .21) from 

'" (ax!) as! = -:If*(l' . . .  D). 
.£... aD at 2 2, " 
� =:::: 2 - I l 

Here again small divisors may arise. 

(8. 5 . 34) 

(8 .5 .35) 

This technique may be developed to higher-order terms, though the algebraic 
labor soon becomes formidable. In principle one can execute manipulati ons 
analogous to those described at the end of Section 5 . 1  and arrive at l; = l;(L;, l;' , t) 
and L; = L;(L;, l;', t) . Substitution of these results into l; = l;(L;, l;, t) and L; = 
L;(L;, l/, t) finally leads to l; = llL;, l;' , t) and L; = L;(L;, l;' , t), etc. To summarize 
this approach : we employ two consecutive transformations . In the first, the 
short-period terms are eliminated by calculating each component Sj of the generat­
ing function from the jth order perturbation equation. In the second transformation, 
the long-period terms are eliminated by calculating each Sj from the (j + l )th order 
perturbation equation. This approach will be useful in the analysis of oblateness 
effects [23,  24, 25J and has been extended to situations involving more than one 
perturbation parameter. As a reminder of its restrictive conditions : it applies in 
cases where :If 1 == 0 and ax o/aL; == 0 for i > 1 (aX o/al; = 0 always being taken 
for granted). These conditions may be avoided in some cases by using a separable 
Hamiltonian, other than the Keplerian one, as a zero-order solution, yielding a 
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more convenient intermediary orbit [ 1 1 ,  20, 25] . In cases where :if 1 =1= ° but 
aYf o/aLi :; ° for i > 1 secular terms in Sl become unavoidable by any of the 
techniques discussed so far and a totally different . approach seems necessary. We 
also note that no remedies have been suggested here for the small divisors that 
may arise in (8 .5 .21), (8 .5 .25), etc. 

In the remainder of this chapter we illustrate the techniques discussed in this 
section with two examples. One is the two-dimensional analysis of radiation pressure 
effects from a moving source ; it demonstrates the case :if 1 =1= 0, aYf o/aLi =1= ° for 
i > 1 .  The other examines oblateness effects and exhibits the case :if 1 = 0, 
aYf o/aLi = ° for i > 1 .  

5.3. lllustrative Example. Radiation Pressure Effects on a Satellite Orbit* 

Our intent, here is to demonstrate some of the manipulations involved in applying 
the von Zeipel method. As stated, this treatment requires rather lengthy algebraic 
expressions which tend to obscure the rationale of the technique. To limit this 
as much as possible we shall take certain liberties with the problem statement and 
with the harmonic series involved ; it is hoped, however, that these will not destroy 
the utility of the example. 

y 

- - - - -i;-sun 
n' t  

x 

Figure 8.1 

We consider a two-dimensional space with the satellite moving around a mass 
point, in the x, y coordinate system (see Fig. 8 . 1) . The sun is at an angular position 
given by n't where n' is the solar mean motion. Now the Hamiltonian for the 
unperturbed satellite in x, y, Px( = mx), Py( = my) coordinates is easily seen to be 

1 2 2 f.1.m Yf 0 = -
2 

(Px + Py ) - J 2 2 ; m x + y 

*By way of historical interest, this problem is equivalent to an analysis of the Stark effect, which 
served as the first occasion for an application of Hamiltonian methods in mathematical 
physics. The present development is somewhat related to [26] . 
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from Section 4, this becomes 

(8 .5 .36) 

where we use the canonic set defined in Section 5.2. Note that for the planar case 

under consideration l3 ( = Q) and L3( = J lla(1 - e2) cos i) need be of no further 
concern. 

Taking the sun at virtually infinite distance, the forces due to radiation pressure 
are 

Fx = -Fp cos n't ; Fy = -Fp sin n't, (8 .5 . 37) 
where F p is a constant defined in Section 3 .4 of Chapter 5 .  According to (7.3 .9) and 
(7 . 3 . 16), the generalized forms of (8 .5 .37) are 

(8 . 5 . 38) 

which then give rise to Hamilton's equations as expressed in (7.3 .20) with the qi 
there being our present li and the Pi being our Li. The immediate problem is that of 
finding the perturbed Hamiltonian. A little consideration suggests 

(8 .5 .39) 
where the last term has the formal appearance of a disturbing potential V, such that 
F x = - afilax and Fy = - a0ay. Since this contains time explicitly we adopt the 
approach of Section 4. 1 by letting l4 = n't and obtain finally* 

Yf = -1l2/2131 + n'L4 + F p(x cos l4 + y sin l4)' (8 .5 .40) 
We recall that the pertinent equation for L4 is derived from the unperturbed, 

augmented Hamiltonian, i.e., the first two terms on the right of (8 . 5 .40) : £4 = 
- aYf /al4 = O. L4 is an arbitrary constant and for our present discussion we assume 
the value of n'L4 to be such that this product is of order unity rather than O(F p) ; 
this assumption is crucial to the subsequent treatment of long-period terms. 

Note that we have yet to express x and y in terms of lb Li• We take x = 
r cos (f + w) ; y = r sin (f + w) ; the third term in (8 .5 .40) can then be written as 

(8 .5 .41) 
It remains to express (r / a) cos f and (r / a) sin fin terms of li' Li ; this is done with the 
aid of Cayley's tables [27] designed for applications such as this . The tables 
employ various techniques for series expansions (Chapter 2 or [ 18]) providing, as 

*In most texts on dynamical astronomy a sign change is applied to :Yt before entering the 
series manipulations of von Zeipel's technique. Presumably, this is done to avoid carrying a 
minus sign in front of the Keplerian term through all that follows. We do not adopt that 
convention since it may cause confusion when reference is made to formulas in earlier sections. 
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coefficients of each harmonic term, a polynomial in e, reflecting the classic pre­
occupation with near-circular orbits. Cayley gives the coefficients up to e 7 ; we will 
content ourselves with carrying results to the se90nd power of the eccentricity, 
sufficient to provide the reader with an inkling of the pattern and of the operosity 
of the method. Since certain required operations are tantamount to differentiation 
by e, we will start by retaining terms in e3 where appropriate. Thus 

and 

r . 
f (1  5 2) 

. 
1 ( 1 5 3) 

. 
21 3 2 . 

31 1 3 . 41 - sm = - Be sm 1 + "2e - TIe sm 1 + Be sm 1 + 3e sm l ' a 
The application of some simple trigonometric identities then allows us to write 
(8 .5 .41) as 

where 

and 

4 R = Fpa L Ck cos ek, 
k= - 2 

C _ 2 = e3/24, C _ 1 = e2/8, Co = - 3e/2, 
C3 = 3e2/8, C2 = e/2 - 3e3/8, 

C l = 1 - e2/2, 
C4 = e3/3. 

(8 .5 .42) 

(8 .5 .43) 

(8 .5 .44) 

The reader will observe we have retained the custom of writing a and e in (8 .5 .42) 
and (8.5 .44) ; in the present context they are merely symbols representing 

a = 13d/1, e2 = 1 - 132/131 , (8 .5 .45) 

We also note that all terms in (8 .5 .42) fall into the short-period class except for that 
with the coefficient Co. 

The operations described in Section 5 . 1  can now be executed. We have 

131 {e3 e2 3e ( e2) Jfl = Fp p 24 
cos e _ 2 + S COS e_ l - 2 cOS eo + 1 - 2 cos e l 

+ (� _  � e� cos e2 + � e2 cos e3 + ;
3 

cos e4} , 

with Jf 2 = O. The partial derivatives of (8 .5 . 14) are 

aJf 0 /12 aYe' 0 I a2 Ye' 0 3/12 

a£l = £f ' a£4 = n ,  a£i - £i ' 

(8 .5 .46) 

(8 .5 .47) 
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with all other partials of yP 0 vanishing, and 

L2 8e' [e12 e' 3 
+--,l- 8£ 1 g COS 8- 2 + "4 Cos 8 _ 1 - 2" cos 8o - e/ cos 8 1 

[5 

(1 ge12) 3 ] } + 2" - -
8
- cos 82 + 4 e' cos 83 + e'2 cos 84 , (8 .5 .48) 

( 1 ge12) 3 J + 2" - -
8
- cos 82 + 4 e' cos 83 + e'2 cos 84 , 

where we must use the second of (8 .5 .45) to obtain 

8e' 1 - e'2 
8£1 � ' 

it is because of the form of these that we retained terms in e3 in (8 .5 .47). 
Now, ifwe drop the primes on Li and e, (8 .5 . 14) gives 

where (8 .5 .47) to (8 .5 .49) are to be substituted, as appropriate. 
Obviously, we choose 

(8 .5 .49) 

(8 .5 . 50) 

(8 .5 . 5 1 )  
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The first-order part of (8 .5 . 50) is 

The secular part of :It'l is nonexistent ; hence 

:It't(Li) = 0, 
and then by (8 .5 .20) and (8 .5 .21), 

where, as stated, we set S l to zero. 

(8 .5 .52) 

(8 .5 .53) 

(8 .5 .54) 

Proceeding now to the second-order part of (8 .5 . 50), we obtain, with some 
patience and after repeated application of the trigonometric identity cos rJ. cos [3 = 
! cos (rJ. + [3) + ! cos (rJ. - [3), the form given in (8 .5 .23), namely, 

p? oSz , oSz - ( T' ) � (l T' ) _ -u.c* ( T' ) 
Vl ar: + n ar; + <P .Li + <P i, .Li -

Jl, Z .Li . 

In the present case 

(8 .5 .55) 

(p = -F� {� [1/2 -
z e2/4 + 

eZ�2] _ 
Vl [e2/32 

+ 
9/8 - ge2/1 6 _ 1 - e2/4 

2 V l V2 f1 V - l Vo V l 

where we have set 

and 

_ 
1/8 - eZ/32 _ geZ/32] } , 

Vz V 3 
(8 .5 .56) 

(8 .5 . 57) 

(8 .5 .58) 
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Here we have taken 

[5 

(8 .5 .59) 

The coefficients of (8 .5 .58) are 

A 1 = 3e/2 _ fl� (3e/32 _ ge/16 + 2ge/32 + 1 - e2 -,,/1 - e2 
V 1 V2 f.1 V- I Vo V I  eV 1 

1 5e/16 3e/1 6) 
- -- - -- , 

V2 V3 

A2 = 27e2/16 _ 3e2/16 + fl� (3e2/192 + 3/8 - 1 5e2/16 + 1/4 
V I V3 V - 1 V I  f.1 V - 2 Vo V 1 

3e2/4 e2/4) + -- + -
, 

V3 V4 

B- 2 = fl� (3e2/192 _ e2/32 + 3e2/32) , f.1 V - 2 V - 1 Vo 

B- 1 = fl� (_ 3e/32 _ 3e/16 + 3e/32) , 
f.1 V - 1 Vo v 1 

Bo = _ 3e2/16 _ L� (7e2/576 + 9/8 - 5e2/16 _ e2/16 + e2/32) , 
V - 1V 1 f.1 v- 2 Vo V I  V2 

B 1 = fl� (_ e/16 + 3e/4 _ 1 5e/8 + 3 1 - e2 - � + e/16) , f.1 V - 1 Vo V 1 4ev 1 V2 

B2 = 3/4 -
2
3e2/8 _ 

r:� (3e2/64 _ 3/8 - 33e2/32 _ 1 - 1ge2/64 
V 1 f.1 V - 1 Vo V 1 _ 3/8 - 33e2/16 _ 3e2/32) , 

V2 V3 
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B4 = 3e;4 + 27e1/16  + .U� (3e1/4 + 3e1/16  + 1/8 + e1/32 

V1 V i V3 f.1 Va V i  V1 

Bs = .U� (3e/16 _ 3e/16) 
f.1 V1 V3 

B6 = .U� (e
1/4 + ge1/32 + e2/4) . f.1 V1 V3 V4 

We display these only to demonstrate their form. 
From (8 .5 . 55), we obviously choose 

Yl'�(L;) = f/J, 
which leaves us with 

267 

(8 .5 .60) 

Note that we have one long-period term (k = 0) on the right-hand side of this 
expression ; nonetheless, it integrates in a straightforward manner because of the 
presence of 8S1/814 on the left-hand side. Thus, 

S = 1{ � Aj sin jl i � B" sin (kl i + 211 - 214)} 
1 Fp £..J . 1/ T1 3 + £..J k 1/ T1 3 2 I • j = i Jf.1 Li /, = - 2 f.1 Li -c- n 

(8 .5 .61 ) 

At this point, we remind the reader that the coefficients Aj and B" are functions of 
the primed coordinates. 

In principle, the problem we set out to solve has been completed ; it remains 
only to clear away the details. Equations (8 . 5 . 5 1), (8 . 5 . 53), and (8 . 5 . 60) (suitably 
primed) provide us with the transformed Hamiltonian, Yl'* ; and the combination 
of . (8 . 5 . 10), (8. 5 . 54), and (8 .5 .61 ) yields the complete generating function. Using 
these expressions, we must now execute the process described in connection with 
(8 .5 .26). However, since a first-order rendition of this is trivial, while the second­
order version involves a disproportionate amount of labor for its illustrative value, 
we forego the exercise here. When this aspect of the method is projected toward 
higher-order terms in e and F p' the reader will agree that physical insight becomes 
marginal at best. In viewing this approach as a routine procedure for developing 
general perturbation theories of radiation-pressure effects, we stress again that 
the series inversions required to obtain 1;(Lb t) and L;(L;, I;, t) explicitly constitute a 
prime issue. Here is where symbolic manipulations by computer could have a 
decisive effect. 

In closing, we make a few remarks on small divisors. First, the augmentation 
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of the variables by 14, L4 so as to include n' explicitly has a marked effect on the 
solution. From (8 .5 .54) it becomes obvious that the case described by n' = 0 can 
no longer be considered as part of the results derivable from that formula but must 
be handled by executing the analysis without augmentation of the variables. 
Secondly, terms with higher powers of e introduce large multiples of 1 1 in the cosine 
terms of (8 .5 .42), (8 .5 . 54), (8 .5 .56), and (8 .5 .58) which admit denominators of the 
form kf.1? /IJ1 - n', where k is an integer. Since the mean motion of an earth satellite 
is bound to be significantly larger than that of the sun, this combination of quantities 
causes no trouble. Small divisors, however, may arise in this problem with higher­
order iterations of the von Zeipel procedure, where multiples of n' arise in the 
trigonometric terms. Then, in principle, the combination /12/IJ1 - mn', with m an 
integer, could produce a resonance condition. 

5.4. lllustrative Example. Oblateness Effects on a Satellite Orbit 

We complete our discussion of the von Zeipel technique by examining the other 
case mentioned at the end of Section 5.2, namely, the one in which both the first­
order, long period part of the disturbed Hamiltonian, ;it 1 , and the partial derivat­
ives of :Yf 0 with respect to Li(i > 1) vanish. As the reader will remember, these 
conditions lead to the desire for a second transformation if secular terms in the 
solution are to be avoided, and the following illustration should contribute toward 
an understanding of this . technique. As in the previous example, we will avoid 
some of the algebraic manipulations and sketch only the highlights. 

The disturbing potential derived from the oblate earth is familiar to us by now 

V =- (/1J2R2/2r3) (1 - 3 sin2 q/). (8 .5 .62) 
U sing sin q/ = sin i sin (OJ + f) and the specific canonic variables adopted in 
Section 5.2, we have 

v = - /1;��2 [(- 1 + 3 �:) ;: + 3 0 - �:) ;: cos (212 + 2f)] . (8 . 5 .63) 

The Hamiltonian is 

(8 .5 .64) 
which we need not augment with L4 since time is not explicitly involved. If we 
proceed now with the usual series expansions in terms of /1 , [27J allows us to write 

and 

a3 IJ1 3 = 
L3 + L 2Pj COS }ll ' r 2 j = 1 

(8 .5 .65) 

(8 .5 .66) 
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where, to 0(e3), 

This yields 

and 

P 5 3 3 . 
3 = T6e , 

Method of von Zeipel 

Q ' 1  1 3 1 = - ze + T6e , 
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(8 .5 .67) 

(8 .5 .68) 

On the basis of these expansions we could execute the first-order transformation 
according to (8 .5 .20) and (8 .5 .21) ; but, as pointed out in Section 5 .2, a case with 
:if 1 = 0 and aYl' o/ali = 0 for i > 1, such as this example, may permit a closed-form 
quadrature for Sl ' This warrants a slight digression. 

To retain Yl'1 in closed form, we simply take (8 .5 .63) with 

a I31 [ ( I32)1 /2 J -; = I33 
1 + 1 - I31 

cos f . 

Next, the Hamilton-Jacobi equation (8 .5 . 14) yields 

(8 .5 .69) 

Since a closed expression for Yl'1 is possible only in terms off, we anticipate that 
the result for S 1 will also contain this angle variable. Thus f replaces 1 1 as short­
period variable in this particular transformation. We must therefore represent 
aSdal 1 as 

Now the zeroth order part of (8 .5 .69) is 

a2L2 aS1 
r2L 1 81' 

(8 .5 .70) 
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which serves to define £'� ; the first-order part yields 

£,*(L .) = /1 2 1 _ 3 ---.l -----.!:. 
4J R2 ( 13 ) U 1 , 4L61 132 U2 ' 

- : 1 - --+ 3" cos 2(12 + f), 3/14J R2 ( 13 ) a3 
6L1 £2 r 

(8 .5 .71 ) 

(8 .5 .72) 

where we have dropped the primes on the right-hand sides . From (8.5 .72) we obtain 

/12J R2 ( 13 ) S 1 = 4 
23 1 - 3 --+ (f - 11 + e sin f) L2 L2 

- � (1 - ;:) [sin 2(f + 12) + e sin (f + 2 12) + � sin (3f + 212)J . 

(8 .5 .73) 
We are now in a position to write out the second-order part of (8 .5 .69) £'* = /12 aS2 _ 3/12 (aSN 

+ 
± (0£'1) aS1 2 U1 all 2L41 al l) i = l  aLi ali 

/12 aS2 _ '" _ 

= U1 ar; + cp(LJ + cp(ll , 12 , Li) + cp(1z, LJ (8 .5 .74) 

Here we must realize that the partial derivatives a£' doLi are to be formed with 1 1 
appearing as conjugate variable of L1 > rather than! Thus we are forced to use the 
expansion (8 .5 .68) for this part of the Hamiltonian, which means that the entire 
treatment of (8 .5 .74) must now resort to a series development. At the end of all 
manipulations, we shall see that the relevant first-order terms still provide a 
relatively compact solution for this case, though all higher-order results emerge in 
greatly expanded form. 

Substituting (8 .5 .73) in (8 .5 .74), executing the rather laborious manipulations, 
and distinguishing between the various parts of cp, we arrive at 

cp(LJ = - /16J�R4{A2 L (2P . 
aPj 

_ -'Lp2\ 
16I?1 j l oLl L1 l) 

2 � ( aQk 4 aQk 9 2\ + B 7 2Qk aL1 + k Qk aL2 - L1 Qk) 

+ B·24 133 L Q� } U2 k k ' (8 .5 .75) 
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and 

I3 1 } - B'24 � '" - p .Q . cos 212 T2 £.J .  J 1 , 1...2 j J 
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(8 .5 .76) 

where the definitions to O(e3) of Pj and Qj were given earlier. The quantities A and 
B are 

The short-period part of (8 .5 .74) has the form 

'"'" . p6 J�R4 { [ . . . cp = - 16 9 L Cj cos Jl 1 + C2j cos 2Jl1 + Cj2 cos Ul 1 + 212) £ 1  j =  1 ] + C2j2 cos (2jl1 + 212) + C2j4 cos (2jl1 + 412) 

+ j� k� [Cj+ k cos U + k)/ 1 + Cj- k cos U - k)/1 

+ Cj+ k+ 2 cos < U + k)/1 + 212 > 

(8 .5 .77) 

where 

+ Cj- k- 2 cos < U - k)/1 - 212 ) 
+ Cj+ k+ 4 c o s  < U + k)1 1 + 4/2 >]}, (8 .5 .78) 

C2 '2 = AB 2P · _l + 2Q ._l _
_ p .Q . + 4 ---.1. _1 [ aQ . ap ·  6 Q . ap . ] 

1 J aLl J aLl L1 J 1 j aL2 
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z [ aQk 9 Qj aQk] Qk Cj+ k + 4 = B 2Qj aLl - Ll QjQk + 4 T aLz + BA QrT· 

[5 

We now come to the decisive step that distinguishes this example from the 
previous one. Suppose, in developing the second-order transformation, we were 
to split (8 .5 .74) into 

and 

(8 .5 .79) 

It is clear that we obtain a new Hamiltonian which is a function of Li only ; however, 
the second of (8 .5 .79) provides us with an Sz which is a direct linear function of 1 1 > 
because ofthe form of <'P. Since Li = Li + as dali + aSz/ali + .

. .  , the second-order 
terms of Lz and L3 obtained by this option are secular in nature and, eventually, will 
dominate. 

To avoid these explicit terms, we adopt the alternative described in Section 5 .2, 
which completes the transformation by splitting (8 .5 .74) differently. Since the long­
period terms are the source of trouble, let us select 

(8 .5 . 80) 
and 

This last leads to an S which is purely periodic so that the Li( = as/ali) are also . 
The resulting manipulation may therefore be termed a short-period transforma­
tion in that it absorbs only (8 .5 .78) . The details may be found in [20, 24] . The new 
Hamiltonian is now not a function of the Li only, but rather J't"* = J't"'b(Li) + 
J't"!(Li) + J't"Wz, Li), where J't"'b is given by (8 .5 .70) and J't"! by (8 .5 .71) . 
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To eliminate the Zz-dependence in £'� we must go through another cycle, i.e., 
a so-called long-period transformation. So we try a new generating function, 

S* = � £;Z; + st + S! + . . .  

to take us to the desired form of the Hamiltonian, £'** (£;). The procedure is that 
given in Section 5 .2 following (8 .5 .28) and it serves no purpose to develop it again. 

However, for the case at hand, some details are worthy of notice. While we 
retain £'r(£;) = ?P(£;), Eq. (8 .5 .35) becomes 

3/14J R2 ( £2) dS* 
4£f�i - 1 + 5 £� dZ: = 

- ;P(lz, LJ (8 . 5 . 8 1 )  

A term involving 8Stl8Z3 plays no role in the solution. Equation (8 . 5 . 8 1 )  yields ( £12 £14) , , 2 J R2(£'2 _ £12) 1 _ 16  _3 + 1 5  _3 sin 21' t" 2 1 2 £12 £14 2 
Sf = ( 2 

£'2) 2 
32£12£13 1 _ 5 _3 

1 2 £12 2 

(8 .5 . 82) 

We note that this represents a first-order contribution to the solution of the 
oblateness problem, though it was extracted from the second-order perturbation 
equation. It is fortuitous with this particular disturbing function that the long­
period contribution consists of a single term, which, together with the closed-form 
expression for short-period effects, makes for a relatively compact first-order 
solution. As noted, this lucky circumstance ceases to prevail with higher-order 
effects and the reader may get an idea of the ensuing series expansions from the 
literature [28J . 

A fundamental concern with (8 .5 .82) is the denominator, which becomes a 
"small divisor" when 5£�3 IL�2 approaches unity or cos2 i � 1/5 (see also (6. 3 . 1 3)). 
This is the well-known "critical inclination". The reader will note the different 
ways by which the vanishing denominators arise in (8 .5 .82) and (8 .5 .54), though 
mathematicians would recognize the critical inclination as well as the bona-fide 
resonance conditions of the earlier example as typical of situations where uniform 
convergence is lost. More powerful, asymptotic techniques must be applied to cope 
with these cases. Being more general, such representations can yield some insight as 
to which features of the formal result represent physical phenomena near the critical 
conditions and which are due merely to a degeneracy of the mathematical 
formulation. 

6. CONCLUSION 

In this rather summary treatment of canonical transformations, much has been 
left out. A variety of interesting issues, including applications of and connections 
between Lagrange and Poisson brackets, the structure of Jacobi's reciprocal 
relations, and notions of infinitesimal transformations, have been omitted. 



274 The method of canonical transformations [6 

Insofar as orbital equations are concerned, we have seen that the bulk of 
activity in this line has consisted of iterative perturbation procedures, outside of 
the relatively limited applications of Hamilton-Jacobi techniques to problems with 
separable Hamiltonians. The canonical perturbation procedures require a series 
expansion of the disturbing function before it is usable in the Delaunay or von 
Zeipel techniques. But that does not discriminate solely against these methods since 
no other approach can handle such problems in closed form either. A point in their 
favor is that once the Hamiltonian has been expanded, they reduce essentially to 
series manipulations (multiplications, inversions, and contractions) as encountered 
in writing out the integrands for higher-order generating functions and inverting 
the results of successive transformations toward the ultimate, explicit solution. 
The quadratures leading to S 1, S 2 , . . . Sn are trivial since they involve only sums of 
trigonometric functions, which is often the only form in which the governing partial 
differential equations can be solved. This state of affairs does not change if the 
original Hamiltonian consists of terms representing several interacting physical 
perturbations, e.g., a sum of the disturbing functions for oblateness and radiation 
pressure. The algebraic manipulations are straightforward (in fact extremely 
monotonous) and offer a natural opportunity for symbol manipulation on com­
puters. *  Thus, given a problem that requires series expansion, these procedures 
may be good contenders for highly mechanized "production" methods. When it 
comes to generating ephemerides by canonical procedures, one should bear in 
mind that the prevailing sets of canonic variables, such as (8.4. 13 ) through (8.4. 1 7) 
do not represent osculating parameters. Thus, the calculation of velocities from 
Zi(l;, £;, t) and L;(Z;, £i, t), as obtained by Hamilton-Jacobi techniques, cannot take 
advantage of the condition of osculation (unless the canonical variables are first 
transformed back to an osculating set). In addition, there are two more aspects 
deserving comment. One is treatment of secular effects, and the other is the question 
of physical insight derivable from the structure of Hamiltonian solutions. 

It is frequently argued that the confinement of secular terms to expressions for 
the coordinate transformations, such as (8 .5 .26) or the Lindstedt parameters of 
Chapter 5, is preferable to their explicit appearance as in some results of Chapter 6 . 
To be sure, the purely periodic nature of S in the canonic formulation has some 
esthetic appeal, but from a computational point of view the need for rectification 
seems to be essentially the same in the different formulations, whether or not 
secular terms appear explicitly. This notion is based on the fact that all formulations 
have the ultimate purpose of producing position ephemerides in inertial coordinates 
which approach the unique exact solution of the dynamical problem to the same 
O(Kn). 

With regard to physical insight, there seems to be little debate over such well­
known secular trends as the precession of the nodes and the apsides for oblateness 
perturbations and similar effects. The governing short- and long-period terms 

*Note the recent work of A. Deprit in this area [29] . 
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require more interpretive effort (and corroboration from observational data). 
Whether such features of orbital motion are rendered more translucent by the 
necessarily lengthy canonical representations seems hardly resolvable in general 
terms. What is true, however, is that canonic formulations have often proved 
especially effective in dealing with fundamental matters, such as convergence of the 
perturbation series, asymptotic behavior, resonance, and stability problems of 
orbital motion, rather than as computing algorithms in competition with other 
ways of generating ephemerides. 
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Chapter nine 

HANSEN'S METHOD 

1 .  INTRODUCTION 

Although the method of Hansen possesses features remInIScent of techniques 
discussed in earlier chapters, it deserves a separate treatment. At first glance it 
abounds in changes of variables and transformations involving position coordinates 
and orbit elements, though none is canonic. The method is unique in that the motive 
behind some of its manipulations has baffled many, while its reputation as one of 
the most effective computing algorithms for (planetary) ephemerides [1 J has 
remained virtually unchallenged. Our interest is to pursue the reasons behind this 
seeming contradiction and to expose the pertinent background so that others may 
be helped in their evaluation of the method. 

In addition to several discussions of Hansen's method in the literature [2-9J , 
the present authors have found it helpful to pursue Hansen's rationale in his 
original publications [10] .  He deliberately sought representations which minimize 
the magnitudes of the perturbations relative to a reference orbit. In succeeding, he 
introduced transformations which allow some second-order terms to be included 
in the nominal first-order calculation if desired, but which lead to a rather involved 
solution. Unfortunately he makes no attempt to impress the reader with concise­
ness. The first article of reference 10 runs to 175 pages, the second to 145, and the 
third to 252 pages. A superficial observer might suspect that some of this material 
contains ad hoc manipulations in the guise of an erudite development ; but Hansen's 
work is based on 30 years of insight which he uses to minimize the computational 
labor and maximize the convergence of his ultimate series expansions. The 
substance of his approach can be found in forty pages (64-103) of reference 10. The 
rest of his treatise contains discussions of the disturbing function, examples, 
praises of Gauss, and general polemics, with Encke singled out for somewhat 
special treatment. 
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2. TRANSFORMATION OF COORDINATES 

In order to understand Hansen's ideal coordinates which play a key role in his 
development, we review some standard reference frames used in earlier chapters 
and the relations between them. Let us write the equations of motion for the 
perturbed central force problem in cartesian coordinates as 
x\ + /1x r/r3 = /1 8R/8xl ; x2 + /1X2/r3 = /1 8R/8x2 ; X3 + /1X3/r3 = /1 8R/8x3 ' 

(9.2. 1 )  
We recall that these equations can be  transformed to  the six first-order ones, 

(6. 1 .21 ) through (6. 1 .26), by utilizing the osculating elements a, e, X, W, n, i of which 
the latter three yield the position of the osculating plane. Figure 9 .1 serves to remind 
the reader of the geometry relating these Euler angles to the XlX2X3 frame. Of 
course, the inertial cartesian system is connected with a spherical one by the 
elementary relations 

Xl = r cos cp cos A ;  X 2 = r cos cp sin A ; (9.2.2) 

where cp and A are latitude and longitude of the moving body. 

Figure 9.1 

N ow consider a moving rectangular system Xl X 2X 3 whose origin coincides 
with that of the inertial frame XlX2X3 ' but which rotates with respect to the latter. 
The moving frame is characterized by the instantaneous axis of rotation, 0), and its 
orientation about this axis (tantamount to a specification of three Euler angles). 
The vector W will generally change its magnitude and direction with time and may 
trace out any path in inertial space, subject only to continuity conditions typical 
of most physical problems. The actual motion of the perturbed body m can be 
described relative to the moving frame, and the simplicity of that description will 
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depend on the time history of rotations chosen for Xl X 2X 3. This idea was already 
encountered in our discussion of the Lindstedt parameters in Chapter 5 where the 
coordinate rotations were selected to eliminate s.ecular terms from the explicit 
solution. 

Hansen demands that the Xl X 2 plane always contains the position vector r of 
m, and that this be the instantaneous axis of rotation for Xl X 2X 3. Clearly the 
instantaneous velocity vector v cannot have a component orthogonal to Xl X 2, 
since the axis of rotation for this plane is defined to pass through the point of 
application of v. This corresponds to the "out-of-plane" part of the classical 
conditions of osculation. It simplifies numerous algebraic developments, especially 
the expressions for velocity components, thus prompting Hansen to refer to his 
system as "ideal" coordinates. * 

Since X 1 X 2 has been defined to coincide with the osculating plane it follows 
that X 3 == 0 for all time in Hansen's formulation (though the converse is not 
necessarily true). The orientation of this plane is given in the usual way by the 
osculating elements n and i (Fig. 9.2). The Xl axis lies at an angle (J back from the 
node, so that the osculating value of the argument of latitude is denoted by fJ - (J. 
Hansen chooses the initial value of (J at t = 0 to be n, thus bringing the X 1 and X l 
axes close to each other, a natural arrangement for the planetary problems inspiring 
his original efforts . Eventually, as we shall see, he also relates (J to OJ and X, utilizing 
the "inplane" condition of osculation. 

X3 

Figure 9.2 

The fact that r is the instantaneous axis of rotation, i .e . , is colinear with the 
rotation vector OJ, may be stated succinctly in terms of the components of this 
vector 

OJXj = I OJ I cos fJ, (9.2.3) 

*The simple kinematic interpretation of r as instantaneous axis of rotation for the osculating 
orbit has been used to advantage also by some modern authors [ 1 1 ] .  
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where 8 is the angle from the Xl axis to r. But since these components may also be 
expressed in terms of the time derivatives of the Euler angles n, i, a 

wx, = - 0  sin i sin a + (dildt) cos a ;  WX2 = 0 sin i cos a + (dildt) sin a ;  

WX3 = 0 cos i - a. 

The equations (9.2.3) impose a kinematic relation on n, i, a. Thus, 
a = 0 cos i, 

and 
dildt = n cot (8 - 0") sin i, 

(9.2.4) 

(9 .2.5) 

(9.2.6) 
which merely expresses the out-of-plane part of the condition of osculation. 

N ow the conversion from the X l' X2, X3 frame to the X 1, X b X 3 system is 
obtained by a matrix IX 

where 
IX1 1  = cos 0" cos n + sin 0" sin n cos i, 
IX 1 2 = cos 0" sin n - sin a cos n cos i, 
IX 1 3 == - sin 0" sin i, 
IX2 1 = sin 0" cos n - cos 0" sin n cos i, 
IX2 2  = sin 0" sin n + cos 0" cos n cos i, 
IX2 3 = cos 0" sin i, 
IX3 1  = sin n sin i, 
IX3 2 = - cos n sin i, 
IX3 3  = cos i. 

(9 .2.7) 

(9 .2.8) 

Here IXij is the instantaneous value of the cosine of the angle between Xi and xj. 
Equation (9.2.7) represents an orthonormal transformation, i.e. , it preserves unit 
vectors, as becomes obvious from the fact that '2.P& = 1. If we write the unit 
vectors along the Xl ' X2, X3 axes as a1 , a2, a3, and those along the X 1 > X 2, X 3 axes 
as A1 , A2, A3 we have 

(9.2.9) 

In subsequent manipulations the standard features of this transformation, ex­
pressed in terms of n, 0", i, will be of frequent use : 

(9.2. 10) 
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where (5ij is the Kronecker delta, and 
Ai X A2 = A3, 

a1 x a2 = a3 , 
A3 X Ai = A2, 
a3 x a1 = ab 

A2 X A3 = Ai > 
a2 x a3 = a 1 . 

We also note the fundamental property of orthonormal transformations 
(9.2. 1 1 ) 

(9.2. 12) 
where a stands for the 3 x 3 matrix in (9.2.7) or (9.2.9), and the superscripts Tand 
- 1 signify the transposed and inverse matrix. Let us abbreviate the 3 x 1 vector 
on the left-hand side of (9.2.7) as X and that on the right by x. Then (9.2.7) reads 

x = ax (9.2. 1 3) 
and, as a consequence of (9.2. 12), 

(9.2. 14) 
The (X 1 , X b X 3) system constitutes for Hansen ideal coordinates since due to its 
osculating properties,* it yields a simplified form of the perturbed equations of 
motion ; these relations will be developed in the next two sections. 

3. MOTION IN THE OSCULATING PLANE (RECTANGULAR FRAME) 

If we differentiate (9.2. 14) with respect to the time, we have 
x = aTX + <iTX, (9.3 . 1 )  

where the matrix <iT is composed of the time derivatives of aT. I f  we use the relations 
(9.2.8) and write 

(r cos e) 
X = \r s� e , 

we find, with the aid of (9.2.5) and (9.2.6) that 
<iTX = 0, 

or, in other words, 

(9. 3 .2) 

(9.3 .3) 

(9. 3 .4) 
This result is immediately obvious from the fact that (0 and r are always colinear, 
i.e., the rotation of the orbit plane produces no linear velocity over and above X 
at the instantaneous satellite position. Thus we merely transform the vector X 
like any position vector in the Xl, X 2 system according to (9.2. 14). 

Multiplying (9.3 .4) by a from the left, we obtain 
x = ax, (9.3 .5) 

*Ideal coordinates differ from the ordinary osculating ones largely by the fact that with the 
former set the quantity fj also has the same form in perturbed and unperturbed motion (by the 
introduction of 0"). 
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which implies, of course, that 

rXx = o. (9 .3 .6) 
The consequences of (9.3 .3) and (9.3 .6), in terms of the simplicity they provide in 
handling perturbations, pervade all of Hansen's method. 

One of the relations that can be obtained from (9.2.9) and (9 .2. 10) is 

()(1 1  ()(2 1 + ()(1 2()(2 2  + ()(1 3()(2 3 = 0. 
Differentiating this with respect to time, we set 

A = ()(l 1rX2 1 + ()(1 2rX2 2  + ()(l 3rX2 3 = - (()(2 1rX l l  + ()(22rXl 2 + ()(2 3rX 1 3)' (9.3 .7) 
Similarly, we define 

B = ()(l 1rX3 l  + ()(l 2rX3 2 + ()(1 3rX33 = - (()(3 lrX l l  + ()(3 2rX 1 2 + ()(3 3rX1 3), 
C = ()(3 1rX2 l + ()(3 2rX2 2  + ()(3 3rX2 3 = - (()(2 lrX 3 l  + ()(22rX3 2 + ()(2 3rX33)' 

We have, also, as a consequence of (9 .2.9) and (9.2. 10), 

Then, substituting (9.2. 14) in (9.3 .6), we find 
(9 .3 . 8) 

But X 3 = 0, hence A = 0, which is a further relation between the ()(ij and the rXij . 
Differentiating (9.3 .4) once more, we obtain, in terms of components, 

X l = ()(l 1X l + ()(2 lX2 + rX l lXl + rX2 1X2 , 
x2 = ()(l 2X 1 + ()(22X 2 + rX l 2X 1 + rX22X 2, 
X 3 = ()(1 3X 1 + ()(2 3X 2 + rX 1 3X 1 + rX2 3X 2 ' 

Multiplying the first of these by ()(1 1 ' the second by ()( 1 2> the third by ()(l 3' and adding, 
we find 

(9.3 .9) 

where we have used some orthonormal relations derived from (9.2.9) and (9.2. 10) 
and the fact that A = 0. (This is another extension of (9.2. 1 3), beyond (9.3 .5), to the 
acceleration vectors, as a further consequence of the kinematic condition (9.2.3) .) 
Similarly, 

and 
(()(3 lrX l l  + ()(3 2rX l 2 + ()(3 3IX1 3)Xl 

+ (()(3 lrX2 l + ()(3 2rX22 + ()(3 3IX2 3)X2 = BXl - CX2 
= ()(3 lX l + ()(3 2X2 + ()(3 3X3 = CX2 - EXl . 

(9 .3 . 10) 

(9. 3 . 1 1 )  
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If we substitute (9.2. 1 )  into (9 .3 .9) and (9 .3 . 10) and interpret rxu with the help of 
(9.2.7) and (9.2. 12) as rxij = 8X/8xj = 8x/8Xi, we find 

Xl +(.u/r�X1 = p 8R/8X1 , X2 +(.u/r3)X2 = p 8R/8X2 . (9. 3 . 12) 
These are the equations of motion in the osculating plane. The direct correspond­
ence of this system to that for inertial coordinates (9.2 . 1 )  is noteworthy. 

4. MOTION OF OSCULATING PLANE (DIRECTION COSINES) 

Taking the right-hand side of the expression for A, Eq. (9 .3 .7), which we have 
shown to be equal to zero, and Eq. (9.3 .8), we can eliminate & 1 2 and find 

From an explicit development of A1 x A2 = A3 with the help of (9.2.9) we simplify 
the fraction in the above expression to obtain 

&1 1 = (rx3 drx33)& 1 3 ' (9.4. 1 )  
Similarly, 

&1 2 = (rx3 2/rx3 3)& 1 3 ' (9 .4.2a) 

&2 1 = (rx3drx3 3)&2 3 ' (9 .4.2b) 

&22  = (rx3 2/rx3¥2 3 ' (9.4.2c) 
If these are substituted in (9 . 3 . 1 1), remembering that X 3 = 0, we obtain 

& 1 3X1 + &2 3X2 = rx3 3  P 8R/8X 3 ' 

From the third component of (9.2.3), 

and combining this with (9 .4.3), 

where we have put 

(9.4.3) 

(9.4.4) 

(9.4.5) 
(The reader should note that contrary to some other standard notations, the letter h 
stands here for the reciprocal of the angular momentum.) 
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Simultaneous integration of equations (9 . 3 . 12), (9.4.4), (9 .4. 1), and (9 .4.2) solves 
the problem, since together they give all the elements required from (9 .2. 14), that is, 

(9.4.6) 

Thus, by referring his analysis to a system based on the osculating orbit plane (as 
expressed in Eqs. (9.2.3), Hansen was able to separate the motion in the osculating 
orbit plane from the perturbations of that plane itself, a common feature with 
numerous formulations since his day. 

5. POLAR COORDINATES FOR MOTION IN THE OSCULATING PLANE 

We now examine the equations of motion in the Xl, X 2 plane in polar coordinates. 
Using (9.3 .2), Eqs. (9. 3 . 12) yield, after some manipulation, 

.. ' 2 f.1 8R r - re + r2 
= f.1 8r' 

2 " . '  8R r e + 2rre = f.1 ae' 
(9 . 5 . 1 )  

As in (9 . 3 . 12), these equations were derived for the osculating plane, but have the 
same form as for inertial coordinates. Since we are dealing with the osculating orbit, 
it follows that r and e, in perturbed motion, are expressed by the standard equations 

an . f, r = � e sm ,  
v 1 - e2 

. a2nJ1=7 e = 2 ' r 

(9.5 .2) 

(9.5 .3 ) 

where n = fiR, and the elements are understood to have their osculating values . 
We also note for later reference that (9.4.5), in polar coordinates, yields the angular 
momentum 

(9.5 .4) 
or, using (9. 5 .3), 

h = Va(l � e2) ' (9 .5 . 5) 

Though (9. 5 . 1 )  is a standard description of the motion for many applications, 
Hansen proceeds to reformulate these equations, presumably for computational 
convenience. 
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If there were no perturbations after time t = to, we would have the usual 
relations, 

r(O) = ao(l - e6) . 
1 + eo cosj(O) '  

PO) = () - lIo, 

(9.5 .6) 

(9.5 .7) 

(9.5 .8) 

(9.5 .9) 

where the sUbscripted elements are constants. Suppose, with Hansen, that we take 
the motion in the perturbed case to be described by a corresponding set, which 
still uses the elements 0(0' eo, lIo, To given at to : 

and add to these 

_ ao(1 - e6) r = -----'--= 1 + eo cos!, 

1= () - lIo, 

tan I = /1 + eo tan � 2 1 - eo 2 ' 

r = 1'(1 + v). 

(9.5 . 10) 

(9.5 . 1 1 ) 

(9.5 . 12) 

(9.5 . 13 )  

(9.5 . 14) 
Here () represents the argument of latitude based on the instantaneous osculat­

ing orbit . By virtue of Eq. (9 . 5 . 1 1 ), which retains lIo in the role of argument of 
perigee, (though not measured from the node) the angle () defines a "quasi-true" 
anomaly J This differs from the unperturbed and perturbed true anomalies, j(O) 
andf, defined in Chapter 6 through Kepler's equation for the osculating orbit at to 
and the instantaneous osculating orbit. This second set of conic equations defines 
l' and I through E and "localizes" the in-plane perturbations in terms of z and v. 
Hence, rather than solve (9 . 5 . 1 )  directly for the polar coordinates, Hansen conducts 
his analysis in terms of the variables z(t) and v(t) or further transformations of these. 
Once z and v have been determined for a particular value of time, the computational 
process is clear : z allows us to compute E by (9.5 . 1 3), and thenlby (9.5 . 12). From 
this we find () by (9 . 5 . 1 1 )  and r by (9.5 . 10). Using the value of v, we obtain r by (9.5 . 14), 
and then Xl and X 2 from (9 .3 .2). 
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In the remainder of this section we derive differential equations for z and v.  
The reader interested in the essentials of Hansen's method may want to bypass these 
in favor of Section 8, where the standard formulation for inplane perturbations 
in terms of Hansen's W function is taken up. 

We obtain a useful differential equation for v as follows. From (9 .5 . 14), 
.. I'r - rr rr - rr . 

v = --- - 2 --- r. 1'2 1'3 
Then we rewrite (9 . 5 . 10) as 

where, from (9 .5 . 5), 

1 h� h� eo cos! - = - + ---"----=---'-
r f1 f1 

I f1 ho = V ao(1 - e6) ' 

Differentiating (9. 5 . 1 6) with respect to time once, we obtain 

11r2 = (h6 eo sinJ/f1)(), 
since () = J Differentiating (9 . 5 . 1 8) leads to 

r _ 2 r = 0 eo sm 8 + = _ � (}2 . 
.. ' 2 h2 . j- ( 1 h2) 
r2 r3 f1 r f1 

If we multiply (9 . 5 . 1 8) by 2r, and (9 .5 . 19) by r, and add, we get 

r - + 2 --- r =  - r + - - - r . 
r rr - rr � h� eo sin! d ( 2e' ) ( 1 h6) e' 2 ,2 1'3 W dt , r  f1 

Introducing (9 . 5 .20) in (9. 5 . 1 5) gives 
v = � (f1

0R _ £) _ h� eo sin! oR 
+ 

h6 r(}2 , 
I' or r2 r oe f1 

where we have used (9 .5 . 1 ) .  Now we can also write the second of (9.5 . 1 )  as 

2 ' f1 fOR r e = ho 
+ f1 oe dt, 

reflecting the perturbation of angular momentum. From this 

(9 .5 . 1 5) 

(9 . 5 . 1 6) 

(9 . 5 . 17) 

(9 . 5 . 1 8) 

(9 . 5 . 19) 

(9. 5 .20) 

(9 .5 .21 ) 

(9. 5 .22) 
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Denoting 

and using (9. 5 . 14), we can write (9.5 .21) as 

.. /1 /1 oR h� eo sin 1 oR 2 /1 /1 2 V + - v = - - - - + - s  + - s r3 r or r oe r3 r3 ' 

which is the desired equation. 
To derive a corresponding equation for z, we note from (9 . 5 . 1 1 ) that 

8 = (dl!dz)z. 
But (9.5 . 12) and (9.5 . 1 3) lead to 

dl!dz = /1/hor2, 
which, when used with (9. 5 .25), gives 

2 • 

Z = h0-28 = ho r e 
/1 r /1 (1 + V)2 ' 

However, (9.5 .22) and (9. 5 .23) give 

and so, 

z =  

which is an equation relating z and t. 

l + S  
( 1 + V)2 ' 

(9 .5 .23) 

(9. 5 .24) 

(9.5 .25) 

(9. 5 .26) 

The right-hand side of (9 . 5 .24) is of the same order as the perturbing force, 
but it also includes some terms of higher order. Thus v = O(R). Knowing this, 
we can rewrite (9. 5 .26) as z c:::: 1 - 2v + S + O(R2) ;  thus z - t is also of order 
of the perturbing force.* 

*The reader may justly question the merits of the transformed equations (9.5 .24) and (9.5 .26), 
whose right-hand sides still contain the original coordinates r, fi, both explicitly and within S. 
In practice their unperturbed values would serve to yield first-order results for v and z, etc. 
But then, similar iterations could be used in solving (9.5 . 1 )  directly. The vindication of the new 
formulation comes from its computational merits ; this is discussed further in Section 7. As 
pointed out earlier, the equations for v and z are not used as a prime computing algorithm in 
Hansen's standard procedure. Rather, another set of manipulations is given which leads to the 
so-called W function, whose computational advantages will be the subject of a still later dis­
cussion. 
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6. EULER ANGLES FOR MOTION OF THE OSCULATING PLANE 

Turning to the orientation of the Xl' Xl plane, equations (9.2.8) and (9.4.4) lead 
directly to 

di/dt = h r cos (8 - 0") oR/ax 3 ,  

d" = h r sin (8 - 0-) cot i oR/oX3 . (9 .6 . 1 )  
We have, of course, from (9.2.5), that Q = (l/cos i)d". These can be integrated direct­
ly and introduced into 

cos <:p sin (A - n) = cos i sin (8 - 0-), 
cos <:p cos (A - n) = cos (8 - 0-), 

sin <:p = sin i sin (8 - 0-), 

(9 .6 .2a) 
(9 .6 .2b) 
(9 .6 .2c) 

which can be derived from elementary spherical trigonometry. Thus, <:p and A can 
be found, and using r obtained from (9. 5 . 14), we can solve for X l ' Xl' X 3 by (9.2.2). 

Again, Hansen chooses another approach. Since X 3  differs from its unperturbed 
counterpart by a quantity of at least first order we may write for (9.6 .2c) 

sin <:p = sin io sin (8 - no) + s, (9 .6 .3c) 
where s is that first-order quantity, and we have used the initial condition 0-0 = no. 
Now it may seem natural to introduce the corresponding structure into (9.6.2 a&  b), 
but Hansen chooses to write 

cos <:p sin (A - no - r) = cos io sin (8 - no) - s ftan io + 
q . ) , (9 .6 .3a) 

\: I( cos 10 
cos <:p cos (A - no - r) = cos (8 - no) + s p/I(. (9 .6 .3b) 
By introducing the perturbed variables s, p, q, r, 1(, Hansen has given himself more 
freedom than is necessary. Characteristically, this makes the formal manipulations 
more involved but ultimately results in certain advantages. 

The exact relations between these variables and the osculating elements, which 
serve as defining equations, can be obtained by somewhat tedious manipulations. 
They are : 

p = sin i sin (0- - no), } q = sin i cos (0- - no) - sin io , 
s = sin i sin (8 - 0-) - sin io sin (8 - no), 

. sin (0- - no)(cos i + cos io) 

} 
� � - � - r) =  , I( 

cos (0- - no)(l + cos i cos io) - sin i sin io cos (n - no - r) = , I( 
I( = 1 + cos i cos io - sin i sin io cos (0- - no). 

(9 .6.4) 

(9 .6 .5) 

(9.6 .6) 

(9.6 .7) 
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These equations can be verified by substitution into (9.6 .3) to obtain (9 .6 .2), a 
straightforward exercise which we omit. 

If we take the time derivative of p and q and use (9 .6 . 1) , we find 

p = hr sin (8 - 00) cos i oR , oX3 

. oR 
q = hr cos (8 - 00) cos i --. OX3 

(9 .6 .8) 

Thus p and q are of the order of the perturbing force. We note that (9.6 .5) can also 
be written as 

s = q sin (8 - 00) - p cos (8 - 00) ;  
hence, s is also of the first order. Further, 

K = cos io (cos io + cos i) - q sin io, 

(9 .6.9) 

(9.6 . 10) 

so that K is a quantity of 0(1) . Now differentiating one of the equations (9.6.6) and 
employing the other leads to 

thus r is of second order. We can write 
h = ho + O(R) ; K = 2 cos2 io + O(R), 

and so we can represent r with sufficient accuracy by 
ho f oR r = rs -- dt. 2 cos2 io OX3 

Even if we take r = r(O), this consists of second -order and higher terms. 

(9 .6 . 1 1 ) 

(9.6 . 12) 

In a similar vein, we can also find expressions for p and q in terms of s and its 
derivative. If we differentiate (9.6.9) with respect to time and utilize (9 .6 .8), we find 
sle = q cos (8 - Qo) + p sin (8 - Qo) . Combining this with (9 .6.9) leads to 

p = - s cos(8 - 00) + � sin(8 - 00), 

(9.6 . 13 )  

where e i s  obtainable from (9. 5 .3) as 
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Thus, if s and oS can be found, we can derive very reasonable approximations to r, 
sp, and sq, all second-order terms. 

In the historical development of reference 10 Hansen proceeds at this point to 
derive a differential equation for the quantity 

U = rs. (9.6. 14) 
We include that here for completeness though it is not essential to his standard 
method for out-of-plane perturbations, which is resumed in Section 1 1  with the 
introduction of a U-function. 

One defines 
� 1 = r cos(e - no), 

Then using (9.6.9), we find 

and from this, 

�2 = r sin(e - no)· 

ti = q�2 - P� l ' 
since q� 2 - jJ� 1 vanishes. * Further differentiation leads to 

ii = q�2 - P�l + q�2 - jJ� l ' 

(9.6 . 1 5) 

(9 .6 . 1 6) 

(9.6. 1 7) 

(9.6 . 1 8) 
Now if we solve (9.6 . 1 5) for r and e, differentiate these twice with respect to time, 
and use (9.5 . 1 )  we obtain 

(9.6 . 1 9) 

which is just a restatement of (9.3 . 12) for (J = no. Similarly, we find, employing 
(9.4.5), that 

� 1 �2 - �2� 1 = /l/h. (9 .6 .20) 
Substituting (9.6. 19), (9.6.20), and (9.6 .8) in (9.6 . 1 8), we obtain 

.. /l . oR ( oR OR) U =  - r3 U + /l COS l aX3 
+ /l \q O�2 

- P O� l ' (9 .6 .21) 

from which p and q must be eliminated. 
Combining (9.6 . 1 6) and (9.6 . 17), we find, with the aid of (9.6.20), 

/lP = h(�2ti - �2U), M = h(� lti - � lU), 
From these, 

(9 .6.22) 

*This fact was also encountered in the derivation of siB above. 
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Now 

and 

Also 

oR oR �2 oR � � 
- = - - - + - ­o� 1 08 r2 or r ' 

oR oR � 1 oR �2 
- = - - + - -0�2 08 r2 or r ' 

so that (9.6 .22) becomes 

Using (9. 5 . 14) 
d d - -
dt (r

2) = (1 + v? dt (r
2) + 2(1 + v)r2v . 

But d(r2)/dt = ed(r2)/d8 and 

Further, as we have seen, 

(9.6 .23) 

(9 .6 .24) 

where h is defined by (9 . 5 . 5) . With the aid of these expressions, (9. 6.24) becomes 

(9.6.25) 

and then (9 .6 .21), by use of (9.6.23) and (9 .6 .25), reads 

(9.6 .26) 
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We can cast this into the form 

ii + �u = [!!.. aft _ h5 eo siny aftJ_u
_ r3 r ar r ae 1 + v 

+ f-l cos i aft 
+ h aft lu - �J ' 

aX3 ae L 1 + v 

[8 

(9 .6 .27) 

which bears some resemblance to (9 .5 .24). As in the case of (9. 5 .24) and (9. 5 .26), 
we note that the right-hand side of (9 .6.27) contains r and e. 

7. USE OF DIFFERENTIAL EQUATIONS FOR v, z ,  AND u 

Although Hansen ultimately settles on an approach that lies beyond the differential 
equations for v, z, and u, it is worthwhile to halt at this point and evaluate the 
situation. Indeed, Perigaud [8] goes no further, pointing out that the application 
of Hansen's method as developed up to now already has certain advantages over 
the usual (Cowell) method of integrating three second-order differential equations 
simultaneously. The technique is as follows. Since v is a quantity of first order, we 
can ignore the last term on the right-hand side of (9 .5 .24), and also replace, in the 
resulting equation, all the perturbed quantities by the values derived from the 
osculating orbit at the epoch t = to. This serves to prescribe the partial derivatives 
of the disturbing function as well. Equation (9. 5 .23) then determines S, and (9. 5 .24) 
yields v, where we choose Vo = Vo = 0 at t = to. Integration of (9. 5 .26) gives us z, 
where Zo = to. At this point, we can find r by (9 . 5 . 14) and e by (9. 5 . 1 3), (9.5 . 12), and 
(9.5 . 1 1) . Then, if desired, the actual values of r and e can be used in (9. 5 .23), (9. 5 .24), 
and (9.5 .26) to give improved values ofv and z ;  however, in many cases the increased 
accuracy is not worth the effort. 

In equation (9.6 .27), the first and third terms on the right-hand side are of 
second order and usually may be ignored ; again, we replace the perturbed quantit­
ies by their osculating values at epoch. Solution of (9 .6 .27) thus yields u (and, of 
course, u), where uo = Uo = O. The quantities s and S can be found from (9.6 . 14) and 
its derivative. Then p and q are obtained from (9.6 . 1 3) and r from (9.6 . 12). In many 
cases, sp, sq, and r are too small to be of importance. Equations (9.6 .3) give cp 
and A, which with r, yield the rectangular coordinates by application of (9.2.2). 

We should note how cumbersome are the forms of (9.6 .3a) and (9.6 .3])) when 
we try to obtain cos cp sin A and cos cp cos A explicitly ; in addition, there is the 
awkwardness of passing from z to f and r analytically. 

8. THE W FUNCTION 

We have seen how Hansen represents perturbed motion in the osculating plane by 
the quantities P, £, v, and z in Eqs. (9.5 . 10) through (9. 5 . 14). We now show the 
additional manipulations leading to the so-called W function, which is related to v 
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and z, and whose series expansion provides the algorithm that has gained a 
reputation of numerical efficiency. ' 

We begin by writing the counterparts of (9.5 . 10) to (9. 5 . 14) in terms of the 
osculating elements : 

a(1 - e2) r = 1 + e cos!
, 

/ = e - X, 

tan £ = V 1 + e tan !!.-
2 1 - e 2 ' 

E - e sin E = g t + c; 

As already demonstrated in Eq. (9.5 .3) 

e = J .ua(1 - e2) 
r2 . 

But (9 .5 . 1 1) leads to 
e = (dJ/dz)i, 

and, by using (9.5 . 12), (9. 5 . 1 3), and (9.5 . 10), we obtain 

iJ J .uao(l - e6) 
dz y2 

Eliminating e from (9 . 8 . 5) and (9.8 .6), and employing (9 .8 .7) yields 

Now (9 .8 .2) and (9 .5 . 1 1) lead to 

/ = J- X + ITo, 
and this in (9.8 . 1 )  gives 

whence 

a 1 + cos]- e  cos (X - ITo) + sin]- e sin (X - ITo) 
r 1 - e2 

Ya r + Y cos] - e  cos (X - ITo) + r sin J - e  sin (X - ITo) 
rao ao(l - e2) 

(9. 8 . 1 )  

(9.8 .2) 

(9.8 .3) 

(9.8 .4) 

(9 .8 .5) 

(9.8 .6) 

(9.8 .7) 

(9.8 .8) 

(9 .8 .9) 
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Let us define 

� = 
e cos (X - ITo) - eo 

1 - e6 ' 

e sin (X - ITo) 11 = ------;;--1 - e6 

[8 

(9 . 8 . 10) 

It is obvious, since X differs from ITo, and e from eo, by quantities of order of the 
perturbing force, that � and 11 are also quantities of OCR). From (9.8 . 10) we obtain 

Utilizing (9 . 8 . 10) and (9.8 . 1 1), (9.8 .9) becomes 

ra r + r cosJ[  �(1 - e6) + eo] + r sinJ[ 11(1 - e6)] 
rao ao( l - e6)[1 - 2eo� - (1 - e6)�2 - (1 - e6)112] ' 

Equation (9 . 5 . 10) can be written as 

so that 

r - r -
1 + � - cos f + 11 - sin f ao ao 

Let us introduce the abbreviations 

A = 1 + (�rjao) cosl + (I1r /ao) sinl } 
B = 1 - 2eo� - (1 - e6)�2 - (1 - e6)112 ; 

then (9. 8 . 12) becomes r/r = (ao/a)A/B. Using this and (9. 8 . 1 1 )  in (9.8 . 8), 

(9 . 8 . 1 1 )  

(9 . 8 . 12) 

(9. 8 . 1 3) 

(9 . 8 . 14) 

Some other relationships of this type can also be found. Equation (9.5 . 14) gives 
1 + v = riP, from which 

1 + v = (a/ao)B/A. (9 . 8 . 1 5) 
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Also 

or 

h ao(1 - e6) 
ho a(l - e2) '  

Squaring (9 .8 . 1 5) and employing (9 .8 . 14) and (9 . 8 . 16) yields 

. ho 1 z = - ..,.,----__ '"" 
h (1 + v? · 

Also from (9.8 . 1 5), we obtain (� V = 1 _ 2 ao ::i + (ao\ 2 A2
. 1 + ;) a B a) B2 

Multiplying both sides of this by ho/h, using (9.8 . 14) and (9 . 8 . 1 6), 

or 

where 

ho ( V )2 ho h . 
h 1 + v = h - 2 ho A + z, 

h ( V )2 z = l + W+ h
O 

l + v ' 

- h ho h r � h r .  � W = 2 - - - - 1 + 2 - � - cos f + 2 - 11 - sm f 
ho h ho ao ho ao 

(9.8 . 1 6) 

(9 . 8 . 17) 

(9 . 8 . 1 8) 

(9.8 . 19) 

This is the W function which plays a central role in Hansen's method. Before 
proceeding, we will develop other forms for (9. 8 . 1 8) and (9. 8 . 1 9). As Hill* points out, 
(9. 8 . 17) allows us to rewrite (9. 8 . 1 8) as z = (1 + W)j(l - v2) or 

or 

Z = 1 + (W + v2)j(1 - v2). (9.8 .20) 
In addition, we can eliminate z from (9 . 8 . 17) and (9 .8 . 1 8), and find 

W= ho 1 - v _ I h 1 + v 

W = 2 ho _1 _ _  ho _ l .  h 1 + v h (9.8 .21) 

This last allows us to find W, ho/h, or v if the other two are known. 

"G. W. Hill, Amer. J. of Math, 4, 256, 1 88 1 ,  or Call. Math Works, 1, p.  348 . 
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9. EXPANSION OF THE W FUNCTION 

Now let us consider the Wfunction as given by (9. 8 . 19). The factors h, �, and ry 
are direct functions of t ; however, r and J are functions of time only through the 
Hansen variable z. As we have seen in the development immediately following 
(9 .5 .26), we can write z = t + (jz, where (jz includes all the results of the perturba­
tions and is of O(R). We may write 

W [h(t), �(t), ry(t), r(z),f(z)] = W[h(t), �(t), I](t), r(t + (jz),f(t + (jz)] . 
In regard to W, Hansen distinguishes those variables which are functions of time 
only through z by new symbols. He writes p for r, OJ for J ; he uses ( for z and r for t, 
so that now z = t + (jz becomes ( = r + (j(. For emphasis, he also removes the 
bar over Wwhen he uses these replacements . Then (9.8 . 19) becomes 

h ho h P h p . W = 2 - - - - 1 + 2 - � - cos OJ + 2 -h I] - sm OJ, 
ho h ho ao 0 ao (9.9 . 1 )  

The Taylor expansion of Wwith respect to ( ,  then, is 

( ) = ( ) oW(t, r) >.r � 
02W(t, r) ( >.r)2 . . . W t, z W t, r + or Us + 

2 or2 Us + , (9.9.2) 

where W(t, r) indicates that p and OJ are to be considered as functions of r only. 
Thus r enters the motion only through the Kepler-type equation (9.5 . 1 3), involving 
z( = 0, while the direct time dependence of the osculating parameters h, �, I] is 
expressed with t. This distinction is known as Hansen's device and its computational 
advantages will appear in the next section. 

We write the expressions p and OJ, which are the same as (9 .5 . 10) through 
(9. 5 . 1 3) with appropriate symbol changes, as : 

_ ao(l - e6) 
p = 1 + eo cos OJ' OJ �+ eo 8 tan - = - - tan -

2 1 - eo 2' 

8 - eo sin 8 =  � (( - To), V a6 

where we have used 8 for E. Now since ( = r + (j( where (j( contains all the terms 
dependent on the disturbing function, the quantities p and OJ become, when (j( is 
suppressed, the same as their unperturbed counterparts, r(O) and PO) . Since we 
still need the distinction between quantities associated with t and r, we denote 
them by p and OJ, which we take to mean the Keplerian r and!, dependent on the 
constant elements ao, eo, and To. W(t, r) then becomes 

h ho h p h p . W(t, r) == Wo = 2 - - - - 1 + 2 - � - cos OJ + 2 - I] - sm OJ. (9.9 .3) ho h ho ao ho ao 
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The terms in Wo are at least ofthe first order since, as has been shown, h = ho + 
OCR), and � and t], too, are both of the order of the perturbing force. We have also 
seen that b, (bz) is of the order of R. Thus in (9.9 .2), the first term on the right-hand 
side is of first order, the second is of second order, etc. We may then turn our 
attention to Wo and first-order terms, with the realization that higher-order terms, 
if desired, can be introduced by including the derivatives of Wo as indicated by 
(9 .9 .2). Thus, a systematic procedure evolves which hinges on one quantity, 
namely, the W function. 

10. EVALUATION OF Wo 
Now the values of ho and ao are fixed, and those of p and w can be generated at any 
time from Keplerian motion. The change of Wo with t, as t influences the osculating 
elements h, �, and t], must thus be investigated. Utilizing (9. 8 . 10) yields 

h ho h p 
Wo = 2 -h 

- -h 
- 1 + 2 -h (1 

2) {e cos (X - ITo) cos W 
o 0 ao - eo 

+ e sin (X - ITo) sin w - eo cos w}. 
But we may write f = 1- w - (x - ITo - w), and p eo cos w = ao(l - e6) - p, 
so that, then, 

Use of (9 .5 .2), (9 .5 .3), and (9 .5 . 5) leads to 

re - h = he [cos (J- w) cos ex - ITo - w) + sin (J- w) sin (X - ITo - w)] , 
and 

f = he [sin (J - w) cos (X - ITo - w) - cos (J - w) sin (X - ITo - w)] , 

whence he cos (X - ITo - w) = f sin (J - w) + (re - h) cos (J - w). 

Further, (9 .5 . 17) can be written as 

1 ho 
hoao(1 - e6) f1 

These last two expressions in (9. 10. 1 )  yield 
2hop - . 2hop . - ho 2phoh -

Wo = -- cos (j- w)r8 + -- sm (j- w)f - -h 
- 1 + --[ 1  - cos (j- wn 

f1 f1 f1 
(9 . 10.2) 
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Since higher-order effects in the ,,-dependence of  W have already been allowed for 
in (9 .9 .2), we may treat (9 . 10.2) as if " were constant ; only the t-dependence of Wo 
must be studied, and the latest manipulations have simply changed from the 
osculating parameters h, �, 11 to r, e, h,j(both groups being equivalent to a, e, X - ITo). 
The calculation of Wo(t) now proceeds most conveniently by forming its derivative 
with respect to t (ignoring " I). This will be the basis for iterative quadratures, where 
nth order approximations for r, e, h,Jin the integrand yield the (n + l )th approx­
imation for Wo in the familiar manner. Thus, from (9 . 10.2) 

oWo 2hop { - . . " - . df - = -- cos (f - OJ)(re + rtJ) - sin (f - OJ)re -d i at f1 Z 

From (9 . 5 .4) 

+ sin (f - OJ)1' + cos (j- OJ)r dfi - [cos (j- OJ) - 1]1i 
dz 

. - df } ho ' + sm (f - OJ)h dz i + h2 h. 

. f1 2 " • •  h = -
(r2()? 

(r e + 2rre), 

and utilizing the second of (9 . 5 . 1 ), 

Ii = _ h2 oR/oe. 

(9 . 10.3) 

(9 . 10.4) 

If we substitute this, along with both of (9 .5 . 1), (9 . 5 .2), (9 .5 .3), and (9 .8 .7) and (9 . 8 . 8), 
in (9 . 10.3), we obtain, after some simplification, 

oWo { P - h2p [ - ] }OR _ oR --at = ho 2 --;: cos (f - OJ) - 1 + 2 -----;: cos (f- OJ) - 1 oe 
+ 2hop sin (f - OJ) &:. 

(9 . 10.5) 

For some applications a simplification in this expression results if one treats the 
term - ho oR/oe separately. Anticipating (9 . 10.6), one recognizes this factor as 
- (d/dt)(ho/h). 

The appearance of oR/or and oR/oe in the right-hand side of (9 . 10.5) opens 
the way for the usual order-of-magnitude arguments. Since we are interested in Wo 
only to first order, and the components of the disturbing force are already multi­
plicative factors, we can replace r by r(O),fby PO), and h by ho, and, further, evaluate 
the partial derivatives of R in terms of these. Since f - OJ is O(R) we see that oW% t 
contains some terms of 0(R2). 

The complete procedure now becomes clear. We integrate oW% t with respect 
to t, Wo(t = to) = 0 being the initial condition for departure from the osculating 
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orbit at to . We then evaluate p and OJ at , = t, to obtain Wo o Now we can cast 
(9. 10.4) into the form 

d (ho) oR " 
dt h = hOae" (9 . 10.6) 

Thus, we can also find ho/h, which, with Wo, gives us v to first order by using (9.8 .21 ). 
Higher-order terms follow from the derivative of Wo with respect to " as given in 
(9.9.2), where 15( (l5z) is found by integrating the second term on the right-hand side 
of (9.8 .20). We recognize that in the formalism of Hansen, the bar appears again 
over Was soon as , is changed to t. We also note that z, as given by the integral of 
(9 .8 .20), involves terms of second order ; so did Wo according to (9 . 10. 5). As a 
consequence, the accuracy of Hansen's "first-order" perturbations is higher than 
that normally obtained. 

11. THE U FUNCTION 

To complete Hansen's method, we can also introduce a function U into the per­
turbations of the osculating plane, which plays a role analogous to W Repeating 
(9 .6.9), we have s = q sin (8 - no) - p cos (8 - no). To establish an analogy with 
the in-plane case, we write 

U(t, z) = s. 

As with W, we expand a in a Taylor series, 

where 

oU(t, ,) U(t, z) = U(t, ,) + 0, 15( + . . .  

(9. 1 1 . 1 )  

(9. 1 1 .2) 

U(t, ,) == U 0 = q sin (OJ + ITo - no) - p cos (OJ + ITo - no), (9. 1 1 . 3) 

and we have used 8 = ] + ITo with] being rewritten as OJ. Thus, 

aU % t  = q sin (OJ + ITo - no) - p cos (OJ + ITo - no). 

But with the aid of (9.6 .8), where 8 = J - ITo, this becomes 

AU % t  = hr cos i sin (OJ - J) oR/oX 3 .  (9. 1 1 .4) 

Since OJ - Jis O(R), aU  % t  = O(R2) and we may replace h by ho, r b y  r(O), i b y  io, etc., 
also in oR/oX 3. Iterative quadratures of (9. 1 1 .4) with respect to t may be executed 
as we did for oW% t. Since OJ is a function of T it is treated like a constant in these 
manipulations. * 

*Referring to our discussion of (9.6. 1) and (9.6.2), we see that direct integration of the time 
derivatives of i, .a, fl, as practised by some authors for the out-of-plane motion, fails to introduce 
higher-order terms to the first approximation, as Hansen does by his series development for U. 
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Having obtained s ,  we still need oS to compute p and q by (9.6 . 1 3). This follows 
to the same order of approximation from the obvious relation oS = d Uo/dt, calling 
for the total time derivative of Uo (with all time dependencies taken into account). 
One way of accomplishing this is by writing 

d Uo(t, z) = au o(t, r) + � f(OU 0) dt. dt at or at (9. 1 1 .5)  

Here the first term on the right denotes (9. 1 1 .4), with r replaced by t ,  and the second 
represents the result of integrating (9. 1 1 .4), then differentiating with respect to r, 
where ill = ill(r) and 15 = p(r), and replacing r by t. Thus s and oS have been calculated 
to the first level of approximation. Further refinements may be obtained, once 
b( is known from the in-plane solution, by going to the next term in the expansion 
(9. 1 1 .2) for U(t, z) . 

The remaining procedure is evident : p and q, of OCR), follow from (9 .6 . 1 3), 
K = 2 cosz io from (9 .6. 10) as 0(1), then r by quadrature of (9.6 . 1 1 )  as o{ip). Finally 
(9.6 .3c) yields sin cp and (9.6 .3a), (9 .6. 3b) can, with effort, be rearranged to yield 
cos cp cos A and cos cp sin A. This completes the necessary trigonometric terms to 
compute X l ' Xz, X 3 by (9.2.2) with the help of r from the in-plane solution. 

12. A SURVEY AND EVALUATION OF HANSEN'S METHOD 

In the preceding sections we have covered the essential development of Hansen's 
method in considerable detail. We chose to carry the successive manipulations for 
in-plane and out-of-plane motions in parallel : first in terms of polar and cartesian 
coordinates, then in terms of z, v, u, and finally in terms of Wand U. At the risk of 
some redundancy, it may be helpful to summarize the governing relations in direct 
sequence from r, e to Wfor the in-plane motion and from Euler angles to U for the 
out-of-plane motion. 

12.1 .  Relations for the In-Plane Motion 

The quasi-conic relations (9.5 . 10)-(9.5 . 14) represent relations between r, e, and a 
specially defined set of orbit elements. Here a key role is played by the quantities 
v and z, also known as the perturbations in the radius and time. Their relation to W 
is crucial. Comparing (9. 5 . 1 1 ), in terms of the quasi-true anomaly, with the corre­
sponding equation for the osculating orbit (9.8 .2) we obtain f - 7 = lIo - x, 
that is, the difference between angular elements rests in the perturbation of the 
argument of perigee. This quantity pervades equation (9.8 .9), the definitions 
(9 . 8 . 10), and (9 .8 . 1 1 )  through (9 . 8 . 1 3). We are then led to expressions (9.8 . 14) for z, 
(9 .8 . 1 5) for (1 + v), and (9.8 . 1 6) for the ratio between perturbed and unperturbed 
angular momenta. A straightforward combination of these results yields (9.8 . 1 8) 
and (9.8 . 19) ; in (9.8 . 1 8) the first-order effects of z are restricted to those due to 
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W, and thus the importance of this quantity begins to emerge. It is important to 
note that in W, according to (9. 8 . 19), only r and J are dependent on z, so that 

8W 2h - -- = 2) [eo sinf(1 + e cosf) - e sinf(1 + eo cosf)] . 
8z ao(l - eo (9 . 12 . 1 )  

A similar expression may be found for v.  Starting with (9 . 5 . 14) we have 

1 r df ] 
v = f � - dz =

(1 + v )  , 
where we substitute r = he sinf, 

d? ll eo sin 1 
dz hoao(l - e6) 

and ho 
= = ---'---; 

h(1 + V)2 

from (9 . 8 . 17) . Comparison of the resulting equation with (9. 12 . 1 )  yields 

v = -18 W/8z. (9 . 12.2) 

This relation offers an alternative means for calculating v from W instead of 
proceeding by (9. 10.6) and (9.8 .21) .  Equations (9. 12.2) and (9.8 . 1 8) provide z and v 
once W has been calculated to a given order of approximation. The latter becomes 
the central operation in Hansen's procedure, especially since it provides a built-in 
capability for successive refinements. Equation (9.9 .2) provides the basic series 
development for W in terms of , (an alternate notation for z) the perturbation 
of the time. This enters the Kepler-type equation (9. 5 . 1 3) for Hansen's coordinates 
and thus p and w (alternate notations for ? and ]) while the coefficients of (9.9.2) 
are also functions of time, through the osculating elements. The distinction 
between these two time-dependences, denoted by 1: and t, is the basic device for 
Hansen's computational approach to W 

The coefficients of (9.9 .2) are evaluated by recursive quadratures of their 
derivatives with respect to t, in terms of the disturbing function R, for successive 
levels of approximation, as in the solution of Lagrange's planetary equations. 
Thus, the integrand for the first term in (9.9 .2) is given by (9 . 10.5), yielding an 
approximation to O(R) with the inclusion of some higher-order terms. Quadratures 
of(9. 12.2) and (9. 8 .20) then yield v and z to the same accuracy, where we use v = z = 0 
at t = to if starting from true elements. Using the result for z (as 0 in (9.9 .2), we 
may include the 8V1181: term for a better approximation, etc. Having obtained 
W, v, and z to the desired accuracy, we obtain E from (9.5 . 1 3), f from (9.5 . 12), and 
? from (9 .5 . 10). Thereupon e and r follow from (9 .5 . 1 1 ) and (9. 5 . 14) to complete the 
in-plane solution. 

file://-/dWjdz
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12.2. Relations for the Out-of-Plane Motion 

The well-known trigonometric relations (9.6.2), in terms of perturbed angular 
variables, are the point of departure. Hansen rewrites this right-hand side in terms 
of the osculating parameters ip and Qo at to and the additional variables s, p, q, r, K. 

The relations (9.6.4)-(9.6 .7) between these variables and the perturbed geocentric 
angles i, (J, e are manipulated to yield s = s(p, q, e) in (9 .6.9), p = p(s, s, e, e), and 
q = q(s, s, e, e) in (9.6 . 1 3) ; furthermore p = p(aR/aX 3, e, h, r, i), q = q(aR/aX 3, 
e, h, r, i) in (9 .6 .8) as well as t = t(aR/aX 3, s, h, r, i) in (9.6 . 1 1 ) .  Now one denotes s = 
U(t, z) and distinguishes between the t-dependence of p, q in (9.6.9) and the '[­
dependence of e to obtain a series development for U in (9. 1 1 .2) analogous to (9.9 .2) 
for W Its leading term is obtained by quadrature of au o(aR/ax 3, w)/at, as given in 
(9. 1 1 .4), with the help of (9.6 .8) and renders a first approximation to s. Similarly, s 
follows from d Uo/dt according to (9. 1 1 . 5) .  With the help of s, s one calculates p, q 
from (9.6 . 13 )  and r from (9.6 . 1 1 ) .  The quantity K is obtainable to 0(1 )  from (9.6 .7) . 
Thereupon (9.6 .3) leads to sin cp, cos cp sin A, and cos cp cos A needed to compute 
Xl > X2' X3 from (9.2.2). Note that the calculations are greatly simplified for a first 
approximation because p, q, r, and K may be ignored in (9.6 .3), since they belong to 
higher-order terms. 

12.3. Application. Oblateness Perturbation 

We will follow the sequence of operations outlined above, executing some of the 
quadratures analytically, to illustrate an approach to a "first approximation" to 
oblateness perturbations by Hansen's method. We will also indicate where, and 
why, numerical evaluation should supplement the analytic approach. 

The initial conditions will be taken in terms of osculating elements ao, eo, io, 
Qo, To, Po at time to, where Po stands for the argument of perigee, a departure from 
the usual nomenclature to avoid confusion with other uses of OJ in Hansen's 
notation. 

The question of an independent variable must be settled next. If time itself is 
chosen we have, obviously, no recourse except to expand the disturbing function, 
etc. in the way discussed in Chapter 8. For reasons that must be clear to the 
reader by now, we shall not follow that approach. Rather we adopt the true anomaly 
as the independent variable. We take 1 � PO), the unperturbed anomaly for the 
orbit at to, in a first-order analysis ; for simplicity we will drop the superscript zero. 
The initial value offwill be denoted by fa .  The independent variable for the inte­
gration is changed from time to true anomaly by the usual relation 

We need explicit expressions for aR/ae and oR/or in (9. 10.5) .  These follow in a 
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straightforward manner from the first-order oblateness potential 
- 2 4 oR - 3J2R (1 + eo cos !) . .  2 .  . 2 -0 = 2 4(1 2)4 [1 - 3 sm 10 8m (f + Po)] , r ao - eo . 

oR - 3J2R2(1 + eo COS !)3 . 2 . . 

oe = 2aW _ e6)3 sm 10 sm 2 (f + Po), 

oR - 3J 2R2 sin 2io(1 + eo cos f)4 . 
oX 3 

= 2aW - e6)4 sm (f + Po)· 

303 

(9 . 12.3) 

To calculate Wo, we set all the orbit elements in (9 . 10.5), including those in 
oR/oe and oR/or, equal to their values at the epoch, and remember that p and w 
do not participate in the integration. Now we may write oW% t = (oW% f)(df/dt) 
where ,the partial derivatives are to be interpreted in the spirit of Hansen's device. 
Thus, 

oWo 3J2R2p(1 + eo cOSf) { . . 2 . •  

of = - aW - e6? 
[(2 + eo cosf) cos (f- w) - 2J sm 10 sm 2(f+po) 

+ [1 - 3 sin2 io sin (f + Po)]( 1  + eo cos!) sin (f - W)} 
Integrating this expression between the limits fo and f and, thereafter, setting 

w = f, p = ao(1 - e6) 
, 1 + eo cos f 

where 

ho + 1 - ­h ' 

A = 1 - cos (f - fo), 

B = (f - fo) sinf + ! cosf - ! cos (2fo - !), 

(9. 12.4) 

c = H1 - cos (f - fo)] + t cos (fo + f) - i cos 2f - A cos (3fo - !), 

At = �[cos (f - fo) - 1J + ! cos 2(fo + Po) + 1 cos (2f + 2po) 

- t  cos (fo + f + 2po) - 172 cos (3 fo - f + 2po), 
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B' = i(fo - f) sinf + i[cos (2fo - f) - cos fJ 

+ !  cos (fo + 2po) + i cos (3fo + 2po) + ± cos (f + 2po) 
-i cos (2fo - f + 2po) - i cos (410 - f + 2po) + l4 cos (3f + 2po), 

C' = i[ cos (f - fo) - 1] - i cos (fo + f) + ± cos 2f + i cos (3fo - f) 

+ i cos 2po + /2 cos (2f + 2po) + i COS (fo + f + 2po) 

[ 1 2  

- 156 COS (fo - f + 2po) - /6 COS (fo - f - 2po) - l4 COS (3fo - f + 2po) 

+ is cos (3fo + f + 2po) - /6 cos (5fo - f + 2po) + l4 COS (4f + 2po)· 

In performing these quadratures we have taken into account the initial conditions 
Wo = 0 and ho/h = 1 atf = fo . To find the explicit expression for the last two terms 
in (9. 12.4), we recall from (9. 10.6) that 

ho Jt 1 - h = - ho to aft. 
ae dt. 

Changing to f as independent variable and substituting from (9 . 12.3) we find 

+ eo cos (f + 2Po)I . (9 . 12.5) o 
We next consider the different ways of calculating v and z from Woo Indeed, 

the simplest-looking expression for v is (9 . 12.2). Here the quantity a w/az represents 
the derivative of W (or, to first order Wo) with respect to z wherever this variable 
enters that function through the Kepler-type equation (9.5 . 1 3). It is specifically 
contained in r and]' But these quantities were treated as constants, p and OJ, during 
the integration of (9. 10.5) by Hansen's device. An intermediate result of that 
calculation was 

- 3J2R2 { 3 2 1 2 3 2 3 (2: sin io - l)[Jeo sin OJ + (1 + 2:eo) cos (f - OJ) 
a (1 - eo) 

-±e6 cos if + OJ) + teo cos (21 - OJ) 

+ /2e6 cos (3f - OJ)] 

+ sin2 io[! cos 2(f + Po) + ieo cos (3f + 2po) + 
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+leo cos (f + 2po) - -!-(1 - le6) cos (f + ()) + 2po) 
- 156e6 cos (f - ()) + 2po) - l6e6 cos (f - ()) - 2po) -ieo cos (2f - ()) + 2po) 

- l2(7 + �e6) cos (3f - ()) + 2po) 
+ 4\e6 cos (3f + ()) + 2po) - ieo cos (4f - ()) + 2po) 

- l6e6 cos (Sf - ()) + 2PO)J}f fo 
Equation '(9. 12.2) suggests that we form 

8F _ (8F 8p 8F) 8(}) _ 8Wo - - - - + - - - -

8( 8p 8(}) 8(}) 8( 8( 
, 

thereafter substitute r for p, f for (}), and integrate with respect to t to obtain v. 
In the established notation this reads 

1 Jto (8Wo )  v = 
2" t -ar- dt. (9. 12.6) 

An alternative approach, which does not require another involvement of Wo in a 
quadrature, originates from (9 .8 .21), which may be written in the form 

2ho/h 
v = - 1 .  ( Wo + 1 + ho/h) 

(9. 12.7) 

After substitution of (9. 12.4) and (9. 12.5) into this equation it can be evaluated in a 
straightforward, albeit laborious, manner. 

We follow neither of the paths sketched above, but choose to solve for v 

numerically. The reason is that having v, one must next find z, then use (9.5 . 12) 
and (9.5 . 1 3 )  to obtain 1 and ultimately r, and none of these steps is accomplished 
analytically with a small effort. (Furthermore, we must face up to contending with 
(9 .6 .3) and converting to the trigonometric parts of (9.2.2) before the final answer 
is in hand.) Thus we intend to exploit the dominant role played by the W-function 
for in-plane perturbations, but capitalize on numerical evaluation of it where 
appropriate. 
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We obtain z from (9 .8 .20), noting that v2 = o(1F) ; the required first-order 
result is simply dz/dt = 1 + Wo, or in terms off, 

_ a6/2(1 - e�)3/2Jf Wadf 
z(f) - t + /11 /2 

fa 
(1 + eo cosf)2 ' (9 . 12.8) 

Since the form of (9. 12.4) also does not encourage a literal development of this 
quadrature, the computation of z will be done numerically. Substitution of the 
results from (9. 12.7) and (9 . 12.8) into (9 . 5 . 10)-(9 .5 . 14) provides us with r and e. 

We now proceed to the out-of-plane perturbations and calculate Uo(f) in a 
manner quite analogous to Wo(f). Substituting oR/oX 3 from (9 . 12.3) into (9. 1 1 .4), 
we obtain 

au 0 3J 2R2 cos io sin 2io . 
(f )

. 
(f )(1 f) -- = 2 2 sm + Po sm - w + eo cos . 

of 2ao(1 - eo) 
(9 . 12.9) 

Integration between the limitsfo andfwith subsequent substitution off for w yields 

Uo(f) = 3J 2R2 cos io sin 2io 
8aW - e�)2(1 + eo cos f) 

x { 2(f - fo) cos (f + Po) - sin (f + Po) - sin (f - 2fo - Po) - 2eo sin Po 

- 2eo sinfo cos (f + Po) + 2eo sinfcos (f - Po) 

+ teo sin (2f + Po) -teo sin (f - 3fo - Po) 

- eo sin (f - fo - po)} . (9 . 12. 10) 

This represents s according to (9. 1 1 . 1 ) . With the help of this result we can calculate 
sin cp, cos cp sin A, and cos cp cos A to first order (numerically) by means of (9 .6 . 3), 
where we employ the previously computed value for e.  Combining these results 
with r, as calculated above, in equations (9 .2.2), brings us to Xl ' X2, X3 . 

For a full evaluation of (9 .6 .3) we also need p, q, K, r, all of which enter only 
through higher-order contributions. They require the calculation of s, which we 
consider as a matter of general interest. In the expression (9. 1 1 .5) 

we observe that 

000 000 df 
at = a! dt ' 
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A first-order evaluation of this term is to be obtained with the help of (9. 12.9), but as 
we let w approach fit vanishes. To calculate the second term in (9. 1 1 . 5) we need the 
intermediate result U o(f), which is found in the process of deriving (9. 12. 10) :  

3J 2R2 cos io sin 2io 
Uo = 8aW - e�? 

Hence 

and 

x {2fCOS (w + Po) - sin (2f + Po - w) + 2eo sinfcos (w + Po) 

- teo sin (3f + Po - w) - eo sin (f + Po - w) r 
fa 

3J2R2/11 /2 cos io sin 2io (1 + eo cos W)2 
8a6/2(1 - e�f/2 

x {- 2fsin (w + Po) + cos (2f + Po - w) - 2eo sinfsin (w + Po) 

+ teo cos (3f + Po - w) + eo cos (f + Po _ W)}f 
, 

fa 

auo 3J2R2/1 1 /2 cos io sin 2io(1 + eo cosf? S = -
a
-
,
- = -=---'---=8-a-;;-6/";2':-c(1-_-e-;�;c.:f"'/-;;-2 --=---'-'---'-

x { 2(fo - f) sin (f + Po) + cos (f + Po) - cos (f - 2fo - Po) 

-teo cos (f - 3fo - Po) + eo cos (f + Po - fo) - eo cos (f+ Po + fo) 

- eo cos (f - Po - fo) + -teo cos (2f + po)} , (9. 12. 1 1 ) 

which checks with a direct differentiation of (9. 12 .10) according to 

dUo dUo df 
dt df dt ' 

Since actual ephemeris computations require periodic rectification of the 
orbit, we next consider that operation. Instead of executing a cumbersome numer­
ical differentiation to estimate the velocity vector, and hence orbit elements, the 
present case offers a more direct way of calculating orbit parameters, based on the 
conservation of energy and polar angular momentum. 
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Since the semi-major axis o f  the osculating orbit represents the total energy 
for unperturbed Keplerian motion according to p/a = p/r - (1/2)v2, the law of 
energy conservation in the presence of the perturbing potential becomes 

= 0, 

where a = a(t) and r2 = xi + x� + x� . This yields 

From the definition h6 = p/ao(1 - e6), etc., one also finds 

[ (h ) 2J l /2 
e = 1 - a

a
o (1 - e6) h

O . 

Next, we utilize the elementary conic-section equations e sin E = ± (rr)/a 1 /2 and 
e cos E = rv2 - 1, where 

v2 = p a - �) , (rr? = r2v2 - a(l - e2) and a(l - e2) = ao(1 - e6)(ho/hl 

Thus, E = tan - 1 (e sin E/e cos E), the correct quadrant being identifiable by 
comparison with the unperturbed case. Then t follows from Kepler's equation. 

From the definition of h and conservation of polar angular momentum we have 
[(p/h) cos i] ;o = 0 and hence cos i = (h/ho) cos io . Finally, the usual anomaly con­
version yields 

[(1 + e) 1 /2 EJ f = 2 tan - 1 
1 _ e tan 2 ' 

wherefnow denotes the perturbed true anomaly at the new epoch. Thereupon the 
well-known trigonometric relations sin (p + f) = sin cp/sin i and sin (2 - Q) = 
tan cp/tan i yield p, the new argument of perigee, and Q, to complete the set of 
rectified elements. 

The characteristics of this example were investigated by A. G. Lubowe as part 
of a detailed comparison of several perturbation methods. To mention a few 
highlights, the standard to which the method was compared was a purely numerical 
integration programmed in double precision and taking 25 sec of electronic 
calculator time for a little over nine satellite periods (24 hours of "real time" in this 
case). The "step size" giving the most accurate values for the Hansen method was 
about 125 sec ; the total computation required 12·2 sec, and gave a root-mean­
square error of about 350 ft, with a maximum error of 530 ft . By contrast, a first-
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order variation of parameters method gave its smallest root-mean-square error 
(1 550 ft) with a step size of 25 sec and total computation time of 46.2 sec ; the maxi­
mum error was about 2200 ft. 

13. COMMENTS ON THE METHOD 

Hansen's method has some rather distinctive features. First there are the ideal 
coordinates based on an orbit plane containing the instantaneous radius vector 
and thus introducing the condition of osculation. A second aspect consists of 
transforming the z, v, s equations to those for W, U, which reduces the key variables 
to one for in-plane and one for out-of-plane perturbations. Third, there is Hansen's 
device distinguishing between time dependence through the anomalistic motion 
and in the changing orbit geometry. This idea is akin to the recognition of "fast" 
and "slow" variables in modern averaging methods. 

It is significant that Hansen's first approximation can be made to contain quite 
a few higher-order terms, in contrast with most other techniques, and thus offers 
greater latitude in choosing between accuracy and step size for numerical work. 
In addition, the method is arranged to yield cartesian position coordinates quite 
conveniently. However, the calculation of velocity components as needed for 
rectification, for example, will require a return to osculating elements (or their 
equivalent), either by sacrificing the formulation in terms of W, U, or by retroactive 
computations from z, v, s. Only for perturbations that conserve energy and the 
polar angular momentum can one calculate the osculating elements in a more 
convenient way. As an alternative to obtaining these elements, one can resort only 
to numerical differentiation of the computed position data to evaluate the velocity 
vector. This approach adds a significant number of manipulations to the basic 
method and detracts from its efficiency. 

Another important characteristic, which the classical applications of Hansen's 
method share with other traditional astronomical techniques, is the expansion of 
the disturbing function. We have touched on this subject in Chapters 2, 6, and 8 .  
Such a harmonic analysis is usually conducted in terms of the mean anomaly of the 
disturbed body or of the time itself. The traditional claims for this procedure are 
twofold : in the first place, time represents an independent variable which is univer­
sally applicable. Once a series expansion has been derived for the disturbing terms 
acting on a body, it can be used in a variety of applications without ad hoc transfor­
mations ; moreover, solutions of the Keplerian time equations and the calculation of 
positions at equal time intervals are a straightforward matter. The other reason for 
classical expansions of the disturbing functions has to do with the literal develop­
ment of various perturbation theories. Solutions avoiding series expansion may be 
possible to first order, as illustrated in various examples of this and earlier chapters. 
However, for higher orders the integrands tend to assume intractable transcenden­
tal forms. These difficulties are avoided by introducing the disturbing function as a 
(trigonometric) series in ascending powers of the perturbation parameter. 
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In assessing the value of Hansen's method today, we must remember that its 
acclaim generally predates the age of electronic computers. The ease of incorporat­
ing higher-order terms, the number of quadratures, coordinate transformations, 
and numerical iterations required to establish each point in an ephemeris was then 
of great importance, the significance of which has been somewhat reduced by the 
automatic calculator. The advantages of Hansen's method, however, persist in some 
cases. For example, if one manages to establish a first approximation for a specific 
case in closed form, some higher-order terms are generally included without extra 
effort. Whether or not this feature offsets the drawbacks encountered in calculating 
velocity terms, as required for some perturbations, must be settled in each particular 
case. This and other considerations have been examined in some of Musen's 
recent work [12, 1 3] .  
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ENVOY 

Envoy 
This to attain : whether heav'n move or earth, 
Imports not if thou reckon right. 

Paradise Lost : 7, 70-71 

The question of comparing the perturbation methods presented in this work 
must inevitably arise. "Which is best?" can only be answered by "Best in what sense? 
Most advantageous how? The ultimate for what set of problems?" We can place 
two objectives into partial opposition : the quest for solutions of the dynamical 
equations of motion, and the need for production of ephemerides. However, 
these objectives are not completely orthogonal ; insight without accuracy is 
meaningless, while accuracy alone lacks inspiration. 

With this in mind, we may try to summarize the impressions gained from the 
detailed discussions in various chapters, although an element of subjectivity is 
unavoidable in such a survey. We note that one type of perturbation method 
extends over Chapters 5, 7, and 9 ;  its common characteristic being an effort to 
express the perturbative effects as far as possible in the position coordinates. While 
the classical Encke method and several modern formulations do this in a straight­
forward manner, some ad hoc combinations of position coordinates and other 
elements, as well as special manipulatory devices, were introduced in the method of 
Hansen, as well as those of Brouwer, Stromgren, and Oppolzer (not treated in 
this text). These modifications were generally designed for special classes of 
problems and to minimize the computational load in each case. The latter does not 
represent the vital concern it used to in the past, although circumstances could arise 
in which it could be of crucial importance, e.g., with certain space-vehicle guidance 

3 1 1  
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schemes where onboard calculations are involved. Turning to the other side of the 
coin, we note that the physical insight obtainable from expressions for perturbations 
in the position coordinates frequently proves to be considerable, although corre­
sponding results for the velocity perturbations are sometimes difficult to achieve, 
as in Hansen's method. Perhaps this group of techniques is best characterized 
as a set of formulations tailored to miscellaneous specific problems, where they can 
become highly effective. 

The other two categories, namely, Lagrange's variation of the elements and 
canonic perturbation techniques, present a more homogeneous appearance. The 
wide range of applications given in Chapter 6 for the variation of elements speaks 
well for the universality of this method. It has proved an effective means for 
exhibiting changes in orbit geometry, secular trends, and the (semi-analytic) 
evolution of orbital motion over long periods. As applied to numerous classical 
studies, as well as various aerospace applications, it probably takes top honors as a 
reliable working technique satisfying both objectives of the analyst. 

Finally we come to the canonic techniques. Here the treatment of intermediary 
orbits provides room for ingenuity in each case. However, once into the per­
turbation procedure, most of the analytic work reduces to highly standardized 
algebraic manipulations. This is largely due to the series expansions introduced 
for the disturbing function and the generating function. In fact, the monotony 
of this labor, as exhibited in several lunar theories, has discouraged some potential 
users from the manual application of this method ; on the other hand, this very 
feature can make it a prime candidate for implementation by automatic symbol 
manipulators. This approach to orbit computation by canonic methods has 
recently come into its own.* Obviously, the very length of the expressions involved 
makes ready interpretation of a specific dynamic situation quite difficult ; the 
approach's present acclaim is based largely on the asymptotic formulations and 
stability theories, i .e. , the study of bounds of the motion it has provided. In addition, 
the very active field of trajectory optimization relies heavily on Hamiltonian 
formalism. 

So much for a broad-brush comparison of the leading perturbation methods in 
orbital mechanics. When it comes to details, most specialists in this field probably 
reflect the preferences of the school that introduced them to the subject. The 
significant amount of algebraic labor, which is characteristic of all methods in 
orbital mechanics, restricts the exposure a single individual can attain. Indeed, a 
parallel execution of several nontrivial examples by the methods presented in this 
text alone would overtax the endurance of most, though it is probably the only way 
of making a conclusive comparison. It would require that all approaches be carried 
at least to second order and be compared with regard to the algebraic labor 
involved, programming convenience, computing speed, and numerical accuracy 

*A. Deprit, "Canonical Transformations Depending on a Small Parameter, "  Celestial 
Mechanics, (International Journal of Space Dynamics), 1, 1 ,  1 969. 
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(with the same application o f  rectification and multiperiod steps).* I t  is the authors' 
hope that over the coming years some readers of this volume may be spurred on in 
these directions. 

*Some impressive efforts along these lines have been made ; e.g. J. L. Arsenault, J .  D.  Enright, 
and C. Purcell, "General Perturbation Techniques for Satellite Orbit Prediction Study," 
ASTIA, pp. 437-475 and 437-476, 1 964 ; A. H. Cook, "The Contribution of Observations of 
Satellites to the Determination of the Earth's Gravitational Potential, "  Space Science Reviews, 
2, 355, 1 963 ; N. L. Bonavito, S. Watson, and H. Walden, "An Accuracy and Speed Comparison 
of the Vinti and Brouwer Orbit Prediction Methods," NASA TND-5203 , May 1 969. However, 
more remains to be done. 
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Appendix A 

INDEPENDENT CALCULATIONS AS 
VERIFICATION. LAGRANGE'S PLANETARY 
EQUATIONS AND PERTURBATIONS FROM 
EXTRATERRESTRIAL GRAVITY 
(Chapter 6, p.  1 76) 

We consider here the problem of the effect of a stationary gravitating body of mass 
mp on an earth satellite. Equation (5 .3 .8) reduces to 

for the disturbing function per unit mass of the satellite, where r�m = (x - Xp)2 + 
(y - yp? + (z - Zp)2 . Forming oR/ax, oR/oy, oR/oz, and linearizing these in terms 
of x, y, z, we find 

Let us use the following abbreviations : 

(A. I )  

(A.2) 

A straightforward application of the methods discussed in Chapter 6, Sections 1 
and 2, results in the following expressions. 
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2ae 
_ 3a3mp({J { ({J rf

h2 _ hi) ({J6(1 + 3e'P) r�mE 6e(1 + e'P? L \ 2 e2 

w - Wo + cos io(n - no) 

- hlh2L 
< e(8 + ge2 - 2e4) 
- 3(2 - ge2 - 3e4)'P 
- 3(2 - ge2 - 8e4)'P2 > ] 

= :;:; {2e(1 :2e'P? [�; - 3hi) L < 2 + e2 + e(l + 2e2)'P ) - 3:4 hlh2
] 

(A.4) 

(A.S) 

(A.6) 

+ 2e(1 
:2
e'P)3 [(h� - hi) L <2 + e2 + 3e(1 + e2)'P + (Se2 - 2)'P2) 

(A.7) 
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{ L
. 

[e(1 8 - Se2 + 2e4) + 3e2(9 + e2)'P+ e2(1 1 + 4e2)'P2 
�1 + e�3 3 

where 

(A.9) 

and we have dropped the zero sUbscript on all elements on the right-hand sides. 
As before, t and E are the values of time and eccentric anomaly, respectively, that 
pertain to the appropriate value of f 

Now these equations are sufficiently complex algebraically to demand 
verification. Accordingly, by repeating the mathematics in terms of E as the 
independent variable, we obtain a term-by-term check. In addition, the alternative 
form may offer other advantages. We find, for 

s = sin E, c = cos E, 

[ 2 ( � ( 3) J }E S 2 2 + e 7 4 3 2 e 2 + h h - e E + -- sc - - e + - e s - - e - - sc 1 2 2 2 3 3 3 3 ' Eo 

(A. 10) 

(A. 1 1) 

(A. 12) 



320 Appendix A 

. .  . [a - ao e(e - eo)� 
1 - 10 = cot 1 -2- - 2 a cp 

3a3mp 1 {h dh i [1 + 4e2 ( 3) 1 + 2e2 e 3� - -- -- 1 - E - 3 + e s + sc + - s r�mE cp sin i dn 2 2 3 

d(h ih2) [1 + e2 2 e 3� + -- cp -- s + ec + - c 
dn 2 3 

dh2 2 E sc e 3 [ � }E 
+ h2 dn cp "2 - 2 - .3 s Eo

' (A. 1 3) 

f"'\ f"'\ 3a3mp 1 {h dhi [1 + 4e2 (3 3) 1 + 2e2 e 3J � � - � �0 = -5 - --' -' i -
d
' 

2 E - e + e s +  2 sc + -3 s rpmE cp sm 1 1 

d(h ih2) [1 + e2 2 e � 
+ -- m -- s + ec + - c  di y 2 3 

dh2 2 E sc e 3 [ ] }E 
+ h2 di cp "2 - 2 - .3 s Eo

' 

3 [ 2 / S3 
2 \ - 2" h i \ - + (1 + e )S - 2eE I rp 3 

h h 3 2 3 1 2 1 2 e + e 2 - e 3 ) 
+ ----q;- \ (3e - 2)c - -2- c + -3- c 

(A. 14) 

(A. I S) 



Appendix A 321 

= a:mp {(2 + 1,fe2 + 3eco + �e2so)E + �e3s3 - (ge + 2e3 + �e3sl + 3e2co)e rpmE 
3 � / 7 + 14e2 

+ 2,fe2sc - r; Lhi \ (i + iie2 + �sl + 3eco)E + 4 sc +�es3 

- (ge + 2e3 + �esl + 3e3co)s ) 
+ h i  h2 qJ (3so(e - co)E + �(1 + e2)s2 + iec3 

+ 3eso(Co - e)s + 7ec) 

The reader may verify the identity of (A3) to (AS) and (Al l) to (A16). 

(A16) 

A rather interesting feature in these equations is the secular term in eccentricity. 
Since it is ofO(e), it does not manifest itselfin (5 . 3 . 1 5) and (5 . 3 . 1 6), which are restricted 
to nominally-circular orbits . This secular perturbation of eccentric orbits due to 
luni-solar gravitation has been observed on some of the existing satellites . Turning 
next to 0, we see that it approaches a singularity as io -"* 0, but the same singularity, 
with opposite sign appears in w . These two singularities are due to the difficulty in 
defining the node at i = 0. For the simplifying conditions xp = zp = 00 = 0, 
Yp = rp' eo = 0, the secular term in 0 becomes ,10s = - (3mpag cos io/2mEr;)(f-fo) 
which agrees with the results of Chapter 5, Section 3 . 1 .  Under the same conditions 
we find the secular term in inclination vanishes, which was also predicted in Chapter 
5. In conclusion, we note again that these results apply only for a fixed position 
xp' Yp' z p ;  the coordinates of the perturbing body must be updated from time to 
time to allow for its anomalistic motion, and this can be done as part ofthe rectifica­
tion procedure discussed in Chapter 6, Section 4. 
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THE EFFECT OF ATMOSPHERIC DRAG 
ON AN EARTH SATELLITE 
(Chapter 6, p. 1 87) 

The components of velocity of a, satellite, relative to the air (see Chapter 5), are, in 
spherical coordinates, 

radial : f 
tangential : r j - NJ cos i 
normal : ra sin i cos (w + f) 

The components of the drag force per unit mass are thus 

S = -(CDAj2rn)pvi ; T = -(C DAj2rn )pva(r j - rrJ cos i) ; 
N = -(CDAj2rn)pvarrJ sin i cos (w + f) .  

Using (5 .3 .22), and writing h = r - R, 
p = Pi exp [ -BiR] exp [BiR2jr] , 

or, employing the true anomaly, 

p = P i exP [-BiR + a(�
i�

2
e2) (1 + e COS!)] . 

Equation (5. 16 . 10) thus leads to 

CDA a [ . /a3(1 - e2)3 ] Ii = - -;;;- pVa 
1 _ e2 1 + e2 + 2e cos f - V J1 a cos i , 

where 

". � {ail � e') (1 + e' + 2e eos/) - 2 /"a(1 - e') " cos i 

a2(1 _ e2)2a2 } 1 /2 
+ 

(1 + e COS f)2 
[cos2 i + sin2 i cos2(w + !)] . 
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(B. 1 )  

(B.2) 

(B.3) 

(BA) 
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The attempt to solve (B.3), even after transforming to f as the independent 
variable and resigning ourselves to a first-order solution, is thwarted by its awkward 
form ; further approximations are necessary before progress can be made. These 
simplifications need not be objectionable if they are kept within bounds and, 
indeed, such a bound is provided by our inability to express the actual variations of 
atmospheric density in a precise mathematical way (see Chapter 5). Extreme 
circumspection would dictate that any approximation which remained accurate to 
a few per cent could be considered more than adequate. In addition, in the light of 
the probable short-term variations in CD, A, and (J, as well as in p, elaborate efforts 
to find the periodic parts ofthe osculating elements should undoubtedly be avoided. 

On the basis of these considerations, one is tempted to expand (B.3) in powers 
of the eccentricity, thus obtaining quadratures of the type , J exp (z cos f) cos mf df, 

and (for some of the other elements) a.lso i exp (z cos !) cos mf sin f df, 

where m is a positive integer, and 

(B.5) 

The secular changes being given by these integrals evaluated between the limits 
f = 0 and f = 2n, we then obtain terms involving Bessel functions of imaginary 
argument, * since 
[21t 
J 0 exp (z cos f) cos mf df = 2nlm(z), J:1t exp (z cos!) cos mf sinf df = O. 

(B.6) 
However, such an expansion in terms of e invariably results in quite lengthy 
expressions if the theory is to be extended to orbits with high eccentricities at the 
required accuracy.t  

Now we note that the drag force acts more and more like an impulse as e 
approaches unity, i .e. , the effects near apogee become less and less important as 
eccentricity increases. This suggests, for large e, that of the integrals encountered, 
the significant part of each lies near f = 0, i.e. , when cos f is close to unity. In this 
case, one is tempted to expand (B.3) in powers of 1 - cos! The termination of the 
resulting series would depend on the value of the true anomaly at which p(f) falls to 
a magnitude which is negligible with respect to p(f = 0). Here, higher and higher 
powers offwould have to be included as more nearly circular orbits were examined. 

*E. Jahnke and F.  Emde, Tables of Functions, Dover, New York, 1 945 ; H .  E.  H .  Wrinch 
and D. Wrinch, "Tables of Bessel Functions In(x), "  Phil. Mag. ,  45, 846, 1 923 and 47, 62, 1 924. 
tSee I. G. Izsak, "Periodic Drag Perturbations of Artificial Satellites,"  Astron. J. , 65, 355,  1 960, 
for an application of conventional expansion procedures. 
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Consider, then, the function 

x = e(l - cos !), (B.7) 

where we intend to substitute e - x for e cosfas it occurs in equations of the type 
(B.3) .  For small e, higher powers of x rapidly become insignificant ; in fact for e ::;; 
0.2, terms in x3 amount to less than 0.008. We may thus ignore these with respect to 
unity and never commit errors of more than one per cent. Now for larger values 
of the eccentricity, the carrying of terms up to only X

l must provide us with a 
value of f, say fmax '  beyond * which we may not proceed without violating our 
restrictions on accuracy of approximation. We find, for x3 = 0.01 ,  

e f 
0.2 94° 
0.4 63°  
0 .6  50° 
0.8 43° 
1 .0 38 °  

The quantity z ,  Eq. (B.5), takes on rather large values for e ;::: 0.2 ; so large, 
that exp (z cos!) is a violent function of the true anomaly. For example, taking an 
orbit with a perigee altitude of 7 .5 x 105 m and an eccentricity of 0.2, exp (z cos!) 
has a value of about 8 x 103 atf = O. However, for f = 64°, the same parameters 
yield exp (z cos !) � 80 ; i .e. , this factor has become one one-hundredth of its 
perigee value. Thus the entire integrand (B.3) , evaluated between f = 64° and 
360°-64° cannot contribute more than a few per cent to its total value between 
zero and 2n. Since the fmax for this case is greater than 64°, we conclude that an 
expansion of (B.3) in terms of x, and truncated beyond X

l
, is justified. 

We may estimate the range of validity of this approach by finding the magnitude 
of z such that exp (z cos fmax )  i s  just one one-hundredth o f  exp (z) . By  so doing, 
we will find the smallest z (and consequently the largest hq) at which, for a given 
value of e, the exponential function falls fast enough to keep the proposed approx­
imation within bounds. We find then 

e himax) : m  
0.2 8.5 x 106 
0.4 6.4 x 106 
0.6 4.9 x 106 
0.8 3 .7  x 106 
1 .0 2.9 X 106 

Each of these values of perigee altitude far exceeds those at which we have any 
knowledge of atmospheric characteristics. As our ignorance of these diminishes, 
we may be forced to include terms beyond Xl

, but at present this is not indicated. 

*By symmetry, the proposed expansion is also valid in the range f = 3600 - fmax to f = 360°. 
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Turning next to (B.4), we note that the maximum difference between Va and 
the satellite's inertial velocity, v, occurs at i = O. For equatorial orbits, then _ [ _ 2r2ja r2a2] 1 /2 

Va - V 1 2 + 2 . V V 

In this extreme case, Va is most poorly represented by V at apogee ; however, for 
orbits with e 2:: 0.2, we need only calculate V at fmax ' In these circumstances, and 
for orbits at altitudes where the atmospheric density can be estimated with any 
accuracy, the second term in the brackets above never exceeds 0.4 and the third 
term is smaller still. If we now expand this expression, we obtain 

Here the second term remains less than 0.2, the third and fourth terms together 
amount to no more than 0.01 ,  and succeeding terms total even less. 

As a consequence, we may ignore terms of second and higher powers of a 
in the expansion of (B.4) and obtain 

V = a 

where we have set 

,u(1 + e) � (1 + y)x x2 J a(l - e) L - y - (1 + e)2 - 2(1 + e)4 ' 

and have ignored terms of order x3 , y2, and yx2 . 

(B.8) 

(B.9) 

Transforming to the true anomaly as the independent variable, Eq. (B.3) leads 
to 

da/df = - cw2(1 + e) exp (z cos!) 

where 

x {1 _ 2 _ 1 - 2e + (2 + 4e)y _ 3 - 6e2 2} y (1 + e? 
x 2(1 + e)4 x , (B. 1O) 

(B. l l) 

Now the restrictionf ::;; fmax is tantamount to limiting the altitude range through 
which the satellite can move. Thus, single values off> ;  and B; can be selected for the 
specific case under investigation and we may treat r:t. as a constant throughout one 



326 Appendix B 

revolution. Utilizing (B.7) and taking the orbit elements on the right-hand side of 
(B. lO) as invariant, we obtain, as a first-order solution, integrals of the type (B.6). 
Hence 

where j is the revolution number, and 

A1 0 = *(4 + 12e + 1 5e2 + 28e3 + 30e4), 

A20 = 1 + 5e + lOe2 + ge3 + 3e4, 

A l l  = e(l + 3e - 3e2 - 8e3), 

A2 1 = e(l + 4e + 5e2 + 2e3), 

A 1 2 = -ie2(1 - 2e2). 

The equations for changes in e, i, fl, and w can be treated similarly. We find 

L'1e 2ncw(1 - e) 
L'1j 

= -
(1 + e)4 

{(E1 0 + yE20)Io(z) + (E l l  - yE2 1 )I1 (z) 

where 

- (E1 2 - yE22)I2(z) + (E1 3 + yE2 3)I3(Z)}, (B. 1 3) 

E1 0 = (e/2)(1 + 5e + 1 7e/2 + 22e2 + 1 5e3), 
E20 = (e/4)(5 - 13e  - 68e2 - 77e3 - 27e4), 
E l l  = 1 + 5e + 7ge2/8 + l l e3 - 1ge4/4 - 8es, 
E2 1 = 2 + 14e + 195e2/8 + 37e3/4 - 6ge4/8 - l les/2, 
E 1 2 = (e/2)(1 + 5e + 25e2/2 + 4e3 - 3e4), 
E22  = (e/4)(1 l  + 2ge + 20e2 - 3e3 - 5e4), 
E1 3 = (e2/8)(1 + 8e + 6e2), 
E2 3 = (e2/8)(3 + lOe + l l e2 + 4e3). 

L'1i 2ncw(1 - e) . 
L'1j 

= -
(1 + e)4 

y tan I 

X {(B l 0  - yB20 + cos 2w·B30)Io(z) 

- e(l + ! cos 2w)(Bl l - yB2 1 )I1 (z) 

+ [cos 2w(B1 2 - yB20) + 2B3 0]I2(z) 

- cos 2w[!e(Bl l - yB2 1 )I3(Z) - B3 0I4(z)] } ,  (B. 14) 
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where 

B1 0  = i(1 + 7e + 97el/4 + 3ge3 + 20e4), 
BlO = i(l  + ge + 20el + 1 7e3 + 5e4), 
B3 0 = (el/32)(1 l + 32e + 20el), 
B l l  = i(3 + 21e + 43el + 24e3), 
Bl 1 = i(5 + 14e + 1 3el + 4e3), 
B1 l = i(1 + 7e + 97el/4 + 3ge3 - lOe4). 

2ncw(1 - e) . . 

-
(1 + e)4 Y sm w cos w/cos I 

x {2B3 0Io(z) - e(Bl l  - yBl 1 )I 1 (z) 

+2(B1 0  - yBlo)Il(z) - e(Bl l  - yBl 1 )I3(z) + 2B3 014(z)} .  

�w �Q 
� = - cos i � . M �j 

(B. 1 5) 

(B. 1 6) 

Note that the factors y tan i of (B. 14) and y/cos i of (B. 1 5) are well behaved for all 
values of i. 

In the generation of the effect on perigee passage we cannot employ the relation 
involving the mean anomaly since we have only the secular part of �a, which does 
not allow us to evaluate f n dt. For this reason, we use (6.6. 16). Now, the eccentric 
anomaly can be written [ �Jn 00 1 1 - v 1 - eZ 

E = f + 2 L ( - 1)" - sin tif. 
n = l  n e 

However, sin nfcan always be expressed in the form sinfL.[ cos if, thus giving rise to 
integrals similar to the second of (B.6). This leaves us with quadratures involving 
the true anomaly itself. By symmetry properties of the integrands and recursion 
relations among Bessel functions it can be shown that 

i Z1t 
J 0 fcos mjexp(z cos f)df = 2nZlm(z). 

We then find, after some simplification, 

�'t" 
_ 

3n ra �a 

M - - 2 V� �/ 

(B. 1 7) 

(B. 1 8) 

To estimate the accuracy of the formulas given in the preceding section, we 
have had the exact equations of motion (in Cowell's form) integrated numerically. 
From the resulting position and velocity components the osculating elements 
were obtained, paying careful attention to truncation and roundoff errors. The 
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atmospheric density used was then approximated in the form of (B.2), and the 
changes in elements computed by the equations given here. 

Initial values of the elements for a few of the cases investigated are presented 
in Table 1. A comparison of results is afforded by Table 2. The agreement can be 
seen generally to be within a few per cent as hoped. 

Case No. 

I 
II 

III 
IV 
V 

VI 

Case 

I N* 
A* 

lI N 
A 

III N 
A 

IV N 
A 

V N  
A 

VI N 
A 

ao(m) 

6.55 x 106 
7.28 X 106 
7.28 X 106 
8.20 X 106 
1 .09 X 107 
1 .64 x 107 

TABLE 1 
INITIAL CONDITIONS 

eo io (deg) no (deg) 

0 30 0 
0.1 30 0 
0. 1 1 35 60 
0.2 30 0 
0.4 30 0 
0.6 1 50 210 

TABLE 2 

Wo (deg) 

-

0 
60 
0 
0 

1 50 

CHANGES IN ELEMENTS (CDA/m = 1, Ilj = 1) 
- L1a - L1e - L1i L1n L1w 
(km) ( x lO- 5) (10- 6  deg) (10- 6 deg) (10- 6  deg) 

1 .37 1 5.0 83 .5 0 -

1 . 33  0 95.4 0 -

0. 189 2.27 17.7 0 0 
0. 183  2.20 17.2 0 0 
0.228 2.74 8.45 - 14.8 - 1 .50 
0.220 2.66 8.05 - 15 .2 - 1 . 1 5  
0.193 1 .85 19 . 1  0 0 
0. 187 1 .80 12.4 0 0 
0.305 1 .66 6. 1 5  - 0.520 0 
0.298 1 .63 8 .10 0 0 
0.835 2.04 6.32 5.66 5.74 
0.798 1 .94 4.97 6.89 5.97 

*N = numerical integration, A = analytic approximation. 

'0 (sec) 

-

0 
0 
0 
0 
0 

L1, 
(sec) 

-

-

0. 123 
0. 1 17 
0. 1 5 1  
0.140 
0. 1 3 3  
0.126 
0.237 
0.233 
0.75 1 
0.762 

In closing, we note that, elaborate as this treatment may seem, it assumes a 
very simple physical model, namely, a rotationally symmetric atmosphere. As 
stated, high-altitude density data are uncertain and subject to fluctuations not 
completely understood. Thus, it is difficult to refine the model used here, although 
attempts have been made to account for some irregularities . * 

*See, e.g., H. K. Kalman-Bijl, "Daytime and Night-time Atmospheric Properties Derived from 
Rockets and Satellite Observations," J. Geophys. Res., 66, 787, 1961 .  
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COMMENTS ON THE EFFECT OF 
RADIATION PRESSURE 
(Chapter 7, p .  22 1 )  

The most significant features about Eqs. (7.5 .71 )  and (7.5 .72) are the secular terms 
in both displacements .  The effect on the unperturbed circular orbit is best exhibited 
by observing the amplitude and location of the maximum inward and outward 
deviation, (max and (min ' noting that these occur when d(/d8 = o. With the help 
of (7.5 .71)  this is equivalent to 

8 = - (1/6) cot 8. (C. 1 )  

Inspection of this transcendental equation shows that in each interval of 2n, 
representing one revolution of the satellite in its orbit, there exist two roots, one in 
the neighborhood of an odd multiple value of n and the other near an even multiple 
value of n. If the former be designated 8 1 , it is seen from (7.5 .71 )  that it marks the 
instant when "perigee" occurs . The actual anomalistic position of the satellite at 
such a time is however 8q = 8 1 + 1](81 )/r(0) . The sequence of numerical values for 8q 
in radians runs approximately as follows 

1](3.08) 1](2n + 3 . 1 3) 8q = 3 .08 + -(-0)- ;  2n + 3 . 1 3  + (0) ; r r 

I 1F r(O)' . . .  , (2j + l)n + 2 
p 

flm 
(for j large), 

where j identifies the number of the orbital periods elapsed since launch. A corre­
sponding series can be written for successive apogee locations, which approach the 
limit 8Q = 2nj - l lFpr(0)3/2flm for large values of j. These results show that 

(max and (min never occur exactly opposite each other. However, for the sake of a 

329 



330 Appendix C 

simplified discussion, let us assume that they occur at ()q = (2j + 1)n and ()Q = 2jn. 
Then the distance between extreme excursions of the perturbed path is 

2a = 2r(0) + �(()q) + �(()Q) = 2r(0) + 3nFpr(0)3/2/1m. (C.2) 
Since this is a constant, we conclude that, in this sense, the size of the orbit is not 
changing. However the degree of deformation from circularity can be expressed as 

(C.3 )  
This indeed contains the index j and shows that the orbit becomes increasingly 
more eccentric with time. The average rate at which eccentricity accumulates, 
according to this approximate analysis, is 

/:,,-e/2n = -e' = 3F pr(0)2 /2/1m, (C.4) 

where /:,,-e is the increment of -e over one period. 
A physical interpretation of the way in which the apsides are formed by radia­

tion pressure is as follows. The satellite is being accelerated tangentially by F p 
over the interval (2j + 1/2)n < () < (2j + 3/2)n and, to balance the additional 
centrifugal force resulting from the increased circumferential speed, a decrease in r 
is required to enhance the gravitational attraction. Thus, �min occurs in the neigh­
borhood of () = (2j + 1)n. The mechanism acts in the opposite way to generate � max 
near () = 2jn. The fact that I �max I and I �min I continue to increase from one revolu­
tion to the next is plausible if we consider, as the analog of the satellite, a linear 
oscillator in its motion about the neutral position r(O) whose excitation is in 
resonance with the free oscillations. An unlimited build-up of the response in 
terms of �max and �min is to be expected for this linearized model. One is led to seek 
refinements of this model yielding a more realistic picture of the perturbed motion 
for large values of � and IJ . The first occasion for revisions arises from the linear­
izations of the gravitational forces, leading to (7.4. 1 5) to (7.4. 1 7). A more complete 
representation of these forces would be of the type 

a ( /1m ) f.1m [ 2� 3e 3 2 2 27 �3  
- - - = -2 1 - - + -2 - -2 (IJ + � ) + - 3 a� r ao ao ao 2ao 2 ao 

(C.5) 

etc. , if the nominal orbit is circular. Since io = Xp = Zp = 0, yp = rp and we assume 
the radiation field to be perfectly collimated, the perturbing forces are Q� = 
-F;, sin (), Q� = - F p cos (), and Q, = 0. Substituting this together with (C.5) 
into (7.4. 5)-(7.4.7) we arrive at the nonlinear equations of motion 

C - 2rl' - 3� + bi e + b21J2 + b
3
�3  + b4�1J2 + l' sin () = 0, 

(C.6) 
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and, of course, ( == 0. The coefficients b l , . . . , etc., represent the following abbrevia­
tions : bl = 3/ao, bz = - 3/2ao, b3 = 27/2a6, b4 = 6/a6, and y = - F pn6 / /14. Our 
question now is whether the nonlinear components of the gravitational force 
(C.5) suffice to eliminate the singular response of the linear model. If we stipulate 
that such a bounded solution be of the form 

�p = C l  sin G +  Cz cos G and (C.7) 
(which cannot, of course, be expected to satisfy (C.6) except in an "average" sense) 
then our question reduces to finding bounded values for Cb Cz, d l , dz .  The values 
�p, 'ijp of (C.7) can be calculated as an approximate solution of (C.6) by the Ritz­
Galerkin method. * The so-called Ritz conditions by which one finds the undeter­
mined coefficients are r' El sin G dG = 0, J:" El cos G dG = 0, 1:" E2 sin G dG = 0, J:" E2 cos G dG = 0, 

where El and E2 represent the left-hand sides of the first and second equation, 
respectively, of (C.6). These conditions ultimately reduce to the algebraic equations 

4Cl - 2d2 - i(b3ci + b4cldi) - i(3b3cld + b4C ld� + 2b4c2d ldz) = y, 

4c2 + 2dl - i(3b3cIc2 + 2b4cldld2 + b4C2di) - i(b3d + b4Czd�) = 0, 

2c2 + dl - i(b4cIdl + b2di) - i[b4(C�dl + 2C l C2d2) + 3b2dldn = 0, 

- 2Cl + dz - i[b4(2c l Czdl + cid2) + 3b2cIc2J - i(b4C�d2 + b2di) = y. (C.S) 

As was to be expected, the linear terms of the left-hand sides of (C.S) possess a 
vanishing determinant, which simply reflects the resonance that we have already 
discovered for the linearized dynamic model. Unfortunately, substitution of typical 
values for y and b l , bz, b 3 , b4 into (C.S) shows that the values of the bounded 
solutions for Cb . . .  , d2 in the nonlinear system are so large that they are of no 
practical interest. This indicates that the nonlinearities of the gravitational field 
are too weak to impose a bound on the singular response indicated by (7 .5 .71) 
and (7 .5 .72). On the other hand, experience tells us that such a simple secular 
response does not occur in reality. The number of physical effects which could 
interfere with this secular perturbation is quite large ; we discuss some below. 

One question that comes to mind immediately is whether the actual nonuni­
form light intensity distribution around the orbit might not affect the situation in a 
significant way. However, considering the same linearized model as in Chapter 7, 
Section 5, but using If; =1= ° we note that the secular response should persist as long 
as a constant component in the intensity distribution around the orbit underlies 
the cyclic one. This will of course always be the case, no matter how elaborate a 

*See, for example, F. R. Arnold, Steady State Oscillations in Non-linear Systems of Two 
Degrees of Freedom, Ph.D. Dissertation, Stanford Univ. (Div. of Eng. Mech.), 1 954. 
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trigonometric series we envision for the intensity distribution, since the radiation 
pressure cannot reverse its sense on any portion of an orbit that does not enclose 
the sun. Hence its average value around the orbit must differ from zero. 

Next, one might argue, since the coordinates Xp, YP, zp change with time, that 
the apparent solar motion might affect the perturbations. But if one substitutes 
typical numerical values for the constants in (7.5 .71 )  and (7.5 .72)-e.g., pertaining 
to Echo I-one finds that the predicted secular response is so rapid that annual 
motions can hardly be expected to exert a significant influence on it. 

Another physical effect that comes to mind is the possible interference from 
the earth's oblateness. In the remainder of this appendix we give this matter some 
attention. Consider again the satellite orbit in the x, y plane, where P is located 
on the y axis, and also assume that this plane contains the earth's equator. The 
crucial feature of this model is that the apsidal precession from the equatorial 
bulge acts to distribute the instantaneous perturbations from radiation pressure 
around the orbit (in a loose manner of speaking) so that they do not accumulate 
on top of each other but combine in such a way that their cumulative perturbation 
is bounded. 

For the present discussion, we pursue a heuristic argument which might 
serve as a first look at this problem. (In a very informal way, the rationale to be 
developed here corresponds to that of the "averaging" techniques used for certain 
advanced perturbation studies.) Let us recall what we know about the oblateness 
and radiation effects individually. We note from (6.3 . 1 2) and (6.3 . 1 3) that the line 
of apsides of an eccentric osculating orbit in the equatorial plane precesses at the 
following rate relative to an inertial reference 6'J = ill + n = 3J 2R2n/2a6 .  On the 
other hand, the secular perturbation impressed on the � component of the osculat­
ing orbit by radiation pressure at any instant can be written in the form 3F pa6n 
x cos 8/2p, according to (7.5 .71) . Now we may apply the superposition theorem for 

first-order perturbations to this case and state that the � components of two 
osculating orbits at the times t1 and t2 , which are L1t apart, shall be related by 

2 �(8) = 1 �(8 - 6'JM) + (3F pa6n/2p)cos 8 L1t, (C.9) 

where the presubscripts identify � at t 1 and t2 . Pursuing this argument backward 
to the initial instant to and changing the independent variable to w, we find that 

�(8, cO) = - c r cos (8 - cO)dcO + �(8, cOo) 
OJo 

= - c[ sin (8 - cOo) - sin (8 - cO)] + �(8, cOo) 

- 2c sin !(cO - cOo) cos (8 - !cO + !cOo) + �(8, cOo), (C. 1O) 

where 

(C. 1 1) 
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and w is really a fictitious angle, namely, the location of perigee if oblateness were 
acting alone. Noting that in our model the first appearance of a perigee is caused by 
radiation pressure at Wo = n, (C. lO) becomes 

�(e, w) = - 2e cos tw sin (e - tw) + �(e, wo). (C. l2) 

Remembering further that the initial conditions call for a circular orbit, we set 
�(e, wo) == O. The final expression for �(e, w) lends itself to a simple geometric 
interpretation. The perigee of the actual orbit first appears at OJ = n and precesses 
toward OJ = 3n/2 where it reaches a maximum depression equal to - 2e. Thereafter 
it moves to OJ = 2n where it returns to zero amplitude only to reappear immediately 
at OJ = n. From (C. 12) we observe that the rate of this precession is OJ = dJ/2. 

In an expression like (C. 12), the question arises of the magnitudes which the 
amplitude 2e may reach before the results of this linearized analysis cease to be 
valid. H tne estimates resulting from a nonlinear system such as (C.S) can be trusted 
at all, these would indicate that 2e may be a sizable fraction of ao before nonlinear 
restoring forces come into play. Similarly, an extension of (7.5 . 7 1 )  and (7.5 .72) 
to cases involving nonuniform illumination of the orbit (if; =1= 0) leads us to believe 
that an allowance for the actual intensity distribution around the orbit would affect 
the amplitude parameter 2e somewhat but would not alter the form of (C. 12). 

So far we have considered only a model with stationary P but it seems clear 
that our entire argument regarding the simultaneous perturbations of the osculating 
orbit due to oblateness and radiation pressure can be reproduced in a slowly 
moving reference frame which is governed by the angular rate (J p of the line EP 
in the equatorial plane. We merely replace the apsidal precession rate dJ, which is 
valid in an inertial frame, by the precession relative to EP : OJr = dJ - (Jp . Thus, 
the amplitude parameter becomes 

2e = 
3F pa6 / [3J 2R2 - (JpJ , /1 2a6 n 

(C. l3 )  

and the rate of apsidal precession in an inertial frame is now OJ = 1/2(dJ + (Jp) . 
We see that the denominator in (C. 1 3) vanishes if dJ = (Jp , i .e. , if the motion of P is 
in resonance with the apsidal precession (in inertial coordinates) due to oblateness. 
In that event, the perturbing mechanism (in the rotating coordinate system) is 
entirely analogous to the model which led to (7.5 .71 )  and (7.5 .72) and hence the 
orbit deteriorates without bound. This condition obtains for a satellite orbit with 
the critical radius ao � 12200 km. For an Echo-type orbit with ao = SOOO km one 
finds a maximum depression of perigee in the order of 56 km. However this 
simplified calculation assumes an equatorial satellite orbit with the sun also 
located in that plane. H an allowance is made for the effects of a 50° inclination 
on the apsidal precession and the resolution of pressure forces acting on the satellite, 
the calculation would yield approximately 560 km for the maximum depression 
of perigee. This can be considered fair agreement with the observed value of 640 km, 
after taking into account the approximations still contained in this approach. 
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To summarize, the secular effect from the equatorial bulge modifies the geomet­
ry that controls the accumulation of secular effects from the radiation pressure. The 
most satisfactory approach to this situation would be the inclusion of higher-order 
coupling terms between the two physical effects, which one could get by extending 
the formulations of Chapters 6 and 7 beyond the first order. The reader is referred 
to the work of Shapiro and Jones, and of Levin* for more discussion of solar 
pressure phenomena. 

*See reference 1 5  of Chapter 6 and reference 18 of Chapter 5 . 



Appendix D 

REVERSIBILITY OF CANONICAL 
TRANSFORMATIONS 
(Chapter 8 , p .  229) 

We prove here that for variables connected by a canonical transformation, one 
can write the new in terms of the old, that is, 

i, j = 1 ,  . . .  , n + 1 , (D. 1 )  

(where we have an n-dimensional problem and deal with an augmented set of 
variables) as well as the old in terms of the new, namely, 

(D.2) 

or mixed representations, i.e., the canonic nature of the transformation makes it 
fully reversible or to any intermediate degree. We demonstrate this by proving 
that the Jacobian determinant of the transformation does not vanish. 

For this purpose, let us temporarily designate the qi by Xi (i = 1, . . .  , n + 1) 
and the Pi by Xi (i = n + 2, . . .  , 2n + 2). Then Hamilton's equations can be written 
vectorially as 

x = co:Ye/ax, (D.3) 

where x has the components xi(i = 1 , . . .  , 2n + 2) and a:Ye/ax has the components 
aJlf/oq l , " "  oJif/OPn + l ' The quantity C is a square 2n + 2 by 2n + 2 matrix of the 
form 

C = ( 0 
- I (DA) 

where 0 and I are the null and unit matrices, respectively, each of dimension 
n + 1 by n + 1 .  
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Now consider a new set of variables 

i = 1, . . .  , 2n + 2. 

We have immediately 

X = Ji, 
where J is the Jacobian matrix of the transformation with the elements 

Further 

or 
a:Ye T a:Ye 
ax = J ax ' 

where JT is the transpose of J. From (D.3), (D.6), and (D.S) we have 

X = JcJT a:Ye/ax. 

(D.5) 

(D.6) 

(D.7) 

(D.S) 

Since the old and new coordinate systems are both augmented, the time does 
not appear explicitly in either Hamiltonian and, according to Chapter 7, Section 2, 
both are constants . Moreover, the transformation itself, written in the form (S.2.3), 
does not contain time explicitly ; in addition, an examination of (S.2.22)-(S .2.24) 
reveals that the old and new Hamiltonians are identical. Hence for the trans-
formation (D.5) to be canonical we must have 

JCP = c. (D.9) 

Since the determinant of the product of matrices is equal to the product of the 
determinants of each, and further, the determinant of the transpose of a matrix is 
equal to the determinant of the matrix, (D.9) leads to 

(D. lO) 

This is enough to prove the reversibility of canonical transformations. 
A heuristic argument makes it plausible that only the plus sign of (D. lO) 

applies in this case. Suppose we generate the identity transformation ; then 1 J 1 = 
+ 1 .  But, of course, we can carry out any other transformation by a series of 
infinitesimal changes in the "new" coordinates. In each of these 1 J 1 is constrained 
to have only the values ± 1 . Since a discrete change in 1 J 1 seems unreasonable 
for an infinitesimal departure from the identity transformation, the plus sign must 
always apply : 

I J I = + 1 . (D. l l ) 
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THE JACOBI THEOREM 
(Chapter 8, p. 236) 

Equations (8.2.37) and (8.2.38)  constitute necessary conditions that qi> Pi> and 
ex;, and [3i be related by a contact transformation. It remains to establish the 
sufficiency of these conditions. This is accomplished by the Jacobi theorem 
(Chapter 8 [1 ,  p. 125] or [6, p. 1 33]). The theorem states that if S(q, ex, t) satisfies 
the Hamilton-Jacobi equation 

and the variables 
8S/dt + £(q, 8S/8q, t) = ° == £*, 

qi = q;(ex, [3, t), 
Pi = Pi(ex, [3, t), 

are related to the canonic constants exi and [3i by virtue of 

[3 . = 8S(q, ex, t) 
I 8exi ' 

8S(q, ex, t) 
Pi = 

8qi 
then qi and Pi satisfy the canonic equations with £. 

From (E4) and (E5) it follows that 

U sing this in 

8[3i 8pj 
8qj 8exi 

and 
8[3i 82 S(q, ex, t) 
8t 8exi 8t 

8[3i _ L 8[3i . 8[3i _ 
dt - j 8qj 

qj + 8t - 0, 
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(E. 1 )  

(E.2) 
(E.3) 

(E.4) 

(E.5) 
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we find 

OZs 
+ L

OPj qj = O. orxi ot j orxi (E.6) 

Noting from (E.5) that Pi = Pi(q, rx, t), we can differentiate (E. 1 )  with respect to rxi 
and obtain 

OZ S _ L 
oYf op j _ 0 

OtOrxi - j op j orxi - . 

Subtracting (E.7) from (E.6) we have 

L (q . - o� OPj = 0 
j \' J OPj) orxi for i = 1 ,  . . .  , n. 

(E.7) 

(E.8) 

Since the functions Pj must be linearly independent of each other to represent 
independent degrees of freedom for the dynamical system, the determinant 

(E.9) 

will not vanish and hence 

for all j. (E. IO) 

If we now differentiate (E.5) with respect to time and use (E. 10) there results 

oZS oZS oYf P · = - + L-- -
1 OtOqi j OqiOqj OPj · (E. l l) 

Furthermore, differentiating (E. l )  with respect to qi while noting again that 
Pi = Pi(q, rx, t) according to (E.5), we find 

(E. l l) and (E. 12) yield 

oZS 
+ 

�� 
+ L

OYf � = O. (E. 12) OtOqi Oqi j oPi OqjOqi 

(E. 1 3) 

Since rxi and (3i satisfy a canonical system with Yf* == 0, we recall from Appendix 
D that 

I O(q, p) l = l 
o(rx, (3) 

and hence (EA) and (E.5) may be interpreted as qi = qi(rx, (3, t) and Pi = Pi(rx, (3, t). 
Since there are 2n constants, rxi and (3i> these expressions encompass all the solutions 
of (E. IO) and (E. 1 3). Thus a complete integral of (E. 1 )  amounts to a general solution 
of the 2nth order dynamical system. 
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VARIATION OF CANONIC CONSTANTS 
(Chapter 8 ,  p .  248) 

In Section 4 of Chapter 8 we mentioned that either the usual Keplerian solution 
or an intermediary orbit, such as the one suggested by Vinti, may serve as starting 
point for a perturbation analysis. This initial approximation is the solution of the 
Hamilton-Jacobi equation (8.4.3). We must now show that a "variation-of­
constants" procedure can be applied to the ai and /3i from that solution* to satisfy 
higher-order effects according to (8 .4.4). 

The solution of (8.4.3) satisfies 

and (F. l )  

with qi = q;(a, /3 ,  t )  and Pi = Pi(a, /3 ,  t). If  we now let aj = ait) and /3j = /3it), so as  to  
accommodate the perturbations, (F . l )  takes the form 

oqiot = oYP O/OPi and (F.2) 

Then (F.2) must still be satisfied, while the perturbed system as a whole obeys the 
equations 

and 

If we write (F.3) out : 
Oqi '" (Oqi .  Oqi /3' ) oYP 0 o:Jl 1 
- + £oJ - ar + - r = -- + -- , ot r Oar o/3r OPi 0Pi 

(F.3) 

(F.4) 

(F. 5) 

*Cf. W. M. Smart, Celestial Mechanics, Longmans, Green and Co., New York, 1 953, pp. 1 36, 
1 58 .  
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the first terms on each side may be equated to each other by virtue of(F.2). Multiply­
ing (F.4) by opioct.j and (F.5) by - oqioct.j' adding them and summing over i, we find 

Similarly 

0:e1 = � >r[ct." ct.j] + L .Br[/3" ct.J uct.j r r 
(F.6) 

(F.7) 

Now it so happens among two sets of canonic variables, such as Pi' qi and ct.j, /3j' that 
all their Lagrange brackets vanish, except for* 

[/3j' ct.j] = - [ct.j, /3j] = 1 .  

Therefore (F.6) and (F.7) reduce to 

p .  = 0£1 and 
, oct.i (F.8) 

which is the Hamiltonian system governing the variation of canonic constants 
and corresponding to (8.4.4). In comparing this approach with Lagrange's variation 
of parameters, one notes that, in the latter case, Keplerian motion was characterized 
by parameters ct.i, /3i that generally differed from (8.4.5) . Thus, when converted to 
time-dependent osculating elements for the perturbed motion, they are not 
necessarily a canonic set and the planetary equations, which take the place of (F.8), 
have a non-Hamiltonian form. Hence, canonic transformations are not used in 
their solution but rather recursive quadratures, leading to Picard iterants .  

*Ibid. 



SOME USEFUL CONSTANTS* 

G = (6.668 ± .005) x 10- 1 1  Newtons m/kg2 
ME = (5.977 ± .004) x 1024 kg 
J-l = GME = (3 .986 032 ± .000 030) x 101 4 m3/sec2 
(J = 7.292 1 1 5 08 x 10- 5 rad/sec 
R = 6 378 165 ± 25 m 
Ms/ME = 332 700 
A.u. = 149 598 845 ± 250 km 

Body a (A.u.) 

Mercury 0.387099 
Venus 0.723332 
Earth 1 .00 
Mars 1 . 52369 
Jupiter 5.2028 
Saturn 9. 540 
Uranus 19 .18 
Neptune 30.07 
Pluto 39.44 
Moon 384,404t 

e 

0.206 
0.00682 
0.0168 
0.0933 
0.0483 
0.0559 
0.0471 
0.0085 
0.2494 
0.0549 

MIME R (km) 

0.054 2420 
0.8 1 5  6100 
1 .00 6.378 
0 .108 3380 
3 17.8  71350 
95.2 60400 
14. 5  23800 
1 7. 2  22000 
0.8 (?) 3000 
1/81 .33  1738 

*Mostly from C. W. Allen, Astrophysical Quantities, University of London Press, 2nd ed., 
1963. 
tIn kilometers. 
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INDEX 

Al (atomic time), 57 
aberration 

geocentric, 58 
planetary, 6 1  
stellar, 6 1  

AENA (American Ephemeris and Nautical 
Almanac) , 39 

altitude, 43, 44 
angle 

flight path, 72 
local hour, 38 ,  6 1  
radar, 76 

anomaly, 12 
disturbed (perturbed), 1 37 ,  1 45, 1 67 
eccentric, 1 6, 22 
gravitational, 64 
local, 44 
mean, 1 7  
perturbation in, 1 37 
true, 1 2  
unperturbed, 1 34, 1 49 

apo-(ap-), definition of, 1 3  
apparent, 47, 5 1 , 54, 58 
apsides 

line of, 36 
precession of, 148 

Aries, first point of, 34 
Astronomical Unit, 39 
atmosphere, 1 1 8 

axis 
major, 1 2  
minor, 1 2  

azimuth, 44, 62 
flight path, 72 

Bessel functions, 28 
Besselian day numbers, 60 
branch, upper, 46 
Brouwer's  variables, 250 
Brown's lunar theory, 58 
bulge, equatorial, 53 

calendars, 54 
canonical, 227, 299 
Cayley's tables, 29, 262 
center 

equation of, 27 
of mass, see centroid 

centroid, 2, 33 
motion of, 3 

century, 54 
Chandler term, 63 
circle 

hour, 6 1  
orbit, 8 

clock, cesium, 57 
co-geoid, 41  
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commensurability, 2 1 7  
conic-section orbit, 6 ,  8 ,  24 
constant(s) 

aberrational, 62 
fundamental, 50 
of separation, 239 
solar, 1 2 1  
table of, 3 1 4  
universal gravitational, 2 ,  8n, 5 1  
variation of, 337 

coordinates 
astrometric, 38 ,  62 
geocentric, 34, 43 
heliocentric, 34 
"ideal", 278, 28 1  
ignorable, 227, 237 
inertial, 33 
natural, 1 96 
oblate spheroidal, 243 
topocentric, 40, 62 

corrections, differential, 70, 97 

d'Alembert's principle, 26 
day, 46 

Julian, 55 
sidereal, 47 
solar, 47 

decay, spiral, 1 2 1  
declination, 3 8  
Delaunay variables, 239, 249 , 250 
density, atmospheric, 1 1 8 
distance 

lunar, 40 
mean, 1 4, 38 
zenith, 44 

divisors, small, 254, 258, 267, 273 
Doppler, 80, 86 
drag 

atmospheric, 1 32, 2 12, 320 
coefficient of, 1 1 8 

earth 
figure of, 58 
rotational axis of, 42 
rotation rate of, 52, 53 
shape of, 40 

eccentricity, 1 2  
low, 25  

Echo (balloon satellite), 1 20, 123 
ecliptic, see plane 
elements of orbit, 25, 35, 72 

definitive, 70 
determination, 69-92 
mean, 1 88, 247 
preliminary, 69 
refined, 70 

elevation (angle), 42, 62 
ellipse 

auxiliary, 149 
elliptic orbit, 8, 1 2  
OSCUlating, 1 57 

ellipsoid, International, 42 
ellipticity, 42 
Encke, 1 29, 1 34 
energy, 4, 1 3 ,  1 06, 307 
ephemeris (ephemerides), 38 , 1 76 

adjustment of, 58 
Ephemeris, American, and Nautical Almanac 

(AENA), 39 
Ephemeris Time, 50n, 52, 53 
epoch, 35 ,  55, 73 

drift in, 1 48 
longitude at, 25 

equation(s) 
canonical, 1 98 
Hamilton's, 1 95, 1 98 
Hamilton-Jacobi, 236 
Kepler's, 1 7, 1 64 
Lagrange's ,  1 97 

Equation 
of Equinoxes, 48 , 54 
of Time, 53 

equator, 34, 58 
equinox 

March, 34 
mean, 54 
true, 54 
vernal, 34n 

Equinoxes 
Equation of, 48, 54 
line of, 34 

Euler angles, 24, 278 
Euler-Lagrange equations, 200 



field, earth's magnetic, 1 24 
flight, time of, 1 9  
force 

centrifugal, 33 
Corio lis, 33  
disturbing, 105 
nonconservative, 1 39, 1 96, 20 1 
perturbing, 1 10 

Fourier series, 25 
function 

disturbing, 1 12, 1 58 
generating, 233 
Hansen's U, 299 
Hansen's W, 286, 292 

Gauss 
form of Lagrange's equations, 1 80-1 87 
method of, 86-89 

geodesy, 41 
geoid, 41 
geopotential, 41  
gravity, extraterrestrial, 1 12, 2 1 4, 3 1 5  
Greenwich 

civil time (G.C.T.), 53 
mean sidereal time (G.M.SI .T.), 54 
mean time (G.M.T.), 53 
meridian, 46 

Hamilton's equations, 195, 1 98 
Hamilton's principle, 1 99, 203, 229 
Hamiltonian, 1 97, 227 

augmented, 25 1 ,  262 
Hamilton-Jacobi theory, 230 

equation, 236, 240, 245 
Hansen's device, 296 
Hansen's method, 129, 1 49,  1 9 1  
height, 43 
Hill equations, 206 
horizon, 44 
hour angle, local, 38,  49 
hyperbolic orbit, 8, 2 1  

inclination 
angle, 25, 35 
critical, 254,  258, 273 

integral 
of motion, 2 
variational, 232 

International Date Line, 53 
International Ellipsoid, 42 
International Time Service, 64 
irradiation, 58, 63 

Jacobi theorem, 335 
Jacobian, 229, 333 
Julian 

date, 54, 55 
day, 54 

Keplerian orbit, 9, 25 
Kepler's equation, 1 7, 1 64 
Kepler's laws, 1 4ff, 20, 2 1 ,  24 

Lagrange's equations 
dynamical, 1 95, 202 
of motion, 1 97 
planetary, 1 47, 1 62, 1 77 
planetary, Gauss form, 1 80 

Lagrangian, 2, 1 39 ,  1 97 
bracket, 1 59 

Lambert's theorem, 82 
Laplace, method of, 77-79 
latitude 

argument of, 25 
astronomic, 64 
celestial, 38 
geocentric, 42 
geodetic (geographic), 42 

latus rectum, 2 1  
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Lindstedt transformation, 1 43 
long-period terms, 1 77, 258, 260, 267 
longitude, 38 

astrometric, 64 
celestial, 38 
at epoch, 1 79 
mean orbital, 1 80 
of pericenter, 1 79 
true orbital, 25, 1 80 

magnetic field, earth's, 124 
many-body problem, I 
mass, center of, 8 
mean (adj .) ,  47, 58, 1 49 
meridian, 38  

deflection in, 64 
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method of 
Delaunay, 253 
Encke, 129, 1 34, 1 34n 
Hansen, 1 29, 277 
multiperiod steps, 1 76 
von Zeipel, 253 

momentum 
angular, 3, 1 06, 307 
generalized, 1 97 

motion 
averaged, 1 49 
disturbed, 1 05 
diurnal, 50 
integrals of, 2 
mean angular, 1 5  
proper, 56, 57, 60 

National Bureau of Standards, 57 
Newcomb 

planetary theory, 58 
tables, 29 

node 
ascending, 24 
longitude of, 35 
regression of, 1 1 8 ,  1 47 

nutation, 54, 56, 57, 58, 60, 1 54 
in longitude, 60 
in obliquity, 60 

oblateness, effect of, 1 70, 209, 268, 302 
obliquity, 40, 62 
orbit 

definitive, 70 
elements of, 25, 35 ,  7 1  
elliptic, 8 ,  1 2  
hyperbolic, 2 1  
intermediary, 1 88 
Keplerian, 9, 25 
nominal, 98 
parabolic, 19 
preliminary, 70 
sensitivities, 7 1 ,  92, 225 
variational, 206 
zero-energy, 20 

osculating (adj .) ,  1 57 
osculation, condition of, 1 58,  1 88  

parabola, and parabolic orbit, 8, 1 9ff 
parallax, 58 ,  60 

annual, 60 
diurnal, 60 
equatorial horizontal, 39 
stellar, 60 

patching, 123 
peri, definition of, 1 3  
pericenter 

argument of, 25, 36 
longitude of, 25, 1 79 
passage, time of, 1 7  

period 
anomalistic, 1 5  
draconitic, 36 
sidereal, 36 

periodic (adj .) ,  1 53 
perturbation, 105 

in anomaly, 1 37, 1 50 
averaged, 108, 1 88  
in  coordinates, 1 29 
order of, 128 
parameter, 128,  1 63 
in radius, 300 
in time, 1 4 1 ,  300 

Picard iterants, 1 5 5, 164, 1 76, 338 
place (mean, true, apparent), 58 
plane 

ecliptic, 34 
equatorial, 42 
fundamental, 34 
horizon, 44 

Poisson technique, 1 77 
poles 

astronomic, 63 
geographic, 63 
wandering of, 42, 58, 63 

position, astronomic, 64 
potential 

gravitational, 1 1 6 
kinetic, 1 97 

precession 
of the apsides, 148, 275 
of the equinoxes, 54, 1 53 
luni-solar, 59 
of the nodes, 275 
planetary, 59 



in right ascension, 56 
pressure, solar radiation, 1 2 1 ,  1 83 , 2 1 9, 260, 

327 
prime vertical, deflection in, 64 
proper motion, 60 

radius vector, 38 
range, slant, 76 
rate, of earth's rotation, 52, 64 
rectification, 1 53, 1 76, 1 84 
reflectivity, 1 2 1  
refraction, 5 8 ,  62 
resistance, atmospheric, 1 1 8, 1 32 
resonance, 147, 2 1 8  
right ascension, 3 8  
rotation, diurnal, 58 

satellite, synchronous (24-hour), 1 12,  1 1 5 
second 

emphemeris, 57 
mean solar, 56 

secular (adj .) ,  54, 59, 1 43 , 1 53 , 1 77 
sensitivity, orbit, 7 1 ,  92- 1 03 
shadow, earth's, 122 
short-period terms, 258, 260 
sphere, celestial, 34 
spheroid, oblate, 40, 1 17 
sun 

apparent, 47 
mean, 47, 53, 56 
mean longitude of, 57 

terms 
long-period, 1 77, 260, 275 
secular, 1 53 ,  1 77 
short-period, 260, 275 

time, 46-57 
atomic, 57 
daylight saving, 53 
dynamical, 52 
Ephemeris (E.T.), 50n, 52, 54 
Equation of, 53 
equations, 25, 1 69 
of flight, 1 9  
gravitational, 57 
local standard, 53 
perturbation, 14 1  

ABCDE7987654321 

sidereal, 47, 54 
signals, 57 
solar, 47, 52, 53 
Summer, 53 
Universal (U.T.), 47, 53 

trajectories, near-parabolic, 28 
transformation 

canonic, 227 
long-period, 273 
point, 202, 234 
short-period, 272 

triangulation, 85 
true (adj .), 12 , 54, 58, 1 80 
two-bodies, problem of, 4, 6, 9 
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universal gravitational constant, see constant, 
universal gravitational 

Universal Time (U.T.O, U.T. I ,  U.T.2), 47, 53 
U.S.  Navy, 57 

vagaries, diurnal, 58, 64 
variables 

Brouwer, 250 
Delaunay, 250 
fast and. slow, 309 
mean, 149 
Poincare, 250 
separation of, 239 

Variation of the Elements, method of, 1 87 
vertical 

deflection of, 42, 64 
variation of, 58 

Weltzeit, 53 

year, 47, 54 
anomalistic, 55 
Besselian, 55 
eclipse, 55 
leap, 54 
sidereal, 47, 55 
solar, 47 
tropical, 55, 57 

zenith, 44 
zenith distance, 44 
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