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Foreword by the Series Editor

The IAGA Executive Committee decided in 2008, at the invitation of Springer, to
publish a series of books, which should present the status of the IAGA sciences at the
time of the IAGA 2009 Scientific Assembly in Sopron, Hungary, the “IAGA Special
Sopron Series”. It consists of five books, one for each of the IAGA Divisions, which
together cover the IAGA sciences:

Division I – Internal Magnetic Field
Division II – Aeronomic Phenomena
Division III – Magnetospheric Phenomena
Division IV – Solar Wind and Interplanetary Field
Division V – Geomagnetic Observatories, Surveys and Analyses.

The teams of Editors of the books contain members of the IAGA Executive Com-
mittee and of the leadership of the respective Division, with, for some of the books,
one or a few additional leading scientists in the respective fields.

The IAGA Special Sopron Series of books are the first ever (or at least in many
decades) with the ambition to present a full coverage of the present status of all the
IAGA fields of the geophysical sciences. In order to achieve this goal each book
contains “overview papers”, which together summarize the knowledge of all parts
of the respective field. In book no. 5, on geomagnetic observations, all papers are
of that kind. These major review papers are, in the other four books, complemented
with invited reviews of special questions presented in Sopron. Finally, in some of the
books a few short “contributed” papers of special interest are included. Thus, we hope
the books will be of interest to both those who want a relatively concise presentation
of the status of the sciences and to those who seek the most recent achievements.

I want to express my thanks to the editors and authors who have prepared the
content of the books and to Petra van Steenbergen at Springer for good cooperation.

Kiruna, Sweden Bengt Hultqvist
November 2010
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Preface

The solar environment is one of the most studied plasma systems, yet it also presents
numerous challenges due to its complexity. For example, the wind streams coming
from the Sun, the solar wind, consist of charged particles and associated magnetic
fields. Despite decades of intensive research, we still do not fully understand cer-
tain basic questions such as how the solar wind is heated and accelerated. The solar
wind fills the heliosphere and interacts with the magnetospheres of the Earth and the
other planets, as well as with the outer boundaries of the heliosphere and the local
interstellar medium, creating a variety of phenomena that still need explanation.

This book is one of five volumes in the International Association of Geomagnetism
and Aeronomy (IAGA) Special Book Series. It is dedicated to the science covered by
IAGA Division IV, Solar Wind and Interplanetary Field, and features topics from the
interior of the Sun to the outermost regions of the heliosphere.

The concept of the book series was developed simultaneously with the preparation
of the 11th Scientific Assembly of IAGA that took place on August 23–30, 2009 in
Sopron, Hungary. This provided an added benefit, namely, the opportunity to seek
leading experts that could both give review presentations in Sopron and also provide
articles for the book. We also selected a few summary articles written by the conven-
ers of Division IV sessions that describe the most relevant results presented in Sopron
in context with recent advancements in the field.

All the chapters of this book were invited, and represent a selection of overview
papers. The book contains some long chapters which summarize the current knowl-
edge of the field. These major review papers are complemented with invited reviews
of special topics presented in Sopron. A few short chapters of special interest were
also included in this volume.

Our aim was to provide a comprehensive view of the state of knowledge of the
physics of the phenomena of the Sun, the solar wind, and the heliosphere. This book
focuses on the new insights that have been obtained through space- and ground-based
observations as well as modeling of the relationship between the Sun and its envi-
ronment. The new insights cover the detailed structure of the Sun, solar corona, mag-
netic field interactions, coronal heating, flares, accelerated particles, coronal mass
ejections, shocks, and several other topics.

This volume is a representation of how our advances in observations of space plas-
mas, space weather, and the Sun-Earth connection have been key in improving the
modeling of the Sun, the solar wind, the heliosphere, and our understanding of its
various physical processes. The current and future solar missions featured in the book
will continue to provide new discoveries in all key plasma regions of the heliosphere
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viii Preface

and challenge our existing ideas to help us develop a more realistic picture of the
relevant physics.

We would like to express our thanks to the authors who have prepared the chapters
for this book, and also to all scientists involved in IAGA Division IV. Without their
drive for solar and heliophysics research this book would not have been possible.

Finally, the editors would like to thank the referees of the chapters included in
the book for their dedication to the details and their gracious acceptance of short
deadlines: Markus J. Aschwanden, Gemma D. R. Attril, Eugene H. Avrett, Adriaan A.
Van Ballegooijen, Ofer Cohen, Anthea J. Coster, Steven R. Cranmer, Horst Fichtner,
Katya Georgieva, Stephen W. Kahler, Justin C. Kasper, Kelly E. Korreck, Alexander
Lazarian, Bo Li, Nicholas A. Murphy, Divya Oberoi, John C. Raymond, Manfred
Schuessler, Leonard Strachan, Manuel Vázquez, and Gary P. Zank.

Cambridge, Massachusetts Mari Paz Miralles
La Laguna, Tenerife Jorge Sánchez Almeida
November 2010
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Introduction





Chapter 1

The Sun, the Solar Wind, and the Heliosphere

Mari Paz Miralles and Jorge Sánchez Almeida

Abstract We describe the aims and contents of the
book entitled “The Sun, the Solar Wind, and the Helio-
sphere”. This is a volume in the IAGA Special Book
Series dedicated to the science covered by IAGA Divi-
sion IV, Solar Wind and Interplanetary Field. The book
features review articles on topics from the interior of
the Sun to the outermost regions of the heliosphere.
In addition, we highlight some of the results presented
during the Division IV symposia at the 11th Scientific
Assembly of IAGA in Sopron, Hungary, which was
planned simultaneously with this book.

1.1 Purpose and Contents of the Book

As editors, our commitment with Springer was setting
up a volume representing the state of the art of the sci-
ence covered by the International Association of Geo-
magnetism and Aeronomy (IAGA) Division IV, Solar
Wind and Interplanetary Field. This volume surpasses
our original expectations. It contains a collection of
contributions by top experts addressing and review-
ing a variety of topics included under the umbrella of
the division. It covers subjects that extend from the
interior of the Sun to the heliopause, and from the
study of physical processes in the Sun and the solar
wind plasma to space weather forecasts. Obviously,
not all topics are treated with the same depth, and the
reader will probably notice, for example, that chapters
on solar surface magnetism and neutral-plasma inter-
actions for planets are missing. However, the list is

M.P. Miralles (�)
Harvard-Smithsonian Center for Astrophysics,
60 Garden Street, Cambridge, MA 02138, USA
e-mail: mmiralles@cfa.harvard.edu

fairly complete. We asked the authors to spell out argu-
ments in depth, imposing only limited constraints on
the length of the manuscripts. As a reward, many con-
tributions are comprehensive and detailed and, there-
fore, expected to be references in the field for years to
come.

The volume has been divided in 7 parts, including
this introduction, loosely following the organization of
the Division IV scientific sessions during the 11th Sci-
entific Assembly of IAGA held in Sopron, Hungary.
Part II on the Solar Interior describes our current views
of the interior of the Sun through numerical modeling
(Rempel) and observations (Couvidat). The physical
processes that maintain the large scale flows in the Sun
are critical for understanding the magnetic cycle that,
in the end, produces and modulates the heliosphere.
One of the contributions is specifically devoted to crit-
ically revising some of the established views of the
solar magnetic cycle (Spruit). The revised solar metal-
licity stands out as one of the few problems of the stan-
dard solar model. The contribution of Grevesse et al.
explain the bases for the revision, and the problems it
poses.

Part III on the Solar Atmosphere collects works
dealing with the part of the heliosphere closest to the
solar surface, where coronal mass ejections (CMEs)
are triggered and where the solar wind originates.
Imada et al. summarize the physical conditions for
magnetic reconnection to occur, and they discuss Hin-
ode observations of magnetic reconnection in the
chromosphere. CMEs are at the basis of geomag-
netic storms, therefore, understanding their onset and
early evolution is crucial for space weather forecast-
ing. The topic is reviewed by Patsourakos in the con-
text of the new STEREO mission. The origin of the
solar wind, from historic developments to the current

3M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_1, c© Springer Science+Business Media B.V. 2011



4 M.P. Miralles and J. Sánchez Almeida

understanding, is treated in a balanced contribution
by Esser and Lie-Svendsen. Developments toward
a predictive three-dimensional magnetohydrodynamic
model of the solar corona and the solar wind using
the observed photospheric magnetic fields as boundary
conditions are presented by Lionello et al.

Part IV on the Heliosphere treats the realm of the
outermost regions of the solar system. Galvin summa-
rizes the solar wind observations taken with STEREO
at 1 AU from 2007 to 2009. This review provides a
new perspective on the origins and propagation of in
situ signatures of the solar-wind stream interfaces and
the interplanetary coronal mass ejections (ICMEs) dur-
ing the recent solar cycle minimum. Terasawa reviews
the nonthermal particle acceleration of collisionless
shocks in the heliosphere such as those formed ahead
of CMEs and the Earth’s bow shock, around corotat-
ing interaction regions, and at the solar wind termi-
nation shock. New knowledge about the heliospheric
outer boundaries, regions between the solar wind and
the local interstellar cloud, is presented by Richardson.
The data from the journey of Voyagers 1 and 2 across
the solar wind termination foreshock, the termination
shock, and the heliosheath is reviewed.

Part V on Heliophysical Processes updates our
understanding on the basic physical processes that play
key roles in shaping the heliosphere. Recent develop-
ments in the understanding of the magnetic topology
involved in 3D reconnection are reviewed by Parnell
et al. Current sheets and their observational aspects are
analyzed in depth in one of the contributions (Poletto).
Another article treats solar energetic particles (SEPs),
which may be produced by flares or accelerated up to
relativistic energies by shock waves driven by CMEs
(Valtonen). The heliosphere and planetary magneto-
spheres provide a test bed to explore many fundamen-
tal questions in plasma physics, in particular the role
played by the coupling of different spatial and tem-
poral scales in determining the structure and dynam-
ics of space plasmas. Shaikh et al. discuss several
examples of this interplay between scales in a vari-
ety of space plasma environments. The state of the
magnetosphere and the information that can be derived
from the study of cosmic rays is discussed by Kudela
and Lazutin. Messerotti presents various aspects of the
heliospheric radio emission processes employing an
ontological approach.

Part VI on Radio Emissions from the Sun and the
interplanetary medium are used to better understand

the plasma conditions of energy release sites and par-
ticle acceleration regions in the solar corona, the solar
wind, and the interplanetary medium. Type II and III
solar radio bursts, and emissions from the Earth’s fore-
shock are reviewed by Li et al. Kellogg and Malaspina
report on recent progress in understanding the pro-
cesses of linear and nonlinear conversion of Langmuir
waves to electromagnetic radiation. A review of radio
images of solar flares, CMEs, and electron beams in the
corona and in the interplanetary medium is presented
by Vilmer. Finally, the overview by Cairns is a compre-
hensive review of the field of solar system shocks that
summarizes in detail the observation and theory of type
II coronal and interplanetary bursts and the 2–3 kHz
emissions from the outer heliosphere.

ILWS (International Living With a Star) and
CAWSES (Climate and Weather of the Space-Earth
System) are two major international initiatives that
coordinate observations and modeling to improve
our understanding of the space environment and its
impacts on life and society. Part VII on Coordinated
Science in the Sun-Earth System contains a descrip-
tion of activities carried out within the two initia-
tives (Fichtner and Liu). Various space missions being
developed in and around the initiative are described
in detail: the Solar Orbiter mission (Marsden and
Müller), e-POP mission (Yau and James), the Picard
investigation (Thuillier et al.). In addition, the new
international Space Weather Initiative (ISWI) program
is designed to promote the observation, understanding,
and prediction of near-Earth space weather phenom-
ena. Davila et al. summarize this program and the col-
laboration with the other two initiatives named above.

1.2 Solar Wind and Interplanetary Field
Topics Addressed in Sopron

The 11th Scientific Assembly of IAGA was held
in Sopron, Hungary, on 23–30 August 2009, and
was simultaneously planned with the IAGA series of
books that includes the present volume. Although this
book is by no means the proceedings of the assem-
bly corresponding to our sessions, we have decided
to briefly attest what happened there and highlight
some key scientific results presented at the meeting.
Our IAGA Division IV had six splinter meetings and
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a Reporter reviews session. Leading experts giving
invited reviews were asked to contribute to this vol-
ume, therefore, their works are not generally men-
tioned here, and we refer to their contributions for
details. In addition, several of the conveners of the
symposia have prepared their own summaries and/or
introductions, and we directly refer to then to report on
the science of their corresponding sessions.

The different symposia and their contents were as
follows.

Symposium IV.01, New Solar and Interplanetary
Results. This symposium covered new results using
data from space and ground-based observatories, as
well as theory and modeling of different aspects of the
Sun and the heliosphere.

One of the topics discussed at the Sopron meet-
ing was the impact of the differences and similarities
between the minimum of solar activity that persisted
from 2007 to 2009 and the prior one (1996–1997).
In particular, the role of the solar interior in deter-
mining solar cycle characteristics was highlighted. The
search for internal signatures of the sunspot cycle is of
prime importance in the quest to understand the ori-
gin of solar magnetism. Gizon (2009) reviewed cur-
rent advances toward retrieving a detailed 3D view of
the solar interior through local helioseismology. Mur-
sula (2009) commented on the changes of several solar
and heliospheric parameters (cosmic rays, solar irra-
diance, heliospheric and solar polar magnetic fields)
during the extended ending of solar cycle 23 and the
ongoing solar minimum. The presenter suggested that
solar cycle 23 may not be so exceptional after all, when
looking at long-term solar activity records. Yi and
Oh (2009) discussed the implications of the weaker
solar magnetic fields and the decrease of the solar
dipole tilt angles at the ending of solar cycle 23 and
the delayed onset of solar cycle 24, and its implica-
tions for global climate. Finally, Muraközy and Lud-
mány (2009) presented several features of the solar
north-south hemispheric asymmetries using sunspot
data from solar cycles 12 to 23. These authors con-
cluded that the alternating hemispheric precedence
could be considered as a long-term torsional oscillation
of the solar cycle. Despite significant advances, our
understanding of the solar magnetism is still incom-
plete. However, the abundance of new magnetic struc-
tures makes them potentially important to understand
the global magnetic properties of the Sun. Sánchez
Almeida et al. showed the presence of many small vor-

tex flows throughout the photosphere, which may stir
and heat the corona (Bonet et al. 2008).

In the solar atmosphere, explosive phenomena such
as solar flares and CMEs producing coronal dis-
turbances and shock waves were discussed. Vrš-
nak reported on observational signatures of large-
scale coronal MHD shocks and the relationship
between shocks, CMEs, and flares (e.g., Vršnak and
Cliver 2008). In addition, Cliver (2009) argued for
Moreton waves driving CMEs looking at an event
on 6 December 2006, using He I λ 10830, Hα, and
TRACE imaging data. Nitta et al. (2009) employed new
STEREO observations to revisit the CME-flare rela-
tionship during solar cycle 23. Their goal was to under-
stand the effect of the flare process on the initiation
and subsequent dynamics of CMEs. Santos and Büch-
ner (2009) presented a 3D numerical simulation of a
flaring active region associated with a CME. These
authors studied how the magnetic energy is stored and
released to produce these powerful events in the solar
atmosphere. Asikainen et al. (2009) analyzed hemi-
spheric and longitudinal asymmetries in CME occur-
rence using SOHO/LASCO data in solar cycle 23 in
the context of known asymmetries in solar activity.

Erupting solar prominences or filaments have been
associated with CMEs. These filaments consist of cool
and dense plasmas near equilibrium in the corona.
Foullon et al. (2009) discussed the use of ultra-long-
period oscillations in EUV filaments to forecast promi-
nence eruptions.

Coronal plasma temperatures and abundances were
also discussed. Shibasaki (2009) proposed a mecha-
nism of temperature dependent plasma flows to explain
steady plasma upflows observed in soft X-rays in
open magnetic field regions. Ofman (2009) presented
a model of coronal quiescent streamers to explain
why their structures differ significantly depending on
whether they are observed in heavy ions or hydrogen
lines.

Recent Hinode and STEREO observations have
reported a variety of phenomena in the solar atmo-
sphere over a range of coronal plasma temperatures.
While it is widely believed that jets are produced
by magnetic reconnection, the mechanisms respon-
sible for jet initiation and propagation are not still
completely understood. Miralles (2009) showed the
first discovered ultraviolet counterparts in the extended
corona of the hot X-ray jets resolved by Hinode/XRT.
This provides evidence that the jet material travels
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throughout the corona and reaches SOHO/UVCS
heights, at least 1.7 R�, in the acceleration region of
the fast solar wind.

During a CME, the eruption of a magnetic structure
is associated with the formation of a large-scale cur-
rent sheet (e.g., Vršnak et al. 2009). Ko et al. (2009)
presented a first attempt to model the UV line emission
in a post-CME current sheet, and discussed its obser-
vational consequences.

Interplanetary CMEs (ICMEs) are the most impor-
tant cause of magnetic storms at the Earth’s mag-
netosphere. Kilpua presented new results of ICMEs
from the STEREO observatory, i.e., observing the
ICMEs from two different perspectives. When an
ICME exhibits a large magnetic field, rotation in the
magnetic field direction, and a low proton plasma β,
it is classified as a magnetic cloud (MC) and is inter-
preted as the signature of a magnetic flux rope (Kilpua
et al. 2009). Lynnyk and Vandas (2009) modeled a
full set of magnetic clouds using force-free cylindri-
cal flux ropes, and concluded that the expansion model
provides better fits. Dal Lago et al. (2009) used the
STEREO/SECCHI and SOHO/LASCO instruments to
study the evolution of a CME from 1.4 R� to beyond
32 R�, and estimated its travel time to Venus.

The solar wind is an important source of geomag-
netic disturbances, especially in the declining phase
of the solar cycle as seen in solar cycle 23. Coro-
nal holes are sources of fast solar wind, predomi-
nantly associated with solar polar regions. But coronal
holes also appear at low-latitudes forming high-speed
streams (see, e.g., Miralles et al. 2001, 2004, 2006) that
can interact with slow streams and create disturbances
nearth Earth. Luo et al. (2009) presented a new index
to forecast the solar wind speed from the brightness of
284 Å EUV emission images from SOHO/EIT.

During the last few decades, in situ observa-
tions have provided information about the particles
and wave processes in the solar wind (e.g. Marsch
et al. 1982a, b; Goldstein et al. 1995; Marsch 2006). As
the solar wind expands from the Sun toward the orbit
of the Earth, electrons and protons cool less rapidly
than adiabatically expected and supplementary heating
mechanisms are needed to account from these depar-
tures. Kiran and Shah (2009) presented a new calcula-
tion of the power dissipated through Alfvén waves in
the solar wind, which is in better agreement with obser-
vations than previous estimates, especially for the slow
solar wind streams (Kiran et al. 2006).

Depressions in the interplanetary magnetic field
(IMF) were presented by Erdös and Tátrallyay (2009).
These authors compared magnetic field measurements
from the four CLUSTER spacecraft separated between
500 km and 10,000 km, to conclude that magnetic
holes are likely to be frozen in the solar wind and may
be formed in sheet-like structures. Kuznetsova (2009)
analyzed data from the interplanetary magnetic field,
the solar wind speed, and sunspot number to show that
the Sun and the Moon may both influence the temporal
changes of the solar wind parameters.

The Earth’s bow shock is the region where the
solar wind is decelerated from supersonic to sub-
sonic speeds before being deflected around the Earth.
The length scales of various processes occurring at
the bow shock have been studied by the CLUSTER
mission. Kis et al. (2009) analyzed the properties of
the energetic ions in front of the Earth’s bow shock
using CLUSTER/CIS particle data for different solar
wind conditions, whereas Kovács et al. (2009) moni-
tored the plasma turbulence upstream and downstream
of the Earth’s bow shock using CLUSTER magnetic
data. These authors examined the intermittency level
of the plasma fluctuations and the varying solar wind
parameters.

McComas et al. (2009) provided an overview of
the Interstellar Boundary Explorer (IBEX) mission and
some of the early results from its first all-sky maps.
IBEX is meant to study the interaction between the
heliosphere and the interstellar medium around us by
imaging energetic neutral atoms emanating from this
region. In particular, these authors found a bright rib-
bon of emission that was not predicted by any prior
models or theories. This feature appears to be ordered
by the interaction of the heliosphere with the local
interstellar magnetic field.

Symposium IV.02, From Micro- to Macro-scales in
the Heliosphere and Magnetospheres. Coupling com-
plexity, class of problem or system that consist of sig-
nificantly different scales, regions, or particle popula-
tions, is well represented by physical processes occur-
ring throughout the heliosphere and magnetosphere.
The contribution by Shaikh, Veselovsky, Lu, and Zank
provided an introduction to the topic, which includes
highlights of some of the contributions made during
meeting. We refer to their work for details.

Symposium IV.03, Universal Heliophysical Pro-
cesses. The International Heliophysical Year program
has been promoting investigations on the universality
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of physical processes such as shocks, particle acceler-
ation, dynamos, magnetic reconnection, magnetic flux
ropes, plasma-neutral matter interactions, turbulence,
and several others. The paper by Gopalswamy provides
a balanced and accurate account of what happened dur-
ing this symposium. We refer the interested reader to
his contribution that follows this introduction.

Symposium IV.04, Advances in Coordinated Sun-
Earth System Science Through CAWSES and ILWS.
The Climate and Weather of the Sun-Earth System and
the International Living with a Star programs were cre-
ated in order to conduct interdisciplinary research in a
plasma system as large and complex as the heliosphere.
We refer to the contribution by Fichtner and Liu in
this volume for details. Rather than a traditional sum-
mary, it contains a discussion on the need for interdis-
ciplinary research and coordinated international coop-
eration to approach the Sun-Earth system science.

Symposium IV.05, Neutral-Plasma Interactions for
Planets, Moons, Asteroids, and Comets. This sympo-
sium focused on recent progress in the space plasma
physics of solar system bodies without measurable
dynamo magnetic fields. The interactions of Mars,
Venus, and Titan with the solar wind were featured.
Results from Mars Express, Venus Express, and from
Cassini were given.

Symposium IV.06, Solar and Interplanetary Radio
Emissions. This symposium discussed recent develop-
ments concerning non-thermal radio emissions from
the Sun and the heliosphere, with links to solar ener-
getic particles events and/or CMEs. As it happened
with session IV.04, the contribution by Li et al. can be
regarded as a balanced introduction to solar and inter-
planetary radio emissions, therefore, we have preferred
to place it as the first article in the corresponding sec-
tion of this volume.

Symposium IV.07, Reporter Reviews. This sympo-
sium contained reviews of recent advances, both theo-
retical and observational, on the Sun, solar wind, and
heliosphere. Given by active researchers, these reviews
covered a comprehensive range of topics in a manner
that is accessible to researchers from other IAGA divi-
sions, while offering synthesis and context to Division
IV scientists. All these reviews were by invitation only.
Because the organization of the meeting in Sopron
and the planning of this book were simultaneous, the
reporters in this session were chosen with the idea of
their contributions to this volume. Grevesse, Spruit,
Esser, and Richardson were the invited reporters in

this session. All delivered extensive overview papers
to this volume, therefore, we refer their contributions
for details.
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Chapter 2

Universal Heliophysical Processes

Nat Gopalswamy

Abstract The physical processes in the heliospace
are a direct consequence of the Sun’s mass and
electromagnetic emissions. There has been enormous
progress in studying these processes since the dawn
of the space age half a century ago. The heliospace
serves as a great laboratory to study numerous physical
processes, using the vast array of ground and space-
based measurements of various physical quantities.
The observational capabilities collectively form the
Great Observatory to make scientific investigations not
envisioned by individual instrument teams. The Inter-
national Heliophysical Year (IHY) program has been
promoting scientific investigations on the universality
of physical processes such as shocks, particle acceler-
ation, dynamo, magnetic reconnection, magnetic flux
ropes, plasma-neutral matter interactions, turbulence,
and several other topics. This chapter highlights scien-
tific deliberations on these and related topics that took
place during the IAGA session on “Universal Helio-
physical Processes” in Sopron, Hungary. The session
featured several invited and contributed papers that
focused on observations, theory and modeling of the
universal heliophysical processes.

2.1 Introduction

The Sun strongly influences a region of space around it
to a distance of about 100 AU by virtue of its mass and

N. Gopalswamy (�)
NASA Goddard Space Flight Center, Greenbelt, MD 20771,
USA
e-mail: nat.gopalswamy@nasa.gov

electromagnetic emissions. In-situ and remote-sensing
observations combined with theory and modeling
efforts have helped accumulate a wealth of knowl-
edge on the heliospace. The magnetized plasma, ener-
getic particles, and the electromagnetic radiation from
the Sun interact with the neutral and charged fluid
envelopes that surround the planets and their moons.
Neutral material from the interstellar medium and
charged particles of galactic origin (cosmic rays) also
enter the heliospace resulting in additional physical
processes. The interaction between the solar wind and
the interstellar neutral matter results in pickup ions.
The magnetic enhancements in the solar wind caused
by solar eruptions deflect the galactic cosmic rays,
reducing their severity in impacting Earth. The Interna-
tional Geophysical Year (IGY) during 1957–1958 pro-
vided a major impetus to the development of space sci-
ence. During 2007–2009, the International Heliophysi-
cal Year (IHY 2007) was conducted to take stock of the
enormous achievements that the world scientific com-
munity has accumulated since 1957 (see Chapter 28
by Davila et al. this volume, for an overview of the
IHY program and its continuation as the International
Space Weather Initiative (ISWI)). The IAGA session
on “Universal Heliophysical Processes” in Sopron,
Hungary provided a forum to discuss these achieve-
ments. Invited and contributed papers addressed issues
related to the variability of the Sun from its interior to
its atmosphere and in the extended heliospace.

9M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_2, c© All Rights Reserved, 2011
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2.2 Solar Interior, Dynamo, and the Solar
Cycle

The mass and electromagnetic emissions from the Sun
are ultimately related to the generation of energy in the
solar core and its transport by radiative and convec-
tive processes in the solar interior. The energy genera-
tion in the solar core is primarily due to thermonuclear
reactions that convert hydrogen to helium. Such a con-
version is consistent with the stellar structure inferred
from helioseismology, a field that developed rapidly
with its origin in the discovery of the 5-min solar oscil-
lations (Leighton and Brophy 1961). The interior struc-
ture and dynamics of the Sun have been established to
a very high degree of accuracy by studying the acoustic
waves trapped inside the Sun. The solution to the solar
neutrino problem (Ahmad et al. 2001) also confirmed
the standard solar model established by helioseismol-
ogy many years earlier. Couvidat (Chapter 4, this vol-
ume) summarized the current developments in the
global and local helioseismology branches. The local
helioseismology is concerned with sunspot regions,
where one observes intense magnetic fields produced
at the base of the convection zone and transported to
the surface. The sunspot regions are the source of the
most violent eruptions whose consequences can be felt
throughout the heliosphere.

2.2.1 Solar Activity Cycles

The generation and maintenance of solar magnetism
by the differential rotation of the Sun and the turbu-
lent convection in its outer layers is central to most of
the energetic phenomena that take place in the solar
atmosphere. The dynamo mechanism involves the con-
version of the poloidal field into toroidal field and vice
versa resulting in the 11-year sunspot cycle and the 22-
year magnetic cycle (see e.g., Charbonneau 2005, for
a review). The sunspot regions are the source of coro-
nal mass ejections (CMEs) and flares that lead to haz-
ardous space weather. The largest number of sunspots
appears on the Sun during the solar maximum, when
the likelihood of energetic eruptions is very high. Pre-
diction of the sunspot number is therefore of great
practical importance and provides a metric of our
understanding of solar magnetism. Petrovay (2009)

reviewed empirical and theoretical regularities and pat-
terns underlying the sunspot cycle and discussed recent
model-based prediction attempts for solar cycle 24.
Petrovay also discussed the possible mechanisms that
explain the amplitude of the solar activity modulated
over a longer time-scale (∼90 yr) resulting in epochs
of suppressed solar activity (grand minima). There is
widespread interest in grand minima after Eddy (1976)
discovered the Maunder minimum and its implications
for Earth’s climate.

There have been attempts, both based on empiri-
cal and dynamo models, to predict solar cycles. The
sunspot number predictions for cycle 23 occupy a
huge range above and below the observations for cycle
23 (see e.g., Brajša et al. 2009). Using a combined
method, Brajša et al. (2009) predicted the strength and
the epoch of cycle 24: the sunspot number will be
in the low 80s, occurring around the year 2012. Ver-
banac et al. (2009) presented the details of this pre-
diction method: (1) the calculation of the asymmetry
of the duration of the ascending and descending solar
cycle parts, (2) the correlation of the relative sunspot
numbers in and around solar activity minima and
the following activity maxima and (3) the method of
the autoregressive moving average model (ARMA)
applied to the relative sunspot number data measured
up to now. They utilized various data sets that comprise
of yearly, corrected yearly, monthly and smoothed
monthly relative sunspot number values.

2.2.2 Solar Dynamo and Grand Minima

Recognizing solar activity cycles from various proxy
data has greatly enhanced our understanding of solar
variability. Demetrescu et al. (2009) used annual
means of measured and reconstructed solar, helio-
spheric, and magnetospheric parameters to infer solar
activity signatures at the Hale magnetic (MC) and
Gleissberg cycle (GC) timescales. They reconstructed
available open solar flux, modulation strength, cos-
mic ray flux, and total solar irradiance data back to
1700; solar wind parameters (speed and density) and
the magnitude of the heliospheric magnetic field at
1 AU were reconstructed back to 1870; time series
of geomagnetic activity indices (aa, IDV, IHV), going
back to 1870, were also considered. Simple filtering
procedures (successive 11-, 22-, and 88-year running
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averages and differences between them) and scal-
ing by the standard deviation from the average value
for the common interval covered by the data show
that the long-discussed variation in the twentieth cen-
tury (a pronounced increase since ∼1900, followed
by a depression in the 1960s and a new, slower,
increase) seen in the 11-year averages of the analyzed
parameters, is a result of the superposition in data of
solar activity signatures MC and GC timescales (see
Fig. 2.1). This leads to the conclusion that the MC and
GC signals are quite similar in all studied parameters,
pointing to a common pacing source, the solar dynamo.

2.3 Solar Eruptions and Their
Interplanetary Consequences

It is possible to recognize distinct activity phenom-
ena associated with the toroidal and poloidal fields

of the Sun. Flares, CMEs, and irradiance variations
are connected to the toroidal fields, while the high-
speed solar wind from solar poles is linked to the
poloidal field. Both sets of phenomena have impor-
tant consequences on Earth. Thus the variations in the
action of the solar dynamo can result in varying influ-
ences on the geoeffectiveness and terrestrial climate
(Georgieva 2009). Flares, high-speed solar wind, and
CMEs produce space weather effects, while irradiance
variation produces climate effects. CMEs impact on
Earth’s magnetosphere and result in intense geomag-
netic storms, while high-speed solar wind can produce
moderate and weak storms. Flares produce short-term
ionospheric disturbances that can affect radio commu-
nication and navigations and accelerate solar energetic
particles (SEPs) of the impulsive type. CMEs on the
other hand drive fast mode MHD shocks that accel-
erate gradual SEPs, which are potentially hazardous
to space-based technological systems and humans in
space.

Fig. 2.1 11-year averages
(top), the Hale magnetic cycle
(MC) signal (middle) and the
Gleissberg (GC) signal
(bottom) in various data:
aa - geomagnetic activity
index, IDV - geomagnetic
interdiurnal variability index,
B - magnitude of the
heliospheric magnetic field;
V - solar wind speed;
Fs - open solar flux;
Φ - heliospheric modulation
strength; TSI - total solar
irradiance; CR - cosmic ray
flux (reconstructed count rate
of the standard neutron
monitor); R - sunspot number



12 N. Gopalswamy

CMEs originate from closed magnetic regions that
possess free magnetic energy. Active regions produce
the most energetic CMEs because of the large free
energy that can be stored in them. One of the important
indicators of free energy is the active region helicity.
The helicity generation is thought to be closely con-
nected with the toroidal and poloidal fields (Longcope
et al. 1998; Choudhuri et al. 2004). Based on the esti-
mates of magnetic helicity in interplanetary flux ropes,
Sung et al. (2009) showed that the CME kinetic energy
and the flux rope helicity are closely related. Thus, the
active region helicity and the flux rope structure play
a significant role in understanding the generation and
interplanetary consequences of CMEs.

There is plenty of observational evidence for flux
rope structure in CMEs and their interplanetary coun-
terparts (ICMEs). The flux rope structure was inferred
from the solar wind magnetic field data (see e.g.,
Burlaga et al. 1981). The coronagraphic observations
from the Solar and Heliospheric Observatory (SOHO)
reveal flux rope structure (see e.g., Chen et al. 1997).
Linton (2009) compared the CME flux rope structure
with the plasmoids observed in the Earth’s magneto-
tail, though the two structures are of vastly different
spatial scale. With this comparison, Linton concluded
that flux rope formation is a universal space physics
phenomenon and that the physical mechanisms respon-
sible for flux rope formation occur over a wide range of
plasma conditions wherever current sheets exist. The
current sheets in the solar atmosphere are of particular
interest since they are supposed to indicate the produc-
tion of CME flux ropes. Poletto (Chapter 15, this vol-
ume) reviewed the observational evidence of current
sheets throughout the solar atmosphere.

One of the important consequences of a flux rope
structure is that we can predict which portion of the
flux rope is likely to interact with Earth’s magneto-
sphere. For example, if the flux rope axis is in the
ecliptic plane, then the leading field is pointed to the
north or south, while the trailing field has the opposite
sense. South-pointing field is necessary for reconnec-
tion with the magnetospheric field, which points to the
north. Another advantage is the possibility that the flux
rope axis is parallel to the neutral line in the solar active
region (or the axis of the filament overlying the neutral
line). Observations indicate that there are significant
deviations between the flux rope axis and the active
region neutral line, suggesting that the field orienta-
tions rotate by up to 160◦ with respect to the magnetic

orientation of the CME source region on the Sun. The
cause of this rotation it is not well understood. Török
et al. (2009) reported on a systematic study of CME
rotation mechanisms, based on numerical MHD simu-
lations of a flux rope CME model. They focused on two
mechanisms: (i) the conversion of flux-rope twist into
writhe and (ii) the interaction of the flux-rope current
with the component of the ambient coronal magnetic
field along the flux rope. By varying the initial flux
rope twist and the shear angle of the ambient mag-
netic field, they found a continuous range of flux rope
rotations between ∼20 and ∼140◦ in the simulations.
Strong rotations of more than ∼100◦ require both high
flux rope twist (i.e., the occurrence of the helical kink
instability) and the presence of a significant shear of
the ambient field with respect to the initial flux rope
orientation.

Occasionally, linking the active region helicity to
that of the interplanetary flux rope originating from
the active region may not be straightforward. Chandra
et al. (2010) discussed a CME from NOAA AR 10501
that was associated with a magnetic cloud (MC) of pos-
itive magnetic helicity on 20 November, 2003. How-
ever, the active region had a negative helicity, oppo-
site to that of the MC. They reconciled the disparity
using the observation that a smaller region within the
active region had emerging flux with a positive helicity,
which might explain the positive helicity in the MC.

2.4 CME-Driven Shocks and Related
Phenomena

The heliospace plasma is an ideal laboratory for col-
lisionless shock physics, because it supports a vari-
ety of shocks, ranging from mini-bow shocks ahead
of the lunar magnetic anomaly to large scale shocks
in front of CMEs (Terasawa Chapter 12, this vol-
ume). The dissipation processes at collisionless shocks
naturally result in the production of nonthermal par-
ticles. CME-driven shocks are of particular interest
because they accelerate electrons and ions throughout
the heliospace. Shock waves near the Sun produce type
II radio bursts and release SEPs (see Chapter 16 by
Valtonen this volume). Type II bursts represent one
of the several different radio emission processes that
occur in the heliospace (Messerotti Chapter 19, this
volume). When shocks impact the magnetosphere,
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they produce the storm sudden commencements,
which are signatures of magnetospheric compression.

2.4.1 EUV Wave Transients

The CME-driven shocks also manifest as EUV wave
transients, which are thought to be bow waves envelop-
ing CMEs. Veronig (2009) reviewed the current status
of large-scale EUV waves (also known as “EIT waves”
and “coronal Moreton waves”) in the solar corona that
are launched in association with solar flares and CMEs.
In particular she discussed the physical nature of the
wave: blast wave, driven-wave, or non-waves. Based
on the wave kinematics and dynamics derived from
high-cadence observations by the EUVI instruments
onboard the twin STEREO spacecraft, she concluded
that the coronal wave reveals deceleration, indicative
of a freely propagating MHD wave after an initial driv-
ing by the expanding flanks of the associated CME.
When EIT waves are associated with type II radio
bursts, one infers that the EIT wave is in fact a fast
mode shock.

2.4.2 Radio-Loud and Radio-Quiet Shocks

The fact that shocks are important source of energetic
particles in the heliosphere can be inferred in a num-
ber of ways. Type II radio bursts are the earliest sig-
nature of particle acceleration by CME-driven shocks.
Type II bursts begin when the CMEs are typically

at a heliocentric distance of 1.5 Rs (Gopalswamy
et al. 2009b) indicating that electrons accelerated to
an energy of up to ∼10 keV escape from the CME-
driven shock front. Type II bursts also serve as an indi-
cator of particle acceleration by shocks throughout the
inner heliosphere. SEPs are released typically at larger
heliocentric distances (∼5–7 Rs), where a combination
of circumstances favor SEP acceleration and release
(CMEs reaching peak speeds and Alfven speed starts
declining). This spatial domain overlaps with the fields
of view of white-light coronagraphs, so shock signa-
tures can be discerned in the coronagraphic images
as the diffuse feature ahead of the bright structures.
Gopalswamy et al. (2009a) described the diffuse fea-
ture as the compressed sheath ahead of the flux rope in
the 2005 January 15 CME (see Fig. 2.2). The extent of
the diffuse feature differed substantially when shocks
with (radio-loud) and without type II bursts (radio-
quiet) were considered. They investigated the widths
of the flux rope and the surrounding disturbance for
13 radio-quiet and 47 radio-loud interplanetary shocks
associated with limb CMEs. The sky-plane widths of
the surrounding disturbance were much larger for the
case of radio-loud shocks (284◦ compared to 197◦ for
the radio-quiet shocks).

2.4.3 Extended Shocks and SEPs

The large extent of the shock surrounding energetic
CMEs has important consequences in the heliosphere.
Malandraki et al. (2009) reported energetic particle

Fig. 2.2 A flux rope CME (2005 January 15) observed by
SOHO/LASCO with the surrounding shock disturbance. (left)
Pre-CME corona at 6:24 UT, (middle) the CME with flux rope
(FR) and prominence core and a kink (S) in the streamer outside

the flux rope, and (right) the difference between the images at
06:30 and 06:24 showing the diffuse material (sheath) surround-
ing the flux rope (from Gopalswamy, 2010)
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observations by Ulysses during the period of isolated
but intense solar activity from active region 10,930 in
December 2006. The heliocentric distance of Ulysses
was 2.8 AU, located at 72◦ southern heliographic lat-
itude immersed in the high-speed solar wind from
the southern polar coronal hole. The particle event
was associated with an X9.0 flare from S07E79 on
December 5, being the largest among a set of 4 X-
class events. Three forward shocks from these erup-
tions were observed at Ulysses, even though Ulysses
was located at W120. The shocks were not followed
by discernible ejecta suggesting that the shocks were
much more extended than the ejecta. The onset and
decay profiles of the event for the 8–19 MeV pro-
ton channel were relatively smooth. The event had a
“clean” onset, occurring in a period nearly devoid of
solar wind structures and with relatively low pre-event
intensities (see Fig. 2.3). The pitch-angle distributions
of energetic particles were near-isotropic. The parti-
cle flow directions were along the field and there was
no evidence for any net flow across the field lines,
so there was little cross-field diffusion close to the
observer. The magnetic field in the fast solar wind is
much more turbulent, so particle propagation should
be more difficult leading to significant scattering. The
rise-time of the SEP event at STEREO-B was found to

be faster than at Ulysses (although this corresponds to
an eastern poorly connected event as viewed from the
Earth), suggesting a more diffusive transport to high
latitudes than to the near-Earth STEREO-B. The rel-
atively simple structure of the heliosphere in Decem-
ber 2006 when Ulysses was in the southern polar wind
seem to exclude the possibility that magnetic field lines
originating at low-latitudes reached Ulysses. The ener-
getic particles observed as large SEP events over the
south pole of the Sun were released when the propa-
gating coronal waves reached high latitude magnetic
field lines connected to Ulysses. Based on the observa-
tions available, however, cross-field diffusion closer to
the Sun cannot be definitely excluded.

2.4.4 Geospace Consequences of Solar
Eruptions

CMEs have important consequences in geospace by
direct impact (geomagnetic storms) and via SEPs,
which can be trapped in Earth’s radiation belt over long
periods of time. SEPs can also penetrate Earth’s atmo-
sphere at high latitudes leading to ozone depletion. The
properties of magnetosphere can also be modified dur-

Fig. 2.3 Hourly averages of
proton intensities at similar
energy intervals measured in
and out of the ecliptic plane
by the COSPIN/LET and
STEREO/LET experiments
onboard Ulysses (lower trace)
and STEREO-B (upper trace)
during the December 2006
period. courtesy: O.E.
Malandraki (IAA/NOA)
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ing geomagnetic storms. Kudela and Lazutin (Chap-
ter 18, this volume) reviewed studies on the cosmic
ray anisotropy observed at neutron monitors and muon
telescopes just before the onset of some geomagnetic
storms. They also discussed changes of geomagnetic
cut-off, structure of the cosmic ray transmissivity func-
tion and the asymptotic directions for various geomag-
netic field models during strong geomagnetic storms.
They reported preliminary results of a study on the
solar proton capture into radiation belts using coro-
nas data and explored the use of different geomagnetic
field models that can fit the observed trapped particle
profiles in different local time sectors. Furthermore,
they pointed out that measurements of energetic neu-
tral emissions (gammas and neutrons) near the Earth
or on the ground can serve as indicators of accelera-
tion processes on solar surface.

The first interplanetary structure that impacts
Earth’s magnetosphere is the shock ahead of the
ICME, which is recognized in the ground-based mag-
netometer data as a sudden increase in the horizon-
tal component of Earth’s magnetic field known as the
geomagnetic storm sudden commencement (SC). The
preliminary impulse (PI) of SCs appears as a nega-
tive impulse (PRI) at the afternoon high latitude and
dayside geomagnetic equator, and a positive impulse
(PPI) at morning high latitude and nightside geomag-
netic equator. The temporal and spatial variations of
the PI are explained by means of a magnetosphere-
ionosphere current system, composed of the iono-
spheric Hall and Pedersen currents at high latitudes and
the Pedersen current amplified by the Cowling effect
at the equator. The ionospheric currents are driven
by the dusk-to-dawn electric field impressed from the
magnetosphere. The electric field then propagates to
low latitude, driving westward/eastward currents in
the day/nightside equatorial ionosphere. Although the
observations indicate instantaneous transmission of the
electric field to the equator, a complete confirmation
required high time resolution and better data cover-
age. Kikuchi et al. (2010) analyzed PI events using 1-s
sampled magnetometer data recorded at high to equa-
torial latitudes on both day–and nightside. They found
the PI to start simultaneously with the temporal res-
olution of 1 s at all latitudes and local times. The D-
component deflections at mid latitudes were consistent
with the Pedersen currents connecting the field-aligned
currents with the equatorial PI currents. The instan-
taneous development of the PI currents is consistent

with their scenario based on the TM0 mode wave in
the Earth-ionosphere waveguide.

Balan et al. (2009) studied the changes in the Earth’s
ionosphere due to the passage of the CMEs of 07–
11 November 2004. The observed changes include (1)
the direct response of the high latitude ionosphere, (2)
the development of a rare super double geomagnetic
storm, (3) the development of strong daytime eastward
prompt penetration electric field (PPEF) events in the
longitudes that were in daytime sectors during the main
phases of both super storms, (4) the strong F3 layer
with large density depletions around the equator in the
longitudes of the PPEF events, and (5) the large pos-
itive/negative ionospheric storms at low to mid lati-
tudes. Using the physics based model SUPIM, they
evaluated the relative importance of diffusion, day-
time eastward PPEF and neutral wind on the equato-
rial plasma fountain and positive ionospheric storms.
The plasma fountain was found to rapidly develop
into a super fountain and the equatorial ionization
anomaly (EIA) crests shifted to higher than normal lat-
itudes during the PPEF event both in the presence and
absence of neutral winds. However, the super foun-
tain became stronger with less poleward turning of the
plasma flux vectors and the EIA crests became stronger
than normal in the presence of an equatorward wind.
The equatorward wind reduced (or stopped) the down-
ward velocity component due to diffusion and raised
the ionosphere to high altitudes of reduced chemical
loss. These mechanical effects of the equatorward wind
accumulated the plasma brought by the super fountain,
and hence strengthened the EIA crests and produced
positive ionospheric storms; the wind need not be a
storm-time wind, although stronger wind could lead to
stronger ionospheric storms.

2.5 Solar Wind Processes

Solar wind represents another important mass emis-
sion process from the Sun, which is rather steady in
contrast to that during CMEs. The large number of
observations and theoretical studies of the solar wind
since its original prediction by Parker (1958) have
established the basic picture that the wind is driven
by heating of the solar corona. Lie-Svendsen (2009)
emphasized the need to treat the corona and wind as
one tightly coupled system. He also noted that the
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solar mass loss is controlled by the amount of coronal
heating and by the energy flow between the chromo-
sphere and corona. He also highlighted the following
key results from SOHO/UVCS observations: (i) pro-
tons and heavy ions are much hotter than electrons, (ii)
the wind is rapidly accelerated within a few solar radii,
and (iii) the ion temperature perpendicular to the mag-
netic field is much higher than the parallel temperature.
From these observations he concluded that the solar
wind is driven mainly by proton heating close to the
Sun, perhaps through ion cyclotron waves.

2.5.1 Evolution of Solar Wind Properties

The twin spacecraft of the STEREO mission have
helped understand the temporal evolution of the solar
wind plasma properties using the electron and ion mea-
surements. Opitz et al. (2009) compared the proton
bulk velocity measurements made by the PLASTIC
instruments on STEREO A and B after adjusting for
the theoretical time lag. They obtained the correlation
coefficients for the proton bulk velocity as a func-
tion of the time difference between two ejections of
the plasma parcel from the solar source as 0.95 and
0.85 for time lags of 0.5 and 2 days, respectively
(Fig. 2.4a). They performed a similar correlation anal-
ysis of the electron core densities measured by the two
STEREO/IMPACT instruments (Opitz et al. 2010b).
The correlation coefficients were 0.80 and 0.65 for
time lags of 0.5 and 2 days, respectively (Fig. 2.4b).
The correlation was lower for the electron density than
for the proton bulk velocity, though for both parame-

ters the solar wind can be considered as persistent over
more than 2 days. Opitz et al. (2010a) extrapolated the
solar wind bulk velocity measurements for different in-
ecliptic heliospheric positions, which were validated
using on-site measurements at Venus (VEX), Earth
(SOHO) and Mars (MEX). They also showed that the
solar wind is accelerated or decelerated at stream inter-
faces during its radial propagation.

2.5.2 Solar Wind Turbulence

The solar wind also offers a unique laboratory for
studying turbulent plasma processes. Of particular
interest is the turbulence at MHD scales because it
strongly affects several aspects of the solar wind: gen-
eration and heating of the wind, particle acceleration,
and cosmic-ray propagation. Alfvenic fluctuations in
the solar wind are also linked to geomagnetic activ-
ity. Bavassano (2009) reviewed the solar wind obser-
vations at different heliocentric distances and latitudes
that have helped understand the mechanisms driving
the solar wind turbulence. Gary (2009) presented their
idea on the role of whistler fluctuations in the dissipa-
tion regime of solar wind turbulence. They proposed
the whistler fluctuations as an alternative hypothesis
to describe short-wavelength turbulence in the solar
wind, because the kinetic Alfven waves may not con-
tribute to a power law spectrum. Particle-in-cell sim-
ulation showed that the whistler cascade yields steep
power-law power spectra consistent with observations.
Vörös and Leubner (2009) reported on the occurrence
of magnetic turbulence in the solar wind on the basis

Fig. 2.4 Temporal evolution of the solar wind proton bulk velocity (a) and electron core density (b) obtained by correlating the
STEREO A and B measurements
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of a wavelet approach. They concluded that the solar
wind turbulence is strongly localized and associated
with large-scale structures, in particular shocks. The
quiet inter-shock periods in between the localized tur-
bulent fluctuations were found to be unrelated to tur-
bulence or turbulent intermittency. They also pointed
out that the misinterpretations caused by the station-
arity assumption in the recent literature are significant
and therefore suggested a revision of the basic idea of
stationarity in solar wind turbulence.

2.5.3 Reconnection Exhaust in the Solar
Wind

The reconnection events, known to be central to
many energetic phenomena in the heliospace, have
recently been found to occur in the solar wind. Lavraud

et al. (2009) reported on the analysis of one such event
in the heliospheric current sheet (HCS) crossed by
WIND, ACE and STEREO (see Fig. 2.5). Although
only WIND and ACE provided good ion flow data
in accord with a reconnection exhaust, the magnetic
field bifurcation typical of such exhausts was clearly
observed at all spacecraft. Unambiguous strahl mix-
ing within the exhaust was consistent with the sun-
ward flow deflection observed at WIND and ACE and
thus with the formation of closed magnetic field lines
within the exhaust with both ends attached to the Sun.
The strong downward flow deflection was consistent
with the exhaust and X-line orientations obtained from
minimum variance analysis (MVA) at each spacecraft
so that the X-line was almost along the GSE Z-axis
and duskward of all the spacecraft. The observation
of strahl mixing in extended and intermittent layers
outside the exhaust by STEREO A and B was con-

Fig. 2.5 (Lower left part) Idealized projection of asymmetric
reconnection in the solar wind (in the L-N plane formed by the
directions of minimum (N) and maximum (L) magnetic field
variance). The field line kinks at each exhaust boundary accel-
erate the plasmas they intercept. The exhaust boundaries are
locally open, rotational-like discontinuities. Suprathermal elec-
trons can flow from one side to the other (curvy dash-dotted

lines), so as to form electron separatrix layers. (Right part of
figure) Spacecraft such as Wind/ACE and STEREO-A, located
on the sunward side of the reconnection site, are on newly closed
field lines and thus observe the mixing of suprathermal electrons
from the two sides of the reconnecting current sheet. The strahls
from the two sides may be of different strengths (dark and light
grey arrows at the Sun). From Lavraud et al. (2009)
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sistent with the formation of electron separatrix layers
surrounding the exhaust. This event also provided fur-
ther evidence that balanced parallel and anti-parallel
suprathermal electron fluxes are not a necessary condi-
tion for identification of closed field lines in the solar
wind. In the present case the origin of the imbalance
simply was the mixing of strahls of substantially dif-
ferent strengths from a different solar source each side
of the HCS. The inferred exhaust orientations and dis-
tances of each spacecraft relative to the X-line show
that the exhaust was likely non-planar, following the
Parker spiral orientation. Finally, the separatrix lay-
ers and exhausts properties at each spacecraft suggest
that the magnetic reconnection X-line location and/or
reconnection rate were variable in both space and time
at such large scales.

2.5.4 Influence of the Solar Wind
on Energetic Particles

The solar wind plays also plays an important role in
establishing the global characteristics of MeV parti-
cles in the inner heliosphere. Two aspects of this rela-
tion were reported by Kecskeméty et al. (2009): the
decay rate after solar energetic particle events and the

energy spectrum during quiet solar activity. As convec-
tion and adiabatic deceleration play a dominant role
in particle propagation at these energies, the character-
istic time constant of exponential-form decays should
be inversely proportional to solar wind speed result-
ing in an exponential time (t) profile J(t) ∝ E−γ exp[ −
4V(1 + γ )t/3r] with V denoting solar wind speed, γ
the slope of the energy (E) spectrum, and r the helio-
centric distance. The characteristic decay time was
found to be valid in more than 50% of events in SOHO
and Ulysses simultaneous time profiles; the V and
r dependence was also confirmed. Based on IMP-8,
SOHO, and Ulysses data, the quiet-time MeV pro-
ton fluxes were found to correlate with solar activ-
ity, and in particular, with the solar wind speed. The
comparison of particle fluxes and solar wind speed
during the solar activity minima of 1976–1977 and
1986–1987 indicated that whereas fluxes of both quiet
time low energy protons and GCR were lower in
1986–1987, the corresponding solar wind speeds were
higher. The two recent minima, 1996–1997, and 2006–
2007 were also compared using SOHO data. The
closest correlation was found between 4.5–20 MeV
proton fluxes and solar wind pressure (see Fig. 2.6,
including quiet periods from the last two minima),
the lowest proton fluxes appeared at lowest plasma
pressures.

Fig. 2.6 Scatter plot between
solar wind pressure and
quiet-time particle flux for
three different energy ranges
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2.5.5 Solar Wind in the Outer Heliosphere

The character of the solar wind undergoes a signif-
icant transformation in the outer heliosphere owing
to the greater influence exerted by the interstellar
medium. Using observations from multiple spacecraft
distributed throughout the heliosphere and a multi-
fluid MHD model, Wang and Richardson (2009) traced
the propagation of interplanetary CMEs (ICMEs) and
the shocks driven by them from 1 AU to the location
of Voyager 2. They showed that the ICME shock rela-
tionship is not simple as one observes at 1 AU: succes-
sive merging and interaction of relatively small inter-
planetary shocks could form a well-developed strong
forward shock beyond 30 AU. They showed that the
strong shock (speed jump ∼100 km/s) of 2001 Octo-
ber 16 was due to the merging of a series of shocks
observed at Earth in April 2001. They also examined
the characteristics of the termination shock in detail,
making use of multiple shock crossing of Voyager 2 in
August 2007. For two crossings events, the flow was
found to be still supersonic with respect to the ther-
mal ions downstream of the termination shock, proba-
bly due to the fact that most of the solar wind energy
is transferred to pickup ions. They concluded that
the solar wind in the outer heliosphere is fundamen-
tally different from that in the inner heliosphere, since
the influence of the local interstellar source becomes
significant.

2.5.6 Solar Wind Structure and
Cosmic-Ray Modulation

One of the implications of the solar wind and the mag-
netic field it carries is its impact on the galactic cos-
mic rays that enter the heliosphere. Ferreira (2009)
described the current status of numerical model com-
putations that compare well with spacecraft obser-
vations at various energies. The basis of these cal-
culations is the transport equation, which is solved
using realistic transport parameters, model of the helio-
sphere (including the asymmetry caused by the rela-
tive motion between the local interstellar medium and
the Sun), and the heliospheric magnetic field. Time-
dependent modulation was also discussed to show that
drift effects together with propagating diffusion barri-
ers are responsible for modulation over a solar cycle.

2.6 Concluding Remarks

The summary provided in this chapter gives only a
birds eye view of a limited number of heliophysical
processes. However, the topics mentioned are of cur-
rent interest both from physics and practical points of
view. The origin of solar wind and CMEs continue
to occupy the forefront of solar-terrestrial research
because they have been identified as the primary
sources of space weather. The past decade has seen
an enormous growth in research focusing on space
weather not only because of its scientific research,
but also because of the increased dependency of the
humans on space based technology, which is vul-
nerable to space weather. With the recent launch of
the Solar Dynamics Observatory (SDO), there will
be more focus on the source of mass emission using
the unprecedented SDO imagery coupled with what is
already available from ground and spacebased assets.
While the past decades have seen man made instru-
ments making in situ measurements all the way to the
edge of the heliospace, the current decade will see in
situ measurements made from close to the Sun where
the mass emission begins using the Solar Probe Plus
mission.
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Chapter 3

Solar Convection Zone Dynamics

Matthias Rempel

Abstract A comprehensive understanding of the solar
magnetic cycle requires detailed modeling of the solar
interior including the maintenance and variation of
large scale flows (differential rotation and meridional
flow), the solar dynamo and the flux emergence pro-
cess connecting the magnetic field in the solar con-
vection zone with magnetic field in the photosphere
and above. Due to the vast range of time and length
scales encountered, a single model of the entire con-
vection zone is still out of reach. However, a variety of
aspects can be modeled through a combined approach
of 3D MHD models and simplified descriptions. We
will briefly review our current theoretical understand-
ing of these processes based on numerical models of
the solar interior.

3.1 Introduction

The solar convection zone comprises the outer most
30% of the solar radius and contains about 2% of the
total solar mass. Due to a density variation of more
than 6 orders of magnitude a variety of different phys-
ical regimes are encountered. While fluid motions are
highly subsonic (Ma ≈ 10−4) and strongly influenced
by rotation near the base of the convection zone, they
turn supersonic in the photosphere and the influence of
rotation diminishes. The pressure scale height varies
between about 50 Mm at the base of the convection
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one and about 100 km in the photosphere of the sun.
As a consequence a comprehensive model of the entire
convection zone is currently out of reach and different
aspects have to be modeled independently. The deep
convection zone up to about 10–20 Mm beneath the
photosphere can be modeled most efficiently using the
anelastic approach which is filtering out sound waves,
but is fully considering the compressibility in the strati-
fication (Glatzmaier 1984). The upper most parts of the
convection zone require fully compressible MHD (see
e.g. Nordlund et al. 2009, for a recent review). While
most anelastic models of the solar interior are global
models with computational domains covering an entire
shell between two radii (or at least a shell segment),
MHD models of the outer parts of the convection zone
typically focus on details in rectangular computational
domains.

Apart from 3D MHD models adapted to the differ-
ent physical regimes a variety aspects have been mod-
eled based on simplified models, such as the mean field
approach. Here the focus is on the large scales, while
the effects of unresolved turbulence is parametrized.
Non-linear terms in the momentum, energy and induc-
tion equations lead to non-vanishing second order cor-
relation terms of small scale quantities that act as
drivers for large scale flows or as turbulent induction
effects for the large scale magnetic field. The decom-
position into large and small scale properties and the
arising correlation terms driving large scale flows are
the strength and the weakness of this approach at the
same time. On one hand the computational expense is
decreased by orders of magnitude allowing for sim-
ulations covering long time scales as well as explor-
ing wide parameter ranges, on the other hand the
results are heavily dependent on parametrization of the
second order correlation terms. For a comprehensive
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description of mean field theory we refer to Rüdiger
and Hollerbach (2004).

3.2 Differential Rotation and Meridional
Flow

Differential rotation is the consequence of angular
momentum transport in the solar convection zone.
Starting with a decomposition of the turbulent velocity
field into fluctuating and (axisymmetric) mean flows
v = 〈v〉 + v′ leads to the following terms in the angular
momentum flux (neglecting magnetic terms for sim-
plicity):

〈Fi〉 = r sin θρ ( 〈vi
′ vφ

′〉
︸ ︷︷ ︸

Reynolds stress

+ 〈vi〉Ω r sin θ
︸ ︷︷ ︸

Meridional flow

) .

(3.1)

Here the Reynolds stress describes the transport due
to correlations of fluctuating turbulent velocity com-
ponents, while the Meridional flow describes the trans-
port due to large scale coherent mean flows in the
r − θ plane. Angular momentum transport through
Reynolds stresses requires the presence of rotation and
anisotropy and expressions for these transport terms
have been derived within the mean field approach by
Durney and Spruit (1979); Hathaway (1984) and more
recently by Kitchatinov and Rüdiger (1993) using a
quasi-linear approach (see also Kitchatinov and Rüdi-
ger (2005) for an improved representation). In 3D sim-
ulations the influence of rotation on convection leads
to a preferential north-south alignment of convection
cells (Gilman 1979; Miesch et al. 2000; Brun and
Toomre 2002; Miesch et al. 2008). The consequence
is a dominance of east-west motions over north-south
motions. By means of the Coriolis force eastward
(faster rotating) flows are deflected equatorward, while
westward (slower rotating) flows are deflected pole-
ward, leading on average to an equatorward transport
of angular momentum.

The profile of differential rotation cannot be deter-
mined on the basis of angular momentum transport
processes alone. As stationary state requires beside
vanishing divergence of the total angular momen-
tum flux also a force balance in the meridional plane
between Coriolis, centrifugal, buoyancy and pressure

forces. The latter is most conveniently expressed by
(follows from φ-component of vorticity equation):

r sin θ
∂Ω2

∂z
= g

cp r

∂s

∂θ
(3.2)

Helioseismic observations by Thompson et al. (1996)
show clearly a differential rotation profile with con-
tours of constant Ω inclined by about 25◦ with respect
to the rotation axis (deviation from Taylor-Proudman
state). It turns out that avoiding the Taylor-Proudman
state is a key problem for a theoretical understand-
ing of solar differential rotation. While early mod-
els attempted to achieve this by assuming large vis-
cosities (“Taylor-number puzzle” after Brandenburg
et al. (1990)), Kitchatinov and Rüdiger (1995) showed
that an alternative solution of this problem can be given
if the anisotropic convective energy transport is consid-
ered, leading to a pole-equator temperature difference
of about 10 K. Anisotropic convective energy transport
is automatically considered in global 3D simulations,
but in many cases it turns out to be insufficient for
obtaining solar-like differential rotation.

Recently Rempel (2005) showed that coupling
between the tachocline and convection zone can also
provide the latitudinal entropy variation needed to
explain the observed profile of solar differential rota-
tion. A typical solution from that model is shown
in Fig. 3.1, displaying differential rotation (a), corre-
sponding entropy perturbation (b) and the stream func-
tion of the meridional flow (c). Panel (d) shows for
comparison the profile of differential rotation obtained
if the effects of the entropy perturbation displayed in
(b) are neglected. Inclusion of this effect through the
bottom boundary condition in 3D models allows also
for more solar-like differential rotation in 3D convec-
tion models (Miesch et al. 2006).

While there is a general agreement that thermal
effects are essential for solar-like differential rota-
tion, it is still unclear whether the required latitudinal
entropy variation is a consequence of anisotropic con-
vective energy transport, imposed by the tachocline, or
a combination of both.

How does the meridional flow come into play here?
A stationary solution requires that the divergence of the
angular momentum flux Eq. (3.1) vanishes. While in
very special situations the Reynolds stress can be diver-
gence free on its own, in general a contribution from
the meridional flow is required to close the system. It
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Fig. 3.1 Contour plots of differential rotation (a), entropy per-
turbation (b) and stream function of meridional flow (c) using
the mean field model of Rempel (2005). Panel (d) shows the dif-

ferential rotation profile obtained using the same parametrization
of the Reynolds stress but neglecting the effects of baroclinicity

turns out that primarily the component of the Reynolds
stress that transports angular momentum parallel to
the axis of rotation influences most strongly the direc-
tion of the meridional flow. If the transport of angu-
lar momentum is inward directed, the resulting merid-
ional flow is poleward at the surface and equatorward
near the bottom of the convection zone. While this is
found in most mean field models such as Kitchatinov
and Rüdiger (1995), 3D simulations present a more
complicated situation. Early models with lower reso-
lution (Brun and Toomre 2002) typically show multi-
cellular flow pattern, while a recent high resolution run

(Miesch et al. 2008) shows a single flow cell (pole-
ward at top, equatorward at bottom of CZ) in the bulk
of the convection zone. To which degree these results
are converged with respect to numerical resolutions
remains to be seen in the future.

Differential rotation shows also cyclic variations
known as torsional oscillations, which point toward
a close relation to the solar magnetic cycle. We refer
here to Howe (2009) and Brun and Rempel (2009) for
reviews of observations as well as theoretical models
for the time varying component of solar differential
rotation.
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3.3 Solar Dynamo

Similar to models of differential rotation and merid-
ional flow we discussed in Section 3.2, also the solar
dynamo is modeled through a combination of mean
field models and 3D simulations. Currently mean
field models of the solar dynamo are the only mod-
els that provide dynamo solutions that are compati-
ble with basic cycle features and can be evolved over
time scales much longer than a cycle. However, as
already stated above, these models are heavily depen-
dent on parametrization of turbulent induction pro-
cesses and cannot provide an explanation from first
principles. On the other hand, 3D MHD simulations
describe currently only aspects of the dynamo pro-
cess, a comprehensive model of a solar dynamo with
features compatible with the basic dynamo constraints
derived from the solar butterfly diagram is still an open
challenge.

Regardless of the adopted modeling approach
the primary uncertainties regarding the underlying
dynamo process are similar. Many of these uncertain-
ties result directly from our limited ability to model
processes from first principles and the rather sparse
observational constraints on the solar interior. The best
known ingredient is differential rotation (Ω-effect) due
to observational constraints from helioseismology on
the mean profile and variation of differential rotation
(Howe 2009). But even the exact knowledge of the
differential rotation profile is not sufficient to deter-
mine whether radial velocity gradients at the base of
the convection zone (tachocline) or latitudinal gradi-
ents in the bulk of the convection zone play the major
role in the generation of toroidal magnetic fields, since
this would require knowledge of the detailed distribu-
tion of poloidal field in the convection zone. Even less
known are the processes related to the regeneration of
poloidal field (α-effect). A third unknown are the trans-
port processes of magnetic flux in the convection zone.
Since in general the locations where the α-effect and
Ω-effect operate do not coincide, transport of magnetic
flux inbetween these regions is crucial for a coher-
ent operation of the large dynamo in the convection
zone.

It is beyond the scope of this chapter to review all
the possible dynamo scenarios which have been con-
sidered and we refer to Charbonneau (2005) for fur-
ther reading. In the following three subsections we will

briefly discuss some of the key uncertainties and open
questions.

3.3.1 Role of Tachocline

Soon after helioseismology revealed the detailed struc-
ture of differential rotation in the solar interior
(Thompson et al. 1996) it was suggested that the base
of the convection zone with its strong radial shear layer
(tachocline) is a likely location for the solar dynamo
(production of strong toroidal field by shear). In addi-
tion, the stable stratification found in the solar over-
shoot region at the base of the convection zone allows
for storage of magnetic field over time scales com-
parable to the solar cycle. Both aspects are crucial
since simulations of rising flux in the convection zone
as well as studies of magnetic stability in the solar
overshoot regions (see Section 3.4 for further detail)
point toward a rather strong toroidal magnetic field
of 105 G at the base of the convection zone. More
recently the role of the tachocline for the organiza-
tion and amplification of large scale toroidal field has
been also seen in global 3D MHD simulations of the
solar dynamo (Browning et al. 2006). However, Brown
et al. (2009) presented simulations of solar like stars
at faster rotation rates, which point toward the possi-
bility that substantial magnetic field can be produced
and maintained within the convection zone in near
equatorial regions. It is currently not clear to which
degree this result can be also relevant for the solar
rotation rate.

While most models of flux emergence point toward
a field strength of 105 G at the base of the con-
vection zone, it is far from trivial to amplify field
to this strength solely through differential rota-
tion. Dynamo models that include non-linear feed-
backs consistently (Rempel 2006) lead to an upper
limit more around 104 G, similar values are also
found in most 3D simulations such as (Browning
et al. 2006). Whether this discrepancy can be bridged
through an alternative field amplification mechanism
(e.g. harvesting potential energy of the stratifica-
tion as proposed by Rempel and Schüssler (2001))
or the possibility that also initially weaker mag-
netic field from the bulk of the convection zone can
lead to active region formation is currently an open
question.
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3.3.2 Regeneration Process of Poloidal
Field

The details of the processes rebuilding the poloidal
field from toroidal field are still very uncertain. In
the meanfield language these processes are formally
described as α-effect and in the context of solar
dynamo models the following 3 classes of α-effects are
typically considered: (1) Helical turbulence, (2) MHD
shear flow instabilities in the tachocline, (3) Rising
flux tubes in the convection zone (Babcock-Leighton).
While all these processes are likely to contribute, their
amplitude and spacial distribution is not known well
enough to clearly quantify their individual role.

Furthermore recent research also points toward
highly non-linear and also time dependent α-effects
resulting from additional constraints due to con-
servation of magnetic helicity (Brandenburg and
Sandin 2004). Indirect constraints on the operation
of the α-effect might be gained from helicity fluxes
observable in the photosphere and above.

The only α-effect contribution that is directly
constrainable through observations is the Babcock-
Leighton α-effect (Babcock 1961; Leighton 1969),
which has been used in most of the recent flux-
transport dynamo models (Dikpati and Charbon-
neau 1999; Dikpati et al. 2004; Rempel 2006). The
Babcock-Leighton α-effect is based on the flux emer-
gence process leading to the formation of active
regions, the key ingredient is the systematic tilt result-
ing from the action of the Coriolis force twisting
the rising flux tube. While it is possible to con-
struct dynamo models entirely based on the Babcock-
Leighton α-effect, these models lead in general to
rather strong polar fields at the surface in contradiction
with observations, unless a strong magnetic diffusivity
gradient and additional contributions from α-effects at
the base of the convection zone are considered (Dikpati
et al. 2004).

3.3.3 Transport of Magnetic Flux
in Convection Zone

Traditionally most models considered only turbu-
lent transport in the convection zone, which can be
decomposed (in the meanfield language) into diffusive

transport (turbulent diffusion) but also advection like
transport in form of turbulent pumping. The latter has
been also studied extensively through 3D MHD sim-
ulations (Tobias et al. 1998, 2001). If magnetic field
becomes sufficiently strong magnetic buoyancy drives
additional transport in terms of rising flux bundles
that can lead to the formation of active regions on
the visible surface (see Section 3.4 for more detail).
Additional to these processes magnetic flux can be
transported by the large scale meridional flow in the
convection zone. Dynamo models based primarily on
the latter are called flux transport dynamos and were
first introduced by Choudhuri et al. (1995) and Dik-
pati and Charbonneau (1999) and have been developed
further by several groups since then.

The attraction of flux transport dynamos comes pri-
marily from the fact that a meridional flow which is
poleward at the top and equatorward at the bottom
of the convection zone gives a very robust explana-
tion for the equatorward propagation of the activity
in the course of the solar cycle. In addition the pole-
ward flow in the near surface levels in combination
with the systematic tilt angle of sunspot groups leads
automatically to the correct phase relation between
toroidal and poloidal field. However, as pointed out by
Schüssler (2005), the phase relation is primarily a con-
sequence of the tilt angle of active regions and in that
sense only a weak constraint on dynamo processes in
the solar interior. For meridional flow speeds consistent
with surface observations and an extrapolation based
on mass conservation for the deeper layers, these mod-
els also yield dynamo periods in agreement with the
solar cycle.

Overall the flux transport picture is currently one of
the most successful scenarios for the large scale solar
dynamo, but (as many other models) it is based on
two strong assumptions which cannot be proven from
first principles: (1) The meridional flow is dominated
by one flow cell with poleward flow close to the sur-
face layers and equatorward flow at the base of the
convection zone. (2) Turbulent transport processes are
sufficiently weak to allow advection effects to domi-
nate. While meanfield models of differential rotation
and meridional flow typically lead to the required flow
patterns (see e.g. Küker and Rüdiger 2005), the sit-
uation is more complicated in 3D simulations. Most
of the earlier models at moderate resolution lead to
multi-cellular flows (Brun and Toomre 2002), in con-
trast a more recent model at higher resolution shows a
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flow pattern dominated by a single cell in the convec-
tion (Miesch et al. 2008). Overall the situation cannot
be considered as converged yet. The amplitude of tur-
bulent transport estimated from simple mixing length
arguments is typically 1–2 orders of magnitude larger
than the values required for the flux transport picture.
Since turbulent transport is in general more compli-
cated than a simple diffusive transport this aspect needs
to be studied in more detail through 3D simulations
taking into account the presence of large scale flows
and the full non-linearity of the problem.

3.4 Flux Emergence Process

It is generally accepted that sunspots form from mag-
netic field rising from the base of the convection zone
to the surface (see reviews by Moreno-Insertis 1997;
Fisher et al. 2000; Fan 2004, and further references
therein), Solar dynamo models as presented in Sec-
tion 3.3 focus on the large scale evolution of mag-
netic field and cannot address detailed processes such
as the flux emergence process leading to the formation
of sunspots on the visible surface of the sun. The latter
is primarily a consequence of limited numerical reso-
lution. Nevertheless, studying flux emergence is inte-
gral to our understanding of solar magnetism, since it
allows us to connect the solar dynamo to observational
constraints on the magnetic field structure in the solar
photosphere. To date the flux emergence process has
been studied decoupled from dynamo models using a
variety of different approaches.

3.4.1 Flux Emergence in Lower
Convection Zone

Early work was based on the thin flux tube
approximation (Choudhuri and Gilman 1987; Fan
et al. 1993, 1994; Moreno-Insertis et al. 1994;
Schüssler et al. 1994; Caligari et al. 1995). These
studies concluded that the overall properties of active
regions, such as the low latitude of emergence, latitudi-
nal trend in tilt angles as well as asymmetries between
leading and following spots can be understood on the
basis of rising flux tubes, provided the initial field

strength at the base of the convection zone is around
100 kG. This conclusion was also consistent with sta-
bility considerations of flux in a subadiabatic overshoot
region (Ferriz-Mas and Schüssler 1993, 1995).

Based on two-dimensional MHD simulations it
was early realized by Schüssler (1979) that untwisted
magnetic flux tubes cannot rise coherently and frag-
ment. It was shown later by Moreno-Insertis and
Emonet (1996); Emonet and Moreno-Insertis (1998)
that this fragmentation can be alleviated provided that
flux tubes have enough initial twist.

More recently also 3D MHD simulations of ris-
ing flux tubes based on the anelastic approximation
have become possible (Fan 2008) and give support
for results from earlier simulations based on the thin
flux tube approximation. It was however found by
Fan (2008) that there is a very delicate balance between
the amount of twist required for a coherent rise and the
amount of twist allowed to be in agreement with obser-
vations of sunspot tilt angles (twist with the observed
sign produces a tilt opposite to the effect of Coriolis
forces on rising tubes).

The simulations presented above consider the flux
emergence process decoupled from convection. First
attempts to address flux emergence in global simu-
lations of the convection zone were made recently
by Jouve and Brun (2007, 2009). Understanding the
interaction of emerging flux with the ambient convec-
tive motions in the convective envelope is a crucial
step toward more realism; however, currently the focus
on the global scale limits the resolution required to
resolve this interaction in detail. Substantial progress
will likely happen in the next decade with increase in
computing power.

3.4.2 Flux Emergence in Upper
Convection Zone

Another challenge is understanding the last stages of
the flux emergence process in the near surface layers
(last 10–20 Mm). All of the models presented above
exclude the upper most 10–20 Mm since the adopted
approximations (thin flux tube, anelastic) loose their
validity and also the steep decrease of pressure scale
height and increase in convective velocities would lead
to very stringent resolution and time step constraints.
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The upper most layers of the convection zone require
fully compressible MHD and also the inclusion of
radiative processes is necessary if a detailed compar-
ison with the available high resolution observations is
desired (Cheung et al. 2007, 2008, 2010). While the
primary modeling focus in the deep convection zone
lies on large scale properties of active regions, near
surface simulations focus on the detailed interaction of
emerging flux with convection on the scale of gran-
ulation and below. One of the major open questions
concerns the re-amplification process of magnetic flux
into coherent sunspots from flux that has risen through
a convection zone with a density stratification of six
orders of magnitude.

Recently MHD simulations with radiative transfer
also provided a breakthrough in our understanding
of sunspot fine structure in the photosphere such as
umbral dots, penumbral filaments, light bridges and
the Evershed flow in terms of a common magneto-
convection process modulated by inclination angle and
field strength (Schüssler and Vögler 2006; Heinemann
et al. 2007; Rempel et al. 2009a, b).

3.4.3 Open Questions, Connection
to Dynamo Models

While we have seen strong progress in modeling the
flux emergence process over the past decades, we do
not have at this point a fully consistent model. The lat-
ter is a consequence of the fact that different aspects
are modeled independently due to computational con-
straints. As a consequence there are some “missing
links” between different models, which have to be
addressed in the future through a more coherent cou-
pling of models. Here we mention just a few of the
open questions: (1) As pointed out before most mod-
els of emerging magnetic flux require an initial field
strength of about 105 G at the base of the convection
zone to be consistent with observational constraints.
On the other hand the majority of dynamo models falls
short of such values, more typical are 104 G. (2) Due
to the strong density stratification in the convection
zone even magnetic field with initially 105 is weak-
ened to sub kG field strength in the upper most lay-
ers of the convection during the emergence process. It
is currently an open question if such weak field can

get re-amplified to sunspot field strength. Near surface
simulations start very often from 10 kG field about
5 Mm beneath the photosphere (Cheung et al. 2008) to
overcome the influence of convective motions. (3) Ris-
ing Ω-shaped flux tubes in the deep convection zone
form typically as low wave number instability (m = 1
and m = 2 modes are preferred). In the near surface
layers such low wave numbers should lead to much
faster diverging motions in bipolar sunspot groups as
observed (due to magnetic tension) if sunspots stay
connected to their deep roots. A possible dynami-
cal “disconnection” mechanism has been proposed by
Schüssler and Rempel (2005), but it is also unclear if
sunspots are sufficiently stable if they are rather shal-
low.

3.5 Summary

We presented here a brief summary of the state of
the art of modeling of dynamical processes in the
solar convection zone with focus on differential rota-
tion/meridional flow, the large scale solar dynamo and
the flux emergence process. We see currently in this
field a dramatic change from more simplified models
toward large 3D MHD simulations, primarily driven
by the strong increase in computing resources. At the
same time the field suffers from very limited obser-
vational constraints on processes in the solar interior.
Progress in the future will heavily rely on improv-
ing and exploiting helioseismic constraints and also on
coupling models to allow for a check of consistency. In
the near terms the latter is likely to be most successful
for models of the flux emergence process.
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Chapter 4

Solar Oscillations: Current Trends

Sébastien Couvidat

Abstract Oscillations observed at the surface of the
Sun through Doppler shifts of spectral lines or through
irradiance measurements are used by solar physicists
to investigate subsurface physical processes. This is
the purpose of helioseismology. Seminal results were
obtained since the inception of this research field in
1962, regarding both the global structure and dynam-
ics of the Sun: e.g., detection of the presence of
the tachocline—a region of intense radial shear in
the rotation velocity, at the base of the convection
zone—, measurement of the depth of this convection
zone, measurement of the flow velocity of meridional
circulation, of the torsional oscillations, determina-
tion of the abundance of photospheric helium, of the
solar neutrino fluxes, and of the solar rotation pro-
file . . .Moreover, we now access the local properties—
structure and flows—of magnetized regions (sunspots)
and supergranules, using oscillations that are not
global. In this chapter we briefly summarize some of
these results and emphasize the current trends in both
global and local helioseismology.

4.1 Helioseismology: A Brief Overview

The first definite observations of solar oscillations
in 1962 (Leighton et al. 1962) were understood as
the solar surface response to standing waves trapped
in the solar interior at the beginning of the 1970s

S. Couvidat (�)
W.W. Hansen Experimental Physics Laboratory, Stanford
University, Stanford, CA 94305, USA
e-mail: couvidat@stanford.edu

(Ulrich 1970; Leibacher and Stein 1971). With the
identification of ridges in the kh − ω diagram (Deub-
ner 1975), where kh is the horizontal wavenumber and
ω is the angular frequency, came the confirmation that
solar oscillations exhibit a modal structure. They are
therefore conveniently described in term of spherical
harmonics: the spherical component of the eigenfunc-
tion of such an oscillation mode is described by the
degree  (the number of nodal lines on the sphere) and
the azimuthal order m of a spherical harmonics. The
radial component of the eigenfunction is described by
the (radial) order n (roughly speaking the number of
nodes in the radial direction).

Once the interest of these standing waves as probes
to the solar interior was established, the field of
global helioseismology was born and first inversions
of the radial solar rotation (Duvall et al. 1984) and
the radial sound-speed profile (Christensen-Dalsgaard
et al. 1985) were performed. Indeed, both the structure
and dynamics of the Sun can be studied with helioseis-
mology. Since the beginning of the 1990s, the empha-
sis is put on local-helioseismology techniques, namely
time-distance helioseismology (Duvall et al. 1993),
ring-diagram analysis (Hill 1988), and acoustic holog-
raphy (Lindsey and Braun 1990). These techniques
allow a study of local structures, like sunspots or
supergranules, and also, e.g., of possible asymmetries
between the northern and southern solar hemispheres.
In this chapter we remind the reader of a few results
of global and local helioseismology, and we mention
some of the current trends of these fields. The reader
is invited to consult the recent review (Chaplin and
Basu 2008) for further details regarding the prospects
of global helioseismology.
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4.2 A Few Historical Results

After the confirmation of the modal structure of global
solar oscillations, physicists envisaged their potential
for measuring physical properties of the interior of
the Sun (e.g. Christensen-Dalsgaard and Gough 1976;
Severny et al. 1979).

Indeed, helioseismic data were soon utilized to
improve the 1D solar models: helioseismology gives
us access to, for instance, the sound-speed, den-
sity, and first adiabatic exponent (Γ1) radial profiles.
These profiles demonstrated, among others, the pos-
itive impact that inclusion of the microscopic diffu-
sion of elements has on solar models (e.g. the review
Christensen-Dalsgaard 2002). Moreover, the helioseis-
mic (or observed) sound-speed and density profiles
allowed the production of seismic solar models which
confirmed the deficit of solar neutrinos observed on
Earth (e.g. Shibahashi and Takata 1996; Turck-Chièze
et al. 2001; Couvidat et al. 2003a) and thus helped
solve the solar neutrino puzzle (described in Bahcall
and Ulrich 1988). Figure 4.1 shows relative-difference
profiles for the sound speed and density and for vari-
ous solar models of 2001, including a standard model
with microscopic diffusion and a seismic model. The
good agreement between the seismic sound-speed pro-
file and the profiles predicted by the solar models at
that time is striking, and is a direct consequence of the
improvement in the modeling of the Sun that resulted
from helioseismic constraints.

The seismic sound-speed profile was also used to
determine the location of the base of the convection
zone, at about 0.7 R� (where R� = 6.9599 × 105 km
is the solar radius), thanks to a change in the slope of
this profile produced by the transition from a predomi-
nantly radiative to a predominantly convective mode of
energy transportation (e.g. Gough 1986; Christensen-
Dalsgaard et al. 1991; Basu and Antia 1997).

Similarly, the abundance of helium at the solar
surface, which cannot be measured spectroscopically
due to the noble-gas properties of this element, was
obtained from the Γ1 profile: Γ1 drops sharply near the
solar surface in the zones of ionization of helium, and
the amplitude of this drop depends on the abundance of
this element (e.g. Gough 1984; Christensen-Dalsgaard
and Pérez Hernández 1991; Dziembowski et al. 1991;
Vorontsov et al. 1991).

Finally, the inversion of the rotation profile as
a function of depth and co-latitude (e.g. Brown

Fig. 4.1 Figure from (Turck-Chièze et al. 2001). Relative dif-
ferences between (a) the square of the sound speed and (b) the
density, deduced from helioseismic data, and those of different
solar models. These solar models are a reference standard model
(solid line), the model Btz of (Brun et al. 1999) (dashed line)
which includes mixing in the tachocline, and a seismic model
(solid line with error bars). On panel (b) two other models were
added for which some nuclear reaction rates have been modified
compared to their values in the standard model

et al. 1989; Schou et al. 2002) showed the exis-
tence of a region of intense radial shear in the rota-
tion velocity at the base of the convection zone: the
tachocline (whose thickness was measured by, e.g.,
Corbard et al. 1998, at about 0.05 R�). This tachocline
is now widely thought to be the seat of the solar
dynamo that produces an intense toroidal magnetic
field from a poloidal one and is responsible for the
solar activity cycle.

4.3 Current Research Trends in Global
Helioseismology

4.3.1 Search for Gravity Modes

Unlike the acoustic waves (p modes), which are excited
in, and mainly sample, the convection zone, the grav-
ity waves (g modes) are mostly sensitive to physical
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Fig. 4.2 Radial kinetic
energy density as a function
of the fractional solar radius
for a “typical” acoustic mode
(p mode) of degree  = 2 and
radial order n = 2 (left panel),
and a gravity mode (g mode)
of degree  = 2 and radial
order n = −2 (right panel)

phenomena inside the solar radiative zone—especially
the solar core—and are evanescent in the convection
zone. Figure 4.2 shows how the radial kinetic energy
density of a typical p mode peaks near the solar sur-
face, while for a typical g mode it peaks in the solar
core. Therefore, g modes are mainly sensitive to, and
can inform us about, physical processes inside this
nuclear core. Their detection is an arduous problem,
considering the current estimate of the upper limit of
their amplitude at the solar surface: about 10 mm/s
(Appourchaux et al. 2000). The search for these elusive
g modes has been going on for decades (e.g. Delache
and Scherrer 1983). Looking at the power spectral den-
sity of Doppler-velocity time series from the GOLF
(Global Oscillation at Low Frequencies) instrument on
board the SOHO spacecraft, Turck-Chièze et al. (2004)
found some statistically significant peaks, potentially
g modes at the level of a few mm/s. Recently, García
et al. (2007) used a different approach: they focused
on the asymptotic properties of low-degree high-order
g modes to successfully detect their presence, with
the caveat that this technique does not give access to
individual modes but only to the general behaviour
of a specific group of modes. These results of the
solar physics group at Saclay, France, favor a solar
core rotating faster than the rest of the radiative
zone.

4.3.2 Rotation of the Solar Core

With only p modes detected with certainty so far,
it is difficult to extract the rotation rate in the solar
core. Indeed, inversions of the internal solar rotation
using low-degree p modes reach only about 0.25 R�
(e.g. Eff-Darwich et al. 2002; Couvidat et al. 2003b;
Thompson et al. 2003; García et al. 2004), and give

somewhat different results at that depth: usually either
showing a core rotating slightly more slowly than the
rest of the radiative interior (which rotates like a solid
body), or at about the same rate. Inversions showing
a faster rotating core are rare. Detecting more low-
degree low-order p modes and with a better accuracy
in their frequency determination would help, but the
breakthrough is expected to come from the unambigu-
ous detection of—even a few—g modes, as is clearly
shown by (Mathur et al. 2007).

4.3.3 Problem of Solar Abundances

The abundances of chemical elements at the solar
surface have recently been revised (e.g. Asplund
et al. 2005) using 3D atmosphere models, a NLTE
treatment whenever possible, and better defined spec-
tral lines (thus getting rid of some blends): in particular
the abundances of C, N, O, and Ne were reduced by at
least 35% compared to previous estimates (Grevesse
and Noels 1993). This led to a reduction in the pho-
tospheric Z/X ratio (where Z is the mass fraction of
metals, and X is the mass fraction of hydrogen) from
0.0245 (from Grevesse and Noels 1993) to 0.0165.
These new abundances create a discrepancy with helio-
seismic results: the solar seismic sound-speed profile
becomes significantly different from the profile pre-
dicted by the solar models based on these new abun-
dances, and the base of the convection zone in these
models is displaced. To reconcile models and seismic
observations, attempts have been made at increasing
the radiative opacities (e.g. Basu and Antia 2004) by
as much as 20%, increasing the abundance of metals
in the radiative interior through enhanced microscopic
diffusion (e.g. Guzik et al. 2005), or other more exotic
solutions (such as mixing by gravity waves). None of
these attempts has been fully satisfying so far.
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4.3.4 Variations with the Solar
Activity Cycle

It is well established that p-mode frequencies
increase with the solar activity (e.g. Libbrecht and
Woodard 1990; Elsworth et al. 1990; Rabello-Soares
et al. 2008). Higher frequencies increase more than
lower ones, suggesting that the perturbation responsi-
ble for these changes is located mainly near the solar
surface. However, the physical mechanism producing
this variation is still unclear.

Deeper in the Sun, Howe et al. (2000) found a peri-
odic variation in the solar rotation rate at the base of
the convection zone. The period is about 1.3 years near
the equator, and 1 year at higher latitudes. The ampli-
tude of the variation, 12 nHz at most out of a rotation
rate of 450 nHz, is small.

Near the tachocline, Christensen-Dalsgaard et al.
(2004) searched for evidence of (variable) prograde
jets, as predicted by certain dynamo models to stabi-
lize the strong toroidal field against a poleward slip.

Another example of variation with the solar cycle
are the torsional oscillations: latitudinal bands of
faster and slower than average flows, migrating with
the solar cycle. First described by Howard and
LaBonte (1980), they were studied with helioseismol-
ogy by Ulrich (2001). Today, inversions of helioseis-
mic data allow for an inference of the depth depen-
dence of these torsional oscillations (e.g. Zhao and
Kosovichev 2004; Howe et al. 2005).

Meridional circulation is also an instance of large
scale flow probably linked to the solar dynamo and
being investigated with helioseismology (e.g. Giles
et al. 1997).

Everything connected to the solar dynamo and the
solar activity cycle is fair game for helioseismologists.

4.3.5 Variations of the Solar Radius

Even though a part of the variations with the solar
cycle, we treat the possible change in the solar radius
in this separate section. This variation of radius with
solar activity has already been investigated using var-
ious methods, like Danjon astrolabes, which produced
conflicting results. Helioseismology can help: f-mode
(surface gravity waves) frequencies are sensitive to the

radius R� (e.g. Schou et al. 1997; Antia 1998; Dziem-
bowski and Goode 2005). Based on an integral relation
(described in Dziembowski and Goode 2004) between
f-mode frequencies and fractional radius, i.e. the radial
distance to solar center divided by R�, (Lefebvre and
Kosovichev 2005) found that near the solar surface
(from 0.99 R� to 1 R�) the change of fractional radius
is in anti-phase with the solar activity, while deeper
(from 0.97 R� to 0.99 R�) it is in phase. The mean-
ing of this result is not yet understood.

4.4 Current Research Trends in Local
Helioseismology

Here we only present a few results of local helioseis-
mology, wich uses local acoustic or surface gravity
waves. These waves are quickly damped during their
journey inside the Sun and do not have a global reach:
they do not interfere constructively in the “horizon-
tal” direction, and therefore do not qualify as global
modes.

4.4.1 Structure and Dynamics of Sunspots

The first inversion of the sound-speed perturbations
below an active region was presented in Kosovichev
et al. (2000). Since then, numerous articles have dealt
with this topic (e.g. Jensen et al. 2001; Couvidat
et al. 2004). Figure 4.3 shows an example of an inver-
sion result for the sound speed below a sunspot. This
plot exhibits a two-region structure: a decrease in
the sound speed compared to the quiet Sun, immedi-
ately below the solar surface, followed by an increase
in sound speed in deeper layers. Similarly, Zhao
et al. (2001) applied the time-distance formalism to
derive the flow velocities underneath a sunspot.

These groundbreaking results are controversial, due
to the numerous assumptions involved in the sound-
speed and flow-velocity inversion process, and that
might not be valid in presence of the strong magnetic
field of sunspots (e.g. Braun and Birch 2006; Couvi-
dat and Rajaguru 2007). To emphasize but one exam-
ple, it is known that acoustic waves crossing a sunspot
are partly converted into slow and fast MHD waves
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Fig. 4.3 Figure from (Couvidat et al. 2006). Vertical cut in the
inversion results for the squared sound-speed perturbations—
relative to the quiet Sun—and for the sunspot NOAA 8243

of June 1998, observed by MDI. Left: Inversion using Born-
approximation sensitivity kernels. Right: Inversion using ray-
path approximation sensitivity kernels

(e.g. Crouch and Cally 2005) which is not taken into
account in the inversion of travel times of wavepackets
in local helioseismology.

4.4.2 Remote Sensing of the Far-Side
of the Sun

Acoustic holography was used to detect the presence
of sunspots on the far-side of the Sun (Lindsey and
Braun 1990). This is a first step in the long-term space-
weather goal of forecasting solar flares and other dis-
turbances that affect our technological societies more
and more. Similarly, Zhao (2007) developed the same
far-side imaging capabilities using time-distance helio-
seismology. The basic concept behind far-side imaging
is that active regions produce a negative travel-time
perturbation of several seconds—relative to the quiet
Sun—for the specific wavepackets considered, which
travel from the far side to the near side (e.g. González
Hernández et al. 2007). We can detect this perturbation
long before the active regions become visible.

4.4.3 Supergranulation as a Travelling
Wave

Using f modes to measure the horizontal divergence of
the flows in supergranules, (Gizon et al. 2003) found
that supergranulation undergoes oscillations and sup-
ports waves with periods of 6–9 days. These waves are
predominantly prograde, which explains the apparent
super-rotation of supergranules. The authors suggest
that this interesting result could be the beginning of

the use of supergranular waves to probe the upper con-
vection zone.

4.4.4 Improvement of Travel-Time
Measurement Methods, of
Sensitivity-Kernel Calculations,
and of Inversion Methods

A lot of work aims at improving local-helioseismology
techniques. New travel-time definitions for wavepack-
ets are created (Gizon and Birch 2002, 2004), while
the sensitivity of these wavepackets to different kinds
of perturbations (sensitivity expressed as 3D func-
tions called sensitivity kernels) is being investigated
in a manner less approximate than the ray-path—
geometrical optics—method (Birch et al. 2001, 2004).
The inversion techniques are being scrutinized and
improved (e.g. Couvidat et al. 2005). There is also
an attempt at understanding the validity of Doppler-
velocity measurements (the primary data of helioseis-
mology) in active regions (e.g. Rajaguru et al. 2007).
Finally an emphasis is put on using MHD simu-
lations of the solar convection zone to test local-
helioseismology techniques and assumptions (e.g.
Hanasoge et al. 2007, 2008; Parchevsky et al. 2008).

4.5 Some Future Instruments

Several instruments with helioseismic capabilities have
recently been launched, or will be launched in the
upcoming years.
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The Helioseismic and Magnetic Imager (HMI)
instrument was launched on board the Solar Dynam-
ics Observatory (SDO) satellite in February 2010. This
NASA mission succeeds to the SOHO spacecraft. HMI
is an improved version of MDI (Michelson Doppler
Imager): with two 4,096 × 4,096 CCDs, HMI mea-
sures both the Doppler velocity at the solar surface and
the vector magnetic field. The spatial resolution is 0.5′′
in full-disk mode, and the Doppler velocity data are
obtained every 45 s.

Another successful instrument on board SOHO,
GOLF, will hopefully be succeeded by GOLF-NG (e.g.
Turck-Chièze et al. 2009). GOLF-NG will measure the
sodium spectral line D1 at 8 points in the blue wing,
and 8 points in the red wing, using the same reso-
nant scattering cell technique as GOLF. A prototype
of GOLF-NG has already been assembled and is cur-
rently working in the Canary Islands.

PICARD (e.g. Thuillier 2005), a CNES project,
is planned for launch in 2010. Three instruments on
board PICARD are of interest to helioseismologists:
they will measure the solar spectral irradiance at dif-
ferent wavelengths, and the solar radius.

Finally, Solar Orbiter is an ESA project whose goal
is the observation of the high latitudes of the Sun, and
whose launch should occur sometime after 2015.

4.6 Conclusion

During the past four decades helioseismology provided
astrophysicists with a flurry of spectacular results,
and there is no sign of abatement. More sophisti-
cated helioseismology instruments have recently been
launched, or are soon to be launched, and will pro-
vide us with higher quality data, needed to further our
understanding of the structure and dynamics of the
Sun.
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Chapter 5

Theories of the Solar Cycle : A Critical View

Hendrik C. Spruit

Abstract Some established views of the solar mag-
netic cycle are discussed critically, with focus on two
aspects at the core of most models: the role of convec-
tive turbulence, and the role of the “tachocline” at the
base of the convection zone. The standard view which
treats the solar cycle as a manifestation of the interac-
tion between convection and magnetic fields is shown
to be misplaced. The main ingredient of the solar
cycle, apart from differential rotation, is instead buoy-
ant instability of the magnetic field itself. This view
of the physics of the solar cycle was already estab-
lished in the 1950s, but has been eclipsed mathemati-
cally by mean field turbulence formalisms which make
poor contact with observations and have serious the-
oretical problems. The history of this development in
the literature is discussed critically. The source of the
magnetic field of the solar cycle is currently assumed
to be located in the “tachocline”: the shear zone at the
base of the convection zone. While the azimuthal field
of the cycle is indeed most likely located at the base
of the convection zone, it cannot be powered by the
radial shear of the tachocline as assumed in these mod-
els, since the radiative interior does not support signif-
icant shear stresses. Instead, it must be the powered by
the latitudinal gradient in rotation rate in the convec-
tion zone, as in early models of the solar cycle. Possi-
ble future directions for research are briefly discussed.

H.C. Spruit (�)
Max Planck Institute for Astrophysics, 85741 Garching,
Germany
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5.1 The Role of Convective Turbulence

For a star to generate a self-sustained magnetic field,
it is sufficient that it rotate differentially. This dif-
fers from the traditional view of dynamos in stars,
which holds that in addition to the shear flow due to
differential rotation, a small scale velocity field has
to be imposed in order to “close the dynamo cycle”,
thus enabling a selfsustained field independent of ini-
tial conditions. Convection can provide such a veloc-
ity field, and in fact convection has become such an
integral part of thinking about dynamos in stars that
the subject of “stellar magnetic fields” has been almost
synonymous with “convective dynamos” for decades
(for reviews see e.g. Weiss 1981–1997; Rüdiger and
Hollerbach 2004; Tobias 2005, for recent texts Bran-
denburg 2009; Jones et al. 2009; Charbonneau 2005).
Whether or not such a dynamo process can take place
in principle is a separate matter. From the observations
it is evident, however, that it is not the way the solar
cycle works. Instead, as I will argue below, the cycle
operates on dynamic instability of the magnetic field
itself. Convection plays only an indirect role, namely
by maintaining the differential rotation of the envelope
from which the cycle derives its energy.

5.1.1 Mechanism of the Solar Cycle as
Inferred from Observations

The common ingredient in all dynamo models such as
those for the Earth’s magnetic field or the solar cycle is
the generation of a toroidal (azimuthally directed) field
by stretching (“winding-up”) of the lines of a poloidal

39M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_5, c© Springer Science+Business Media B.V. 2011
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field (e.g. Elsasser 1956). This is “the easy part”. It
produces a field that increases in strength linearly with
time and is proportional to the imposed initial field. To
produce a cyclic, self-sustained field as observed there
must be a second step that turns some of the toroidal
field into a new poloidal component, which is again
wound up, completing a field-amplification cycle that
becomes independent of initial conditions. The partic-
ular process by which the new poloidal field is gener-
ated distinguishes the models from each other. In early
models of the solar cycle that were popular in their
time (Babcock 1961, 1963; Leighton 1969) observa-
tions of the emergence of active regions were used to
infer the nature of the process responsible for this key
step in the dynamo cycle.

These models proposed that the increasing toroidal
field eventually becomes unstable, erupting to the
surface to form the observed active regions (Cowl-
ing 1953; Elsasser 1956; Babcock 1961, see sketches
in Figs. 2, 5). The equatorward drift of the main zone
of activity reflects the latitude dependence of the time
taken for the toroidal field to reach the point of buoy-
ant instability (Babcock 1961, 1963). This is illustrated
with a simple model in Fig. 5.1. In this sketch, a uni-
form poloidal field is assumed to be stretched passively
by the latitudinal differential rotation as observed on
the surface of the Sun. Helioseismic observations (see
review by Howe, 2009) show that this pattern of rota-
tion also holds to a fair approximation inside the con-
vection zone.

The azimuthal field becomes unstable to buoyant
rise when a critical strength of ∼105 G is reached

Fig. 5.1 Rate of increase of the azimuthal field strength as a
function of heliographic latitude, due to the observed differential
rotation acting on an assumed uniform poloidal field

(Schüssler et al. 1994). This happens first at the lat-
itude where the rate of increase of the field is largest,
around a latitude of 60◦ in the simple model of Fig. 5.1.
This agrees with observations (Altrock 2010), though
initially only small-scale magnetic activity without
sunspots is produced. As time progresses, the field
also becomes unstable at lower latitudes, producing
an equatorward drift of the zone of activity. For rea-
sons unknown, sunspots form only below a latitude
of around 40◦. As Fig. 5.1 implies, Babcock’s model
also predicts a poleward propagating branch. Such a
branch (but without sunspots) is actually present on
the Sun (the “poleward rush”, Leroy and Trellis, 1974;
Altrock 2010). Its observational status and interpreta-
tion are not entirely clear, however.

The process of emergence of an active region has
been studied in great detail for more than a century.
A small patch of fragmented magnetic fields with
mixed polarities appears and expands as more flux
emerges (Fig. 5.3). The surroundings of this patch
remain unaffected by this process. The mix of polari-
ties then separates into two clumps, the polarities trav-
eling in opposite directions to their destination, ignor-
ing the convective flows in the region.

This striking behavior is the opposite of diffusion.
To force it into a diffusion picture, one would have to
reverse the arrow of time. Instead of opposite polarities
decaying by diffusing into each other, they segregate
out from a mix. The MHD equations are completely
symmetric with respect to the sign of the magnetic
field, however. There are no flows (no matter how
complex) that can separate fields of different signs
out of a mixture. This rules out a priori all models
attempting to explain the formation of sunspots and
active regions by turbulent diffusion. For recent such
attempts, which actually ignore the observations they
are trying to explain, see Kitiashvili et al. (2010),
Brandenburg et al. (2010). The observations, instead,
demonstrate that the orientation and location of the
polarities seen in an active region must already be
have been present in the initial conditions: in the lay-
ers below the surface from which the magnetic field
traveled to the surface.

The fragmented state near the surface in the early
stages of the eruption process is only temporary. The
intuitive “rising tree” picture (Zwaan, 1978) illustrates
this (Fig. 5.4). The observed fragmentation and sub-
sequent formation of spots from a horizontal strand
of magnetic field below the surface has recently been
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Fig. 5.2 Closing of the dynamo cycle by active region emer-
gence. Left: sub-surface field produced by stretching of a
poloidal field Bp by differential rotation (equator rotates faster).
Coriolis forces during emergence of a stretch of the field

(broken) to the surface causes displacements of the footpoints,
observed at the surface as “tilt” of the active regions (circles). At
depth, this produces a new poloidal field component of opposite
sign

Fig. 5.3 Sequence (time from left to right) showing the emer-
gence of an active region at the solar surface observed with
the Hinode satellite. The opposite magnetic polarities (vertical

component of the field) are shown in black and white. For a
movie of this sequence see http://science.nasa.gov/headlines/
y2007/images/trilobite/Hinode_lower.mov

Fig. 5.4 “Rising tree” sketch to explain the phenomenology of an active region emergence. (From Zwaan, 1978)
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reproduced in striking realism in full 3-D radiative
MHD simulations (Cheung et al. 2008; Rempel, this
volume).

The axes of active regions are observed to be
tilted with respect to the east-west direction. This was
attributed to the action of Coriolis forces during the
emergnece process, and identified with the genera-
tion of the new poloidal field component that closes
the dynamo cycle by Leighton (1969, see sketch in
Fig. 5.2).

5.1.2 Later Developments

Models like Leighton’s thus made a direct connection
between observations of the active regions that make
up the solar cycle and the functioning of the cycle as
a whole. One might have expected that this natural
state of affairs would have led to a further development
of the theoretical ideas in continued contact with the
observations. But this has not been the case.

Instead, the development of these ideas has been
eclipsed for several decades by the parallel develop-
ment of turbulent mean field formalisms for the solar
cycle. These ideas postulated mathematically tractable
equations which were claimed to represent the physics
of the interaction between magnetic fields and convec-
tion in some statistical sense. They relied on theoretical
assumptions like cascades in wavenumber space, cor-
relation functions to represent the interaction between
magnetic fields and flows, and an assumed separa-
tion of length scales between mean fields and fluc-
tuations. Just looking at the data as described above,
it is difficult see how a separation would be accom-
plished. What is more, the data themselves already
contain more detailed and more critical information on
the functioning of the cycle than is present in mean
field models. The dominance of these formalisms in
the astrophysical literature (thousands of papers) has
led to a particularly sterile theoretical view of the solar
cycle, supported neither by a sound theoretical foun-
dation of the equations used nor making much contact
with the observations.

In addition, it has had the effect of obscuring an
important fact, namely that no turbulence needs to
be imposed at all for dynamo action to take place.
A system that is completely laminar in the absence
of magnetic fields can produce dynamo action from
shear and magnetic instability alone (cf. Spruit 2002).

A well studied and very successful example of such
a dynamo process is the MRI turbulence observed in
numerical simulations of accretion disks (e.g. Hawley
et al. 1996). The models by Babcock and Leighton are
just another example where magnetic instability is the
key element in closing the field amplification cycle.
These kinds of magnetic cycle are intrinsically non-
linear (i.e. not “kinematic” in dynamo parlance): their
functioning depends on the finite amplitude of the field
generated. This is because the time scale of the mag-
netic instabilities that close the dynamo cycle depends
on field strength.

The conditions for self-sustained field generation to
occur by differential rotation and instability alone, the
properties of the magnetic field produced in this way,
and its observable consequences all reflect the nature
of the magnetic instability involved. In the case of the
solar cycle: the properties of magnetic buoyancy. It
is sometimes argued that such a process brings about
an “alpha effect”, so that one just has to use a set of
equations that incorporate such an effect. Neither the
fact that a poloidal field component can appear by a
process changing the direction of an initially toroidal
field, however, nor the fact that turbulent mean field
equations contain a term describing such an effect,
are justifications for using these equations. An under-
standing of the solar cycle, or any other dynamo pro-
cess, requires physics to be found out first, rather than
assumed in some parametrized form. The idea that
insight about the solar cycle can be obtained from
the solutions of such models has been an impediment
to real progress, however tempting the equations may
have looked.

Justification for this critical view is found in the
history of ideas about the solar cycle; this is done
in the following section. I briefly discuss there how
mean field thinking has led to a systematic discon-
nect between theory and observations. In all likeli-
hood this would not have been necessary if the obser-
vations and their interpretation in models such as
Leighton’s (1969), had been taken more serious.

5.2 Failure of Convective Dynamos
Models of the Solar Cycle

The turbulent view of magnetic field generation in con-
vective stellar envelopes holds that the generation of a
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new poloidal field from the toroidal field produced by
differential rotation should be seen as due to the effect
of convection acting on a magnetic field in a rotat-
ing fluid (Parker 1955, 1979; Steenbeck et al. 1966;
Weiss 1981). A consequence of this model is therefore
that dynamo action takes place throughout the con-
vection zone. In this model the equatorward drift of
the main belt of activity during the cycle reflected the
(at the time unknown) radial gradient in the rotation
rate, not the observed latitudinal differential rotation
that were key to the Babcock and Leighton models.
This is because mean field dynamo equations natu-
rally lead to dynamo waves traveling in a direction
perpendicular to surfaces of constant rotation rate.
The observed equatorward drift of activity during the
cycle therefore required the rotation rate to have a
predominantly radial gradient, with rotation increas-
ing inward. Finally, it was noted that the Lorentz
force limits the action of convection on magnetic fields
when the field strength reaches equipartition with the
kinetic energy of the convective “eddies” (e.g. Proc-
tor and Weiss 1982). This predicts that the field in
the solar envelope should be an intermittent turbulent
field, with intrinsic field strengths of a few thousand
Gauss.

5.2.1 Predictions

Mean field dynamo models thus made three testable
predictions. (They are found in many of the texts of
the 1970s and 1980s, where they appear mostly as
accepted consensus rather than as testable predictions):

• The dynamo action takes place through interaction
with turbulent convection,

• The rotation rate in the convection zone depends
mainly on radius, it increases with depth.

• The field strength does not exceed equipartition
with convective energy densities (few thousand
Gauss).

These predictions have never agreed with the phe-
nomenology of the solar cycle very well. One of the
important observations is Hale’s polarity law: the fact
that magnetic fields are not present on the surface in
a random “turbulent” form, but appear in a strikingly

systematic way, as bipolar active regions oriented east-
west, with one of the polarities systematically lead-
ing (in the direction of rotation). On top of the east-
west orientation, the leading polarity is systematically
shifted towards the equator compared with the follow-
ing polarity (Joy’s law, see sketch in Fig. 2). To cir-
cumvent these observations, dynamo theories ignore
heliographic longitude (of sunspot locations, for exam-
ple); parameters of the model are then adjusted to fit
the remaining data (the “butterfly diagram”). Given
the reduced nature of these data and the degrees of
freedom of the models, this process is usually suc-
cessful. The price paid is that most observations of
active region phenomenology have to be declared irrel-
evant, when in fact they provide the most telling evi-
dence about the operation of the cycle. This attitude
has remained an integral part of mainstream dynamo
thinking.

Attempts have been made to reconcile the mag-
netic eruption view of active regions with the role of
convective turbulence in the mean field dynamo view.
Weiss (1964) proposed that magnetic fields rise from
the interior, but that turbulence takes over in bring-
ing about observations like the formation of sunspots.
In this view, sunspots would form by random walk
of magnetic fields in a turbulent flow. This proposal
thus kept Cowling’s view of active regions as emerging
from below, but effectively discarded the observational
evidence that led to this idea in the first place, namely
the formation of sunspots. Meyer et al. (1974) explic-
itly repeated the view that sunspots form by random
walk of magnetic field lines in convective turbulence.

This has been challenged by observers, who noted
that sunspots do not form randomly but in a strik-
ingly deterministic way, as described above (e.g.
Zwaan 1978). The motion of active region magnetic
fields independent of and opposing surface flows is
documented by virtually all observations of active
region formation (e.g. Tarbell et al. 1990; Strous
et al. 1996). The consequence, namely that the mag-
netic field itself, rather than convective turbulence,
forms active regions has always contradicted the role
of convection assumed in mean field models.

Since then, helioseismic measurements of the inter-
nal rotation have shown the second prediction to be
wrong as well: the differential rotation is in fact mainly
in latitude. The radial gradient is weak, and where it is
present it is mostly of the wrong sign.
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The third prediction can be tested somewhat more
indirectly by making use of the many clues given
by observations of active regions. A major step for-
ward in the interpretation of this phenomenology
are the simulations of flux bundles rising from the
base of the convection by Moreno-Insertis (1986),
D’Silva and Choudhuri (1993), Fan et al. (1994),
Schüssler et al. (1994). In these simulations, a hor-
izontal (azimuthal, zonal) bundle of magnetic field
lines at the base of the convection zone is allowed to
become unstable and rise to the surface. The degrees
of freedom in these calculations are the magnetic flux
of the bundle (set by the value observed for a typ-
ical active region), and its initial field strength. The
results show that several key characteristics of active
regions can be reproduced simultaneously by such
magnetic flux loops emerging from the interior of
the convection zone: the time scale for emergence
of an active region, the heliographic latitude range
of emergence, and the degree of tilt of active region
axes. For all these phenomena, agreement between
simulations and observation points to the same value
of the field strength: about 105 G. This is also the
field strength at which instability is predicted to set
in (Schüssler et al. 1994). It can thus be identified
with Babcock’s (then still unquantified) critical field
strength.

Within this picture, a further piece of evidence that
would otherwise be a disconnected observation finds
its natural place. After formation of a spot, its posi-
tion drifts a bit in latitude and longitude (“proper
motion”), with a random component superimposed
on a systematic drift. The random component varies
quasiperiodically on a time scale of a few days, decay-
ing with time (e.g. Herdiwijaya et al. 1997). For a
field strength of 105 G at the base, the Alfvén travel
time along the flux strand from the base to the sur-
face is around 3 days. The random proper motions
of spots are thus neatly interpreted as reflecting the
“settling” of a sunspot to its equilibrium position
after the eruption process is completed. [In addi-
tion to this random component there is a system-
atic drift in longitude, corresponding to the increas-
ing separation between the two polarities. This was
explained as due to the tension in the sub-surface
magnetic field by van Ballegooijen (1982), and repro-
duced in simulations of rising flux tubes (Caligari
et al. 1995)].

5.2.2 Assessment of the Turbulent
Convective Dynamo View

The success of the rising flux tube simulations was not
immediately seen as a threat to mean field models. In
line with the status of active region phenomenology in
mean field models, the eruption process would simply
be of marginal significance: it would just be some sec-
ondary manifestation of the mean field dynamo oper-
ating in deeper layers. The success of the simulations,
if it is not accidental, has ominous consequences, how-
ever, since the agreement with each of the observations
only holds if the field strength in the deep interior of
the convection zone is around 105 G. The energy den-
sity in such a field is at least two orders of magnitude
larger than the kinetic energy of the convective turbu-
lence invoked in mean field models. If taken serious as
a diagnostic, the observed mode of emergence of active
regions thus implies that the third prediction also fails.

The situation is more serious, however, since at this
field strength the rising flux tubes are so strong that
convective turbulence can have little effect on them.
The positions of active regions on the surface must
consequently correspond reasonably with those of their
anchors at the base, also explaining the regularity with
which active regions follow Hale’s and Joy’s laws,
and the proper motions of sunspots mentioned above.
Active regions as seen at the surface are therefore not a
manifestation of a convective mean field dynamo, even
if it were to exist somewhere in the convection zone.
This is a major setback for this theory, since observa-
tions of active regions are the dominant source of infor-
mation we have about the solar cycle, and virtually the
only source ever used for mean field parameter fitting.

Considering these spectacular failures of the turbu-
lent mean field dynamo paradigm for the solar cycle
it is useful to reflect for a moment how it could
have survived for several decades, and is still going
strong (cf. Rüdiger and Hollerbach 2004; Branden-
burg 2005, 2009; Tobias 2005; Jones et al. 2009; Char-
bonneau 2005). Major problems like the lack of a sta-
ble theoretical foundation for the equations used, and
the lack of connection with most of the relevant obser-
vations should have been reasons to pause and reflect
on the basis of the enterprise. Instead such problems,
when faced at all, were usually countered with these
arguments:
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(i) in a complicated problem one has to start some-
where,

(ii) the key to a dynamo cycle is the recreation of a
poloidal component, and this is included in the
mean field dynamo equation.

The first argument was perfectly reasonable at the
time of the formulation of mean field electrodynam-
ics, (cf. Parker 1955; Steenbeck et al. 1966), but half a
century hence it is beginning to wear a bit thin.

The second argument is essentially a semantic
kludge. At a sufficiently abstract level, the nature of
the solar cycle as a combination of winding up and an
alpha-effect need not be contested. What should have
been considered more critically, however, is the ques-
tion how much more the use of mean field dynamo
formalisms provides, above just the alpha-effect that
was already put in as an assumption from the begin-
ning. The applied mathematical attractions of solving
this equation in countless variations of geometry and
parameters appears to have led to a misplaced sense of
reality. The failure of the theory to show demonstrable
progress by providing increasing contact with observa-
tions should have been a warning here. The mean field
dynamo model for the solar cycle is best regarded as
a mirage. Remarkably, it still keeps a substantial com-
munity busy searching for an oasis.

The theoretical basis of mean field electrodynam-
ics has always been problematic. The series expan-
sions used to derive mean field equations, for exam-
ple are known to diverge unconditionally at large
Reynolds numbers. In the mean time, it is now also
being called into question by the results from high res-
olution numerical simulations of magnetic fields driven
by imposed small scale forces. From these simula-
tions it is becoming clear that large scale fields do
not appear from small scales as expected (e.g. Catta-
neo and Hughes 2009), at least not under the generic
conditions where the mean field dynamo equation was
applied. The occurrence of small scale dynamos (i.e.
the exponential growth of magnetic energy on small
scales) in the interaction of a magnetic field with turbu-
lence is now also somewhat in doubt. Standard wisdom
(the “proper” view, Brandenburg 2010), that an appro-
priately complex velocity field is sufficient to produce
a selfsustained small-scale magnetic field turns out to
be incorrect. Selfsustained fields have been found in
such flows when the viscosity is larger than the mag-
netic diffusivity (magnetic Prandtl number Pm > 1,

e.g. Schekochihin et al. 2004). For the case Pm < 1
however, conflicting results are reported on the pres-
ence or absence of selfsustaining fields, depending also
on numerical method. In the case Pm > 1, the actual
operation mechanism of the field amplification does
not agree with conventional ideas based on cascades in
wavenumber space (Schekochihin et al. 2004). Kine-
matic models of small-scale dynamo action, i.e. mod-
els using an imposed velocity field, which have guided
much of previous thinking, do not provide guidance in
this context since they are equivalent to assuming an
infinite magnetic Prandtl number.

5.3 Tachocline Dynamos

A somewhat older idea to reconcile mean field models
with flux emergence observations is that the dynamo
works as a turbulent mean field dynamo near the base
of the convection zone (Galloway and Weiss 1981;
Parker 1993). After its discovery, the narrow shear
zone below the convection zone, the tachocline, was
quickly identified as a region of choice to operate a
mean field dynamo. It contained the strong radial gra-
dient needed in mean field models to produce the drift
of active latitudes during the cycle (e.g. Dikpati 2006
and references therein), and required no conceptual
adjustments to the models developed before.

This idea, however does not make physical sense.
It assumes that the shear zone can be exploited in the
same way as the shear between two moving plates
in the laboratory. Turbulence generated by the shear
exerts stress on both plates, the energy put into the sys-
tem by the work done against this boundary stress can
be tapped to maintain turbulence and a magnetic field.
In the Sun, stresses can be maintained in the convec-
tion zone by the rapid momentum exchange due to con-
vective flows. On the other side, however, in the stable
stratification on the interior side of the tachocline, the
stress that can be supported by fluid motions is many
orders of magnitude weaker, since the stratification is
very stable on this side (in terms of the buoyancy N2,
the interior is 106 times more stable than the convec-
tion zone is unstable). This means that the analogy
with shear maintained between two moving plates is
incorrect (resembling the Zen exercise to clap with one
hand).
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If the analogy is incorrect, what is then the cause
of the tachocline? The tachocline is more appropri-
ately treated as a shear flow driven only by the lat-
itudinal dependence of the rotation rate on the con-
vective side, with a free-slip surface on the interior
side. The velocities in the tachocline can just be an
“imprint” into the interior of the differential rotation
with latitude in the convection zone. This has been pro-
posed early on after the discovery of the tachocline by
Spiegel and Zahn (1992), who studied the long-term
evolution of the rotation in the interior under the effect
of a (weak) viscous stress. A more complete analy-
sis of this problem, which stresses the importance of
baroclinicity and thermal diffusion, is the “gyrotropic
pumping” model of McIntyre (2007). In a model by
Forgács-Dajka and Petrovay (2001) the tachocline is
also seen as an imprint of the convection zone on the
interior, but this model involves turbulence of unspeci-
fied origin inside the tachocline.

The radial gradient in the tachocline is thus useless
for driving a dynamo, since it does not support any sig-
nificant stress with which a field could be amplified.
The latitudinal gradient in the tachocline can of course
be tapped, but this is no different from what the bulk
of the convection zone can do. Its shallow imprint into
the interior does not add much, and defeats the origi-
nal idea of using the (radial) tachocline shear to drive
a dynamo.

5.4 New Directions

5.4.1 Compromises

The mean field paradigm holds that, after ignoring or
averaging out most of the surface observations, the
bit that is left is still a useful validation of the the-
ory. This point of view is still popular in the litera-
ture on the solar cycle. Another view appears to follow
more of an “adiabatic adjustment” approach: attempts
are made to incorporate elements like the disregarded
observations mentioned in Section 5.1.1, and physics
like buoyant instability of the magnetic field into mean
field turbulence, as gradual adjustments of the formal-
ism. This view thus attempts to accommodate intrinsi-
cally incompatible elements into a mean field approach
without questioning its status as the underlying funda-
mental theory.

The kind of compromises this leads to looks ugly.
In one such attempt to conciliate mean field theory
with observations, the emergence of strong magnetic
flux tubes is in fact acknowledged to account for phe-
nomena observed at the surface. However, the surface
fields are then seen as a separate phenomenon, not rep-
resentative of the real solar cycle. The real cycle takes
place, unseen, somewhere in the convection zone in
the manner demanded by the mean field dynamo equa-
tions (e.g. Tobias 2009). Another proposal (Branden-
burg 2005) postulates the existence of a shallow sur-
face layer (a few Mm depth). This layer contains the
puzzling observations, again in some form of mean
field dynamo, while at the same time shielding the tur-
bulent mean field dynamo happening below it from
our view. “Turbulent pumping” is advanced as achiev-
ing this. Observations of active region emergence
(Fig. 5.3) that refute such ideas (however vague) are
ignored.

5.4.2 Weak Fields

A more progressive view within the convective turbu-
lence category is the idea (Durney et al. 1993; Cat-
taneo, 1999) that turbulent interaction between field
and convection is observed at the surface of the Sun in
the form of the so-called weak or inner-network fields.
These appear as fields of mixed polarity, short life
times and low intrinsic strength (Martin 1988). These
properties are more in line with a priori expectations
about turbulent fields.

This proposal bypasses the question what causes the
strong fields observed as spots and active regions: it
only looks at the weak field component and assumes it
has a different origin. It is not clear, however, whether
the weak fields are really an independent phenomenon:
they might just be a part of the solar cycle as seen in
active regions. The weak fields might represent either
a small scale tail in the distribution of emerging flux
units, or some kind of “debris” from the fragmentation
of larger units during the decay phase of active regions.
Finally, they might be related to the “annealing step”
by which old flux disappears again from the convection
zone (Section 5.4.4). In the latter case, they would be
part of the decay of magnetic fields produced in the
cycle, rather than an amplification process.
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5.4.3 Numerical Simulations

Convincing 3-D numerical simulations of a solar cycle
“from scratch” are likely to remain out reach for the
indefinite future. This is because of the well-known
problems of dynamical range in length and time scale
intrinsic to a convective stellar envelope. A brute-force
simulation of the entire convection zone would have to
resolve time scales as short as a few seconds in the pho-
tospheric layers and above, as well as years to cover
the duration of a cycle. Corresponding length scales
range from a kilometer at the surface to a solar radius.
Extrapolating Moore’s law with a constant doubling
time of 1.5 years, the computing resources needed for
a simulation at this resolution would become avail-
able 100 years from now (Schüssler 2008). Existing
“global” simulations of the convection zone or its mag-
netic cycle are possible only by leaving out key parts of
the physics. Usually, the top layers where most of the
dynamic range in length- and time scales is located,
are left out. Conclusions drawn from such simulations
are unlikely to be very meaningful, since the easier
case of a convective envelope without magnetic fields
is already known to produce results that bear no rela-
tion to observations when these surface layers are left
out from the simulation. Individual aspects of the cycle
still provide interesting unsolved conceptual problems,
however, that may be addressed in isolation before

realistic numerical simulations are attempted on more
global scales. Two such problems are discussed in the
next subsections.

5.4.4 The Annealing Step, “Turbulent
Diffusion”

The most challenging problem may well be finding a
satisfactory description for the process by which the
mass of buoyant vertical flux tubes resulting from a
cycle’s worth of eruptions gets “annealed” back into a
simpler configuration. As the eruption of active regions
from the toroidal field proceeds during the cycle, an
ever increasing number of magnetic strands develops
connecting the surface with the base of the convection
zone (cf. Fig. 5.5). The sections of field remaining at
the base are sufficient to provide the toroidal field of
the next cycle, but this picture does not explain how the
clutter of strands connecting to the surface gets simpli-
fied from one cycle to the next. In dynamo parlance,
this is the “turbulent diffusion” step. The difficulty here
is that appeal to traditional convective “turbulent dif-
fusion” will not work (even if the concept itself is
accepted), since the fields are now much stronger than
equipartition with convection (at least near the base of
the convection zone where this annealing has to take
place).

Fig. 5.5 Vertical cut through
an active region illustrating
the connection between a
sunspot at the surface and its
origins in the toroidal field
layer at the base of the
convection zone. (From Spruit
and Roberts 1983)
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At the moment, it is not clear how long this
annealing process takes, or even by which mecha-
nism. For a discussion relating to this problem, see
Parker (2009). Perhaps the “residence time” of dis-
persed active regions is substantially longer than the
cycle length? In that case a large amount of small scale
mixed-polarity magnetic flux should be present dis-
tributed over the solar surface. Such a component could
remain undetected except at very high spatial reso-
lution. In fact, recent observations of mixed-polarity
fields in quiet regions of the solar surface with Hin-
ode and the Swedish 1-m solar telescope appear to
show evidence in this direction (cf. Pietarila Graham
et al. 2009).

Extrapolating this thought further, it might even be
that such a component is relevant for total solar irradi-
ance (TSI, the solar energy flux received at earth), since
small scale magnetic fields are known to produce a net
brightening of the solar surface (Spruit 1977). If this is
the case, the small but systematic decrease of TSI dur-
ing the current extended minimum, below the previous
shorter minima, might be indicative of the decrease of
surface magnetic flux in the course of the annealing
process.

5.4.5 Thermodynamics

A central question concerns the thermodynamics of
fields of ∼105 G at the base of the convection zone.
For the field to be wound up quietly over several years
before becoming unstable, it has to reside in a sta-
ble buoyant equilibrium near the base of the convec-
tion zone. In the absence of such a stable equilibrium,
the field would rise to the surface on a time scale of
weeks (as it actually does in the emergence of a new
active region). Magnetic pressure produces buoyancy,
and this has to be compensated for equilibrium to hold.
Neutral buoyancy through density equilibrium requires
significantly lower temperatures in the field than in its
environment. For a field strength of 105 G, the required
amount of temperature reduction is some 100 times
larger than canonical temperature fluctuations in a mix-
ing length model of convection.

To solve this equilibrium problem, it is often pos-
tulated that flux tubes erupt from stably stratified lay-
ers below the base of the convection zone. Though this
recognizes the buoyancy problem, it does not actually

help much since it begs the question how the magnetic
field got to this location in the first place (in particular:
on a time scale less than the solar cycle).

5.5 Conclusions

Observations of active region phenomenology, most
of them already old and well-established, show that
the solar cycle operates on buoyant instability of the
magnetic field itself rather than the conventional view
based on interaction with convection. This puts us
back to ideas developed half a century ago. Signifi-
cant steps forward, however are the direct 3-D, radia-
tive numerical MHD simulations which are now begin-
ning to make contact with some of the classical obser-
vations. Though these simulations cannot deal with the
cycle as a whole, their success in reproducing limited
aspects such as the emergence of magnetic flux dis-
cussed above, or the observed structure of sunspots
(Heinemann et al. 2007; Scharmer et al. 2008; Rempel
et al. 2009) give confidence for the future. At the same
time they clean the table by eliminating a number of
dead-end views on the solar cycle, some of which con-
sidered well-established thus far.

At the same time, a number of unsolved questions
appear that are specific for the picture of a magnetic
cycle operating on buoyant instability. Some of these
questions are unlikely to be answered from first princi-
ples or numerical simulations. Clues taken from obser-
vations may well play an important role in making
progress in figuring out the physics relevant for these
questions. As the history of the subject shows, how-
ever, taking observational clues serious will require
one to jettison the turbulent mean field baggage that
has impeded the development of a sensible theory of
the solar cycle for so long. This process would be
assisted by healthy skepticism on the part of the obser-
vational community. In fact, it is rather surprising how
easily observers have acquiesced in the past to the
treatment of their data by mean field theories (“sorry
but your observations are just turbulence, they have to
be averaged out”).
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Chapter 6

The New Solar Composition and the Solar Metallicity

Nicolas Grevesse, Martin Asplund, A. Jacques Sauval, and Pat Scott

Abstract We review the current status of our knowl-
edge of the chemical composition of the sun and
present a redetermination of the solar abundances of
all available elements. These new results have very
recently been published by Asplund et al. (2009). The
basic ingredients of this work, the main results and
their implications are discussed.

6.1 Historical Introduction

The first quantitative analysis of the composition of
the solar atmosphere was done by H. N. Russell in
1929 (Russell 1929). The name of Russell is associ-
ated with a large number of pioneer researches in astro-
physics during the first half of last century, for exam-
ple, the Hertzsprung-Russell diagram, as well as with a
series of basic works in atomic spectroscopy, for exam-
ple the LS or Russell-Saunders coupling. Using eye
estimates of the solar line intensities and a very sim-
ple one temperature model of the solar photosphere,
Russell succeeded to derive the abundances of 56 ele-
ments. Russell’s mixture was used for quite a long
time by all astronomers; it had a very great impact
on the whole astronomical community showing the
overwhelming abundance of hydrogen in the Universe.
Russell’s abundance distribution already showed the
main remarkable features related to nuclear properties

N. Grevesse (�)
Centre Spatial de Liège and Institut d’Astrophysique et de
Géophysique, Université de Liège, Liège, Belgium
e-mail: nicolas.grevesse@ulg.ac.be

that have been used by the theories of nucleosynthesis
to explain the origin of the chemical elements.

After this pioneer work, new more sophysticated
solar system abundance analyzes, often called cosmic
abundances, not only used the sun, but also the earth
crust and, especially, meteorites. Actually, other mem-
bers of the solar system and, particularly, the mete-
orites (Sections 6.4 and 6.7.3), could be as good indi-
cators as the sun itself of the solar composition. These
new works resulted from progress in the quality of the
solar spectra, in the modeling of the photosphere, in
the atomic data needed and in the meteoritic compo-
sition analyzes. Probably the most important analyzes
that had important impacts on the whole astronomical
society are the pioneer works of Goldschmidt (1938),
essentially based on the earth crust and meteorites, of
Unsöld (1948), with a new analysis of the solar pho-
tospheric abundances and of Suess and Urey (1956),
who made a new refined analysis of the composition
of meteorites combined with solar and stellar data for
the elements absent in meteorites. This last work was
really the basis of nucleosynthesis, the theory of the
formation of the chemical elements, developed by Bur-
bidge et al. (1957) and Cameron (1957). Very impor-
tant basic solar abundance researches have also been
done by Goldberg et al. (1960), who made a new exten-
sive analysis of the solar abundances of many ele-
ments, by Cameron (1973) with a new critical analy-
sis of all the elements combining solar and meteoritic
data and by Ross and Aller (1976), who applied the
technique of spectrum synthesis to determine the abun-
dances of the elements in the solar photosphere for
a few elements and made a critical evaluation of the
results available in the literature. This last review also
summarizes the main past analyzes and introduces to
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the various techniques used to derive solar abundances
(Section 6.3).

More detailed reviews of the evolution of the solar
system chemical composition can be found in Suess
and Urey (1956) for the period covering the first half
of the twentieth century and in Ross and Aller (1976),
Grevesse and Sauval (1998) and Lodders et al. (2009)
for more recent works.

In the present chapter we shall mainly concen-
trate on the evolution during the last two decades that
finally lead to the present solar composition (Asplund
et al. 2009).

6.2 Interest of Solar Abundances

We give here after some of the reasons why the accu-
rate knowledge of the solar chemical composition is
a key data not only for solar and solar system ana-
lyzes but for the whole astrophysical and geophysical
community.

• It is obvious that if we want to model the sun we
need to know its precise chemical composition. The
role of elements like Mg, Si and Fe as electron
donors in the photosphere is well known, as well
as the crucial contributions to the opacity of Fe in
the central solar layers and of O and Ne just below
the convective zone.

• Studying solar abundances allows one to analyze
the structure as well as the physical processes in the
various solar layers. We discover, for example, that
there are unexpected chemical composition varia-
tions in the layers below the convective zone as well
as in the outermost solar layers (Sections 6.3 and
6.7.4).

• The sun, being the best known star, has always been
considered as the typical star, the STANDARD star,
to which other stars are compared.

• From comparisons between stellar and solar com-
positions, we learn a lot concerning the structure
and evolution of the stars as well as of the galax-
ies and the universe.

• The standard solar composition is also the basic
data to be reproduced by nucleosynthesis theories.

• The sun is the ideal laboratory where new methods,
for example 3D models, are first tested, before to be
applied to other stars.

• The sun is also unique because chemical composi-
tion data can be derived from various types of mat-
ter in different objects of the solar system like the
earth, moon, planets, comets, meteorites. Compar-
ing these data gives interesting informations on the
formation and evolution of these objects as well as
of the solar system as a whole.

• If the meteorites are also a very precise source of
solar system abundances (Sections 6.4 and 6.7.3),
they have lost a great fraction of the most volatile
but also the most abundant elements like H, He, C,
N, O and Ne. The abundances of these very impor-
tant elements can therefore only be derived from
solar analyzes.

6.3 Sources of Solar Chemical
Composition Data

Because of its proximity, the sun is unique. Solar abun-
dances can be obtained by very different techniques
and for very different types of solar matter, from the
interior to the outermost coronal layers.

Calibration of solar interior models and helioseis-
mology, the analysis of the solar oscillations, allow one
to derive the solar abundance of He and to estimate
the metallicity in the inner solar layers. Using spec-
troscopy in a large wavelength range, from X-rays to
infrared, gives us informations on the chemical com-
position of the outer solar layers, from the photosphere
to the corona, including sunspots for a few elements
only. Particle collection techniques from space allow
one to measure the abundances of the elements in the
solar wind (SW) and solar energetic particles (SEP).
We could also cite gamma ray spectroscopy of solar
flares as well as lunar soils that record the past chemi-
cal history of the sun.

These various measurements, concerning very dif-
ferent solar layers with very different physical condi-
tions, have shown unexpected variations of the chem-
ical composition, from one type of solar matter to
another one as well as with time. Below the convection
zone, we observe element migration, often called dif-
fusion. During the solar lifetime, the convection zone
reservoir has lost about 12% of its helium and 10% of
all the heavier elements. In the outer layers, we notice
a very variable composition. Elements with first ion-
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ization potentials (FIP) lower than about 10 eV appear
to be enhanced relative to their photospheric values
whereas elements with higher FIP show about their
photospheric values, with the exception of He which
is under-abundant in the outer solar layers.

The solar photosphere is without any doubt the
layer for which we have the largest number of data.
A large number of photospheric spectra of very high
quality from the visible to the infrared are available.
Such spectra are used since quite a long time to derive
solar abundances. They show a very large number of
spectral lines of a large number of elements from Li
to Th, whereas the other sources of solar abundances
only concern a limited number of elements. Just above
the convection zone, the photosphere is well mixed
and does not show, on the contrary to other layers,
any chemical composition variation with space and/or
time. Furthermore, the heterogeneous structure of this
layer can now be modeled with great realism (Sec-
tion 6.5). For these many reasons, the abundances of
the elements derived from the photospheric spectrum
will form the basis of the solar chemical composition.

A few elements however do not show any spectral
line in the photospheric spectrum for purely spectro-
scopic reasons and not because of their abundances.
Helium has already been mentioned here above (see
also Section 6.6.1). Fluorine and chlorine are estimated
from their molecular lines in sunspots spectra. The
other noble gazes, Ne (Section 6.6.3), Ar, Kr and Xe
are estimated from their presence in the solar wind
and also from interpolations between neighboring
elements.

6.4 Recent Analyzes

Global analyzes of the solar chemical composition dur-
ing the last 20 years (Anders and Grevesse 1989; Palme
and Beer 1993; Grevesse and Noels 2003; Grevesse
and Sauval 1998; Lodders 2003; Lodders et al. 2009)
are essentially based on critical reviews of the litera-
ture covering direct solar analyzes as well as meteoritic
results.

It became clear with the very largely cited work by
Anders and Grevesse (1989) that the photospheric and
meteoritic abundances agree. However, not all mete-
orites are concerned by this agreement: only the very
rare CI carbonaceous chondrites obey to this rule. Only
five such meteorites are known with a total mass of

about 30 kg. They are the least fractionated among
the various types of meteorites, having preserved the
bulk composition of their parent planitesimals and con-
taining the largest amount of volatile elements. How-
ever, the most abundant and most volatile elements like
H, He, C, N, O, Ne, Ar, Kr, Xe,. . . are either absent
or largely depleted in these CI meteorites. Therefore
the solar abundances of these very important elements,
because of their large abundances, can only be derived
from the sun itself. It is clear that the two methods,
solar photosphere and meteorites, complement each
other very well.

The main characteristics among these tables of solar
abundances is the low evolution of the accuracy of the
solar photospheric results essentially due to the lack of
more accurate atomic and molecular data, particularly,
the transition probabilities.

The situation has however changed recently with
the rather severe downward revision of the abundances
of a few elements, including the very important O, C
and N (Asplund et al. 2005). There are three main rea-
sons for these changes: the use of a 3D hydrodynamical
solar model atmosphere, the relaxation of the assump-
tion of local thermodynamic equilibrium (LTE) and the
improvements in the atomic and molecular data.

6.5 The New Analysis

In our new analysis (Asplund et al. 2009), we have
redetermined the abundances of all the elements
present in the photospheric spectrum. We also dis-
cuss the abundances of elements like He, Ne, Ar, Kr,
Xe, . . . , which are not present in the photospheric
spectrum.

The basic ingredients of this new analysis are
discussed here after.

• We used a new 3D hydrodynamical solar
model atmosphere instead of the classical
1D models of the photosphere used since
many decades.

• We have made a very careful and very
demanding selection of the spectral lines.
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• We have replaced the often used LTE
hypothesis by non-LTE analyzes, when pos-
sible.

• In the cases of C, N and O, we have used all
the indicators of the abundances, atoms as
well as molecules.

• And we have made a careful choice of the
atomic and molecular data among the avail-
able data.

The realism of the new 3D models seems well estab-
lished. Details concerning the construction as well as
the various tests of these models can be found in the
papers cited by Asplund et al. (2005, 2009), Nordlund
et al. (2009) and Trampedach, Asplund, Hayek and
Collet (private communication). The new 3D model
we use reproduces very well the topology of the het-
erogeneous solar upper layers, the observed shapes
(widths, shifts and asymmetries) of the spectral lines,
the observed spectral distribution of the flux and of
the intensity and the center-to-limb variation of the
intensity versus wavelength, as well as the observed
wings of the hydrogen lines. 1D models generally fail
to reproduce these observations. With the 3D models,
spectral line shapes are very well reproduced without
the help of fake parameters like micro- and macrotur-
bulence that have to be used together with 1D mod-
els. Furthermore, with the 3D model, molecules and
atoms, as well as lines of different intensities or excita-
tion energies, lead to results in pretty good agreement;
this is not the case with 1D models.

The new very demanding selection of spectral lines
we have made is not trivial. Actually we wanted to
avoid, as much as possible, the use of spectral lines
that are blended. Including such lines leads, without
any doubt, to an increase in the abundance scatter and
skews the results to higher abundances. So we exam-
ined very carefully each line we have retained, look-
ing carefully for hidden blends which show up in the
widths and/or shapes of the lines.

Relaxing the LTE hypothesis is also a great step
forward because many spectral lines of important ele-
ments, for example the important O I lines, can only be
successfully interpreted in non-LTE. NLTE analyzes
are however very demanding in the number and qual-
ity of atomic data like transition probabilities, cross-

sections for collisions with electrons and with neu-
tral hydrogen atoms. Such data are unfortunately only
available for a limited number of atoms and ions.

In deriving the abundances of C, N and O, we have
used all the indicators, atoms as well as molecules. We
have shown that molecules are as good indicators of
the abundances as atoms because they are not more
sensitive to temperature than the very high excitation
permitted lines of C I, N I and O I, traditionally used
in abundance analyzes.

Finally the careful choice of atomic and molecu-
lar data is obvious but not trivial. Of course one has
to use the most precise of these data. These atomic
and molecular data are not only the obvious and well
known transition probabilities but also, for example,
the cross sections for collisions with the neutral hydro-
gen atoms and, in some cases, the partition functions
themselves, that have to be carefully selected.

6.6 Results and Discussion

Our new solar abundances are given in Table 6.1,
in the usual astronomical scale relative to hydrogen
where log NH = 12.00. They are compared with the
very recent meteoritic values of Lodders et al. (2009).

In order to estimate the uncertainties of the photo-
spheric results, we have added, to the statistical errors
derived from the scatter of the results and traditionally
used to represent the uncertainty of the solar results,
possible systematic errors introduced by the model
(mean atmospheric stratification and homogeneities)
and by the physical processes (NLTE vs. LTE).

One of the main characteristics of our 3D results
is that all indicators of the abundances lead to the
same results and no dependence is observed with the
strength or excitation energy of the lines. This is not
the case with 1D models which lead both to large vari-
ations of the abundance results among the indicators as
well as to dependencies with the above parameters. For
C and O, for example, we do not have any more dif-
ferences between the abundance results obtained from
the low excitation forbidden lines formed in LTE, the
very high excitation permitted lines formed in NLTE
and the various molecular transitions from the visible
to the infrared as discussed in Section 6.6.2.

The other main and very important characteris-
tic of our new photospheric results is that they
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Table 6.1 Element abundances, from Asplund et al. (2009), in the present-day solar photosphere relative to hydrogen, where
log NH = 12.00. We also give meteoritic data from Lodders et al. (2009). Indirect photospheric estimates are marked with [. . .]

Elements Photosphere Meteorites Elements Photosphere Meteorites

1 H 12.00 8.22 ± 0.04 44 Ru 1.75 ± 0.08 1.76 ± 0.03
2 He [10.93 ± 0.01] 1.29 45 Rh 0.91 ± 0.10 1.06 ± 0.04
3 Li 1.05 ± 0.10 3.26 ± 0.05 46 Pd 1.57 ± 0.10 1.65 ± 0.02
4 Be 1.38 ± 0.09 1.30 ± 0.03 47 Ag 0.94 ± 0.10 1.20 ± 0.02
5 B 2.70 ± 0.20 2.79 ± 0.04 48 Cd 1.71 ± 0.03
6 C 8.43 ± 0.05 7.39 ± 0.04 49 In 0.80 ± 0.20 0.76 ± 0.03
7 N 7.83 ± 0.05 6.26 ± 0.06 50 Sn 2.04 ± 0.10 2.07 ± 0.06
8 O 8.69 ± 0.05 8.40 ± 0.04 51 Sb 1.01 ± 0.06
9 F 4.56 ± 0.30 4.42 ± 0.06 52 Te 2.18 ± 0.03

10 Ne [7.93 ± 0.10] −1.08 53 I 1.55 ± 0.08
11 Na 6.24 ± 0.04 6.27 ± 0.02 54 Xe [2.24 ± 0.06] −1.93
12 Mg 7.60 ± 0.04 7.53 ± 0.01 55 Cs 1.08 ± 0.02
13 Al 6.45 ± 0.03 6.43 ± 0.01 56 Ba 2.18 ± 0.09 2.18 ± 0.03
14 Si 7.51 ± 0.03 7.51 ± 0.01 57 La 1.10 ± 0.04 1.17 ± 0.02
15 P 5.41 ± 0.03 5.43 ± 0.04 58 Ce 1.58 ± 0.04 1.58 ± 0.02
16 S 7.12 ± 0.03 7.15 ± 0.02 59 Pr 0.72 ± 0.04 0.76 ± 0.03
17 Cl 5.50 ± 0.30 5.23 ± 0.06 60 Nd 1.42 ± 0.04 1.45 ± 0.02
18 Ar [6.40 ± 0.13] −0.46 62 Sm 0.96 ± 0.04 0.94 ± 0.02
19 K 5.03 ± 0.09 5.08 ± 0.02 63 Eu 0.52 ± 0.04 0.51 ± 0.02
20 Ca 6.34 ± 0.04 6.29 ± 0.02 64 Gd 1.07 ± 0.04 1.05 ± 0.02
21 Sc 3.15 ± 0.04 3.05 ± 0.02 65 Tb 0.30 ± 0.10 0.32 ± 0.03
22 Ti 4.95 ± 0.05 4.91 ± 0.03 66 Dy 1.10 ± 0.04 1.13 ± 0.02
23 V 3.93 ± 0.08 3.96 ± 0.02 67 Ho 0.48 ± 0.11 0.47 ± 0.03
24 Cr 5.64 ± 0.04 5.64 ± 0.01 68 Er 0.92 ± 0.05 0.92 ± 0.02
25 Mn 5.43 ± 0.04 5.48 ± 0.01 69 Tm 0.10 ± 0.04 0.12 ± 0.03
26 Fe 7.50 ± 0.04 7.45 ± 0.01 70 Yb 0.84 ± 0.11 0.92 ± 0.02
27 Co 4.99 ± 0.07 4.87 ± 0.01 71 Lu 0.10 ± 0.09 0.09 ± 0.02
28 Ni 6.22 ± 0.04 6.20 ± 0.01 72 Hf 0.85 ± 0.04 0.71 ± 0.02
29 Cu 4.19 ± 0.04 4.25 ± 0.04 73 Ta −0.12 ± 0.04
30 Zn 4.56 ± 0.05 4.63 ± 0.04 74 W 0.85 ± 0.12 0.65 ± 0.04
31 Ga 3.04 ± 0.09 3.08 ± 0.02 75 Re 0.26 ± 0.04
32 Ge 3.65 ± 0.10 3.58 ± 0.04 76 Os 1.40 ± 0.08 1.35 ± 0.03
33 As 2.30 ± 0.04 77 Ir 1.38 ± 0.07 1.32 ± 0.02
34 Se 3.34 ± 0.03 78 Pt 1.62 ± 0.03
35 Br 2.54 ± 0.06 79 Au 0.92 ± 0.10 0.80 ± 0.04
36 Kr [3.25 ± 0.06] −2.23 80 Hg 1.17 ± 0.08
37 Rb 2.52 ± 0.10 2.36 ± 0.03 81 Tl 0.90 ± 0.20 0.77 ± 0.03
38 Sr 2.87 ± 0.07 2.88 ± 0.03 82 Pb 1.75 ± 0.10 2.04 ± 0.03
39 Y 2.21 ± 0.05 2.17 ± 0.04 83 Bi 0.65 ± 0.04
40 Zr 2.58 ± 0.04 2.53 ± 0.04 90 Th 0.02 ± 0.10 0.06 ± 0.03
41 Nb 1.46 ± 0.04 1.41 ± 0.04 92 U −0.50 ± 0.03
42 Mo 1.88 ± 0.08 1.94 ± 0.04

are significantly smaller, for the most abundant ele-
ments like C, N, O, Ne and Fe, than those recom-
mended in the widely used compilations of Anders
and Grevesse (1989) and Grevesse and Sauval (1998)
(Fig. 6.1). They are generally only somewhat smaller
for the other elements as seen from Fig. 6.1. If we
now compare with the recent compilation of Asplund

et al. (2005), already based on the same rules as the
present one, but for a few elements only, the new
results, for C, N and O, are about 10% larger. This is
essentially due to the present use of a new, still more
realistic version, of the 3D model.

Details concerning these new analyzes are given in
Asplund et al. (2009). Still more detailed accounts will
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Fig. 6.1 Comparison of the present photospheric results (Asplund et al. 2009) with those of Anders and Grevesse (1989, AG89)
and Grevesse and Sauval (1998, GS98). Plotted are the differences (This work − AG89) and (This work − GS98)

be given in a series of forthcoming papers on the solar
abundances of C, N, O, the light elements (Na to Ca),
the iron group elements and the neutron-capture ele-
ments (Cu to Th).

6.6.1 The Solar Abundance of Helium

Helium has been discovered in a solar spectrum
obtained during an eclipse in 1868, about 30 years
before to be identified on earth in 1895. These helium
lines are however very high excitation lines that are
produced in active centers like prominences. The He
abundance derived from these analyzes as well as
from the far UV coronal lines are very uncertain and
range from NHe/NH = 0.065–0.085 with uncertainties
of order 15–25%.

Solar wind and solar energetic particles show a very
variable and rather low value of NHe/NH when com-
pared with values observed spectroscopically in hot
stars and in the interstellar medium in the solar neigh-
borhood.

The present solar He abundance in the outer con-
vective zone is actually derived from the analysis of
the solar oscillations. Helioseismology allows one to

derive a very accurate value of Y, the He content by
mass, in the convective zone, Y = 0.2485 ± 0.034
(Basu and Antia 2004) (see also Asplund et al. 2009,
for a short discussion). This value corresponds to
NHe/NH = 0.085 or εHe = 10.93 in the astronomical
logarithmic scale.

6.6.2 The Abundances of Oxygen
and Nitrogen

Caffau et al. (2008, 2009) found abundances of O
and N larger than our values, also using their own
3D model, but applied to the forbidden and permit-
ted atomic lines only. A full discussion of the rea-
sons why the results of Caffau et al. (2008) are larger
than ours, would be out of the scope of the present
review. We suggest three main reasons for explain-
ing these differences. We estimated the contributions
of the atomic and molecular lines that blend the for-
bidden O I lines by deriving them in a purely empiri-
cal way, independent of the photospheric model and of
the abundances. We better derived the important NLTE
effects on the high excitation O I lines by estimating
very precisely the cross sections of the collisions with
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the hydrogen atoms from center-to-limb observations
of a sample of these lines. And finally the equivalent
widths of Caffau et al. (2008) for the main permitted
O I lines are systematically larger than our values and
also larger than all previously published values. These
various reasons explain why Caffau et al. (2008) find
a solar abundance of O, only based on the O I lines,
εO = 8.76 ± 0.07, 0.07 dex i.e. 17% larger than our
result, εO = 8.69 ± 0.05.

The larger N abundance found by Caffau
et al. (2009) is certainly due to their selection of
N I lines, some of the near infrared lines they retained
being blended. This explains why, because of these
blends, their result is somewhat larger than ours
(εN = 7.86 vs. 7.83) and, especially, why the disper-
sion of their results is much larger than ours (0.12 dex
vs. 0.05 dex).

The differences due to the use of different 3D mod-
els by the two groups are however rather small, of order
5–10% at most.

6.6.3 The Abundance of Neon

As for He, and for the same purely spectroscopic
reasons, no Ne line (this is true as well for all the
noble gazes) is present in the photospheric spectrum,
although Ne is the fifth most abundant element in the
sun. The solar Ne abundance has to be inferred from
UV and X-ray spectroscopy of various types of coro-
nal matter including solar flares as well as from direct
measurements in the solar wind and solar energetic
particles.

The interpretation of these data is however compli-
cated by the so-called first ionization potential (FIP)
effect mentioned in Section 6.3. In the upper solar
atmosphere, elements with FIP smaller than about
10 eV are systematically enhanced compared to their
photospheric abundances whereas the elements with
larger FIP are in principle not enhanced. Furthermore,
this enhancement is very variable and even for high
FIP elements like O(13.6eV) and Ne(21.6eV), the ratio
Ne/O is seen to vary and the variations are to some
extent related to the “activity” of the matter that is
observed.

We therefore choose to use the ratio Ne/O observed
for quiet sun matter, NNe/NO = 0.175 ± 0.031, as the
value to derive the photospheric Ne abundance from

our photospheric O abundance. We have however to
point out that the uncertainty of the so obtained solar
Ne abundance is rather large, 0.10 dex. A full dis-
cussion of the solar Ne problems as well as of the
other noble gases, Ar, Kr and Xe, is given in Asplund
et al. (2009).

6.7 Implications of the New Solar
Chemical Composition

6.7.1 The New Solar Metallicity

With the solar chemical composition we recommend in
Table 6.1, the mass fractions of hydrogen, X, helium,
Y, and metals, Z, the metallicity, become X = 0.7380,
Y = 0.2485 and Z = 0.0134 with Z/X = 0.0181. The
solar metallicity is not any more the canonical 2%
value recommended by Anders and Grevesse (1989),
and largely used by astronomers, but a much smaller
value of 1.34%. The reason for this decrease is easily
understood if one recalls that the main contributors to
Z are, by order of decreasing contribution, O, 42.9%,
C, 17.7%, Fe, 9.7%, Ne, 9.4%, Mg, 5.3%, N, 5.2%, Si,
5.0%, . . . . If we look at Fig. 6.1, we see also from Sec-
tion 6.6 that the new abundances of the main contribu-
tors to Z have decreased by quite a large amount when
compared with older largely used values. See also
Section 6.7.4.

6.7.2 The New Solar Bulk Composition

In order to derive the bulk composition of the sun, 4.56
Gyrs ago, we have to take into account the effects of
diffusion at the bottom of the convective zone (Sec-
tion 6.3) that very slowly impoverish the convective
zone and the photosphere. The values for the bulk
composition are therefore somewhat larger than the
present day values given in Table 6.1. The increase to
be applied to the photospheric values of Table 6.1 is
0.04 dex for the heavier elements and 0.05 dex for He;
the X0, Y0 and Z0 become therefore 0.7154, 0.2703
and 0.0142 respectively, with Z0/X0 = 0.0198. See also
Section 6.7.4.
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6.7.3 Comparison with Meteorites

A comparison between our photospheric results and
the recent meteoritic values of Lodders et al. (2009)
is shown in Fig. 6.2. For the elements which show an
uncertainty of the photospheric abundance less than
25%, the agreement is perfect, the mean difference
photosphere-meteorites being 0.00 ± 0.05 dex. A few
elements however show rather large disagreements. We
do believe that the photospheric results for these few
exceptions (Co, Rb, Rh, Ag, Hf, W and Pb) are to be
blamed for unidentified blends or NLTE effects that
are impossible to estimate because of the lack of the
required atomic data.

A remark has to be made concerning the accuracy
of the meteoritic results. In Table 6.1, the uncertain-
ties of these data are the values found from meteoritic
analyzes that are made in a scale relative to Silicon. In
order to place the meteoritic abundances, measured rel-
ative to Si, on the astronomical scale relative to H, the
meteoritic data are re-normalized such that the mete-
oritic and photospheric abundances of Si agree. There-
fore strictly speaking an additional uncertainty of 0.03
dex, the uncertainty of the photospheric abundance of
Si, should be incorporated in the uncertainties of the
meteoritic abundances of Lodders et al. (2009) given
in Table 6.1. The uncertainties of order 0.01–0.04 dex,
reported for most of the meteoritic values, are more

likely of order 0.03–0.05 dex, still lower however than
most of the photospheric values.

6.7.4 The Sun, “Back to Normal”?

In the past, the sun appeared to be metal-rich com-
pared with observations of the solar neighborhood.
With our new solar abundances, the sun is “back to nor-
mal”. There is now a good agreement between the sun
and the results of the most recent analyzes of solar-
type stars, OB stars, H II regions and the interstel-
lar medium in the solar neighborhood. This result of
the comparison sun-solar neighborhood might perhaps
eventually suggest that the chemical evolution of our
galaxy was not very efficient during the last 4.5 Gyrs.
More details are given in Asplund et al. (2009).

Very recently however Meléndez et al. (2009) con-
vincingly showed that our Sun has a somewhat dif-
ferent chemical composition than solar twins that are,
in all other aspects, very similar to the Sun. Actually
the Sun shows a depletion of about 20% of the refrac-
tory elements relative to the volatile elements in com-
parison with the solar twins. This peculiarity is also
found in solar analogs (G0–G5) known to have close-
in giant planets while the solar analogs without such
planets show the solar abundance pattern. This has

Fig. 6.2 Differences between our photospheric results (Asplund et al. 2009) and the meteoritic abundances of Lodders et al.
(2009)
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been confirmed by Ramírez et al. (2009) and further
discussed by Meléndez et al. (2010): these authors sug-
gest that these peculiarities in the solar chemical com-
position can be explained as the signatures of the for-
mation of terrestrial planets like our own Earth.

It might also well be that the convective zone (CZ)
and the photospheric metal content is naturally lower
than the value in the radiative zone below the CZ, as
suggested very recently by Nordlund (private commu-
nication). From comparisons of the amount of metals
locked in planets and available in the CZ reservoir,
Nordlund concludes that the metallicity in the CZ, as
mentioned in Section 6.7.1, could be lower than in the
deeper radiative layers. This had already been specu-
lated by Haxton and Serenelli (2008). See also Sec-
tion 6.7.5.

6.7.5 The Solar Standard Model Problem

One problem remains unsolved: the disagreement
between the predictions by solar standard model
(SSM) and the results of the observations using helio-
seismology, even if the situation is somewhat allevi-
ated owing to our new abundances of O, C and Ne,
somewhat larger than the ones of Asplund et al. (2005).
It is well known that since the heavy element con-
tent of the sun has been revised downward by Asplund
et al. (2005) (Sections 6.4 and 6.6), the excellent agree-
ment between SSM predictions and determinations
of the solar inner layer structure by helioseismology
obtained with older but larger solar heavy element
abundances, has been very seriously compromised.
This problem essentially comes from the reduction of
the opacity caused by the decreased abundances of ele-
ments that contribute much to the opacity in the inner
solar layers, like C, O and Ne in the layers just below
the CZ and Fe and Mg in the central layers. Actually,
careful analysis of the very broad range of solar oscil-
lations allows one to determine with high accuracy the
sound speed profile in the radiative layers below the
CZ, the depth of this CZ as well as its helium content
(Section 6.6.1). With the new solar abundances, the
SSM cannot any more predict values in agreement with
those deduced from the observations. In order to recon-
cile SSM predictions and helioseismic observations the
opacity should be enhanced by about 5% in the central
solar layers and by about 15% at the base of the con-

vective zone as suggested in the very recent detailed
discussion of these problems by Serenelli et al. (2009).
We also note that solar models calculated with a metal-
licity, below the CZ, larger than the present photo-
spheric metallicity (Sections 6.7.1 and 6.7.4) do not
succeed to solve the here above mentioned problem
(Castro et al. 2007).

6.7.6 Miscellaneous

We have however to be very cautious when using our
new solar abundances for other stars. Of course the
new solar abundances alter the cosmic yardstick i.e. the
comparison solar to stellar abundances where the sun
is often taken as the standard. But one has to be very
careful when comparing our 3D solar results with cor-
responding results for late-type stars derived with clas-
sical 1D model atmospheres. Ideally, differential ana-
lyzes of the stars and the sun have to be performed and
our 3D solar results should then only be used to place
the results of such differential analyzes on an absolute
scale.

Without any doubt, our new solar abundances of
Table 6.1 will have important impacts on stellar struc-
ture and evolution modeling.

6.8 Conclusions

We have presented and discussed the results of
our new analysis of the solar chemical compo-
sition (Asplund et al. 2009). The abundances
of all the elements present in the photospheric
spectrum have been redetermined using the
basic ingredients given in Section 6.5. In this
work, we also discuss the abundances of ele-
ments like He, Ne, Ar, Kr, Xe, . . . , which are
not present in the photospheric spectrum.

The end product is the first comprehen-
sive and homogeneous solar abundance anal-
ysis since many decades.

The use of new 3D models of the photospheric layers,
instead of the classical 1D models used for about 50
years, of course plays a role in the new photospheric
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results but the other basic rules (Section 6.5) we apply,
in addition to the 3D models, also play crucial roles.

The new photospheric abundances are gener-
ally lower to much lower, for some elements
like C, N, O and Ne, than previously adopted
values as discussed in Sections 6.5 and 6.6, and
as shown in Fig. 6.1.

The impacts of these new results are summarized in
Section 6.7. They lead to a lower solar metallicity, Z =
0.0134, much lower than the canonical Z = 0.02 gen-
erally used everywhere. But the disagreement between
the Solar Standard Model predictions and the data
derived from helioseismology is still present although
somewhat alleviated.

For many elements, unfortunately, the uncertainties
in the photospheric values are still very large essen-
tially because of the uncertainties in the atomic and
molecular data and of the lack of data for many ele-
ments making adequate NLTE analyzes impossible.
Therefore, progress in atomic and molecular spec-
troscopy are, without any doubt, the keys for allowing
solar and stellar spectroscopists to make more accurate
determinations of chemical compositions. For a large
number of elements, we need more accurate transition
probabilities, more data for the cross-sections for colli-
sions with electrons and with atomic hydrogen atoms,
more accurate molecular data, . . .
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Chapter 7

Magnetic Reconnection in the Solar Atmosphere Observed
by Hinode

Shinsuke Imada, Hiroaki Isobe, and Toshifumi Shimizu

Abstract One of the most famous rapid energy con-
version mechanisms in space is a magnetic reconnec-
tion. The general concept of a magnetic reconnec-
tion is that the rapid energy conversion from magnetic
field energy to thermal energy, kinetic energy or non-
thermal particle energy. The understanding of rapid
energy conversion rates from magnetic field energy to
other energy is the fundamental and essential prob-
lem in the space physics. One of the important goals
for studying magnetic reconnection is to answer what
plasma condition/parameter controls the energy con-
version rates. Recently, solar atmosphere has been
focused as a space laboratory for magnetic recon-
nection because of its variety in plasma condition.
So far considerable effort has been devoted toward
understanding the energy conversion rates of magnetic
reconnection, and various typical features associated
with magnetic reconnection have been observed in the
solar atmosphere with the modern spacecraft/ground
base telescopes. In this chapter, we first introduce the
variety of plasma condition/parameter in solar atmo-
sphere. Later, we discuss what we can learn about a
magnetic reconnection from the Hinode observation.

7.1 Introduction

Magnetic reconnection has been discussed as one of
the important mechanisms for the plasma heating and

S. Imada (�)
Institute of Space and Astronautical Science, Japan Aerospace
Exploration Agency, 3-1-1 Yoshinodai, Sagamihara-shi,
Kanagawa 229-8510, Japan
e-mail: imada.shinsuke@jaxa.jp

particle acceleration in astrophysical plasma, because
the magnetic field energy can be rapidly released to
the plasma during reconnection. One of major aspects
of magnetic reconnection is the rapid energy con-
version of stored free magnetic energy to kinetic
energy, thermal energy, non-thermal particle energy
and wave/turbulence energy. These energy conver-
sions are fundamental and essential to understand
the dynamical behavior of plasma not only in the
solar atmosphere (e.g., Tsuneta et al. 1992; Masuda
et al. 1994; Ohyama and Shibata 1998; Yokoyama
et al. 2001) but also in the Earth’s magnetosphere (e.g.,
Hones 1979; Nagai et al. 1998, 2001; Baumjohann
et al. 1999; Øieroset et al. 2002; Imada et al. 2005,
2007a, 2008b), laboratory (e.g., Baum and Brate-
nahl 1974; Ono et al. 1988; Ji et al. 1998; Yamada
et al. 1997), or other astronomical objects. One of the
important goals for studying magnetic reconnection
is what plasma condition/parameter, such as recon-
nection rate or plasma-β, controls the rates of the
energy conversion (Fig. 7.1). Thus we need to observe
the energy conversion rates of magnetic reconnection
in various plasma conditions. Recently, solar atmo-
sphere has been focused as a space laboratory for mag-
netic reconnection because of its variety in plasma
condition. Actually, with the solar atmosphere, we
can cover from high plasma β (> 1) to low plasma
β (< 1), weakly ionized to fully ionized, and col-
lisional to collisionless plasma. Observing magnetic
reconnection in various plasma conditions is phys-
ically important in the category of not only solar
physics but also other plasma physics. Thus observ-
ing entire solar atmosphere, from photosphere to
corona, is very important to understand the charac-
teristics of magnetic reconnection in various plasma
conditions.

63M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_7, c© Springer Science+Business Media B.V. 2011
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Fig. 7.1 Concept of magnetic reconnection study

7.2 Typical Plasma Parameters
in the Solar Atmosphere

In this section, we introduce the variety of typical
plasma parameters in the solar atmosphere. Figure 7.2
shows the temperature and electron density as a func-
tion of height from photosphere. We can clearly see

Fig. 7.2 Temperature and density as a function of height from
photosphere

the variety of temperature/electron density from pho-
tosphere to corona. Table 7.1 shows the typical plasma
parameters as a function of location in the solar atmo-
sphere, where h: height from photosphere, Ne: electron
density, NH : neutral Hydrogen density, Te: electron
temperature, B: magnetic field, VS: sound velocity, VA:
Alfven velocity, Vthe: electron thermal velocity, ωce:
electron cyclotron frequency, ωci: proton cyclotron
frequency, νe: electron collision frequency, νe0: elec-
tron neutral collision frequency, c/ωpe: electron iner-
tia length, c/ωpi: ion inertia length, λp: pressure scale
height, and λmfp: electron mean free path, Plasma-β:
gas pressure/magnetic pressure. It is often useful to
have a simpler formula, which already incorporates the
numerical values of any constants include in the for-
mula as well as possible unit conversion factors. Thus
we write down these formulas below (Equations 7.1–
7.8). We can calculate the numerical values of all
plasma parameters in Table 7.1 with these simple for-
mulas. We can clearly see the high variation of typical
plasma parameter in the solar atmosphere in Table 7.1.

Let us discuss five of non-dimensional parameters
which critically decide plasma behavior. Plasma-β rep-
resents the ratio between gas pressure and magnetic
pressure. Generally plasma behaves as charged-gas
in the low plasma-β condition. On the other hand,
plasma behaves as neutral-gas in the high plasma-
β condition. Most parts of the chromosphere/corona
have a low plasma-β of β < 1, but are sandwiched
between the higher values β > 1 in the photosphere
and outer corona. Thus the magnetic field is dynam-
ically important in the chromosphere/corona but not
in the photosphere/outer corona. Actually, plasma-β
is related to the ratio between sound velocity and
Alfven velocity. The phase velocity of Alfven wave is
faster than that of sound wave in most part of chro-
mosphere/corona, though the phase velocity of sound
wave is faster than that of Alfven wave in photosphere
or outer corona. Therefore, the most information is
carried by Alfven wave in chromosphere or corona,
though the most information is carried by sound wave
in photosphere or outer corona. The ratio between
Ne and NH + Ne decides whether neutral or charged
particles is main component. In the photosphere and
chromosphere, NH is sufficiently larger than Ne. On
the other hand, neutral particles are negligible in the
corona and outer corona. Actually the plasma becomes
fully ionized at the sharp transition from chromosphere
to coronal temperature. Thus the main component
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Table 7.1 The plasma parameter in the solar atmosphere

Photosphere Chromosphere Corona Outer corona

h (km) 0 ∼ 2 × 103 ∼ 104 ∼ 106

Ne (/cc) ∼ 1014 ∼ 1010 ∼ 109 ∼ 107

NH (/cc) ∼ 1017 ∼ 1012 ∼ 0 ∼ 0
Te (K) 6 × 103 ∼ 7 × 103 ∼ 106 ∼ 106

B (G) ∼ 103 ∼ 102 ∼ 101 ∼ 10−1

VS (km/s) ∼ 9 × 100 ∼ 1 × 101 ∼ 1 × 102 ∼ 1 × 102

VA (km/s) ∼ 7 × 100 ∼ 2 × 102 ∼ 7 × 102 ∼ 7 × 101

Vthe (km/s) ∼ 3 × 102 ∼ 3 × 102 ∼ 4 × 103 ∼ 4 × 103

ωce (Hz) ∼ 3 × 109 ∼ 3 × 108 ∼ 3 × 107 ∼ 3 × 105

ωci (Hz) ∼ 2 × 106 ∼ 2 × 105 ∼ 2 × 104 ∼ 2 × 102

νe (Hz) ∼ 5 × 109 ∼ 6 × 105 ∼ 7 × 101 ∼ 7 × 10−1

νe0 (Hz) ∼ 1 × 108 ∼ 2 × 103 ∼ 0 ∼ 0
c/ωpe (km) ∼ 5 × 10−7 ∼ 5 × 10−5 ∼ 2 × 10−4 ∼ 2 × 10−3

c/ωpi (km) ∼ 2 × 10−5 ∼ 2 × 10−3 ∼ 7 × 10−3 ∼ 7 × 10−2

λp (km) ∼ 3 × 102 ∼ 3 × 102 ∼ 5 × 104 ∼ 5 × 104

λmfp (km) ∼ 6 × 10−8 ∼ 6 × 10−4 ∼ 6 × 101 ∼ 5 × 103

Plasma-β ∼ 2 × 100 ∼ 2 × 10−3 ∼ 7 × 10−2 ∼ 7 × 100

Ne/(NH + Ne) ∼ 1 × 10−3 ∼ 1 × 10−2 ∼ 1 × 100 ∼ 1 × 100

λp/λmfp ∼ 4 × 109 ∼ 6 × 105 ∼ 8 × 102 ∼ 9 × 100

ωce/(νe + νe0) ∼ 6 × 10−1 ∼ 5 × 102 ∼ 4 × 105 ∼ 4 × 105

ωci/(νe + νe0) ∼ 3 × 10−4 ∼ 3 × 10−1 ∼ 2 × 102 ∼ 2 × 102

in the photosphere/chromosphere is neutral-particle,
although charged-particle is main in corona and outer
corona region. Note that the ratio between Ne and
NH + Ne do not decide whether plasma behaves as
charged-particle or neutral gas, because the ionized
component can drag the neutral component in the
case that ion-neutral collisions are enough frequent.
The ratio between λp and λmfp represents the ratio
between the collision-scale and typical macro-fluid-
scale. In the photosphere/chromosphere/corona, the
electron mean free path is significantly small com-
pared with the pressure scale height. Thus plasma
behaves collisional plasma in the macro-scale. Actu-
ally, all neutral and charged particles are fully inter-
acted by collision in the macro-scale. On the other
hand, in the outer corona the electron mean free path
is comparable to the pressure scale height. Thus the
interaction by collision is weak in the outer corona.
The ratio between gyro and collision frequency rep-
resents the collisionality in the micro-scale. In the case
that the gyro frequency is enough larger than collision
frequency, microscopic effects might be taken place.
Therefore it seems that anomalous resistivity can work
in the corona or outer corona. On the other hand, it
may not work in the photosphere/chromosphere. It is
generally believed that the fast Petschek-type recon-

nection will take place with localized anomalous resis-
tivity. On the other hand, the slow Sweet-Parker type
reconnection will take place in the case of no local-
ized anomalous resistivity. Therefore, in classically
slow magnetic reconnection takes place in the photo-
sphere/chromosphere, and fast magnetic reconnection
take place in the corona/outer corona. Recently, fast
MHD reconnection in the limit of uniform low resis-
tivity is intensively discussed (e.g. Lazarian and Vish-
niac 1999; Loureiro et al. 2007; Kowal et al. 2009;
Zweibel and Yamada 2009; Samtaney et al. 2009;
Bhattacharjee et al. 2009; Cassak et al. 2009) and
needed more discussion. It is important to reveal fast
MHD reconnection in the limit of uniform low resistiv-
ity in both of observational and theoretical viewpoint.

We can summarize this section as follows (see
Table 7.2): photospheric plasma behaves as collisional
(high collisionality) neutral gas (high plasma-β and
low ionization), chromospheric plasma behaves as col-
lisional (high collisionality) semi-charged gas (low
plasma-β but low ionization), coronal plasma behaves
as semi-collisionless (collisional in macro-scale but
collisionless in micro-scale) charged gas (low plasma-
β and high ionization), outer coronal plasma behaves
as collisionless (low collisionality) semi-charged gas
(high ionization but high plasma-β).
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Table 7.2 Typical characteristics of plasma in solar atmosphere

Photosphere Chromosphere Corona Outer corona

Dominant pressure Gas Magnetic field Magnetic field Gas
Dominant component Neutral Neutral Charged Charged
Collisionality Collisional Collisional semi-Collisionless Collisionless

ωce = eB
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7.3 Magnetic Reconnection
in the Solar Corona

Magnetic reconnection in the solar corona has been
discussed as one of the popular mechanisms of a solar
flare in the category of solar physics. Various fea-
tures expected from the magnetic reconnection model
have been confirmed by modern observations. These
include a cusp-like structure in X-ray images (e.g.,
Tsuneta et al. 1992), non-thermal electron accelera-
tion (e.g., Masuda et al. 1994), chromospheric evapo-
ration (e.g., Teriaca et al. 2003), reconnection inflow
(e.g., Yokoyama et al. 2001), and plasmoid ejection
(e.g., Ohyama and Shibata 1998). Recently the Hin-
ode spacecraft was launched (Kosugi et al. 2008). It
is a Japanese mission collaborating with US and UK
with three instruments on board; the Solar Optical
Telescope (SOT), the X-Ray Telescope (XRT) and the
EUV Imaging Spectrometer (EIS). SOT measures the
three components of the magnetic field of the photo-
sphere and the dynamics of the lower atmosphere. XRT
observes the dynamics of the corona by imaging, and
EIS measures the flows and dynamics from the tran-
sition region to the corona. After their first light, Hin-
ode has been revealing many new solar flare aspects.
There are already more than ten papers about one of
the most popular flare event which has been occurred
on 2006 December 13th (see Table 7.3). In this section
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Table 7.3 Published papers of 2006 December 13 solar flare

Energy category Stage Content Telescope Authors

Magnetic field Whole B configuration SOT Guo et al. (2008)
Main Reconnection E SOT Jing et al. (2008a)
Whole B configuration SOT Jing et al. (2008b)
Whole B photosphere SOT Kubo et al. (2007)
Whole Helicity injection SOT Magara and Tsuneta (2008)
Whole B configuration XRT Su et al. (2007)
Whole Sunspot decay SOT Tan et al. (2009)
Whole B photosphere SOT Wang et al. (2008)
Whole Helicity injection SOT Zhang et al. (2008)
Whole B photosphere MDI Zhang et al. (2007)

Kinetic Main Ejection and shock EIS Asai et al. (2008)
Main Microwave burst Ground Chen (2008)

Thermal Main Density and B Ground Yan et al. (2007)

Non-thermal – Energy spectrum Ground Abbasi et al. (2008)
Main White light flare SOT Isobe et al. (2007)
– SEP In-situ Li et al. (2009)
Main Electron acceleration RHESSI Minoshima et al. (2009)
Main Spectral index Ground Ning (2008)
– Energy spectrum Ground Vashenyuk et al. (2008)

Wave/turbulence Whole Intermittency SOT Abramenko et al. (2008)
Whole Line broadening EIS Harra et al. (2009)
Main Line broadening EIS Imada et al. (2008a)
Post Radio oscillation Ground Tan et al. (2007)

Others Post Dimming EIS Imada et al. (2007b)
Post CME EIS Jin et al. (2009)
Main Sunspot oscillation SOT Kosovichev and Sekii (2007)
Post CME In-situ Liu et al. (2008)
Pre Filament rotation EIS Williams et al. (2009)

we briefly review what we understand about magnetic
reconnection in solar corona from the Hinode observa-
tion of 2006 December 13th flare event, and what we
still do not understand. We also discuss further possi-
bility of the flare observation in the future.

One of the important parameter for the magnetic
reconnection in solar corona is how much energy is
stored in the coronal magnetic fields. The stored energy
is generally estimated from the continuous observation
of magnetic filed in the photosphere. Kubo et al. (2007)
qualitatively discussed by using continuous photo-
spheric magnetic fields observations in the flare pro-
ductive active region NOAA 10930 with the SOT
aboard the Hinode spacecraft during 2006 December
6–19. They found that the sunspot rotated and cre-
ated enormous shears before the flare. The free energy
was seemed to be stored in coronal magnetic field
by the sunspot rotating motions. Furthermore, Magara
and Tsuneta (2008) calculated the magnetic helicity
in a flare-productive active region and found that the

helicity increases very rapidly before the flare. One of
the most interesting their findings is that the magnetic
helicity became saturated in the late pre-flare phase.
This quantitative analysis is very important for the esti-
mation of stored energy before magnetic reconnection
(top in Fig. 7.1). Jing et al. (2008a) discussed the local
magnetic reconnection rate from the flare ribbons sep-
aration speed and local magnetic fields on this event
using the high-resolution SOT data. They also dis-
cussed the correlation between the ribbon separation
speed and magnetic field strength around the maxi-
mum phase of the flare. They concluded that the ribbon
separation is weakly and negatively correlated with
magnetic field strength. An empirical relation of Vr ∝
B−0.15

n is obtained at the flare peak time. These studies
are important for understanding the energy release rate
in each time during the magnetic reconnection. There-
fore, we can observationally evaluate the stored mag-
netic field energy and its release rate which is the top
part (pre reconnection stage) of Fig. 7.1.
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To understand the energy conversion rate of mag-
netic reconnection we have to evaluate the thermal,
kinetic, non-thermal, and wave/turbulence energy con-
verted from the stored magnetic energy in the corona.
Unfortunately the estimation of thermal energy in this
flare is very difficult, because the main part of flare
loops was saturated with excess photons from the
bright post flare loops. The flare have occurred in the
initial operation phase of Hinode. Thus the exposure
time is too long for the flare observation. Recently,
Imada et al. (2009) proposed the new method to esti-
mate ion temperature without ionization equilibrium
assumption in solar corona by using a pair of emis-
sion lines of different atomic species. This method
is useful to estimate the thermal energy in magnetic
reconnection region. Generally, kinetic energy can be
evaluated from doppler velocity (line-of-sight veloc-
ity) obtained by spectroscopic observation in corona.
Asai et al. (2008) discussed the two types of strongly
blueshifted emission lines of this flare observed with
EIS. They concluded that one was related to a plas-
moid ejection seen in soft X-rays, and the other was
associated with the faint arc-shaped ejection seen in
soft X-rays. The velocity of plasmoid is faster than
the sound speed (a few hundred km s−1), but slower
than the Alfven speed (∼1,000 km s−1). This speed is
consistent with the prediction of MHD simulation. The
faint soft X-ray ejection is thought to be a magnetohy-
drodynamic (MHD) fast-mode shock wave. Although
we have much information about fast flows associ-
ated with solar flare, we cannot detect the reconnec-
tion outflow itself yet. Non-thermal energy in solar
flare can be estimated from hard X-ray (HXR) obser-
vation. Minoshima et al. (2009) discussed the elec-
tron acceleration site and mechanism by using the
magnetic field observation at photosphere (SOT) and
HXR in corona (RHESSI). They found that the HXR
sources are located at the region where horizontal mag-
netic fields change direction. The region is interpreted
as the footpoint of magnetic separatrix. They con-
cluded that these observations as evidence of electron
acceleration near the magnetic separatrix and injec-
tion parallel to the field line. Actually, we can esti-
mate the non-thermal energy with these HXR observa-
tions. On the other hand, these HXR emissions come
from not reconnection region but footpoints. Gener-
ally, further acceleration or de-acceleration can be
taken place in the course of propagating from recon-
nection region to footpoints. For the wave/turbulence

energy can be estimated from the excess of line width
obtained from spectroscopic observation in corona.
Imada et al. (2008a) studied the characteristics of
the non-Gaussian line profile in and around a flare
arcade. They successfully distinguished the symmet-
ric broad line profile from the distorted broad line pro-
file by M—the additional component contribution—
defined in their paper. From their study, the dis-
torted/symmetric broad line profiles were preferen-
tially observed in new/old flare loops, respectively.
Their results may indicate that the old flare loops
store the turbulent plasma. Note that their discussion is
related to not reconnection region but post flare loops.

The Hinode observation of magnetic reconnection
in solar corona can be summarized as follows. Both
of the stored magnetic field energy in corona before
magnetic reconnection (top part of Fig. 7.1) and the
most part of energy post reconnection stage (bottom
part of Fig. 7.1) can be estimated in detail. On the
other hand, there is not enough observational knowl-
edge of the physical parameters in the reconnection
region (middle part of Fig. 7.1) for these events. The
inflow into the reconnection region, the temperature
of the plasma in the reconnection region, and the tem-
peratures and densities of the plasma jets predicted by
reconnection, have not been quantitatively measured in
sufficient. EIS on Hinode may provide some answers if
solar cycle 24 ever produces a solar maximum. But it is
important to answer why the most observation cannot
detect the predicted flow or temperature in the recon-
nection region.

One of the reasons why we cannot observe inside
the magnetic reconnection region is due to its darkness.
Generally we can see the bright cusp-like structure
during solar flare, although the reconnection region
is faint/blind. Thus it is plausible that the throughput
of current telescope is not sufficient to observe inside
the reconnection region. Further, the stray/scattered
lights from the flare loops are so strong. Therefore,
it is possible that the stray/scattered lights from the
flare loops hide the reconnection region. One may
think that the temperature in the reconnection region
is enough higher than that of cusp-like flare loops.
Thus the wavelength of emission from reconnection
region is different from flare loops. However, this is
not entirely true. Magnetic reconnection causes rapid
heating. Thus ionization cannot reach to the equilib-
rium stage. Figure 7.3 shows the non-ionization equi-
librium calculation at the down stream of Petschek



7 Magnetic Reconnection in the Solar Atmosphere Observed by Hinode 69

8020 60 1000 40

Distance From X-line (Mm)

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

0.8

0.4

Fe11+

Fe12+

Fe13+

Fe14+

Fe15+

Fe16+

Fe17+

Fe18+

Fe19+

Fe20+

Fe21+

Fe24+

Fe23+

Fe22+

Io
ni

za
tio

n 
R

at
io

Slow Shock

Magnetic Field

Up stream

Down stream

Fig. 7.3 Non-ionization equilibrium calculation at the down
stream of magnetic reconnection region

type magnetic reconnection. At the top panel show the
schematic picture of reconnection region. The ioniza-
tion rate in the center of reconnection region as a func-
tion of distance from X-type neutral line (dashed line
in the top) are plotted from Fe+11 to Fe+24. Table 7.4
shows the parameter of slow-mode shock in this cal-
culation, where B0, N0, T0,1, β0, θ0,1 show the mag-
netic field, density, temperature, plasma-β, shock angle
(subscripts 0 and 1 represent upstream and down-
stream parameters of the slow-mode shock, respec-
tively). We stop our calculation ∼100 Mm, because
the distance from X-type neutral line to flare loops
generally seems to be less than 100 Mm. Note that
in this calculation thermal conduction are not taken
into account. The dashed/dot-dashed lines show the
ionization rate of ionization equilibrium condition for
1 MK/40 MK plasma, respectively. From this result
we can clearly see that plasma cannot reach the ion-
ization equilibrium in the downstream of slow-mode
shock. The typical temperature and density of flare
loops are 10 MK and 1011/cc, and the dominant ion-
ization is from Fe+18 to Fe+21. Thus the wavelength of
emission from reconnection region is not so much dif-
ferent from flare loops. The density is higher for two
orders, and the emissions from flare loops are higher
for four orders than that of reconnection region. There-
fore high-throughput and reducing the stray/scattered
light is quite important for observing magnetic recon-
nection region. One of the solutions is that the new
telescope do not use without pre-filter. Without pre-
filter we can achieve not only high-throughput but
also reducing the stray/scattered light from flare loops.
Using occulter to reduce the stray/scattered light from
bright flare loops is also one of the possibilities.

7.4 Magnetic Reconnection
in the Solar Chromosphere

One of the most important Hinode findings is that mag-
netic reconnection may frequently occur in the solar
chromosphere. Shibata et al. (2007) found the ubiq-
uitous presence of chromospheric anemone jets out-
side sunspots in active regions. Their typical veloc-
ity is 10–20 km/s. These small jets have an inverted
Y-shape, similar to the shape of X-ray anemone jets
in the corona. They concluded that these features
imply the magnetic reconnection in the chromosphere.
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Table 7.4 Slow-mode shock condition in the calculation

B0 N0 T0 β0 θ0 θ1 outflow T1

12 G 4.2 × 108/cc 1 MK 0.01 85◦ 2.3◦ 1150 km/s 40 MK

Actually, Hinode have found many evidences of mag-
netic reconnection in the chromosphere (e.g., Kat-
sukawa et al. 2007; Nishizuka et al. 2008; Shimizu
et al. 2009). One of the important question about mag-
netic reconnection in the solar chromosphere is “Can
fast magnetic reconnection (independent on resistiv-
ity) take place?”. Current our understanding which is
based on the Hinode observation is “Yes”. Unfortu-
nately, Hinode observes the solar chromosphere by not
spectro/polarimetric observation but Ca II H imaging.
The time cadence of the observation is fast, but we
do not have velocity, density, or magnetic field infor-
mation from Hinode observation. We need more infor-
mation in the chromosphere to conclude the question.
Although we do not have sufficient information about
magnetic reconnection in chromosphere, it is worthy
to discuss the possibility of fast magnetic reconnection
in chromosphere. We already mentioned in Section 7.2
that anomalous resistivity may not work in the chromo-
sphere. Therefore, it seems that fast magnetic recon-
nection cannot take place in the chromosphere. One of
the important differences of plasma condition between
solar corona and chromosphere is ion-neutral collision.
The collision between ions and neutrals cause ambipo-
lar diffusion (e.g., Zweibel 1988, 1989; Brandenburg
and Zweibel 1994; Chiueh 1998). Recently, Isobe et
al. (in preparation) discussed the effect of ambipolar
diffusivity in the current sheet of chromosphere. The
effect of ambipolar diffusivity is large in the solar chro-
mosphere because of their mild ion-neutral collision.
According to their results, the bursty magnetic recon-
nection can take place in the chromosphere. The mag-
netic reconnection in the chromosphere is still not clear
in both of observational and theoretical viewpoint.

7.5 Summary

We briefly introduced a variety of typical plasma
parameter in the solar atmosphere, and mentioned the
importance of comparison study of magnetic recon-
nection in different plasma conditions. Especially we
claimed that it is important to discuss magnetic recon-
nection not only in the solar corona but also in the

solar chromosphere. We also briefly reviewed a series
of Hinode studies about 2006 December 13 X- Class
flare. Hinode observation is revealing new aspects of
solar flare. One of the most important advantages in
Hinode observation is quantitative study. Many phys-
ical models or assumptions can be discussed by not
only morphological study but also quantitative study.
On the other hand, we still do not have some impor-
tant observation such as direct measurement of recon-
nection outflow. We have to consider why we still do
not have such important observations. Next solar max-
imum is coming soon.
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Chapter 8

Constraining the Initiation and Early Evolution of CMEs
with SECCHI on STEREO

Spiros Patsourakos

Abstract One of the major objectives of the STEREO
mission is to understand how and where Coronal Mass
Ejections (CMEs) are accelerated. We review here the
status of our knowledge from SECCHI CME obser-
vations in the period 2007–2009 about various top-
ics concerned with the early stages of CMEs. This
includes: impulsively accelerated CMEs, the flare-
CME relationship, EUV dimmings, EUV waves and
eruptive prominences. We will show how the unique
characteristics of this mission and most importantly
the distinct viewpoints and the high image cadence
allowed for significant progress in the above men-
tioned areas. We also discuss potential future uses of
SECCHI data.

8.1 Introduction

One of the major problems in solar physics today is
the understanding of Coronal Mass Ejections (CMEs).
Significant progress into our understanding of CME
onsets and of their impact into the inner corona has
been made by the Solar and Heliospheric Observatory
SOHO; see for instance the reviews Pick et al. (2006),
Schwenn et al. (2006). The availability of data from
the Solar Terrestrial Relations Observatory (STEREO)
offers new powerful ways of looking at and studying
CME onsets and their early evolution which contin-
uously progresses our understanding. The STEREO
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Department of Physics, Section of Geophysics, University
of Ioannina, GR 451 10 Ioannina, Greece
e-mail: spatsour@cc.uoi.gr

mission was launched in late 2006 (Kaiser et al. 2008),
and consists of two almost identical spacecraft travel-
ling ahead (STA) and behind (STB) Earth’s orbit. The
separation, SCsep, between STA and STB increases at
a rate of ≈ 45◦ of year.

For CME onset studies extreme ultra-violet (EUV)
and total brightness white-light coronagraph (WLC)
images are used from the Extreme Ultraviolet Imag-
ing Telescope (EUVI; Wuelser et al. 2004) and the
COR1 coronagraph (Thompson et al. 2003) respec-
tively, of the Sun-Earth Connection Coronal and Helio-
spheric Investigation (SECCHI; Howard et al. 2008)
instrument suite onboard STEREO. EUVI observes
the entire solar disk and the corona up to 1.4 R� in
four EUV channels (171, 195, 284, 304 Åwith nominal
cadence of 2.5, 10, 20 and 10 min respectively) while
COR1 has a field of view from 1.5–4 R� and a nominal
cadence of 10 min.

STEREO observations excel over SOHO obser-
vations in three important domains: (1) higher
cadence, (2) multi-temperature coverage and (3) multi-
viewpoint coverage. High cadence is required in order
to temporally resolve very rapidly varying phenomena
(e.g., impulsively accelerated CMEs): this increases
the number of useable measurements and allows to
separate various facets of the same event. SOHO
Extreme ultra-violet Imaging telescope (EIT;) obser-
vations have a rather low cadence of ≈ 12 min.
Multi-temperature coverage is needed in order to dif-
ferentiate between density and temperature effects in
various observed transients (e.g., are observed inten-
sity changes in a EUV wave a temperature or a den-
sity effect?) and to pinpoint their thermal structure
(isothermal or multi-thermal?). EIT takes observations
at a regular cadence of about 12 min at only one
temperature (approx 1.6 MK, the 195 Å channel),

73M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_8, c© Springer Science+Business Media B.V. 2011
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Fig. 8.1 Simultaneous STA and STB fitting of the CME bub-
ble of the 25 March 2008 CME with a 3D model for 18:51:00
UT during that day. STB view and modeling (wireframe) first

two panels; STA view and modeling (wireframe) last two pan-
els. From Patsourakos et al. (2010)

while it takes observations at all channels only every
four hours. Finally, before STEREO all observations
employed a single viewpoint. They could thus have
suffered from projection effects in the optically-thin
coronal medium, which could be the source of signifi-
cant ambiguity for the interpretation of observations.
Moreover, having only one viewpoint gives access
to projected instead of true quantities (e.g., heights,
shapes). The situation is clearly improved with the two
distinct STEREO viewpoints.

With this chapter we will discuss and put into per-
spective several new SECCHI results regarding CME
initiation and early evolution.

8.2 Bubble Morphology of Impulsively
Accelerated CMEs

SECCHI observations started to provide significant
clues on the genesis of impulsively accelerated
CMEs (e.g., Aschwanden et al. 2009a; Patsourakos
et al. 2010). One of the few examples so far was the
flare-CME event which took place during 25 March
2008, when SCsep was ≈ 47◦. The CME started when
a set of low-lying loops erupted and formed a bubble

(e.g. Fig. 8.1). The bubble size increased dramatically
in a matter of 15 min at a speed of almost 1,000 kms−1.
Both the high cadence of the EUVI measurements and
their multi-viewpoint aspect allow the temporal res-
olution of the evolution of the bubble and determine
its 3D shape. An example of the employed procedure
is given in Fig. 8.1. The 3D geometrical model of
Thernisien et al. (2009) was used to simultaneously fit
the observed bubble on both STA and STB. We found
that the eruption induced deflections of ambient struc-
tures in the corona (e.g., the curved structures north of
the fitted bubble in the STA view of Fig. 8.1). These
structures were rooted at the AR periphery, and not at
its core, as revealed from the STB view.

Preliminary results Patsourakos et al. (2010)
showed that the bubble is a true 3D object (a sphere)
and not a 2D one (i.e., an arcade of loops). This
means that it could represent an early instance of a
magnetic flux rope, which is thought to be the basic
structural element of most CMEs when they reach the
coronagraph field of view, as demonstrated by recent
STEREO observations and 3D geometrical modeling
of several CMEs (Thernisien et al. 2009). We finally
found that the EUV cavity initially expanded in a non
self-similar manner since it moved faster in the lateral
than in the radial direction.
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8.3 CME-Flare Relationship

The high-cadence and multi-viewpoint SECCHI obser-
vations solidify the tight association between flares and
CMEs. Previous SOHO studies using data from the
C1 large angle spectroscopic coronagraph (LASCO)
have shown that the impulsive phase of CMEs is syn-
chronized with the impulsive phase of the associated
flare as observed in soft X-rays by GOES (Zhang
et al. 2001). This underlines the existence of a common
physical mechanism between the flare and the CME. A
common problem of the above studies was their rel-
atively low cadence which did not allow us to tem-
porally resolve the early acceleration profiles of very
impulsively accelerated CMEs close to the solar sur-
face. EUVI with its higher cadence represents a signif-
icant improvement in this area.

Temmer et al. (2010) compared the acceleration
profiles of several impulsively accelerated CMEs
observed in high-cadence EUVI movies (e.g. the 31
December 2007 CME when SCsep was ≈ 44◦) with the
Hard X-rays (HXRs) of the associated flares observed
with RHESSI. A close temporal correlation between
the acceleration profile of the early CME and HXRs
was found. Similar results were obtained by Cheng
et al. (2010) who studied the build-up, initiation, and
acceleration of the 26 April 2006 CME, observed when
SCsep was ≈ 49◦). Besides a close temporal relation-
ship between the acceleration profile of the CME and
the associated HXRs Cheng et al. (2010) found a close
relationship with the reconnecting flux (estimated from
flare ribbon motions and MDI magnetograms) as well.

The above results were interpreted as indicative of
a close feedback between the acceleration profile and
HXR energy release (i.e. reconnection). The upward
CME acceleration brings new flux to reconnect into
the current sheet underneath the erupting flux rope but
at the same time reconnection in this current sheet
feeds new poloidal flux into the erupting flux which
maintains the self Lorentz force, thereby sustaining the
CME acceleration.

The later result was recently further substantiated by
Krucker et al. (2010) who studied the partially occulted
solar flare which took place on 31 December 2007.
The Krucker et al. (2010) study is complementary to
the study of Temmer et al. (2010) of the same event
in that they compare RHESSI and EUVI imaging. The
flare footpoints were behind the east limb as seen from

the Earth which allowed to observe faint HXR coro-
nal sources with RHESSI, whereas EUVI observed
the early development of the associated CME. Krucker
et al. (2010) observed that a faint HXR sources at the
bottom of the large CME bubble observed by EUVI.
This provides a “visual” indication of a reconnection
site in the wake of the eruption which could play a
significant role into the closely correlated flare-CME
dynamics.

One the first and most extensively studied STEREO
CME events is that of the 19 May 2007 with a
SCsep of ≈ 9◦. Magnetic field extrapolations have
showed that the event had a multi-polar configuration
(Li et al. 2008). Using anaglyph EUVI movies these
authors found that about 1 h before the event bright-
enings occurred along the separator that split differ-
ent flux systems. Slowly rising transient brightenings
at the upper edge of the associated filament were also
observed. The pre-event transient activity along the
separator gives support to processes (such as magnetic
breakout) which require multi-polar magnetic configu-
rations for initiating the CME.

Finally Aschwanden et al. (2009a) performed a
large statistical study of more than 180 flare events
observed by EUVI. They found that a large fraction of
the observed flares 79% show impulsive EUV emission
(occurring simultaneously with the HXRs) and 73%
show delayed EUV emission.

The former originated from heated, highly sheared
filaments whereas the latter were from post-flare loop
systems and arcades. The impulsive EUV emission
originating from the normally low-lying filaments is a
clue that the associated CMEs are triggered deep in the
atmosphere.

8.4 EUV Dimmings

EUV dimmings are intensity depletions associated
with CME onsets, and are believed to be an evacuation
of plasma. Aschwanden et al. (2009b) made the first
comprehensive measurements using EUVI data of the
mass contained in EUV dimmings and compared these
estimates to CME mass (of the same dimming-CME
events) determined from WLC data.

The EUV dimmings in the 3 EUVI coronal chan-
nels (171, 195, 284 Å ) were approximated with a
geometrical model describing the erupting volume,
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together with temperature-density models for the
background-foreground corona and for the CME as
observed in the EUV. Fitting of the observed inten-
sity depletions for each dimming event supplied an
estimate of the associated mass mdimming which was
supposedly removed by the eruption. For the same
events the true (projection-free) total CME mass mCME

from WL observations of the mature CMEs when they
have reached the outer corona observed by the COR2
coronagraphs on both STA and STB was determined
(Colaninno and Vourlidas 2009).

It was found that mdimming/mCME = 1.1 ± 0.2.
Therefore most of CME mass should originate in the
low active region corona which is removed when a
CME happens there. This result could have significant
implications for the understanding of EUV waves (see
Section 8.5). It basically shows that is not neccessary
that large areas in the low corona to open during the
eruption. Otherwise, WLC CMEs would have possibly
contained much larger masses than observed.

However, it turns out that not all CMEs corre-
spond to a dimming. This was already noticed from
SOHO observations (e.g., Bewsher et al. 2008). With
the exception of a few studies (e.g., Reinard and
Biesecker 2009) the common suggestion was that a
lack of a dimming signature meant the CME was back-
sided. In such cases the source region of those CMEs
and therefore the dimmings were not accessible from
the single viewpoint SOHO observations.

This hypothesis was recently tested with STEREO
observations (Robbrecht et al. 2009). During the period
31-May–2-June 2008 a very slow CME was observed
to ascend from the east limb of STA. The kinemat-
ics and mass of the CME were typical of slow CMEs
(speeds not exceeding ≈ 600 kms−1 and masses of
several times 1015 gr). SCsep was ≈ 50◦ for this event
which means that the source region of the CME should
have been seen face-on from STB. A candidate source
region area in STB was determined by using the direc-
tion and the width of the CME; the source region cov-
ered quiet Sun and there were no active regions on
the solar disk. Close inspection of EUVI movies in all
channels from STB showed no evidence of large-scale
dimmings around the postulated source region; noth-
ing but general quiet Sun small-scale activity which
can be observed anywhere on the Sun. The lack of any
large scale dimming was interpreted as indication of a
large size (and initial height) of the erupting structure;
given the very rapid drop-off of density and therefore

EUV intensity with height, CMEs with large initia-
tion heights would not lead to an appreciable intensity
depletion. The inferred large initiation height of this
CME was corroborated by the large size of the erupting
cavity which gave rise to the CME as seen from STB.
Tomographic reconstructions of the Differential Emis-
sion Measure distributions for such cavities showed
they contain less dense but somehow hotter plasmas
than the surrounding corona (Vásquez et al. 2009).
It remains to be seen if there are more such CMEs
with no EUV disk signature: preliminary inspection of
EUVI movies of other slow events show they are not
uncommon.

8.5 EUV Waves

One of the most interesting and unexpected discoveries
of EIT on SOHO was the detection of large-scale EUV
disturbances traveling over significant fractions of the
solar disk (e.g., Thompson et al. 1998, 1999).

Before the launch of STEREO their origin was
strongly debated. They were first interpreted as fast-
mode coronal Moreton waves triggered by the eruption
(e.g., Thompson et al. 1999). This interpretation was
then strongly contested by several authors (e.g., Delan-
née 2000; Delannée et al. 2008; Attrill et al. 2007a).
These authors suggested that EUV waves are not really
waves but rather the footprints or the low coronal lat-
eral extension of the associated CMEs, i.e. therefore
pseudo-waves. Let us note here that it exists a rather
extensive list of EUV waves theories (see for exam-
ple the review of Wills-Davey and Attrill 2009). How-
ever, they can be broadly categorized into wave and
pseudo-wave theories. A significant part of the difficul-
ties for deciding the nature of EUV waves originated
from some limitations of the EIT observations used in
their study: low cadence and single-viewpoint cover-
age did not allow full resolution of their early evolution
and it was more difficult to unambiguously determine
the structures associated with the wave and with the
CME. These are limiting factors for deciding whether
EUV waves are true waves or pseudo-waves.

A major criticism for the fast-mode wave interpre-
tation was the relatively low speeds in several of the
observed waves (e.g. Wills-Davey et al. 2007). How-
ever this could be at least partially due to be related to
the low cadence of the EIT observations. High cadence
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(2.5 min) EUVI observations of the EUV wave of 19
May 2007 observed at a small SCsep of ≈ 9◦ showed
that its initial speed could have been underestimated
by a factor of almost 2 by using a reduced EIT-
like cadence of 10 min (Long et al. 2008; Veronig
et al. 2008, see also Ma et al. 2009 for a similar result
for the 7 December 2007 wave). These high cadence
observations showed that the wave experienced a dec-
celaration from ≈ 400 kms−1 to ≈ 200 kms−1. This is
consistent with a freely-propagating wave distributed
over a volume which increases with time. Moreover,
Gopalswamy et al. (2009) found for the same event that
the wave was reflected off an adjacent equatorial coro-
nal hole. Reflection of fast-mode waves is expected
when they reach regions of steep gradients of high
magneto-acoustic speed like coronal holes.

The first STEREO observations of EUV waves
at large separation were reported in Patsourakos
et al. (2009a) for an EUV wave which took place
in 7 December 2007, when SCsep was ≈ 44◦. Multi-
temperature almost simultaneous observations of the
wave in all EUVI channels, showed that the wave
was most prominent in the 195 channel and was less
prominent in the 171 and 284 channels. The wave was
associated with a rather moderate intensity increase
of up to 30% with respect to pre-event values. A
very scant signature was noticed in the mainly chro-
mospheric/transition region 304 channel.1 Triangula-
tions of the wave front location allowed to determine
a height of about 90 Mm to be determined. Similar
wave heights (80–100 Mm) were found by Kienre-
ich et al. (2009) from the analysis of the EUV wave
of 13 February 2009. A different method, comparing
the wave front location from two distrinct viewpoints
was used. This is comparable to the hydrostatic scale-
height at coronal temperatures (75 Mm for a tempera-
ture of 1.5 MK). These results indicate that the wave
was a small (linear) perturbation of the ambient quiet
Sun over which it propagated. High-cadence movies
for this event showed that a set of slowly rising loops
from the heart of the erupting active region underwent
a sudden jump and in a matter of 2.5 min the first wave
front in the AR periphery was seen. This suggests that

1 The 304 and 284 waves both looked very diffuse. This means
that possibly the dominant contribution to the 304 channel signal
was not from the cool He II line but from the coronal Si XI line.

the impulsive loop expansion associated with CME
onset produced the observed wave. Forward 3D geo-
metrical modeling of the corresponding CME as seen
by the COR1 coronagraphs showed that the projection
of the best-fit model on the solar surface was not con-
sistent with the location and size of the co-temporal
EUV wave.

However we had to wait until early 2009 to be in
a position to perform the ultimate test for the nature of
EUV waves (Patsourakos 2009b; Kienreich et al. 2009;
Cohen et al. 2009). During 13 February 2009 SCsep

was ≈ 90◦ and a EUV Wave – CME event took place.
Its source region was at disk center as seen from STB;
therefore it was observed at the east limb of STA. This
quadrature configuration is the ideal one for study-
ing EUV waves. This is since the STB could follow
the wave almost over the entire solar disk, whereas
the STA view allowed to monitor the low coronal lat-
eral and radial expansion of the associated early CME
together with its impact on the surrounding corona.
Single viewpoint observations of EUV waves from
SOHO tend to be optimized for either the wave (disk
observations) or the CME (limb observations), with
the exception of events that occurred at the limb and
expanded onto the disk. The contribution of STEREO
allows for comparison of fully face-on disk and CME-
limb observations

The early CME in the low corona observed by
EUVI on STA had the form of an erupting bubble.
The analysis of Patsourakos (2009b) and Kienreich
et al. (2009) found that after about 20 min into the
eruption, the wave (as seen in STB) and the CME bub-
ble (as seen in STA) started to decouple. The wave
attained a significantly larger size than the bubble (e.g.,
Fig. 8.2) and their sizes evolved at different rates.
Indeed Kienreich et al. (2009) measured the lateral
expansion speeds of the wave and of the early CME
and found that the CME was expanding slower than the
wave. Moreover, Patsourakos (2009b) fitted a 3D geo-
metrical model to composite EUVI and COR1 images
of the CME cavity and found it smaller than a simi-
lar 3D model applied to the EUV wave. This decou-
pling between the wave and the CME bubble clearly
demonstrate that they correspond to different physical
entities.

Moreover, high cadence STA 171 movies, showed
that the erupting bubble induced deflections of ambi-
ent coronal structures (Patsourakos 2009b). The
outer extensions of these deflections propagated at
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Fig. 8.2 Simultaneous views of the EUV Wave - CME event of
13 February 2009 as seen from above (lower panel) and from
the side (upper panel). Inner field of view images are running
difference to emphasize the wave. Note the decoupling, i.e. dif-

ferent spatial scales of the EUV bubble (STA view) and of the
EUV wave (STB and STA views) after ≈ 05:55. From Pat-
sourakos (2009b)

increasing distances at both sides of the erupting
bubble; their locations approximatively matched the
latitudinal extension of the wave at the same time.
Patsourakos (2009b) interpretted these observations to
mean a wave was hitting these structures and setting
them into oscillations. At the same time the erupting
CME bubble was significantly smaller and confined in
the heart of the associated active region where deep
dimmings were formed. Similar phenomena, at even
larger volumes were observed by COR1 in the form
of deflections of coronal streamers bounding the erup-
tion site. These deflections are a “smoking-gun” of a
wave acting over much larger volumes and areas in the
corona than the CME itself occupies.

If one considers the deflected EUV and WLC struc-
tures as an integral part of the erupting flux itself then
the lateral extend of the CME could roughly match
the longitudinal extend of the wave (see for example
Cohen et al. 2009 for this event and Attrill et al. 2007b,
2009; Dai et al. 2010, for other STEREO events).

Both the decoupling between wave and CME
bubble and the observed deflections clearly indicate
that EUV waves are true wave phenomena (Pat-
sourakos 2009b; Kienreich et al. 2009). This behavior
was observed in several high cadence EUVI movies
of impulsively accelerated CMES with an associated
EUV wave (e.g., 31 December 2007, 2 January 2008,
25 March 2008, 18 February 2009). The 3D analysis
of deflections for several other events (e.g., Aschwan-
den et al. 2009a; Verwichte et al. 2009) allowed for the

first time to determine their polarization, something not
possible before with single-viewpoint observations. It
was found that these oscillations represent horizontally
polarized fast magnetoacoustic kink mode waves (Ver-
wichte et al. 2009).

We wish to stress here that the results above strictly
apply to EUV waves occurring during solar minimum:
very simple coronal landscape dominated by quiet Sun
with one or few active regions present on the disk and
waves propagating over a significant fraction of the
solar disk (i.e. global waves). When any of the above
conditions is not met, i.e. multiple active regions exist
(i.e. solar maximum conditions), or existed in a previ-
ous rotation, or disturbances not covering global scales
pseudo-wave theories could be well applicable (i.e.
reconnection and/or plasma compression at the sides of
the CME). Moreover we stress here that pseudo-waves
could possibly explain the observations of the expand-
ing cavities (giving rising to core dimmings) within the
host active regions (e.g. the intensity front seen in the
core of the active region of Fig. 8.2 before the wave
and the CME decouple). Therefore it could be well that
both wave and non-wave components could co-exist
(e.g. Zhukov and Auchère 2004; Cohen et al. 2009).
What really matters then, is the proper application of
each component.

A possible example of a pseudo-wave is reported
by Zhukov et al. (2009). They observed a faint wave-
like distrurbance associated with a slow prominence
eruption which took place during 8 December 2007.
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The faint wave was confined relatively close to the
host active region, and did not reach global scales
as in other events (e.g., the 7 December 2007 global
wave described in Patsourakos et al. (2009a) and Ma
et al. (2009) which was indeed launched from the same
active region as the Zhukov et al. (2009) event). There-
fore it is well possible that the EUV wave seen for this
event was nothing else that the footprint of erupting
prominence.

8.6 Eruptive Prominences

STEREO observations at relatively small separation
angles allowed the 3D reconstructions of erupting
prominences.

Gissot et al. (2008) used a cross-correlation method
on STA-STB image pairs which supplied the true
height of the erupting prominence of the 19 May 2007
event. They found that the west part of the promi-
nence was ascending faster than the east, therefore an
assymetric eruption took place. Heights in the range
20–80 Mm were found. This adds an extra degree of
complexity into the modeling of such events. Liewer
et al. (2009) used a tie-pointing method on STA-STB
image pairs to reconstruct the same erupting promi-
nence. They found that the erupting prominence was
located above the flare ribbons, therefore confirming
the standard CME-flare model, and the causal relation-
ship and mapping between the eruption (prominence)
and its footpoints (ribbons).

Finally Thompson et al. (2009) reported on promi-
nence rotation during the 9 April 2008 event (SCsep

of ≈ 48◦). Matching several threads of the erupting
prominence in the 304 channel from both STA and
STB data Thompson et al. (2009) showed that the
prominence rotated roughly by 120◦ in the EUVI field
of view with respect to some estimates of its orig-
inal orientation. MHD simulations have shown that
various physical mechanisms could account for the
observed rotation. These include moderately twisted
(kink-unstable) but weakly sheared configurations as
well as moderately sheared but weakly twisted (kink-
stable) configurations. Also breakout magnetic topolo-
gies (multipolar) can give rise to rotation in the inner
corona (Lynch et al. 2009). The observed rotation is
significant (>100◦). This may hold significant impli-
cations for Space Weather since the original orienta-

tion of the filament does not neccessarily tells us much
about the its intermediate (low coronal) orientation.
The latter could be related to the angle at which an
Earth-directed CME will hit the magnetosphere. This
study could be extended to more events to see if such
big rotations are common.

Certainly not all prominences exhibit such big rota-
tions, for instance the erupting prominence observed
during 9 May 2009 with a SCsep of ≈ 7◦ did not exhibit
significant rotation (Bemporad 2009).

8.7 Conclusions and Outlook

The main new SECCHI findings on CME onsets and
early evolution discussed in the previous sections are :

• Impulsively accelerated CMEs can start from very
deep in the corona and take the form of bubble;

• Observations of the early stages of CME develop-
ment in the EUV show that the EUV is a true 3D
feature;

• The flare-CME synchronization holds even for very
impulsively accelerated events;

• EUV dimmings (when existing) contain significant
part of the CME mass;

• Not all CMEs have EUV disk signatures (e.g., dim-
mings) and can go unnoticed;

• Solar minimum EUV waves that reach global scales
on the Sun are real waves and not the CME foot-
prints;

• The early stages of CME expansion disturb much
larger volumes in the corona that what it occupies:
it induces deflections of off-limb coronal structures
and launches global waves on the disk;

• 3D reconstructions unambiguously demonstrated
that erupting prominences can exhibit substantial
rotation in the low corona (before entering coron-
agraph field of view).

All of the above represent significant developments
providing new insight into CME onsets. However there
still exists much to be done with existing and future
STEREO data. As seen in the previous sections obser-
vations at small or moderate separation angles can be
used to determine the 3D coordinates of observed fea-
tures like coronal loops, prominences, CMEs. Having
the 3D coordinates we can then determine several
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geometrical properties of the observed structures like
their height, width, shape and their temporal evolution.
This will allow us to check the validity of various insta-
bility criteria for eruptions (e.g., critical height, twist,
shear, footpoint seperation).

On the other hand, observations at larger separations
cannot supply 3D reconstructions like above. They
however allow us to view the same phenomenon from
two dramatically different viewpoints like the obser-
vations of Section 8.5, where the CME was simulta-
neously viewed edge-on and face-on. The EUV wave
was only one application of such a data set. One might
also employ such datasets to understand the 3D geom-
etry and evolution of coronal sigmoids (e.g., are they
a single flux tube or two J’s), the relationship between
the evolution of EUV dimmings (from the disk view)
and of the CME ascent (from the limb view of the same
area with the other spacecraft) etc.

SECCHI promises to deepen our understanding of
magnetic flux ropes which are widely accepted to be
the building block of most CMEs once they fully
develop in the coronagraph field of view. However, we
dont know if such structures pre-exist before or form
during an eruption. The answer to this question has
profound implications for determining which is the ini-
tiation mechanism (if a single one exists) of CMEs.
Determining how the 3D geometry of pre-CME and
CME structures (i.e., CME bubbles) evolves with time
during eruptions could hold important clues.
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Chapter 9

Funnels and the Origin of the Solar Wind

Ruth Esser and Øystein Lie-Svendsen

Abstract A short overview of the historic develop-
ment of the idea of a funnel shaped geometry in
the lower solar atmosphere (chromosphere, transition
region and lower corona) is presented as an introduc-
tion. It is followed by a short presentation of the early
prediction of solar wind expansion by Parker. A large
number of observations and theoretical studies have
since helped to refine this basic picture. We know the
wind is driven by heating of the corona. Modelling has
shown that in a magnetically “open” corona most of the
energy deposited is lost in the solar wind. Hence the
wind is not merely an “evaporating tail” of a hydro-
static plasma, rather the corona and wind should be
regarded as one tightly coupled system. An overview
of observations that are crucial for our present under-
standing of the wind is given. It is followed by a dis-
cussion of the energy flow between corona and chro-
mosphere which determines the solar wind mass flux.
Once the basic physical understanding of the solar
wind is established we will present some recent studies
which introduce funnel type geometries and investigate
their effect on the properties of the solar wind.

9.1 Introduction: History of Funnel
Geometry

In earlier solar wind models it was assumed that all
plasma heating occurred below the base of the corona,

R. Esser (�)
Institute of Science and Technology, University of Tromsø,
NO–9037 Tromsø, Norway
e-mail: Ruth.Esser@uit.no

and they ignored the energy transported by thermal
conduction from the corona down to the transition
region. The modelling of the solar wind and the mod-
elling of the solar atmosphere (chromosphere, transi-
tion region, and corona) were carried out completely
independently from each other. Withbroe (1988) pre-
sented the first solar wind model, termed “radiative
energy balance” model, and discussed in detail the
importance for the solar wind of the energy balance
between the chromosphere and corona (see also Ham-
mer 1982a, b).

The idea of a funnel type geometry in the source
region of the solar wind was developed in models
of the lower solar atmosphere and corona which did
not include the solar wind. In the standard model
describing the magnetic structure of the chromosphere-
transition region-corona system of the quiet Sun, it
was assumed that all magnetic field lines were con-
stricted to the boundaries of supergranules, the net-
work lanes, by supergranular flows (Gabriel 1976).
These field lines, emerging from the photosphere, were
predicted to expand rapidly with height and to fill the
whole corona uniformly. This geometry is shown in
Fig. 9.1.

All energy necessary to maintain a transition region
was thought to be provided by conductive flow from
the corona (back heating). A sketch of this scenario
is shown in Fig. 9.2. Also presented in this figure are
the height above the photosphere and typical densities
and temperatures. These numbers are from Vernazza
et al. (1981), Model F.

The “standard” funnel model (Gabriel 1976) is in
agreement with observations showing that ultraviolet
emission from the transition region is concentrated in
network lanes, indicating that only the transition region
in funnels is subject to back heating from the corona.

83M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_9, c© Springer Science+Business Media B.V. 2011
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Fig. 9.1 Funnel geometry according to (Gabriel 1976)

Temperature Minimum

Downward heat conduction

Transition region

Coronal heating

Wind

Chromosphere

100 km

500 km

2070 km  T = 2x104K

n e  = 5x1010 cm−3

nH = 5x1010 cm−3

T = 4x103K

nH = 4x1015cm−3

Radiation

Fig. 9.2 Sketch of a back heating model of the chromosphere, transition region, and corona. Numbers are from Vernazza
et al. (1981), Model F

It also predicts the right emission measure at temper-
atures T ≈ 106 K. At lower temperatures the discrep-
ancy between predicted and observed emission mea-
sure is, however, significant, as can be seen in Fig. 9.3.
This discrepancy led several authors to the conclusion
that the structures that contain the cooler transition
region must be distinct from the ones containing the
hotter transition region (Athay 1982).

These studies and the close inspection of photo-
spheric magnetograms showing that even in so-called
unipolar quiet regions at least 10% of the flux has

the polarity opposite to the dominant one, led Dowdy
and coworkers (1986) to conclude that network lanes
contain both open and closed magnetic structures, as
shown in Fig. 9.4. In this scenario the hotter coronal
plasma is contained in the open magnetic field regions
which are similar to the coronal funnels in the standard
model. The cooler material is assumed to be mostly
contained in low-lying loops. Since the loops are dis-
connected from the corona, they must be heated inter-
nally, not by back heating. Due to the mixture of open
and closed field regions, the funnels in this geometry
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Fig. 9.3 Discrepancy between observed (dashed curve) and calculated emission measure (dotted curve) (from Gabriel 1976)

Fig. 9.4 Funnel geometry suggested by Dowdy et al. (1986)
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are more constricted than in the standard model. The
constriction factor was estimated to be of order 100
(that is, the funnels cover roughly 1% of the surface
area) (Dowdy et al. 1986).

Since the solar wind was considered independently
from the lower solar atmosphere before Hammer and
Withbroe’s work (Hammer 1982a, b; Withbroe 1988),
the funnel geometry by Dowdy et al. (1986) was not
applied to the solar wind expansion until much later.
The wind was assumed to start somewhere in the
corona and expand radially, or by a factor of 5–7 faster
than radially. This factor was implied by observations
by Munro and Jackson (1977).

In the following we shall present the basic ideas
that let to the earliest prediction of the existence of the
solar wind by Parker (1958) (Section 9.2). We sum-
marize coronal and in situ solar wind observations and
the constraints they put on solar wind expansion (Sec-
tion 9.3). In Section 9.4 we discuss some basic physical
principles that apply to the chromosphere, transition
region, corona, and solar wind system. We shall then
discuss some basic results when a funnel-type geome-
try is assumed for the solar wind. We shall also discuss
a scenario where funnels and loops interact through
reconnection as in the ideas originally presented by
Fisk (2003).

9.2 Early History of the Solar Wind
Theory

Parker (1958) predicted the existence of the super-
sonic solar wind before it was discovered experimen-
tally. His arguments for the inevitability of the solar
wind was based on rather simple physical principles.
Assuming that the coronal plasma was in hydrostatic
equilibrium (hence no supersonic wind), the force bal-
ance is everywhere that gravity is balanced by the pres-
sure gradient force of the electron-proton plasma:

GN
M�mp

r2
n = −d(2nkT)

dr
. (9.1)

Here GN is the gravitational constant, M� the mass of
the Sun, mp the proton mass, r the radial distance from
the Sun, n the electron (= proton) density, k Boltz-
mann’s constant, and T the temperature. Assuming fur-
thermore that the heat flux is constant beyond a dis-

tance r0 in a spherically symmetric solar atmosphere,

r2q(r) = −r2κ0T5/2 dT

dr
= r2

0q(r0), (9.2)

where κ0 is the electron heat conduction coefficient,
and that T(r → ∞) � T0 ≡ T(r0), leads to a finite
pressure at infinity,

P(r = ∞) = P0 exp

(

−7

5

Tesc

T0

)

, (9.3)

where

Tesc(r0) ≡ GN
M�mp

2kr0
. (9.4)

Inserting typical coronal parameters this leads to a
pressure ratio at infinity between the solar wind and
interstellar pressure of the order

P(r = ∞)

P(interstellar gas)
∼ 108. (9.5)

There is hence an imbalance between the pressures
of the solar atmosphere and interstellar medium of
many orders of magnitude. It can be shown that this
is still true even for a plasma with a very small, sub-
sonic, outflow speed, a solar breeze. Hence the gas can-
not be in hydrostatic equilibrium nor can it be a breeze
with subsonic flow, it must be flowing with a super-
sonic speed.

Assuming an isothermal plasma, Parker (1958) pre-
dicted the wind speed as a function of coronal tem-
perature, shown in Fig. 9.5. To achieve a high speed
wind, the coronal temperature should be of order 2.5 ×
106 K.

Although this first, very simple, model obtained
the essential behaviour of the solar wind, it had of
course several shortcomings, the most notable being
the assumption of an isothermal plasma in the solar
wind acceleration region. (Maintaining a constant tem-
perature with distance requires continuous heating of
the plasma.)

For the temperatures needed to achieve a high speed
wind (∼ 2.5 × 106 K) an isothermal model predicts a
mass flux that is much larger than what is observed.
This can easily be shown for a spherically symmet-
ric wind with constant temperature since the mass flux
may then be derived analytically,
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Fig. 9.5 Solar wind speed as
a function of distance and for
different assumed
temperatures in Parker’s
original isothermal model
with a being the radius of the
corona taken to be
1011 cm ≈ 1.44 R�
(Parker 1958)

(nu)E = 1

4
e3/2

(

R�
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)2

n0

√

2kT

mp

(

Tesc

T

)2

e−Tesc/T

(9.6)
where (nu)E is the proton flux density at Earth, n0 is
the coronal density, and Tesc is defined in (9.4). In the
Parker model, and indeed in most solar wind mod-
els to date, the coronal density and temperature are
fixed input parameters to the model. Choosing a coro-
nal density n0 = 1014 m−3, close to the observed den-
sity, and r0 = R�, leading to Tesc(R�) ≈ 1.2 × 107 K,

and T = 2.5 × 106 K, we obtain a mass flux of order
1014 m−2 s−1, almost 2 orders of magnitude higher
than what is observed.

Furthermore, according to (9.6) the solar wind mass
flux should be extremely sensitive to coronal tempera-
ture when T � Tesc due to the exp ( − Tesc/T) factor.
This is illustrated in Fig. 9.6, which also shows that
even with an isothermal wind a temperature of order
106 K is needed in order to reproduce the observed
solar wind flux.

Fig. 9.6 Proton flux density at Earth in an isothermal wind as a function of temperature, from (9.6), using n0 = 1 × 1014 m−3. The
horizontal dashed line indicates the observed solar wind flux



88 R. Esser and Ø. Lie-Svendsen

Fig. 9.7 Ulysses observations of the solar wind particle flux density scaled to 1 AU (McComas et al. 2000)

Even if a more realistic fall off of the coronal tem-
perature is taken into account, the predicted mass flux
varies by orders of magnitude (e.g. Esser et al. 1986).
The observed mass flux, on the other hand, varies far
less than predicted by these models (see, e.g., Fig. 9.7),
which means either that the temperature in the inner
corona is extremely constant or there is some mech-
anism that regulates the mass flux. We return to this
“mass flux problem” in Section 9.4.3.

9.3 Coronal and Interplanetary Solar
Wind Observations

The mass flux observed by Ulysses is shown in Fig. 9.7
(from McComas et al. 2000). The mass flux in the
low-latitude slow wind varies by roughly a factor 10,
whereas in the high-latitude high-speed wind it is
almost constant, varying by only a few percent.

Temperatures observed in the corona in a polar
coronal hole region are shown in Fig. 9.8. Electron
temperatures are difficult to observe and there are
relatively few examples; the observations shown in
Fig. 9.8 are from the SUMER instrument on SOHO
(Wilhelm et al. 1998). They were derived from inten-
sity measurements of the Mg IX line pair at 706 and

750 Å at distances between 1.03 and 1.3 R�. The
derived coronal hole electron temperature is less than
106 K. Electron temperatures at greater heights in the
corona have so far not been observed directly. Charge
states observed in situ in the solar wind carry infor-
mation on coronal electron temperatures. However, the
charge states depend on a number of additional coro-
nal plasma parameters, such as density and flow speed,
and the modeled electron temperaures are very sensi-
tive to the assumptions made in the calculations (e.g.
Ko et al. 1997). They can therefore not be consid-
ered true measurements of coronal electron tempera-
tures. Also shown in Fig. 9.8 are proton temperatures
and the temperatures of magnesium and oxygen ions,
all derived from spectral line widths measurements.
Most of these observations are from UVCS, see the fig-
ure for references. The proton temperatures are about
3–4 times higher than electron temperatures. The oxy-
gen temperatures are significantly higher than the pro-
ton temperaure with a maximum of order 2 × 108 K.
Observations of heavy ions other than O have so far not
been carried out except close to the Sun (e.g., Tu et al.
1998).

Observations together with model studies show
strong evidence for temperature anisotropies of both
the protons and O ions. The temperatures shown in the
figure are the perpendicular ion temperatures, the par-
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allel components are close to the electron temperature
(Cranmer et al. 1999, 2008).

A summary of observed coronal electron densities
is shown in Fig. 9.9. These observations are derived
from white light intensity measurements and in a few
cases from spectral line ratios (see references in the fig-
ure for details). Electron densities can be used to place
some rough limits on the solar wind outflow speed. An
example is shown in Fig. 9.10, together with a sum-
mary of other observations that place limits on the flow
speed, mostly derived from UVCS and one example of
Interplanetary Scintillation Observations is also shown
(see references in the figure for details). These obser-
vations indicate a rather rapid acceleration close to the
sun. This rapid acceleration indicates the presence of
an efficient heating mechanism in the near sun region.

In the original calculations by Parker (see Fig. 9.5)
this rapid acceleration is also present and is a result of
the assumed constant temperature in this model.

Note, however, that the low observed electron tem-
peratures in Fig. 9.8 in Parker’s isothermal wind model
do not lead to rapid acceleration and can only produce

Fig. 9.9 Electron densities derived from coronal white light and
line intensity ratios (see references for details)
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Fig. 9.10 Solar outflow
speeds from polar coronal
holes inferred from
SOHO/UVCS Doppler
dimming observations (solid
and dashed curves) and from
density measurements (grey
area) (Cranmer et al. 1999)

a low-speed wind (see Fig. 9.5). Hence an important
mechanism in the original solar wind model, namely
that the acceleration was driven by electron heating
and electron heat conduction (maintaining the constant
temperature), does not seem to be operating in the
high-speed wind originating in polar coronal holes. On
the contrary, the observed low Te and rapid accelera-
tion indicates that electrons play a nearly “passive” role
(maintaining charge neutrality) in the high-speed wind,
which must then be driven by proton heating instead.
A low electron temperature means that both the elec-
tric field and the electron heat flux must be quite
small. The high proton temperatures observed in the
corona (Fig. 9.8) supports this new picture of the solar
wind acceleration. However, as we discuss in Sec-
tion 9.4, even a proton temperature of 2 − 3 × 106 K
at 2 − 3 R� is too low to drive a high-speed wind. This
implies that a substantial fraction of the energy needed
to drive the high-speed wind has to be supplied well

beyond the corona, possibly in the form of pushing by
Alfvén waves beyond the critical point.

The very high heavy ion temperatures in the corona
also indicates that protons and ions, rather than elec-
trons, are heated in the corona. However, as discussed
in Section 9.4, high ion temperatures are expected even
without preferential heating of ions, so this in itself is
by no means a proof of strong ion heating. The tem-
perature anisotropies, on the other hand, do provide
evidence that wave-particle interactions are affecting
the ion velocity distributions in the corona, and these
processes may of course also heat the ions.

The most important implications that one can derive
from these observations can be summarized as follows:

• Rapid acceleration requires heating close to the Sun
(within a few R�).

• Hence coronal and solar wind heating are
inseparable.
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• Tp > Te in the corona suggests that most of the
heating goes into protons.

• Te ≤ 1 × 106 K in coronal holes (Wilhelm
et al. 1998) means

– the electric field is weak and electron heat con-
duction cannot be large since it is proportional to
T5/2

e

– hence electrons play a small role in the solar wind
acceleration

• T⊥ > T‖ (protons and ions) suggests heating by
cyclotron waves.

• T(O) ∼ 108 K is not by itself a proof that heavy ions
are preferentially heated.

9.4 Energy Budget of the Corona
and Solar Wind

Regardless of which model one chooses to describe
the expansion of the solar wind, fluid or kinetic, 1 or
3 dimensional, time dependent or static, there are cer-
tain aspects, mostly connected to the conservation of
energy, that apply to all of them, in addition to the con-
straints placed by the observations. In the following we
will discuss the implications derived from energy con-
servation in more detail.

As will be demonstrated below, the energy bud-
get of the solar wind cannot be separated from the
energy budget of the upper solar atmosphere, which
here means the upper chromosphere, transition region,
and corona. The upper atmosphere has three possi-
ble energy loss mechanisms: the solar wind energy
loss, heat conduction downwards from the corona to
the transition region and chromosphere, and radia-
tion. Radiative energy loss is proportional to density
squared, and therefore rapidly decreases with increas-
ing altitude. The radiative loss also rapidly decreases
as hydrogen becomes fully ionized in the low transi-
tion region, and it is negligible in coronal holes.

The temperature of the corona is thus set by the
balance between the heating and energy loss through
downward heat conduction and the solar wind energy
loss, the latter only applicable to a magnetically open
corona such as polar coronal holes. The nature of these
two loss mechanisms is discussed below.

9.4.1 The Solar Wind Energy Flux

To keep the arguments simple we assume a spherically
symmetric geometry. In a spherically symmetric out-
flow the energy flux carried by the wind is

FE =4πr2nu

[

1

2
mp(u2 + v2

esc) + 5

2
k(Te + Tp)

]

+ 4πr2(qe + qp) (9.7)

where u is the flow speed, vesc = √
2GNM�/r is the

gravitational escape speed (the vesc term accounts for
the gravitational potential energy flux), and qe and qp

are the electron and proton heat flux densities, respec-
tively. In a steady state flow with no heating between
the Sun and Earth, FE is constant. Making use of the
observed fact that the wind is supersonic at Earth, and
that both enthalpy flux (proportional to Te and Tp) and
heat fluxes are negligible at Earth compared to the
kinetic and potential energy fluxes, the required energy
flux density in the corona becomes

FE

4πR2�
≈
(

1 AU

R�

)2

nEuE
1

2
mp(u2

E + v2
esc)

≈ 50 to 80 W/m2, (9.8)

where nE and uE are the observed density and flow
speed at 1 AU. In a funnel geometry where the solar
wind emerges from only a fraction 1/fmax of the Sun’s
surface area, the required energy flux density which
has to be supplied at the base of the funnel would
be a factor fmax larger than this estimate. Hence with
Dowdy’s (Dowdy et al. 1986) estimate for fmax the
required energy flux density scaled to the funnel base
would be of order 104 W/m2. (The corresponding
Poynting flux from visible radiation is ∼ 60 MW/m2,
showing that the solar wind is of no importance for the
overall energy budget of the Sun.) This estimate tells us
how much energy is needed to drive the observed solar
wind. It does not necessarily imply that depositing
∼ 100 W/m2 in a spherically expanding corona/wind
will lead to a wind with the correct energy flux density,
as most of the energy could possibly be lost as down-
ward heat conduction.

From (9.7) we can demonstrate that a hot corona is
required in order to have a solar wind. With no energy
supply to the corona/wind beyond a radial distance r0,
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energy flux conservation between Sun and Earth can
be written:

4πr2
0n0u0

[

1

2
mpu2

0 + 5kT0 + q0

n0u0

]

= (9.9)

4π (1 AU)2nEuE

[

1

2
mp(u2

E + v2
esc) + 5kTE + qE

nEuE

]

,

(9.10)

where subscript “0” denotes values at r0 and sub-
script “E” values at Earth orbit. Making use of parti-
cle flux conservation, r2

0n0u0 = (1 AU)2nEuE, assum-
ing a purely adiabatic expansion, q0 = 0, and omitting
the terms proportional to u0, TE and qE (which, from
observations, are negligible terms) we get

T0 = mp

10k

(

u2
E + v2

esc

)

= 4.6 × 106 K

[

R�
r0

+
( uE

620 km/s

)2
]

. (9.11)

Choosing, e.g., r0 = 2 R�, implying that all the energy
needed to drive the wind has been supplied by this
distance, we find T0(uE = 0) ≈ 2 × 106 K. In other
words, even if we attempted to generate a very low-
speed wind, we still would need a million-degree
corona. And if we want to drive a high-speed wind we
find T0(uE = 700 km/s) ≈ 107 K. Even if we heated
the corona out to r0 = 4 R�, we still require a coronal
proton temperature of order 7 × 106 K in order to drive
a high-speed wind.

Note also from (9.11) that unless r0 � R� (which
would imply extended heating far from the Sun), the
solar wind basically “shuts off” completely at a coro-
nal temperature of order 106 K as there is then not
sufficient thermal energy in the corona to drive even
a wind with zero terminal flow speed.

The above estimate is of course crude, in the sense
that we have assumed adiabatic expansion beyond the
distance r0. However, even with a lot more “sophisti-
cated” models that attempt to provide a better descrip-
tion of heat conduction (e.g., Lie-Svendsen et al. 2001)
we find that the estimate above is basically correct:
Protons are not good conductors of heat, both because
they are much heavier than electrons, and because
they quickly become collisionless as they are heated.
And the observations of low coronal electron temper-
atures (Fig. 9.8) imply that the electron heat conduc-

tion must also be small. Without explicit energy addi-
tion throughout the solar wind acceleration region, a
very high coronal proton temperature is necessary for
a high-speed wind.

Even the original isothermal Parker model of the
solar wind, which has implicitly very efficient heat
conduction, shows basically the same behaviour as the
adiabatic prediction (9.11). With heat conduction, the
solar wind does no longer suddenly switch off if the
coronal temperature becomes too low. However, as
the temperature of the Parker model is decreased, the
exp ( − Tesc/T) term in (9.6) leads to a solar wind flux
that decreases drastically with decreasing T , as illus-
trated in Fig. 9.6. Hence even this model requires a
million-degree corona to produce a solar wind mass
flux that is not many orders of magnitude smaller than
what is observed.

Comparing the results from (9.11) with the max-
imum proton temperature in Fig. 9.8, 4 × 106 K at
r ≈ 3 R�, shows that the observed temperature is too
low to drive a high-speed wind without substantial
energy addition beyond 3 R�, either in the form of ther-
mal heating or momentum addition beyond the critical
point by Alfvén waves.

The above reasoning may also be applied to minor,
heavy elements. For these, heat conduction is unlikely
to contribute at all (due to their large mass). If we
furthermore neglect energy loss or gain caused by
collisions with protons, and choosing oxygen as the
example (m = 16 mp), the coronal oxygen tempera-
ture needed to bring oxygen ions out of the gravi-
tational potential and accelerate them to the terminal
wind speed is:

Ti ≈ 16mp

5k
v2

esc

[

R�
r0

+
( uE

620 km/s

)2
]

= 1.5 × 108 K

[

R�
r0

+
( uE

620 km/s

)2
]

. (9.12)

Hence of order 108 K is needed merely to bring oxygen
out of the gravitational potential. This is exactly what
can be seen in Fig. 9.8, which shows an ion temper-
ature of that order. For this reason the observed minor
ion temperatures are not proof of “preferential heating”
of minor elements in the corona. The heating of oxy-
gen ions in the corona is sufficient to bring these ions
out of the corona and no extended heating is needed.
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Finally we note from (9.11) that if the solar wind
were the only energy loss available to the corona, the
coronal temperature must be of order a million degree
or more, irrespective of the amount of coronal heating,
since it cannot lose energy otherwise.

9.4.2 Downward Heat Conduction

The downward conduction of heat from the corona to
the transition region has two effects on the corona and
solar wind: It represents a possibly important energy
loss for the corona, energy that would otherwise be
available to drive the solar wind. For a magnetically
closed corona it is the only energy loss mechanism.
Secondly, the downward heat conduction basically sets
the pressure of the corona, and hence strongly influ-
ences how the solar wind energy is divided between
potential energy (or mass flux) and kinetic energy (flow
speed).

In a collision-dominated, fully ionized gas the
elctron heat flux density is given as

qe = − κe

lnΛ
T5/2∇T (9.13)

where lnΛ is the Coulomb logarithm accounting for
Debye screening of the electric field and κe ≈ 2 ×
10−10 W m−1 K−7/2 (Braginskii 1965). The T5/2-
dependence is a consequence of the energy dependence
of the Coulomb cross section and implies that heat con-
duction in a fully ionized plasma is very sensitive to
temperature.

Let us first assume that there is no outflow of the
plasma, and that the coronal magnetic field expands
radially. Since there is (essentially) no radiation loss in
the corona, the total heat flux (integrated over the cross
section of a magnetic flux tube) has to remain constant
with altitude, r2qe = constant. Integrating this latter
equation from the coronal temperature maximum at
r = r1 and downwards, the maximum temperature can
be written

max (T) ≈
[

7

2

|q0|R�
κe

(

1 − R�
r1

)]2/7

, (9.14)

where q0 is the heat flux density at r = R�. Choosing,
e.g., r1 = 2 R� (the 2/7 power makes results insensi-
tive to the choice for r1) we find for different choices
for q0:

q0 = 0.1 W/m2 → T1 = 2.8 × 105 K

q0 = 10 W/m2 → T1 = 1.1 × 106 K

q0 = 100 W/m2 → T1 = 2.0 × 106 K

q0 = 50 MW/m2(!) → T1 = 8.7 × 107 K.

This shows that, for a very wide range of heat fluxes,
we obtain a coronal temperature of order a million
degrees. In other words, if heat conduction were the
only energy loss of the corona, the coronal tempera-
ture would be of order 106 K almost irrespective of
the amount of coronal heating. Hence heat conduction
works largely like a thermostat for the corona.

The second effect of heat conduction, setting the
coronal pressure, can also be demonstrated straight-
forwardly in the case of no outflow. In the transi-
tion region we neglect the magnetic flux tube expan-
sion. The downward heat flux will eventually be lost
as radiation in the transition region, and the balance
between radiative loss and the heat flux divergence can
be written

P2 L(T(r))

4kT(r)2
= −dqe

dr
, (9.15)

where P = 2nekT is the (nearly constant) pressure of
the transition region, and L(T) is the radiative loss
function. Using (9.13) this can be recast as

d(q2
e)

dT
= κeP2

2k2

√
TL(T), (9.16)

and integrated to yield (Landini 1975)

P ≈
√

2

κeK(T2)
k|q2|, (9.17)

where

K(T2) =
∫ T2 √

TL(T)dT (9.18)

and T2 and q2 are the temperature and heat flux den-
sity at the top of the transition region (i.e., in the
corona). The loss function L(T) becomes small at coro-
nal temperatures so that K(T) is nearly a constant for
T ∼ 106 K. Hence we have shown that the transition
region pressure is directly proportional to the down-
ward heat flux from the corona. Since the transition
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region is very thin, this is also the pressure of the low
corona, and we have thus shown that the coronal den-
sity increases as the downward heat flux increases.

Hence the density of the corona is not a “free”
parameter that may be set at will in a model. Rather,
it is determined by the energy balance of the corona,
or more precisely by the radiative loss in the transition
region caused by the downward heat conduction.

In the case of a solar wind, the upflow through the
transition region may modify the energy balance some-
what, as some of the heat conducted downwards is used
to heat the upstreaming gas. Hence the pressure can
be somewhat lower than predicted by (9.17) since less
energy is converted into radiative loss.

9.4.3 The Coronal Energy Balance

Since both the solar wind energy loss and the heat
conduction energy loss require coronal temperatures
of order 106 K or more before they become large, the
existence of a million degree corona is nearly unavoid-
able for our Sun, no matter how much the corona is
heated. (Other stars, with a more extended atmosphere
and hence a much lower gravitational escape speed,
may not have coronae.) The coronal temperature is
thus rather insensitive to the amount of heating, while
the density is expected to be much more sensitive.

The energy balance considerations show that nei-
ther the coronal density nor the temperature are inde-
pendent parameters that may be set at will, as they
were, e.g., in the original Parker solar wind model.
Both parameters result from the balance between heat-
ing and energy loss of the corona.

Since downward and outward energy loss both
become important at approximately the same temper-
ature, it is not obvious from the preceding arguments
which process will dominate. To answer this one has
to resort to numerical radiative energy balance mod-
els that span from the upper chromosphere and into
the supersonic solar wind, and that can account for the
balance between downward heat conduction and radia-
tion. Such model have, despite their complexity, essen-
tially only two input parameters that can and must be
specified: The form, location, and amount of (coronal)
heating, and the flow geometry (Withbroe 1988).

The modelling that has been carried out to date,
assuming a Munro-Jackson type geometry (Munro

and Jackson 1977), shows unequivocally that in a
magnetically open corona the solar wind energy loss
dominates, and that typically 80–90% of the energy
deposited in the corona will end up in the solar wind
(Hansteen and Leer 1995).

Perhaps the most important conclusion to be drawn
from this result is that the solar wind is not an
“appendix” to the corona, and that the corona and
solar wind should be seen as one coupled system.
It also implies that the solar wind energy flux mea-
sured at Earth orbit is a measure of the amount
of energy deposited in the corona, in other words
that the polar coronal holes are heated by an energy
flux, averaged over the coronal hole area, of approxi-
mately 500 W/m2, making use of (9.8) and assuming
a flux tube expansion factor of 5–7 (Munro and Jack-
son 1977).

When discussing the Parker model, we noted that
(9.6) leads to a mass flux problem: Small variations in
the coronal temperature should lead to large variations
in the solar wind mass flux, so why is then the observed
fast solar wind mass flux so constant (see Fig. 9.7)?
This is not only a problem with isothermal solar wind
models, but with all models that fix the coronal den-
sity and temperature. With the new picture of the solar
wind dominating the coronal energy loss we have at
least a partial answer: The mass flux is limited by the
amount of energy available in the corona, and the con-
stant mass flux merely reflects that the coronal heating
rate does not vary much in time (although rapid, hour-
scale or shorter, fluctuations cannot be ruled out).

Finally, we note that if only of order 10% of the
energy is conducted downwards in an open corona, the
downward heat flux would be expected to be 10 times
larger in a closed coronal loop where all the deposited
energy must be conducted down, provided the heating
rate is the same. From (9.17) we would then expect
much higher coronal densities in loops than in coronal
holes.

9.5 Applying Funnel Geometry to
Radiative Energy Balance Models

In the above section it was stated that the radiative
energy balance models have only two input parame-
ters, the geometry and heating. We summarize in the
following the results of several model studies where
the funnel type geometry presented by Dowdy is used.
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The heating parameters in the model are adjusted such
that the model results are close to observed solar
corona and wind parameters, such as presented in Sec-
tion 9.3.

Using improved fluid transport equations (Killie
et al. 2004, Janse et al. 2005) the effect of a funnel
shape geometry on the solar wind properties was inves-
tigated by Esser et al. (2005). The heating parameters
in the model were adjusted to produce the observed
electron and proton temperatures described in Fig. 9.8.
The observations indicate that electrons play a minor
role and proton temperatures have to be of order 107 K
to drive a solar wind (see above). On the other hand
observations also indicate that the proton temperature
is of order 3 × 106 K such that a significant fraction
of the energy flux (about 1/2) has to be supplied in
the supersonic solar wind. In the model by Esser et al.
this energy was supplied by Alfvén waves. The applied
geometry is shown in Fig. 9.11 (bottom panel) together
with a Munro and Jackson (1977) (M&J) geometry
with maximum expansion factor of 5. In the M&J
geometry most of the heat conducted downward from
the corona (about 60 W) is radiated away and only a
negligible fraction of the energy is used to heat the
upstreaming plasma. In the funnel geometry most of
the heat conducted downward from the corona (about
2,000 W) goes into heating the upstreaming plasma
and a small fraction goes into radiation. The model
results for the outflow speeds, electron densities and
temperatures are shown in the upper three panels of the
figure. Very close to the sun the funnel shape geome-
try seems to reproduce the observations slightly bet-
ter. However, taken into account the uncertainties in
the model calculations and observations this difference
is not significant. The main result is that it was estab-
lished, for the first time, that the extreme funnel shape
geometry suggested by the studies of the lower solar
atmosphere, can lead to a realistic solar wind. Suffi-
cient heat can be conducted into the transition region to
supply the enthalpy flux necessary for reproducing the
observed mass flux while maintaining a pressure small
enough to agree with observed coronal pressures.

The main difference between the two geometries
lies in the Lyα intensities predicted by the models. For
the M&J geometry, the predicted Lyα intensity is only
about 1/10 of the observed intensity, unless the pres-
sure in the transition region is significantly increased in
the model. However, since the solar wind mass flux is
proportional to the density at the critical point, increas-

ing the pressure sufficiently will lead to a mass flux
far higher than observed. In the funnel geometry, on
the other hand, the flow in the transition region is fast
enough to bring hydrogen far out of ionisation equi-
librium such that the Lyα radiation is mostly produced
at a temperature of 5 × 104 K where it is about a fac-
tor of 10 more efficient. The radiation losses integrated
along a vertical cylinder (accumulative radiation loss)
are shown for the two geometries in Fig. 9.12.

The funnel geometry thus seems to solve a long-
standing discrepancy between models of the lower
solar atmosphere (e.g., Vernazza et al. 1981) and solar
wind models. Models of the lower solar atmosphere
produce the right amount of Lyα but have a pressure
far higher than what is acceptable for solar wind mod-
els due to the relation between pressure and mass flux.
Solar wind models with a M&J type geometry, on the
other hand, produce the right mass flux but have a pres-
sure far lower than what is necessary to produce the
right amount of Lyα radiation. The above described
calculations indicate that the solution lies in the high
transition region outflow speeds that bring hydrogen
sufficiently out of ionisation equilibrium.

Other interesting features of the funnel type solar
wind were discovered by Janse et al. (2007) who added
helium to the model described above. Firstly, helium is
readily pulled out of the chromosphere in this geom-
etry instead of settling in the chromosphere which
it does in models with much smaller expansion fac-
tors. The frictional force on the neutral helium that
is exerted by the neutral hydrogen is large enough
in the funnel to increase the helium scale height to
that of hydrogen. Secondly, in the presence of both
helium and the funnel geometry the solar wind has two
solutions for a rather large range of heating param-
eters. This was the first time that it was discovered
that heating parameters and geometry alone did not
uniquely determine the solar wind solution. For the
same heating parameters one can get a slow and a
fast wind depending on the starting solutions of the
time dependent model. An example of the electron
density for the slow and fast solar wind solution is
shown in Fig. 9.13. Heating parameters and geome-
try are exactly the same for the two cases. The two
solutions differ in the energy budget in the transition
region. In the slow solar wind the energy conducted
downward is relatively high (about 110 W) which is
enough to sustain a large enthalpy flux and thus a high
solar wind mass flux. Only about 36 W is needed to
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Fig. 9.11 The funnel model
solution by Esser et al. (2005).
Red curves represents the
Munro and Jackson (1977)
flow geometry while black
curves represent the funnel
geometry. The bottom panel
shows the assumed flux tube
area divided by r2. Symbols
denote observations

maintain the large enthalpy flux. In the fast solution
only about 16 W are conducted downward and only
12 W are used to heat the upcoming plasma, the rest is
needed to balance the radiation loss (2 W) and gravita-
tional potential energy (4 W). The radiation loss in the
slow wind solution is 64 W (due to the higher density).
These two solutions are rather stable; in order for the
wind to switch from one solution to the other, a large
disturbance of either the electron or the helium heating
has to occur (see Janse et al. 2007 for details).

Studies of heavy ions in the funnel geometry by
Byhring et al. (2008) showed that observed blue shifts

of transition region spectral lines (7–10 km/s for C V
and O VI and 15–20 km/s for Ne VIII) place a con-
straint on the expansion of the flux tube in and above
the transition region. The upper limit was found to be
about a factor of 4 times the M&J expansion factor.
However, additional expansion may take place in the
chromosphere. Whether this expansion factor, which
is much smaller than the factor suggested by Dowdy
et al. (1986), is enough to account for the Lyα line
intensities, pull helium out of the chromosphere, and
allow for two solution for the same input parameters
has not yet been investigated.
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Fig. 9.12 Radiative loss integrated along a vertical cylinder and
enthalpy flux density for the funnel (black curves) and a coronal
hole geometry, for the model by Esser et al. (2005)

A completely different scenario for the origin of the
solar wind was suggested by He et al. (2008). Their
ideas are based on observational and model studies by
Tu et al. (2005) and are similar to the ideas devel-
oped by Fisk and co-workers (e.g. Fisk 2003). A sketch
of the model geometry is shown in Fig. 9.14. Closed
loops surrounding a coronal funnel are pushed around
by supergranulation convection. On contact between a
loop and the funnel, reconnection occurs and the loop
injects its mass and energy into the previously empty
funnel. This injection is supposed to happen at 5 Mm
and as indicated in the figure, the vertical flow speed
is supposed to be 0 at this height. One-fluid equations
of mass, momentum and energy flow are then used to
model the upflowing plasma in region 2 and down-
flowing plasma in region 1. Assuming that heavy ions
flow with the same speed as the protons, the Doppler
shifts of selected spectral lines (from Si II, C IV and
Ne VIII) are calculated from the model. It is shown
that the calculated blue- and redshifts are in agreement
with observations.

The mass and energy supplied to the solar wind thus
originates in the coronal loops which reconnect with
the empty funnel. At the time when the reconnection
happens the solar wind flow tube thus consists of part
of the loop and the upper part of the funnel, in other
words a bent tube with constant cross section in the
lower part and a cross section expanding with height in
the upper part. At this point in time all the arguments
put forward in Section 9.4 still apply, in particular the
energy balance between the chromosphere, transition
region (now in the loop) and corona. The funnel neck
has now only to do with the downflow of the plasma.

This model approach is very interesting and the
results reproduce most of the observed coronal and
solar wind properties. However, several crucial ques-
tions have not yet been addressed. For example, what
prevents the plasma in the transition region from
streaming up into the funnel where the magnetic field
is open at all times? Future models should also include
the model of the loop and the expansion of the heavy
ions which are used to calculate the spectral lines. In
the present model it is inherently assumed that the loop
contains the right amount of heavy ions. However, for
the ions gravitational settling is a serious problem in
loops. In addition it is not clear whether the ions would
flow with the proton speed. Another question namely
whether this time dependent mass and energy injection
would lead to a steady solar wind should be relatively
easy to investigate with this model. More difficult is
supposedly to find a mechanism that determines how
much of the mass flows up into the funnel to form the
solar wind and how much flows down the neck of the
funnel.

9.6 Summary

In the above presentation we have given a short review
of how the idea of funnel type geometry developed in
studies of the lower solar atmosphere. We have then
given an overview of the type of observations that place
constraints on solar wind expansion and have repeated
some of the theoretical arguments that establish the
connection between heating and energy loss from the
corona. The main result from these arguments is that
density and temperature in the corona are set by the
radiative loss in the transition region caused by the
downward heat conduction, increased downward heat
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Fig. 9.13 Electron densities
in a funnel model with helium
included (Janse et al. 2007)

Fig. 9.14 Flow geometry
suggested by He et al. (2008)
based on Tu et al. (2005) (see
also Fisk 2003). The funnel
grey area is originally empty
and is supplied with mass and
energy during reconnection
events with the surrounding
loops. 1/2 of the loop mass
flows down towards the
transition region and 1/2 flows
up to form the solar wind

flux increases the coronal density. The transition region
pressure is proportional to the downward heat flux.

Incorporating funnel type geometries into solar
wind expansion models that include the energy balance
with the transition region and chromosphere shows that

also in this type of geometry enough heat can be con-
ducted down the transition region to produce a solar
wind with reasonable mass flux and that the fast flow
of hydrogen in this geometry leads to a predicted Lyα
intensity in agreement with observations. Including



9 Funnels and the Origin of the Solar Wind 99

helium in the funnel solar wind model reveals that two
solar wind solutions can exist, one slow and one fast for
the same heating parameters and geometry. The differ-
ence between them is the energy budget in the transi-
tion region. Removing helium or the funnel expansion
from the model, removes the ambiguity.

Also time dependent reconnection type models are
in agreement with observations, especially they pro-
vide a possible explanation for the red- and blueshifts
of spectral lines that appear to originate in the same
regions (flow tubes) on the sun. In these models small
scale loops and open funnels are assumed to reconnect
often enough to result in a continuous solar wind. At
the time of the reconnection the solar wind geometry
is determined by the open loop and upper part of a fun-
nel. The arguments made in the present chapter about
the importance of the energy balance between corona,
transition region and chromosphere still applies, in the
reconnection type models this connection happens pri-
marily in the footpoints of the loop and should be
included in future model studies of this kind.
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Chapter 10

MHD Simulations of the Global Solar Corona
and the Solar Wind

Roberto Lionello, Jon A. Linker, Zoran Mikić, Pete Riley, and Viacheslav S. Titov

Abstract We describe the latest applications of
our global three-dimensional magnetohydrodynamic
(MHD) model of the solar corona and the solar
wind. The model uses boundary conditions based on
observed photospheric magnetic fields. It has been
used in the simplified, “polytropic” approximation
of the energy equation to study the geometrical and
topological properties of the magnetic field (e.g., the
location and evolution of corona holes, the reproduc-
tion of streamer structure, the location of the helio-
spheric current sheet). However, this approximation
does not reproduce the density and temperature con-
trasts between open and closed-field regions and does
not address data from EUV and X-ray emission. Our
improved MHD model that includes energy transport
(radiative losses, anisotropic thermal conduction, and
coronal heating) in the transition region and solar
corona is capable of reproducing many emission prop-
erties as observed by SoHO and Hinode.

10.1 Introduction

Today there are still many key unsolved questions in
solar physics: How is the corona heated and the solar
wind accelerated? What is the origin of the slow solar
wind? Why do certain regions erupt to produce coro-
nal mass ejections (CMEs)? In the eruptive process,
how are geo-effective (“southward”) magnetic fields
produced?

R. Lionello (�)
Predictive Science, Inc., San Diego, CA 92121-2910, USA
e-mail: lionel@predsci.com

To investigate these questions we must develop an
understanding of the connections between the solar
surface, the corona, and the solar wind. Observations
from present and future missions sampling diverse
regions, both in parameter space and real space, are
crucial to reach this goal. However, coronal and solar
wind models are required to synthesize these measure-
ments into a coherent picture. Among the desired capa-
bilities of coronal models we must include predicting
magnetic structure and topology, predicting the solar
wind structure (e.g. fast wind streams), understanding
the background through which CMEs propagate, pro-
viding magnetic connection of solar energetic particles
(SEPs) to the Sun, and providing the Alfvén speed in
coronal holes and active regions.

MHD models of the global solar corona can be
broadly divided into two categories. The so called
“polytropic” models avoid the complicated physics
of the transition region by setting the ratio of spe-
cific heats γ to a reduced value (a spatially vary-
ing γ is sometimes used; Usmanov 1993, 1995;
Mikić and Linker 1996; Linker et al. 1999; Mikić
et al. 1999; Roussev et al. 2003; Riley et al. 2006;
Cohen et al. 2007). Although polytropic MHD models
can address many aspects of coronal physics, they do
not correctly calculate the plasma density and temper-
ature contrasts between open and closed-field regions,
and between active regions and quiet Sun. Our poly-
tropic model solves the 3D MHD equations on a grid
in spherical coordinates:

∇ × B = 4π

c
J, (10.1)

∇ × E = −1

c

∂B
∂t

, (10.2)
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E + v × B
c

= ηJ, (10.3)

∂ρ

∂t
+ ∇·(ρv) = 0, (10.4)

1

γ − 1

(

∂T

∂t
+ v · ∇T

)

= −T∇ · v + m

kρ
S (10.5)

ρ

(

∂v
∂t

+ v·∇v
)

= 1

c
J × B − ∇(p + pw)

+ ρg + ∇ · (νρ∇v). (10.6)

S and pw are not used in the polytropic approxima-
tion. B is the magnetic field, J is the electric current
density, E is the electric field, ρ, v, p, and T are the
plasma mass density, velocity, pressure, and tempera-
ture, g = −g0R2�r̂/r2 is the gravitational acceleration,
η the resistivity, and ν is the kinematic viscosity. The
ratio of specific heats is set to γ = 1.05.

Past (Skylab, Yohkoh), present (SoHO, STEREO,
Hinode) and future (SDO) missions provide full disk
emission images in EUV and X-rays that can put strong
constraints on global coronal structure. Emission mea-
surements have been used by comparison with 1D loop
models to constrain coronal heating models (Klim-
chuk 2006). Sometimes authors model the corona as
an ensemble of loops and solve 1D fluid and energy
transport equations for geometry of selected field lines
(Lundquist et al. 2004; Warren and Winebarger 2006).
Our thermodynamic MHD model (Lionello et al. 2001)
includes the following term in Eq. 10.5:

S = ( −∇ · q − nenpQ(T) + Hch). (10.7)

S represents the contribution of thermal conduction
along magnetic field lines (∇ · q), radiative losses
(nenpQ(T)), and the specification of a heating func-
tion (Hch). In the thermodynamic model we add the
wave pressure term pw in Eq. (10.6), which represents
the contribution due to Alfvén waves (Jacques 1977)
to the acceleration of the solar wind and is evolved
using the WKB approximation. This model can repro-
duce the emission properties of the corona (Lionello
et al. 2009).

Here we show first an application of our polytropic
model to the study of reconnection in coronal holes

(Section 10.2). Then we show how the thermodynamic
MHD model is applied to study the May 12, 1997 CME
(Section 10.3) and to predict the aspect of the corona
during the July 19, 2009 solar eclipse (Section 10.4).

10.2 Interaction of Small Bipoles
with Coronal Holes

Coronal holes play an important role in determining
the magnetic flux balance in the heliosphere and the
formation of the slow solar wind. Fisk and cowork-
ers (1999), who argue that open magnetic flux is
constant in the heliosphere, envision the transport of
open flux out of coronal holes into the closed-field
region. In their model, this is necessary in the con-
text of flux reversal during the solar cycle and is
accomplished solely through interchange reconnection
(Crooker et al. 2002a) with small loops associated with
parasitic polarities. The slow wind is released during
this continuous reconnection process. This scenario
is supported by older in-situ observations (Crooker
et al. 2002b, 2003), although newer observations are
more ambivalent (Owens and Crooker 2007). How-
ever, the transport of open flux through closed-field
regions is difficult to reconcile with the result of Anti-
ochos, who has claimed that every unipolar region
on the photosphere can contain at most one coronal
hole and that coronal holes of nested polarity regions
must themselves be nested (Antiochos et al. 2007).
We have investigated this problem by modeling the
interaction of the magnetic field of two bipoles with a
coronal hole using our 3D MHD algorithm in spher-
ical coordinates. Two bipoles are introduced into a
realistic background flux distribution obtained from a
smoothed magnetogram for Carrington Rotation 1913
(Whole Sun Month, late August 1996). After calculat-
ing the corresponding potential magnetic field extrap-
olation and prescribing the initial velocity, density, and
temperature in the corona from a Parker’s solar wind
solution, we have advanced the MHD equations until
a steady state with a solar wind and a heliospheric
current sheet has been reached. A surface flow vΦ �
1 km/s has been applied to advect the bipoles at local-
ized latitudes. Figure 10.1 shows how open flux associ-
ated with the positive pole of a bipole eventually closes
down as the bipole is advected into the closed-field
region.
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Fig. 10.1 Closing down of
open flux associated with a
positive polarity in a bipole as
it is advected by surface flow
in the simulation of
Section 10.2. The magnetic
flux map is superimposed to
the coronal hole map (shaded
areas indicate open flux).
Eventually all the flux
associated with the positive
polarity reconnects and closes
down
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Fig. 10.2 Two maps showing the magnetic field topology at
the end of the simulation of Section 10.2. a A coronal hole map
(shaded areas indicate open field) with neutral lines. Within a
single same (positive) polarity region, there seems to be two sep-
arated coronal holes, which have originated from a single coro-

nal hole present at the beginning of the simulation. b An enlarge-
ment showing the squashing factor (Titov 2007) in the area in the
brown box. Neutral lines are in magenta. The two coronal holes
are actually linked through a zero-width separatrix line

Figure 10.2 shows that open flux areas may
apparently be detached from the main coronal hole
during this process. However, an analysis of the
squashing factor (Titov 2007), which measures the
elliptical deformation of the cross section of an

infinitesimal flux tube and whose high values indicate
topological features, reveals the presences of a separa-
trix line. This is virtually a “zero-width coronal hole”,
connecting the detached patch with the main coronal
hole.
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10.3 Thermodynamic MHD Modeling
of the May 12, 1997 CME

Investigating CMEs is important not only because the
physical mechanism that causes their release is still not
understood, but also for their impact on our environ-
ment and life: when an Interplanatery CME reaches
the magnetosphere it can trigger a geomagnetic storm
affecting communication and navigation systems, elec-
tric power grids, and astronauts in orbit. On May 12,
1997 a halo CME erupted from NOAA Active Region
8038, accompanied by a C-class flare. Observed fea-
tures include a double-dimming signature on the solar
surface, a magnetic cloud in space, and a moderate
geomagnetic storm on Earth. On the disk there was
only AR 8038, to which two other limb-event CMEs
were associated. Since the primary focus is on under-
standing how these eruptions are triggered by magnetic
energy release, most CME models use simple energy
equations. However, to develop a realistic model of an
active region in the context of the global corona, energy
transport processes cannot be ignored. In fact, present
and future missions provide a wealth of data in emis-
sion lines. Therefore models that include energy trans-
port can develop emission diagnostics (EUV, X-rays)
that can be directly compared with these observations.

In order to model the May 12, 1997 CME, we have
used our thermodynamic MHD algorithm with coronal
heating model number 3 from Lionello et al. (2009).
We have “tailored” the heating somewhat to roughly

match the emission on May 11, 1997. First, we have
extrapolated a potential magnetic field from a mag-
netic flux distribution obtained from an MDI magne-
togram for May 11, 1997. Resolution was about 3.8′′
in the active region, where the field strength reaches
115 G. Then we have advanced the MHD equations
for approximately 3 days to develop a solar wind solu-
tion. Since there were no vector magnetograms of suf-
ficient quality available, the active region in our calcu-
lation was energized via shearing flows, emerging of
transverse magnetic field into the corona from below
the photosphere, and flux cancellation. In the corona
it is expected that all of these processes will occur
simultaneously, in different proportions during indi-
vidual events. From our results we have prepared syn-
thetic emission images, which are shown in Fig. 10.3
with the corresponding magnetic field configuration.
Although there are still too many free parameters, the
model shows features that compare well with observa-
tions, such as the formation of a prominence, dimming
regions visible in X-rays and in EUV, post-flare loops,
and EIT waves. We hope that more detailed compar-
isons with vector magnetograms and emission images
will help us to narrow the parameters down.

10.4 Prediction of July 22, 2009 Eclipse

Solar eclipses give us special opportunities to test our
predicting capabilities and to refine our MHD model
by comparing the spectacular white-light images that

t=0 t=2.8 hrs t=5.8 hrs t=9.8 hrs

Fig. 10.3 Thermodynamic MHD model of the CME eruption
of May 12, 1997 of Section 10.3. Top: simulated SXT emission;
bottom: magnetic field evolution. t = 0: sheared configuration,

flux cancellation begins; t = 2.8 h: eruption starts; t = 5.8 h:
dimming region; t = 9.8 h: recovery as loops close



10 MHD Simulations of the Global Solar Corona and the Solar Wind 105

(a) (b)

EIT 195 Å

(c)

Fig. 10.4 Simulation of eclipse of July 22, 2009 using the ther-
modynamic MHD model (Section 10.4). a Predicted polarization
brightness. The pB signal is produced by white light scattered off

electrons in the coronal plasma. b Traces of the magnetic field
lines in the solar corona. c Synthetic emission in EIT 195 Å

are captured around the maximum with those pro-
duced out of our calculations. We have used our ther-
modynamic MHD model to predict the aspect of the
corona during the solar eclipse of July 22, 2009, which
was visible in the equatorial regions spanning both
hemispheres. This has been our highest resolution cal-
culation ever, using approximately 21 million cells,
running for 7 days on 4,992 processors on Ranger,
the supercomputer at the Texas Advanced Computing
Center. SoHO MDI data have been used to specify
the magnetic field. As in the previous case, coronal
heating model number 3 from Lionello et al. (2009)
has been specified. In Fig. 10.4 we present our pre-
diction of the corona, showing a synthetic polariza-
tion brightness image, magnetic field line traces, and
synthetic emission in the EIT 195 Å band.1 The Sun
at the time was at solar minimum and had a rather
weak polar magnetic field. We predicted the presence
of several pseudostreamers surrounding the streamer
formed under the current sheet. These appear bright in
the white light image (Fig. 10.4a), since the plasma is
trapped in closed-field regions (Fig. 10.4b). The syn-
thetic EIT emission image (Fig. 10.4c) does not show
any conspicuous active region.

1 More images and animations are available from our web site:
http://www.predsci.com/corona/jul09eclipse/

10.5 Conclusions

Global MHD models of the corona with simple energy
treatments (e.g. polytropic) are mature and can be
used to describe many coronal properties qualitatively,
although they are not accurate quantitatively. In fact,
they cannot predict emission, which is a major compo-
nent of SoHO, TRACE, Hinode, STEREO, and SDO
missions. However, they can be used to study topol-
ogy and reconnection. We have developed a promising
technique for modeling the global corona with realistic
energy transport (thermal conduction, radiation, coro-
nal heating). This kind of technique was previously
confined to computing 1D loops or 2D configurations,
but now we can expect realistic simulations of CMEs
and high-resolution models of the global corona.

References

Antiochos SK, DeVore CR, Karpen JT, Mikić Z (2007) Struc-
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Lionello R, Linker JA, Mikić Z (2009) Multispectral emission
of the Sun during the first Whole Sun Month: magnetohydro-
dynamic simulations. ApJ 690:902–912. doi:10.1088/0004-
637X/690/1/902

Lundquist LL, Fisher GH, McTiernan JM, Régnier S (2004)
In: Walsh RW, Ireland J, Danesy D, Fleck B (eds) Using
synthetic emission images to constrain heating parameters.
ESA SP-575: SOHO 15 coronal heating.ESA, Noordwijk,
pp 306–+
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Chapter 11

Solar Wind Observations from the STEREO Perspective
(2007–2009)

Antoinette B. Galvin

Abstract The STEREO two-spacecraft mission was
launched in October 2006 and has been fully opera-
tional since January 2007. The scientific payload pro-
vides both in-situ and remote observations at 1 AU
with (as of December 2009) up to 130◦ heliocentric
longitudinal separation between the two spacecraft.
The longitudinal and latitudinal vantage points avail-
able amongst the STEREO and L1 remote (SOHO)
and in situ (Wind, ACE, SOHO) assets have provided
unique opportunities for studying spatial and tempo-
ral variations in the solar wind at 1 AU. The lon-
gitudinal separation of the STEREO also provides a
serendipitous proving ground for solar wind propa-
gation and space weather predictive techniques and
models. The extended period of solar quiet during
the mission through 2009 has provided an opportu-
nity for studying in-situ signatures of solar wind slow-
high-slow speed stream interfaces and solar minimum
ICMEs, yielding some new perspectives on their ori-
gins and propagation. In addition, with the incorpo-
ration of remote imaging that now extends from the
solar disk to 1 AU, some solar wind features have been
tracked directly and comprehensively from their solar
source to the local measurements at 1 AU. In this chap-
ter the solar wind observations in the STEREO era are
presented in the context of the above and in relation to
the prevalent solar cycle conditions.

A.B. Galvin (�)
University of New Hampshire, Durham, NH 03824 USA
e-mail: toni.galvin@unh.edu

11.1 Introduction: The STEREO Mission
and Its Place in Space

The Solar Terrestrial Relations Observatory
(STEREO) mission is part of NASA’s Solar Ter-
restrial Probes mission line with the primary science
objectives of: understanding the causes and mech-
anisms of the initiation of coronal mass ejections
(CMEs); characterizing the propagation of CMEs
through the inner heliosphere to 1 AU; discovering the
mechanisms and locations of solar energetic particle
acceleration; and developing a three-dimensional,
time-dependent model of the magnetic topology,
kinetic properties and structure of the ambient solar
wind plasma (Kaiser et al. 2007). The mission con-
sists of two nearly identical spacecraft with similar
payloads that have been placed into heliocentric orbits
near 1 AU. The STEREO A spacecraft drifts ahead
of the Sun-Earth line by approximately 22.5 ◦ per
year, while the STEREO B spacecraft drifts behind
the Sun-Earth line by about −22.5 ◦ per year (see
Fig. 11.1, top). By December 2009, the two spacecraft
had achieved a 130 ◦ separation in longitude from
each other. The spacecraft are three-axis stabilized,
Sun-pointing. The payload on each observatory
consists of four packages: the Sun-Earth Connection
Coronal and Heliospheric Investigation − or SECCHI,
which includes coronagraphs, an extreme ultraviolet
imager, and white-light heliospheric imagers (Howard
et al. 2007); the In situ Measurements of PArticles and
CME Transients − or IMPACT, which includes a mag-
netometer, thermal and suprathermal electron sensors,
and energetic particle sensors (Luhmann et al. 2007);
the PLAsma and SupraThermal Ion Composition
investigation − or PLASTIC, which measures solar

109M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
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wind ions and their composition (Galvin et al. 2007);
and the STEREO/WAVES − or S/WAVES, which
observes traveling radio disturbances (Bougeret
et al. 2007).

The STEREO spacecraft were launched in October
2006 and finished commissioning in January 2007. As
seen in the bottom of Fig. 11.1, the early mission was
under solar minimum conditions. The start of Cycle
24 was delayed longer than originally predicted, and –
although well within historical variability – the mini-

mum was longer than for other cycles in which in-situ
solar wind observations are available. (For a review on
solar cycle variability, the reader is referred to Richards
et al. 2009.)

Solar wind and magnetic field observations have
been taken by in-situ spacecraft in both the eclip-
tic and at high heliospheric latitudes during the
approach to this “peculiar” solar minimum. Smith
and Balogh (2008) reported a marked decrease in
the open magnetic flux (R 2 Br) measured during the

Fig. 11.1 Top: Orbits of the
two STEREO spacecraft
relative to the Sun-Earth line.
Each spacecraft drifts about
22 ◦ from the Sun-Earth line
per year. STEREO A is
slightly closer to the Sun, at
about 0.95 AU, while
STEREO B is slightly further
from the Sun, at about 1.08
AU. Bottom: Monthly sunspot
numbers (courtesy NOAA
National Geophysical Data
Center). Solar Cycle 23 began
in May 1996. The STEREO
spacecraft was launched in
October 2006, during the
approach to solar minimum.
The current prediction for the
start of Cycle 24 is December
2008 (http://www.swpc.noaa.
gov/SolarCycle/SC24/index.html)
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Fig. 11.2 From the heliospheric index, the quasi-invariant, it
can be inferred that the recent solar minimum was weaker than
the previous two minima. In this figure (adapted from Leitner
et al. 2009), the QI distribution derived for STEREO A, B and
Wind in 2007 are compared to that of Wind in 1995 and Helios in
1976. The STEREO B distribution is shaded blue and the Helios
shaded yellow, to emphasize the shift toward lower QI for the
current minimum

recent Ulysses latitudinal scan (time interval 2006.1–
2007.4) compared to the measurements taken during
a comparable period in the previous solar cycle (time
interval 1993.5–1995.0); and McComas et al. (2008)
reported the solar wind emanating from the polar coro-
nal holes in this latest (third) Ulysses orbit was slightly
slower, less dense, cooler, and contained less mass and
momentum flux than seen in the previous solar mini-
mum (first Ulysses orbit).

Leitner et al. (2009), utilizing the solar wind quasi-
invariant as an in-situ proxy for solar activity, have
inferred that solar activity was weaker in this solar
minimum than in other recent minima periods (see
Fig. 11.2). The quasi-invariant, or “QI”, is defined
as the ratio of the solar wind magnetic energy den-
sity to the plasma kinetic energy density, that is, the
inverse square of the Alfven Mach number. Their study
interval covered 30 years, using solar wind data from
Helios, Wind, and STEREO A and B.

Using Wind as a baseline (Fig. 11.3), a compari-
son of solar wind speed distributions at the approach
to the last solar minimum (1995–1996) to the recent
solar minimum (2007–2008) indicates more high-
speed structures were present during this latest solar
minimum. The previous (1996) minimum was dom-
inated by recurrent high speed streams emanating
from a single extension of the north polar hole
(Galvin and Kohl 1999), while the recent minimum
was characterized by near-equatorial isolated coronal
holes.

The primary science goals of the STEREO mis-
sion are strongly related to solar activity (generation
and propagation of coronal mass ejections, solar ener-
getic particle acceleration). During the two-year pri-
mary mission phase (January 2007–January 2009) and
first year of extended operations, the Sun was in solar
minimum conditions. In this chapter, emphasis is given
to the STEREO accomplishments in this rather quiet
interim period, prior to the Sun waking up and becom-
ing more active.

Fig. 11.3 Solar wind proton bulk speed distributions taken from the Wind Solar Wind Experiment (SWE) for the last solar minimum
in 1996 (left) and the recent solar minimum in 2008 (right). SWE data courtesy K. W. Ogilvie and A. J. Lazarus
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11.2 Solar and Solar Wind Conditions
Near Solar Minimum: The View
from STEREO

The solar conditions at the beginning of the STEREO
mission included polar and near-equatorial isolated
coronal holes, active regions, and a wavy and highly
tilted neutral line (top synoptic coronal hole map,

Fig. 11.4). One sees an evolution in the neutral line
(and by extension, the equatorial streamer belt) from a
sinusoidal pattern within a 40◦ band at the start of the
mission, toward a flattened configuration. Near-solar
minimum conditions are apparent in December 2008
(middle coronal hole map, Fig. 11.4). More recently
there has begun a return of sun spots and active regions.

Given the low activity levels and sustained solar
minima conditions, the solar wind observed by

Fig. 11.4 Left: Synoptic coronal-hole model maps, courtesy
NSO/GONG during three periods of the mission. Maps are pro-
vided in solar Latitude versus Carrington Longitude. Patches of
green and red color indicate the location of the coronal holes
and their magnetic polarity (green denotes positive polarity, red
negative polarity). The neutral line, which may be identified

with the equatorial streamer belt, is drawn in black. Right: Cor-
responding snapshots of the solar disk in extreme ultraviolet
taken by STEREO. Coronal holes are characterized by less emis-
sion in EUV and therefore appear dark, while active regions
appear bright. Extreme ultraviolet full solar disk images cour-
tesy STEREO SECCHI, R. Howard, PI
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Fig. 11.5 Top: Monthly sunspot area (courtesy NOAA) indicat-
ing decreasing solar activity during the approach to solar mini-
mum. Middle: Solar wind speed profile, as observed by STEREO

A. Bottom: Solar wind proton number flux, scaled by R2. In-situ
data are hourly averages. Superimposed on the in-situ data are
27-day (i.e., a Carrington Rotation) running averages

STEREO and other spacecraft in the 2007–2009 time
interval was predominately characterized by an alter-
nating series of high speed solar wind (from coronal
holes) and slow (interstream) wind, with an occasional
transient event. In Fig. 11.5 is an overview of the solar
wind proton speed profile and number flux plotted as
a time series in Carrington Rotation Number (CRN
2053–2090) as observed by STEREO A from Febru-
ary 2007 to December 2009. The top panel gives the
sunspot area on the solar disk, indicating the decline
in solar activity from the start of the mission (sunspot
data provided by NOAA). In the solar wind, one sees a
general decline in the solar wind speed, and in its sta-
tistical variation, from early 2008 to the end of 2009.
The average Vp for CRN 2054 was 451±114 km/s,

while for CRN 2089 the average was 334 ±59 km/s.
The speed distribution peaked in CRN 2067, with 526
±119 km/s, during a period prevalent with coronal
hole high speed streams.

11.2.1 Solar Wind Flow Types in Solar
Minima Conditions

The primary types of solar wind observed have been
coronal hole solar wind (aka “fast wind”), a few tran-
sient events, and slow solar wind of likely multiple
sources.

In Fig. 11.6 are contour plots of the solar wind
iron average charge state plotted against the proton
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Fig. 11.6 STEREO A PLASTIC solar wind iron average charge
state compared against solar wind speed. Included are all hourly
samples from Carrington Rotation Numbers 2053–2090. Top:
Slow and fast solar wind. Bottom: Transient events

bulk speed, measured by STEREO PLASTIC. The
top panel data set has removed all identified tran-
sient (ICME) periods. The remaining data constitutes
23,460 one-hour samples of coronal hole-associated
and slow solar wind, as well as their stream interfaces.
The majority of these samples are low speed solar wind
(67% of the samples are below 450 km/s). Within this
speed group is included a number of slow-fast stream
interfaces. Only 10% of the non-transient samples have
speeds above 600 km/s. Over all non-transient sam-
ples, the average speed was 420 km/s (±110 km/s)
and the average iron charge state was 9.38 (±0.45).
The range of the average charge state over all (non-
transient) samples was 8–12. This range is fully rep-
resented within the slow solar wind, however for the
highest speeds (above 600 km/s), which are associated
with solar wind emanating from coronal holes, the sta-

tistical variation in the observed charge state is signifi-
cantly narrower (Galvin et al. 2009a, b).

The bottom panel of Fig. 11.6 are the samples taken
during transient events (note the scale for iron charge
state is expanded). These 441 transient hourly samples
include the 22–24 May 2007 interplanetary coronal
mass ejection (ICME) events, which were associated
with the central meridian passage of solar active region
10956. This region produced several small flares and
more than one ICME that were seen in situ by Wind,
ACE and STEREO (for a full description of this event
and its solar origins, see Kilpua et al. 2009a). The May
events exhibit the highest iron charge states in this plot.
Also included in the plot are the small-scale transients
as identified by Kilpua et al. (2009b). The small-scale
transients are magnetic structures embedded within the
slow solar wind that appear to originate from the vicin-
ity of sector boundaries on the Sun. In previous studies,
these small transients were not distinguished from slow
solar wind. The remaining ICMEs were taken from
the Level 3 ICME list compiled by Jian (2009) and
from the ICMEs identified by Kilpua et al. (2009c).
It can be seen here that the majority of the transient
time periods associated with this solar minimum, with
the exception of the May 2007 samples, have mod-
est charge states, not readily distinguishable from the
non-transient solar wind shown in the top panel. This
feature has been discussed by Kilpua et al. (2009b, c)
and Galvin et al. (2009b). The non-exceptional charge
states may be due to the specific solar origins of these
ICMEs. Kilpua et al. (2009c) report that the ICMEs
in the latter part of the mission are linked to high lati-
tude active regions and polar crown filament eruptions,
whereas the May 2007 events were associated with
a flare-producing low-latitude active region (Kilpua
et al. 2009a).

In Fig. 11.7, two different sets of samples repre-
senting the non-transient slow and fast solar wind are
emphasized. In the top panel, non-transient solar wind
from two consecutive Carrington Rotations, 2072–
2073, have been evaluated separately from the full
sampling distribution. This interval had the lowest
solar activity in the past three years, when based upon
the sun spot number, with an average daily sun spot
number of 0.62 (average daily hemisphere area of 0.73
E-5). In contrast, the bottom contour plot contains
samples from the two Carrington Rotations 2055.5–
2057.5. During this second interval, which occurred
early in the mission, the average daily sun spot num-



11 Solar Wind Observations from the STEREO Perspective (2007–2009) 115

Fig. 11.7 STEREO A PLASTIC solar wind iron average charge
state compared against solar wind speed. Subset of the fast and
slow (non-transient) solar wind samples from Fig. 11.6. The two
plots represent non-transient solar wind during intervals of rela-
tively low and high sunspot numbers, respectively. Left: contour

plots in same format as Fig. 11.6. Right: Fe charge state distri-
butions for slow solar wind (proton speeds less than 400 km/s).
Iron events were accumulated over the entire interval. (Data for
Qi bin distributions courtesy M. Popecki.)

ber was 21.5 (hemisphere area of 192.4 E-5). The
higher sunspot interval had transient events (includ-
ing the May 2007 event), and these event periods have
been removed for this sampling. As seen in the proton
velocity profiles in Fig. 11.8, each interval contained
fast and low speed solar wind. In Fig. 11.9, these two
speed profiles are shown ballistically back-mapped to
their estimated solar origins, illustrated by the corre-
sponding SECCHI EUVI synoptic maps. The EUVI
maps for both intervals (CRN 2072–2073 and CRN
2055.5–2057.5) show polar and isolated coronal holes.
The second interval (CRN 2055.5–2057.5) is distin-
guished by the presence of many low latitude active
regions.

The average proton speed for the low sunspot num-
ber contour was 419 ± 104 km/s, with an average iron
charge state of 9.2 ± 0.4 charge units (range 8.4–10.9
units). For the more active period, the average speed

(non-transient) was higher and slightly more variable
at 434 ± 120 km/s, with an average iron charge state
also higher at 9.8 ± 0.4 charge units (range of 8.7–11.0
units). The shift upwards in range of the iron charge
state, while modest, is noticeable in the contour for the
high sunspot number interval compared to the lower
sunspot number interval. This is also illustrated for the
slow solar wind by the charge state distribution for
iron, provided to the right of each contour. The Fe Qi
distribution is derived from the measured iron events
accumulated over the entire sampling interval, limited
to those events where the proton bulk speed was less
than 400 km/s.

Coronal hole-associated solar wind can have a range
of solar wind speeds, as can transients. Distinct from
these is a general category of so-called slow solar
wind. The slow solar wind is likely of multiple ori-
gins. Schwenn (2006) distinguishes two types of slow
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Fig. 11.8 STEREO A PLASTIC time profile of solar wind pro-
ton velocity components and thermal speed for the two contour
plots shown in Fig. 11.7, representing periods with low and rel-

atively high (within STEREO mission timeline standards) sun
spot numbers. Transient events that were deleted from the corre-
sponding slow and fast solar wind contours are marked

solar wind: that originating near the heliospheric cur-
rent sheet (HCS), and that originating from above
active regions. The early period of the STEREO mis-
sion characterized by higher solar activity likely con-
tained both types of slow wind. As seen in the bottom
panels of Fig. 11.9, many of the lower speed solar wind
flows in the CRN 2055.5–2057.5 interval map back to
the same longitudes as low latitude active regions. As
the mission progressed, active regions became sparse
(upper panels in Fig. 11.9) and the slow wind was
likely associated with other sources. However, it must
be emphasized that the sources of the slow solar wind
are still a matter of active inquiry, and it is hoped that
STEREO will contribute to resolving some of these
issues.

11.2.2 Solar Wind Interfaces
and Evolution

Having 1-AU spacecraft at multiple longitudes has
greatly contributed to recent studies of solar wind cor-
relation lengths (Podesta et al. 2008; Opitz et al. 2009)

and the multipoint study of the evolution of the stream
interfaces between slow and fast solar wind.

The transition from slow to fast solar wind, known
as the co-rotation interaction region (CIR) with its
characteristic compression region, is associated with
the acceleration of particles and recurrent geomagnetic
storms and as such is of broad interest. Jian (2009)
and Simunac et al. (2009a) utilized two different tech-
niques for identifying the interface between slow and
fast solar wind at co-rotating interaction regions. By
observing the same stream interface in succession
at multiple spacecraft located at different longitudes
(STEREO B, Wind, ACE, and STEREO A), the evo-
lution of the interface and the shocks created by the
stream interactions can be determined. Jian (2009)
found that the CIR shocks that form by 1 AU are rel-
atively weak and can vary significantly from space-
craft to spacecraft. Simunac et al. (2009a), concentrat-
ing on the predictability of stream co-rotation, found
good agreement (within 5◦) for spacecraft separated by
no more than 20◦ in longitude. Beyond 20◦, equivalent
to about a day and half of solar rotation, the affects of
different spacecraft latitudes and temporal evolution of
the solar source (seen by SECCHI) become evident.
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Fig. 11.9 Mapping solar wind to solar origins. STEREO A
(STA) PLASTIC proton speeds for the periods provided in
Fig. 11.8, back-mapped to their originating Carrington Rotation
Number (CRN), or equivalently, Carrington Longitude. Above

each speed profile is the corresponding solar synoptic maps from
STEREO SECCHI EUVI. Note that time runs right to left in this
format. (SECCHI maps courtesy R. Howard, SECCHI PI.)
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The transition from fast to slow solar wind, associ-
ated with rarefaction regions, has not received as much
attention. This region is important however, because
(as noted by Burton et al. 1999) the solar wind speed
profile is not distorted at this interface as it is by the
acceleration and deceleration processes that occur in
the compression region (an important factor in map-
ping the solar wind boundaries back to solar source
regions). Burton et al. (1999) found the fast-to-slow
stream interface could be identified by an abrupt drop
in specific entropy, with coincident but more gradual
changes in solar wind minor ion composition. Their
Ulysses results were obtained at distances > 4.5 AU.
Using solar wind plasma data from STEREO, Simunac
et al. (2010) have given particular emphasis on possi-
ble correlations between changes in the proton specific
entropy argument and the solar wind in-ecliptic flow
direction for the fast-to-slow transition. The expecta-
tion was to find a discontinuous drop in entropy asso-
ciated with the change in flow angle that was used to
identify the point of transition. In many cases, how-
ever, they found that the change in flow angle took
place while there was a plateau in the proton specific
entropy argument. These results suggest that the sharp
entropy drops observed in the outer heliosphere in the
Ulysses study may sometimes develop outside of 1
AU. In all 20 cases examined by Simunac et al. (2010),
the changes in the flow angle suggested a gradual tran-
sition from fast to slow solar wind near 1 AU.

11.2.3 Space Weather Implications

The age of STEREO is showing a maturity in advanc-
ing remote sensing and the joined analysis between
remote observations and in situ solar wind measure-
ments. Using the stereoscopic capabilities of SEC-
CHI HI, Rouillard et al. (2009) were able to map the
radial and latitudinal evolution of compressed solar
wind inside a CIR. STEREO B was able to track such
an event from the inner heliosphere to STEREO A
at 1 AU. At STEREO A, the in situ instruments took
over – the solar wind structure passage was confirmed
by PLASTIC and IMPACT.

Co-rotating interaction regions (CIRs) are the cause
of recurrent magnetic storms. In fact, although solar
activity had been minimal during the STEREO mission
thus far, certain types of geomagnetic activity were at

high levels in 2008. As noted by Gibson et al. (2009)
the relativistic electrons in the outer radiation belt were
significantly increased (over a factor of 3) in 2008 over
the 1996 solar minimum due to the larger number of
high speed streams (Figs. 11.3 and 11.5) emanating
from long-lived low latitude coronal holes in the recent
minimum. The L5 Lagrange point is a notational loca-
tion for a future solar wind monitor, in particular for
detecting CIRs prior to their encounter with Earth. One
of the serendipitous aspects of the steadily increasing
longitudinal separation of the STEREO spacecraft is
that they provide a platform for testing the usefulness
of having a spacecraft parked at 60◦ off-longitude from
Earth. This was tested by Simunac et al. (2009b), who
obtained predictive results within 10% of the total co-
rotation time between the observatories.

As seen in Fig. 11.5, the typical solar wind pro-
ton speed peaked in CR 2067 (March 2008) and has
since been declining. This decline in solar wind speed
may present new implications for the solar wind effects
on geospace, from those reported already by Gibson
et al. (2009).

In conclusion, although the Sun has been slumber-
ing through most of the STEREO mission thus far, the
STEREO community has been wide awake. The solar
minimum has presented unusual conditions for which
the STEREO and L1 vantage points and STEREO
advanced instrumentation have been able to take full
advantage.
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Chapter 12

Shocks in the Heliosphere

Toshio Terasawa

Abstract Most of astrophysical shocks are
collisionless, where the collective electromagnetic
interaction plays the essential role in the dissipation
process and results in a large deviation of particle
phase-space distribution from the thermal equilib-
rium. An ideal laboratory for collisionless shocks is
the heliosphere, in which shocks are formed ahead
of coronal mass ejections (CME), ahead of plane-
tary/cometary magnetospheres/ionospheres, around
corotating interaction regions (CIR), and ahead of the
heliopause. This review gives three topics about the
nonthermal particle acceleration at these heliospheric
shocks, nonlinear reaction of shock acceleration, the
maximum energy of shock-accelerated particles, and
the problem of shock acceleration of electrons.

12.1 Introduction

Shock waves are ubiquitous in the universe, ranging
from mini-bow shocks ahead of lunar magnetic anoma-
lies (Lin et al. 2007), to largest-scale shocks generated
at the cosmological structure formation (Voit 2005).
In these astrophysical shocks the two-body Coulomb
collisions are relatively unimportant and collective
interactions through long-range electromagnetic forces
become dominant. The physical status of astrophysi-
cal plasmas, therefore, can be far from the thermody-
namic equilibrium, producing ‘nonthermal’ particles,
such as cosmic ray particles. In 1977–1978 several
authors (Axford et al. 1977; Bell 1978; Blandford
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and Ostriker 1978; Krymsky 1977) published almost
simultaneously their ideas on the stochastic shock
acceleration of cosmic rays, now called ‘diffusive
shock acceleration’ (DSA), a physical mechanism
which is reviewed by Drury (1983); Jones and
Ellison (1991); Toptyghin (1980).

It is generally believed that the cosmic ray par-
ticles (Fig. 12.1) up to ∼1015 eV are diffusively
accelerated at supernova shocks within our galaxy
(Schlickeiser 2002). On the other hand, ultra-high-
energy cosmic rays (UHECR), cosmic ray particles
above ∼1019 eV, are certainly of extragalactic ori-
gin (Hillas 1984; Nagano and Watson 2000; Nor-
man et al. 1995). Candidate sites of UHECR accel-
eration are shocks formed in gamma ray bursts
(GRB; Meszaros 2002; Vietri 1995), active galac-
tic nuclei (AGN; Dermer et al. 2009; Rachen and
Biermann 1993), and galaxy clusters (GC; Inoue
et al. 2005). While these shocks in GRB/AGN/GC
largely differ from heliospheric shocks in their rela-
tivistic speed (GRB and AGN), and in their cosmo-
logical time/spatial scale (GC), there are certain com-
monalities in basic physical mechanisms, where our
understanding of heliospheric shocks could lead to new
understanding shock physics in general.

Table 12.1 gives the typical parameters found in
the heliosphere at (1) CME shocks, (2) the earth’s
bow shock, (3) CIR shocks, and (4) the solar wind
termination shock. We look through these shocks in
what follows.

(1) CME shocks: When some amount of magnetic
energy is suddenly released on the solar surface,
coronal mass ejection (CME) occurs. If the CME
speed exceeds the local fast MHD wave speed in
the solar corona, a fast MHD shock is created
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Fig. 12.1 The energy spectrum of cosmic rays for 108–
1021 eV. For 1010–1015 eV the energy spectrum has the energy
dependence E−2.7, while it has the slightly softer dependence

(∼E−3.1) above 1015 eV. The highest energy edge of cosmic rays
is found at ∼1020 eV. Below ∼1010 eV the solar wind modulates
the energy spectrum significantly

Table 12.1 Examples of parameters at heliospheric shocks

Classification Location/distance from the sun Spatial scale Shock velocitya Eb
acc

CME shocks Lower corona 107–1014 cm several tens of km s−1 106–1010 eV
∼ several AU ∼ 4,000km s−1

Earth’s bow shock Ahead of the earth’s magnetoshere 1010 cm Vc
sw 104–105 eV

CIR shocks Several AU 1013–1014 cm ∼ �Vsw 106–107 eV
Termination shock ∼ 100 AU 1015 cm Vc

sw 105eV
(−108 eV?)d

aHere the shock velocities in the upstream plasma rest frames are shown. The minimum shock velocity is deter-
mined by the local fast MHD wave speed, which is ∼ several tens of km s−1.
bTypical energies of protons diffusively accelerated at corresponding shocks.
cThe solar wind velocity Vsw is in the range 200–800 km s−1. Since both the earth’s bow shock and the termina-
tion shock are standing in the solar wind flow, their shock velocities are given by Vsw.
d105eV is the energy of shock-accelerated pickup interstellar protons (Section 12.2.1, Fig.12.6a), while 108

eV is the energy of the anomalous component of cosmic rays. The latter has been believed to originate at the
termination shock. However, recent Voyager observations have cast doubt on this belief (see text).
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Fig. 12.2 An artist’s view of a CME and the related interplanetary shock. (Reproduced from Fig. 6 of Desai and Burgess 2008, by
permission of American Geophysical Union.)

ahead of the CME (Fig. 12.2). It is believed that
solar energetic particles (SEPs) in gradual events
are accelerated by these CME shocks along their
propagation from the solar corona to the earth
orbit and beyond (Lee 2005; Klecker et al. 2006;
Reams 1999). I will discuss the nonlinear aspect
of the acceleration process at CME shocks (Sec-
tion 12.2.1).

The fastest CME shock velocity tabulated in
Table 12.1 (∼ 4,000 km s−1) is from the the his-
torical August 1972 event (Smart and Shea 1985).
The energy Eacc of the SEPs in Table 12.1 ranges
widely from 106 eV to 1010 eV: For usual CME
shocks Eacc is 106−8 eV, but at strongest CME
shocks occurring a few times in one solar cycle
Eacc reaches to ∼ 109−10 eV or higher (Sec-
tion 12.2.2).

(2) The earth’s bow shock: Ahead of the objects
standing in the supersonic solar wind, such as
planetary/cometary magnetospheres/ionospheres,
bow shocks (BSs) are formed (Treumann and
Jaroschek 2008). In the earth’s bow shock the
stochastic acceleration of energetic ions (so-called
diffuse ions. See Eastwood et al. 2005; Paschmann
et al. 1981; Trattner et al. 1994) occurs in the
noon-dawn foreshock region, while the shock-
drift acceleration (e.g., Webb et al. 1983) of elec-
trons occurs on the dusk side of the BS where
the interplanetary magnetic field is in a quasi-
perpendicular shock geometry.

Recent progress in the study of the
earth’s bow shock has been the realization of
three-dimensional multipoint observations by the
fleet of the Cluster spacecraft (e.g., Kis et al. 2004,
2007; Kronberg et al. 2009; Lucek et al. 2008).
Through these observations one can differenti-
ate spatial and temporal variations of physical
quantities without assumptions. Such separations
are essential in deriving the spatial diffusion
coefficients K for diffuse ions (Fig. 12.3), where

Fig. 12.3 Energy dependence of spatial diffusion coefficients,
K, for the proton and helium components of diffuse ions derived
from the Cluster spacecraft observation. For the horizontal axis,
the energy-per-charge unit is used. (Reproduced from Fig. 5 of
Kronberg et al. 2009, by permission of American Geophysical
Union.)
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a systematic energy dependence of K is seen.
However, further studies are needed to understand
the discrepancy between the observed energy
dependence of K and the theoretical expecta-
tion based on the quasi-linear treatment of the
foreshock turbulence (Kronberg et al. 2009).

(3) CIR shocks: A corotating interaction region (CIR)
is formed by the solar rotation if the spatial inho-
mogeneity on the source surface on the sun causes
a significant radial variation of the solar wind
speed, ΔVsw, which ranges from several tens of
km s−1 to ∼500 km s−1. At the interface between
the slow and fast solar wind streams, the plasma
and magnetic field are compressed, which eventu-
ally evolve to a forward-reverse shock pair, known
as a CIR shock pair. It has been known that
nucleons are accelerated up to several MeV/n at
such CIR shocks (Barnes and Simpson 1976). As
predicted, there is a strong association between
long-lived coronal holes and CIR particle events
(Fig. 12.4). However, even if the source coronal
hole remains stable, transient variations in a CIR
can be generated by the interaction with CMEs
propagating through the interplanetary medium
(Gómez-Herrero et al. 2009).

(4) The solar wind termination shock: Recently Voy-
ager 1 and 2 spacecraft successively crossed the
solar wind termination shock (TS) and provided
detailed information on the nature of TS (Florinski
et al. 2009a). It was a big surprise that the anoma-
lous component of cosmic rays (ACR), which
had long been attributed to the acceleration pro-
cess at TS, does not stop increasing at TS but
shows a continuous increase in the heliosheath

region. The interpretation of this behavior of ACR
is still an open question. Alternative acceleration
processes for ACR being proposed are stochas-
tic acceleration in the heliosheath turbulence (Fisk
and Gloeckler 2009) and acceleration accompa-
nying with magnetic reconnection process (Drake
et al. 2010; Lazarian and Opher 2009).

12.2 Selected Topics

While the basic concept of shock acceleration process
has been established, there are wide research areas in
related phenomena which need further investigation. In
this section I will review some of the selected topics.
Further reviews about heliospheric shocks in general
can be found in semi-classical monographs (Stone and
Tsurutani 1985; Tsurutani and Stone 1985) and in a
recent article (Schwartz 2006).

12.2.1 Nonlinear Reaction of Shock
Acceleration

Acceleration at astrophysical shocks (those in super-
nova remnants, gamma ray bursts, etc.) is expected
to be so efficient that the energy densities of accel-
erated particles can become comparable (or even
exceed?) the thermal/magnetic energy densities of the
background plasma. In such circumstance, the back-
reaction of accelerated particles modifies the shock
structure itself. This modification has been discussed
in terms of “cosmic-ray-modified” or “cosmic-ray-

Stereo – A

Stereo – B

ACE

(a) original data corotation–lag corrected(c)(b)

Fig. 12.4 a Geometry of three-spacecraft observation. b The
solar wind speed (upper panel) and the energetic ion flux
(lower panel) observed at three positions (STEREO-A:green,
STEREO-B:brown, and ACE:blue). c The same as b but after

the correction of corotation lag. (Reproduced from Figs. 2 and 6
of Gómez-Herrero et al. 2009, by permission of American Geo-
physical Union.)
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(a) (b)

Fig. 12.5 a Structure of usual (non-cosmic-ray-mediated)
shocks, where the upstream plasma velocity (top panel) and
pressure (middle panel), u1 and Pg1, jump to the downstream val-
ues, u2 and Pg2, at the shock front (X = 0). The cosmic ray par-
tial pressure (bottom panel) in the upstream region, on the other

hand, shows an exponential increase toward the shock front with
a spatial scale λ. b Structure of cosmic-ray-mediated shocks,
where plasma velocity and pressure show a gradual change in
the upstream region according to the nonlinear effect of the cos-
mic ray pressure gradient

mediated” shocks (CRMS) (Fig. 12.5, see Drury and
Völd 1981; Malkov et al. 2001).

It is noted that studies of basic physics of CRMS
can be made observationally at some of strong helio-
spheric shocks.1 Fig. 12.6a shows the structure of the
solar wind TS. The gradual decrease of the solar wind
velocity from ∼0.4 AU before the crossing of TS as
well as the gradual increase of shock-accelerated inter-
stellar pickup protons is what is expected at the CRMS.

Figure 12.6b shows the deceleration of solar wind
speed in the BS foreshock region, where a positive
correlation is seen between the amount of decelera-
tion (vertical axis) and the normalized wave ampli-
tude (horizontal axis: the proxy of the partial pressure
of diffuse ions). This correlation substantiates that the
nonlinear effect is important for the formation process
of diffuse ions (Bonifazi et al. 1983; Terasawa 2005;
Zhang et al. 1995).

Interplanetary CME shocks also show the CRMS
property occasionally (Fig. 12.7). The energy densi-
ties of SEPs integrated over 60–230 keV reached 15%
(Fig. 12.7a: 21 February 1994 case) or 6% (Fig. 12.7b:
29 October 2003 case) of the upstream solar wind
kinetic energy density, where the solar wind velocity

1At the heliospheric shocks, the role of “cosmic rays” in CRMS
is played by various components of energetic particles (interstel-
lar pickup protons at TS, diffuse ions at BS, and SEPs at CME
shocks).

changed correspondingly (increased in the observers’
frame, or decreased in the shock rest frame). Nonlin-
earity of acceleration at interplanetary CME shocks
not only appears on the local plasma structure but also
on the property of SEPs. It is known that there are
energy-dependent limits of the intensity of SEPs which
are interpreted to be the result of the nonlinear self-
regulation of the shock acceleration process of SEPs
(Reams and Ng 1998).

12.2.2 The Maximum Energy of
Shock-Accelerated Particles

In most of gradual SEP events the highest energies of
SEP, Emax, are found at several tens-100 MeV. How-
ever, a few times in a solar cycle, Emax reaches or
even exceeds 1–10 GeV, so that the SEP of the high-
est energies can be detected as “ground level enhance-
ments” (GLEs) by ground-based neutron monitor net-
works, which are originally designed to measure the
galactic cosmic ray variation. Figure 12.8 shows a
GLE event on 20 January 2005. At the bottom panel
of Fig. 12.8, relativistic protons showed a rapid rise
(<hour) and prompt decay (∼3–4 h), while the SEPs
of energy <∼300 MeV showed a similar rapid rise
but gradual decay. How to explain the rapid acceler-
ation of GeV protons in such GLE events is a chal-
lenging problem. Based on the anisotropy observa-
tion McCracken et al. (2008) presented a two-pulse
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Fig. 12.6 a Solar wind speed (top), density (middle), and par-
tial pressure of energetic ions (bottom) near the 2007 Voyager
2 TS (termination shock) encounter, where the horizontal axis
shows the distance from the shock front. b Solar wind deceler-
ation in the earth’s BS (bow shock) foreshock region is plotted

against the normalized wave amplitude, which is the proxy of
the partial pressure of the diffuse ions. (Reproduced from Fig. 2
of Florinski et al. 2009b and Fig. 9 of Bonifazi et al. 1983 by
permission of American Geophysical Union.)

acceleration model, where the first pulse was pro-
duced in the low corona near the flare loop where the
initial energy release occurred (likely reconnection-
related acceleration), and the second pulse was related
to acceleration by the CME shock. Understanding the
relative contributions of reconnection-related accel-
eration and shock acceleration to GLE events is an
important unsolved issue. For the contribution of shock
acceleration, there have been several theoretical efforts
(Ng and Reams 2008; Vainio and Laitinen 2007; Zank
et al. 2000). It seems necessary to develop a compre-
hensive acceleration model in which both the initial
reconnection-related injection process and the follow-
up shock acceleration process are coupled.

12.2.3 Shock Acceleration of Electrons?

Electron acceleration at astrophysical shocks is very
efficient. For example, acceleration of TeV electrons
occur within a few years at a supernova remnant
RXJ1713.7-3946 (Uchiyama et al. 2007). On the other

hand, the electron behavior at heliospheric shocks is
not well understood (Treumann and Terasawa 2001).
In a statistical study of 4 years of ACE data of transient
interplanetary shocks (Lario et al. 2003) well-defined
evidence of diffusive shock acceleration was found in
26 events for ions but only in 4 events for electrons. It
is noted that the energy coverage of the statistical study
(Lario et al. 2003) was limited to electrons > 38 keV.
One of the rare clear electron events is shown in Fig.
12.9 (Shimada et al. 1999), where electron acceleration
at an interplanetary CME was seen from the suprather-
mal energy (∼several tens of eV) to ∼40 keV. Further
statistical surveys of electron events with energy cover-
age extending down to suprathermal energy are highly
desirable.

12.3 Concluding Remarks

In this chapter I have briefly reviewed several topics
of heliospheric shocks, which relate to particle accel-
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Fig. 12.7 a 1994 event between 19 and 23 February, dur-
ing which a moderately strong interplanetary CME shock came
on 21 February. From top, MeV proton fluxes obtained by the
GOES particle monitor, energy density of energetic protons in
the range of 60–230 keV, the solar wind velocity VSW, and the
magnitude of the magnetic field |B|. After the shock arrival VSW

and |B| jumped up scaling out of the coverages of these panels.
b 2003 event between 28 October and 1 November, where the
format being the same as (a). (Reproduced from Figs. 1 and 2
of Terasawa et al. 2006 by permission of Committee on Space
Research.)

eration phenomena. The first topic, the nonlinear reac-
tion of shock acceleration, is one of the hottest topics
in the field of astrophysical shocks, such as those in
supernova and gamma ray bursts. Although the typ-
ical Mach numbers of heliospheric shocks are much
smaller than astrophysical shocks, the study of the for-
mer shocks can give physical insight into the elemen-
tary physical processes governing the shock dynam-
ics in the latter shocks. The second topic, the maxi-
mum energy of shock-accelerated particles, is another
important topic in the study of astrophysical shocks. It
is hoped that the study of heliospheric shocks leads to
the understanding of the physical mechanisms which
determine the maximum energies of galactic cosmic
rays, and even those of extragalactic cosmic rays.
Finally, the third topic, the electron acceleration by

shocks, seems somewhat paradoxical: While electron
acceleration at strong astrophysical shocks is obvi-
ously a common phenomenon, it is very rare at helio-
spheric shocks. One likely origin is the difference
in Mach numbers as stated above. Further observa-
tional and theoretical study is needed to understand
the behavior of electrons at these different shock
environments.
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Chapter 13

Observations of the Termination Shock and Heliosheath

John D. Richardson

Abstract Voyagers 1 and 2 have both crossed the
solar wind termination shock and are now in the
heliosheath, the region of shocked solar wind plasma
before the heliopause. This paper reviews observations
of the termination foreshock, the termination shock
(TS), and the heliosheath. The TS foreshock is char-
acterized by anisotropic (streaming along the mag-
netic field) particles with energies of tens of keV to
tens of MeV. The lower energy particles are acceler-
ated at the TS. The particles are observed upstream
of the TS when magnetic field lines connect the TS
to the Voyager spacecraft. The TS is a weak shock,
with a shock strength of about 2. The TS is the first
observed particle mediated shock; the energetic parti-
cles cause the upstream solar wind to slow many days
before the actual TS crossing. Three TS crossings were
observed. Two of the TS crossings look like classic
quasi-perpendicular supercritical shocks, but the third
looked very different, with slowly varying N and V
across the shock and two magnetic field ramps. These
data have been interpreted as evidence that the TS
is reforming upstream. Only about 20% of the flow
energy at the TS was transferred to the thermal protons;
the rest of this energy probably heats the pickup ions.
The heliosheath is a highly variable region. Magnetic
field and plasma parameters fluctuate by factors of up
to five on scales of tens of minutes and the standard
deviations of these parameters are large. The flows are
away from the nose of the heliosphere, as expected, but
the flow speeds differ at V1 and V2 and the speeds at
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both spacecraft differ from model predictions. Before
the Voyager TS encounters, the TS was thought to be
the source of the anomalous cosmic rays (ACRs), but
at the Voyager crossing no evidence of the ACR source
was observed, so these particles must be accelerated
elsewhere on the TS or elsewhere in the heliosphere.

13.1 Introduction

This paper reviews the Voyager observations of the ter-
mination shock (TS) and heliosheath. Although lots
of important theoretical and modeling work have been
done, this paper focuses mainly on observations and
so includes theory and model results only when they
directly explain the observations. Soon after Parker
proposed a supersonic solar wind, he and others real-
ized a termination shock must exist [Parker, 1963].
The distance to the heliospheric boundaries are deter-
mined by pressure balance between the solar wind and
the local interstellar cloud (LIC). Many estimates were
made of the distance the TS boundary, hampered by
the lack of knowledge of the pressure of the interstel-
lar medium.

Models provided a picture of the heliospheric struc-
ture which was lent credence by Hubble Space tele-
scope pictures of other astrospheres. Figure 13.1 shows
a schematic diagram of the heliosphere. The colors in
the top panel show the plasma temperature and the
arrows show the flow streamlines. The LIC flows to
the left at 26.4 km/s relative to the Sun. The solar
wind moves radially outward from the Sun. Since these
plasmas are magnetized, they cannot flow through
each other, and a boundary forms between the solar
wind and the LIC which is called the heliopause. The
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Fig. 13.1 A plot of the
heliosphere from a plasma
(top) and neutral (bottom)
perspective. The figure shows
the equatorial plane. The color
bar on the top panel shows the
plasma temperature. The lines
show the plasma flow. The
main boundaries, the
termination shock, heliopause,
and bow shock are labeled.
The color bar on the bottom
panel shows the H density;
the hydrogen wall in front of
the heliopause is labeled and
the trajectories of the Voyager
spacecraft are shown. Figure
courtesy of H. Müller

heliopause (HP) is probably a rotational discontinu-
ity analogous to a planetary magnetopause. The TS is
where the solar wind becomes subsonic as it senses the
LIC and starts to divert down the heliotail. The region
of shocked solar wind between the TS and HP is the
heliosheath; Voyager 1 (V1) crossed the TS in 2004
and Voyager 2 (V2) crossed it in 2007; both spacecraft
remain in the heliosheath. The LIC may be supersonic
with respect to the Sun; if it were, a bow shock would
form in the LIC ahead of the HP.

The color bar in the bottom panel of Fig. 13.1 shows
the neutral H density. Roughly 2/3 of the LIC is neu-
tral and 1/3 plasma. These LIC neutrals are not bound
by the magnetic field and move into the heliosphere,
where most become ionized, are accelerated to the
solar wind energy, and form a population of hot (1
keV) pickup ions. Before the Voyagers crossed the TS,
the generally accepted paradigm was that the anoma-
lous cosmic rays, singly ionized particles with energies

20–100 MeV, were pickup ions accelerated at the TS
and then transported to the inner heliosphere.

The hydrogen wall labelled in Fig. 13.1 is near
the nose of the heliosphere; the plasma slows down
in this region as it approaches the HP. The ions and
neutrals are coupled via charge exchange, so the neu-
trals slow as well, creating the denser hydrogen wall.
This wall is observed in Lyman-alpha radiation both in
our heliosphere and in other astrospheres [Linsky and
Wood 1996; Wood et al. 1996]. The Voyager spacecraft
were launched in 1977 and by mid-2009 were at 108
(V1) and 90 AU (V2). V1 is at about 35◦N heliolatitude
and V2 at 30◦S. Both have a complement of scientific
instruments to measure the magnetic field, plasmas (on
V2, the V1 plasma detector no longer works), parti-
cles, and waves. This paper will first discuss the TS
precursors, then the TS crossing, the energetic parti-
cles observations near the TS, and finally the data from
the heliosheath.
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13.2 The Termination Shock Foreshock

The HP and TS locations are determined by pres-
sure balance between the solar wind and LIC plasmas.
We measure the solar wind dynamic pressure, which
ranges from 1–4 nP. However, we cannot measure the
LIC densities or magnetic field and so the TS loca-
tion was the subject of much speculation and predic-
tion before V1 crossed it in 2004 at 94 AU. Figure 13.2
shows one of the early precursors to the TS crossing. In
mid-2002, the particle fluxes on V1 increased by a fac-
tor of 20–30 over those observed by V2. Since V1 was

18 AU further out, a TS source was a natural hypoth-
esis. The V1 fluxes remained enhanced for about 6
months, decreased in early 2003, then increased later
in 2003. The particles were observed at energies from
tens of keV to tens of MeV and streamed along the
magnetic field, primarily in the direction outward from
the Sun. This outward streaming led to the suggestion
that the increase in particle flux signaled the TS cross-
ing, with another crossing back into the solar wind in
early 2003 (Krimigis et al. 2003). Counterarguments
to this hypothesis were that the magnetic field strength
did not increase when the particles increased at the first
“crossing”, as expected in the heliosheath, and that the

Fig. 13.2 Overview of the
Cosmic Ray Subsystem
(CRS) data near the V1 and
V2 TS crossings. The top
panel of each plot shows two
ion energy ranges, 0.5–0.7
and 3.3–7.8 MeV. The 3.3–7.8
ions are split into fluxes in the
roughly T and –T directions.
The bottom panels show that
upstream of the TS, the ions at
V1 flow in the T direction and
those at V2 in the –T
direction, in both cases away
from the nose of the
heliosphere. The foreshock
(TSP) regions are labeled for
each spacecraft. In the
heliosheath, downstream of
the TS, the particles are nearly
isotropic. Figure courtesy of
A. Cummings and E. Stone
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field increased when the particle flux decreased at the
second “crossing”, the opposite of what is expected
when going from the heliosheath to the solar wind
(Burlaga et al. 2003). Another counterargument was
that the energy spectra of the ACR particles remained
modulated, whereas it was expected that the spectra
would unfold to a power law at their source (McDonald
et al. 2003).

Soon it was realized that these streaming particles
signaled that V1 was in a foreshock region, analo-
gous to planetary foreshocks, where field lines are con-
nected to the TS (Jokipii et al. 2004). Models predict
that the TS is blunt (see Zank 1999), so that spherical
magnetic field lines intersect the TS first toward the
nose of the heliosphere. Since V1 and V2 are on oppo-
site sides of the nose, V1 observes particles stream-
ing from the TS along the magnetic field lines in the
direction away from the Sun, while V2 on the other
side of the nose observes particles streaming from the
opposite direction, along field lines toward the Sun
(Decker et al. 2006). Figure 13.2 shows particle fluxes
and anisotropies observed by V1 and V2; when V2
entered the foreshock region in 2005 it did see parti-
cles streaming in the opposite direction as predicted
(Decker et al. 2008; Stone et al. 2008).

Additional TS precursors were the electron plasma
oscillations observed by V1 and V2 in the foreshock
(Gurnett and Kurth 2005). These waves are generated
when magnetic field lines are tangent to a shock, in
this case the TS; electrons flowing along field lines
from the TS excite the waves. V1 saw six episodes of
these waves from 91–94 AU. The last episode, the day
before the TS crossing, was coincident with streaming
ions and electrons. Only one wave event was observed
at V2, 30 days before the TS crossing (Gurnett and
Kurth 2008).

13.3 The Termination Shock

V1 crossed the TS in 2004 at 94 AU, revealing for
the first time the size of the heliosphere. At the TS,
the fluxes of particles with energies from tens of keV
to few MeV peaked, indicating that the TS was the
source of these particles. The higher-energy ACR par-
ticles do not peak at the TS; the ACR fluxes at the
shock are less than some fluxes observed in the fore-
shock (Decker et al. 2005). Contrary to expectations,

the ACR spectra did not unroll to a power law, so
the TS is not the ACR source, at least where crossed
by V1 (Stone et al. 2005). The plasma instrument on
V1 is not working, but the Low-Energy Charged Parti-
cle (LECP) instrument team uses the Compton-Getting
effect to derive the radial and tangential solar wind
speeds at V1 (Decker et al. 2005). The radial speed
decreased at the TS and the tangential speed increased
as expected. The particle fluxes are nearly isotropic in
the heliosheath, not streaming along the field lines as
in the foreshock. The magnetic field strength increased
at the TS by roughly a factor of 3 and the standard
deviation of the field also increased, as expected, in the
heliosheath. The December 2004 data clearly showed
a TS crossing, although the actual crossing occurred in
a data gap.

At about the same time V1 crossed the TS at 94 AU,
V2 entered the foreshock at 75 AU, 10 AU closer to
the Sun than V1 first observed the foreshock. This dif-
ference implied an asymmetric heliosphere; either the
foreshock region was much thicker in the V2 direc-
tion or the TS was closer in that direction (or both).
Voyager 2 crossed the TS in August 2007 at 84 AU,
confirming that the heliosphere is asymmetric (Burlaga
et al. 2008; Decker et al. 2008, Richardson 2008; Stone
et al. 2008). Figure 13.3 shows the V2 data near the
TS. The speed began to decrease about 80 days before
the TS, from 400 km/s to 300 km/s at the TS crossing,
then decreased by a factor of 2 at the TS. The density
increased by a factor of 2 at the TS and became highly
variable in the heliosheath. The temperature increased
by a factor of 10 from 104 to 105K. The flow deflected
away from the nose of the heliosphere, as expected.
The magnetic field went up by a factor of 2 at the
TS and the standard deviation of the field increased
(Burlaga et al. 2008).

The first crossing of the TS by V2 occurred in a
data gap. But then the TS moved outward, past V2,
giving the first direct observations of the TS; three TS
crossings occurred while V2 was being tracked and at
least two others in data gaps. Figure 13.4 shows the
three TS crossings. The second crossing was a clas-
sic quasi-perpendicular super-critical shock (Burlaga
et al. 2008; Richardson et al. 2008). Ahead of the TS
was the foot region, formed by ions reflecting from
the TS, in which the speed decreases and magnetic
field increases. The main shock jump occurs a few
minutes later at the ramp. The magnetic field has an
enhanced magnitude region after the ramp called the
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Fig. 13.3 Overview of the TS crossing (from Richardson
et al. 2008). The speed decreases from 400 to 300 km/s before
the shock. At the shock the speed decreases and N and T
increase. The flows divert away from the nose of the heliosphere

overshoot, followed by an undershoot with low field,
then oscillations in field strength. The TS at 243.82
was very different. The speed increased slowly over
20 min, the density decreased monotonically, and the
magnetic field had two jumps that looked like ramp
regions. These data were interpreted as a shock which
was reforming (Burlaga et al. 2008); theoretical work
suggests that quasi-perpendicular super-critical shocks

reform a gyroradius upstream, and the TS seems to be
the first shock at which this process is observed. The
TS is clearly dynamic, changing in structure over time
scales of a few hours.

Broadband electrostatic noise was predicted to
occur at the TS crossing. Plasma waves were observed
at tens of Hz coincident with the second two TS cross-
ings (Gurnett and Kurth 2008). Emissions were also
observed at 1,645 on day 243, when other instruments
did not observe a shock. No electrostatic noise was
observed at the TS crossing at 243.82, perhaps because
this shock was reforming.

Figure 13.3 shows that the speed decreased before
the TS; this decrease occurred in discrete steps. The
last half of the decrease, from 350 to 310 km/s, is
coincident with an increase in the tens of keV energy
particle intensity (Florinski et al. 2009). The inward
pressure gradient which results is sufficient to slow
the solar wind as observed. Thus V2 observed for the
first time a particle mediated shock, where the particles
accelerated at the shock move upstream and change
the shock structure. Shocks mediated by ACRs and
other particles had been hypothesized, but never before
observed.

The thermal plasma is heated to 105K at the TS;
however, this heating accounts for only 15% of the
flow energy dissipated at the TS. The ions gain so little
energy that the heliosheath plasma is still supersonic
with respect to the the thermal ions downstream of the
TS (Richardson 2008). The flow energy instead heats
the pickup ions, as predicted by Zank et al. (1996)
for a plasma thermally dominated by pickup ions. The
V1 LECP energy spectra, if extrapolated to pickup
ion energies, require that 80% of the flow energy go
into the pickup ions, consistent with the V2 plasma
data (Gloeckler et al. 2005). The wave speed in the
heliosheath is then determined by the heated pickup
ions and the overall plasma is subsonic, as it must be
downstream of the shock.

These observations show that the TS is asymmetric;
one way to create such an asymmetry is if the LIC mag-
netic field is not aligned with the LIC flow. Fig. 13.5
shows qualitatively how the tilt in the LIC field leads to
enhanced field strength in the south as the field drapes
over the heliosphere, compressing the heliosphere in
the south (Opher et al. 2007). The observed TS cross-
ings were 10 AU apart in radial distance. The TS also
moves due to changes in the solar wind pressure; mod-
els show the V1 TS distance would be 2–3 AU closer
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Fig. 13.4 A detailed view of the TS crossing showing the mag-
netic field magnitude, standard deviation, azimuthal and eleva-
tion angles, and the plasma speed (from Burlaga et al. 2008). The
last two TS crossings look like standard quasi-perpendicular,

supercritical shocks whereas the first shock crossing has a
slowly varying speed and two magnetic field peaks. Burlaga
et al. (2008) suggest that the TS is reforming upstream in this
case

when V2 crossed the TS, giving an asymmetry of 7–8
AU (Richardson 2008). Models indicate that this large
an asymmetry requires a large LIC field, of order 4 μG
(Pogorelov et al. 2009; Opher et al. 2009). This large a
LIC field would probably result in a high enough LIC
Alfvén speed that the LIC flow would be subsonic, so
no bow shock would form in the LIC flow upstream of
the HP.

13.4 Energetic Particles

Figure 13.6 shows the three energetic particle popula-
tions observed in the heliosheath (Decker et al. 2008).

The termination shock particles (TSP) protons, discov-
ered in the foreshock, have energies less than 10 MeV,
the ACRs have energies from 10–150 MeV, and the
galactic cosmic rays (GCRs) are at higher energies.
The figure shows the ratios of particle intensities at
V2 compared to those at V1 after the V2 TS cross-
ing, when V1 was deep in the heliosheath. The TSP
intensities are larger at V2 than V1, consistent with
the TS being the source of the TSPs and the intensities
decreasing away from the source. The ACR intensities
are higher at V1 than V2, so the ACR source is not
near the V2 TS crossing. The GCRs and highest energy
ACRs have equal fluxes at V1 and V2, indicating that
these particles are not modulated in the heliosheath.
The bottom panel shows that the He profile looks
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Fig. 13.5 A model of the
heliospheric configuration
with the LIC magnetic field
tilted from the LIC flow
direction. The colors show
plasma temperature, with
green cool and red hot, and
the arrows the magnetic field
direction. The field lines drape
around the heliosphere in the
south, compressing the
heliosphere in the south
compared to the north. The
white lines show the Voyager
trajectories. Figure courtesy
of M. Opher

similar to the proton profile. The dotted lines in each
panel show the He or H profiles shifted in energy to
account for the mass difference. These shifted profiles
are identical, so the modulation and sources for He and
H are the same.

Figure 13.7 shows the He spectra observed at V1
and V2 as a function of time. The first two panels show
the spectra just before and after the V1 TS crossing.
The lowest energy TSP fluxes increase across the TS,
but the ACR particle intensities do not change, contrary
to pre-Voyager predictions (Stone et al. 2005, 2008).
The dotted line shows the profile expected at the par-
ticle source. After the V1 TS crossing the V2 TSP
flux begins to increase. The V2 TSP flux continues to
increase and after the V2 TS crossing (panel 4) it is a
factor of 3 above the peak V1 flux at the lowest ener-
gies. The ACR flux also did not change at the V2 TS
crossing. The ACR fluxes have continued to increase
with distance at both V1 and V2, and the power spec-
tra have continued to unroll towards a power law. At
the highest energies the ACRs are not modulated.

Before the Voyagers crossed the TS, the ACR
source was thought to be the TS accelerating pickup
ions formed from interstellar neutrals. With the falsifi-
cation of this hypothesis by V1 and V2, other theories
of ACR production have been proposed. McComas and

Schwadron (2006) suggest that the acceleration occurs
at the TS, not at the nose but in the flanks. Since the
TS is blunt, the field lines are only briefly connected
to the shock near the nose, whereas the field lines in
the flanks and tail have much longer shock connection
times which may allow these particles to be accelerated
to higher energies; these ACRs then move toward the
nose of the heliosphere, producing a rise in ACR inten-
sity across the heliosheath. Fisk and Gloeckler (2007)
suggest that the pile-up of the magnetic field ahead
of the HP, the Axford-Cranfill effect, could produce a
region of large magnetic variations that could acceler-
ates the ACRs, which would also produce increasing
ACR intensities with distance. As the Voyager’s near
the HP they should be able to differentiate between
these two hypotheses.

13.5 The Heliosheath

The heliosheath is the largest region of the heliosphere
and has highly variable magnetic fields and plasmas.
The magnetic field increases by a factor of 2 at the TS,
and the standard deviation of the field increases by a
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Fig. 13.6 The ratio of H and
He intensities observed by
LECP on V1 and V2
immediately after the V2
termination shock crossing.
The particle populations are
labeled. The dashed lines
show the He (top) and H
(bottom) adjusted for mass
and overplotted on the H (top)
and He (bottom) intensities

factor of about 3 (Burlaga et al. 2005, 2008). Magnetic
field fluctuations of up to a factor of 5 are observed on
times scales as small as 5–10 min (Burlaga et al. 2008).
These fluctuations are generally in the magnetic field
magnitude, while the direction remains fairly con-
stant, so these variations are compressive (Burlaga
et al. 2005, 2006a, 2009; Burlaga and Ness 2009).
V1 observed magnetic humps and holes, regions of
enhanced and diminished field strength, with periods
of a few hours. These features are similar to the mag-
netic mirror mode structures observed in other sheaths
but could also be soliton waves (Burlaga et al. 2006b).

Plasma variations are observed on similar time
scales, often anti-correlated with the field changes
(Richardson et al. 2010). Density changes of a factor of
two are common and the temperature often changes by
several orders of magnitude (Richardson 2008). Some

spectra in the heliosheath are very cold, with tempera-
tures consistent with the solar wind being heated only
by compression as it enters the heliosheath, with no
additional shock heating. These very cold spectra make
up a few percent of the observations and persist for
only a few minutes when they are observed. These
may be ions which passed through the TS while it
was reforming, and thus were not heated by the shock.
Angular flows also vary on short time scales, suggest-
ing some of the upstream flow energy powers turbulent
flows downstream.

The folds in the magnetic field associated with the
heliospheric current sheet (HCS) tilt are compressed
in the heliosheath since the solar wind has slowed,
so the oppositely directed fields are in close proxim-
ity. Reconnection was hypothesized to be common at
the HCS and could provide heating of the heliosheath
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20 Jan

Fig. 13.7 Helium spectra from the CRS instrument from 2004
to 2009. The red circles show V1 observations and the blue
squares V2 observations. The dashed line shows the power

law spectra predicted at the TS before the Voyager observa-
tions showed otherwise. Figure courtesy of A. Cummings and
E. Stone

plasma. The magnetic field data show one clear recon-
nection signature; on day 105 of 2005 a dropout of
B was observed coincident with the HCS crossing
(Burlaga et al. 2006b). However, this event was the
only example of reconnection reported to date, so
reconnection is likely not an important process in at
least the inner heliosheath.

Figure 13.8 shows the plasma data from the
heliosheath. The speed has remained on average con-
stant with an average speed of 138 km/s, but with
variations from 100 to almost 300 km/s. The typical
time scale for speed changes is tens of days. The den-
sity decreased by factor of 2 as V2 moved across the
heliosheath and has become much less variable. The
temperature also decreased by about a factor of 2.
We note that there was a large transient which lasted
about 10 days at 2008.6, with increased speed, density,

temperature, and different flow angles, whose source
is not understood. The non-radial flows increase across
the heliosheath as expected as the flow turns tailward.

Although the V1 plasma experiment is not work-
ing, the LECP team derives plasma flow speeds in
the R and T directions using the Compton-Getting
effect. They find that the speed was slow, 200–300
km/s, before V1 crossed the TS and was briefly
inward after that crossing (Decker et al. 2005). The
radial speed increased to 90 km/s after the TS effects
ended and has slowly decreased to about 20 km/s
in mid-2009 (Decker, private communication, 2009).
The VT component has remained constant at about
−57 km/s. The difference between the speeds derived
from the V1 and V2 data is an outstanding prob-
lem (Richardson et al. 2009). The LECP and plasma
instruments on V2 observe very similar speeds, so the
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Fig. 13.8 Plasma data in the
heliosheath. The panels show
daily averages of the speed,
density, temperature, and flow
angles of the heliosheath
plasma. The dashed lines
show 25-day running averages

difference is probably not instrumental. Models pre-
dict that V1 and V2 should observe comparable radial
speeds and that the observed speeds should decrease
across the heliosheath (Pogorelov et al. 2009). The V1
observations match the predictions well, the V2 data
do not.

The non-radial flows at V2 are more in the T than
N directions. Figure 13.9 shows the orientation of the
coordinate system; looking radially outward from the
Sun along R, the T direction is parallel to the solar
equatorial plane and in the direction of solar rotation
and N completes a right-handed system (and is roughly
northward). The locations of V1 and V2 are shown;
flow away from the nose would be mainly in the N
direction with lesser flow in the -T direction for V1
and equally in the T and -N directions for V2. The data
show larger flow in the T than -N directions at V2 and
flow in the -T direction at V1 (the N component can-
not be measured by LECP). Thus these flows also dif-
fer from expectations. Another unexpected feature in

the flow was a quasi-periodic oscillation in VN with a
period of 110 days observed for a year after the TS
crossing (Richardson et al. 2009).

If the non-radial flows after the TS result from the
angle between the TS normal and the flow direction,
then the flow directions give estimates of the average
TS orientation. Since the average heliosheath flows are
larger in the T than N directions, the TS must be more
blunt in the T than N directions, which implies that the
TS is flattened at the poles compared to the sides (at
least in the V2 direction) as shown in Fig. 13.9. The
large-scale structure of the heliosphere should soon be
revealed by the IBEX spacecraft.

The flows observed after V2 crossed the TS oscil-
lated in the RN (north-south) plane with a period of
about 110 days. The amplitude of these variations was
about 17◦S, with the TN angle varying between +3◦
and −31◦. One possible explanation for the period is
that the round-trip time for waves to travel from the TS
to the HP is about 110 days. Another possible source
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Fig. 13.9 Schematic diagram
of the heliosphere looking
outward from the Sun
showing the directions of the
R and T axes and the
squashed shape of the TS

for these waves is that they are driven by interactions
at the boundary between the fast and slow solar wind.

The flows in the heliosheath are ultimately deter-
mined by the interaction between the solar wind and
the interstellar plasma, and this interaction depends
on the LIC magnetic field. Given the TS crossing
distances at the V1 and V2 locations, the direction
of plasma flow in the non-radial direction, and the
observations of the location of the foreshock region,
the magnetic field strength and direction can be con-
strained. Opher et al. (2009) use a MHD model which
includes pickup ions to show that the LIC magnetic
field must be strong, near 4 μG, tilted 20–30◦ from the
ecliptic plane and about 90◦ from the LIC flow.

13.6 The Future

The next milestone for the Voyagers will be the cross-
ing of the HP. As with all new discoveries, the loca-
tion will be known only when we reach this boundary.
We expect the magnetic field to increase, the plasma
density to increase but the flow to slow, and perhaps
to observe increased particle fluxes. Model estimates
place the HP location 30–60 AU beyond the TS, with
the HP location closer in the V2 than V1 directions. As
we get closer to the HP, the magnetic field strength is
expected to increase as the field piles up against the HP,
the density should decrease since the increased field
pressure will cause it to move tailward along field lines,

and the flow direction will become completely non-
radial. Increases in the magnetic field and decreases
in the plasma density are already being observed. The
V1 LECP instrument has observed a substantial flow
deflection, shown in Fig. 13.10. The flow in the RT
plane is already 60◦S from radial in mid-2009; the lin-
ear fit to the angle shown in the figures shows a slope
of 10◦S/year, giving a HP crossing in 3–4 years; this
extrapolation would place the HP at about 128 AU,
about 34 AU past the TS (neglecting the motions of
both boundaries) in the V1 direction. Thus we may not
have too long a wait before the Voyagers sample the
LIC in situ.

13.7 Summary

The Voyager spacecraft found many surprises as they
approached, crossed, and moved beyond the TS. An
early indication of the approaching TS was an increase
in particle fluxes flowing along the magnetic field.
These particles form the TS foreshock region, where
field lines in the solar wind are connected to the blunt
shock in the nose direction and particles energized at
the TS stream along these field lines into the helio-
sphere. V1 crossed the TS at 94 AU and observed
the predicted increase in the magnetic field magni-
tude and magnetic turbulence, revealing the size of
the heliosphere. Voyager 2 crossed the TS at 84 AU,
revealing that the heliosphere was asymmetric. This
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Fig. 13.10 Speeds in the
heliosheath observed by V1.
The top panel shows the
magnitude of the velocity in
the RT plane, the middle
panel the flow angle, and
bottom panel the velocity
components VR and VT .
Figure courtesy of R. Decker

asymmetry probably results from a strong LIC mag-
netic field which is tilted with respect to the LIC flow
direction. The solar wind speed starts to decrease about
80 days before the TS; at least some of this decrease is
attributed to a gradient in the particle pressure ahead
of the TS indicating that the TS is a particle-mediated
shock. The TS was crossed at least 5 times, show-
ing that it moves on small time scales. One cross-
ing had the structure of an ideal quasi-perpendicular
super critical shock. Another had only slow changes in
plasma parameters and two ramps in the field, which
suggest it was is the process of reforming upstream.
The energy transfer at the TS is different from plane-
tary bow shocks in that much less of the flow energy
(20%) goes into the thermal ions. The difference is
that pickup ions comprise about 18% of the solar wind
upstream of the TS and this more energetic plasma

component gains most of the flow energy. As expected,
the heliosheath is a highly variable region. The mag-
netic field and plasma parameters vary on scales of
tens of minutes. The magnetic field fluctuations are
mainly compressive, meaning that the field strength
changes but the direction does not. The plasma temper-
ature has a small number of spectra which appear not to
have been heated at the TS, perhaps the plasma which
passed the TS as it was reforming. The V2 radial flows
are much larger than the V1 flows and do not decrease
across the first 6 AU of the heliosheath as does the
V1 radial speed (and as models predict). These radial
flows and the relative flows in the T and N directions
are not understood. The long-held hypothesis that the
ACR source was the TS was not verified. No increase
in the ACR component was observed across the TS
at either spacecraft. Other regions of the heliosphere,
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such as the flanks or tail of the heliosphere of the nose
of the HP, have been suggested as alternates source
regions. The Voyagers found a new particle popula-
tion, the TSP particles, with energies of tens of keV
to a few MeV. These particles were first observed in
the TS foreshock and have peak intensities at the TS,
indicating the TS accelerates these particles. The Voy-
agers continue onward toward the HP and interstellar
medium, which is estimated to be at 120–150 AU. The
spacecraft have power to last through roughly 2022,
when they will be at 130 (V2) and 152 (V1) AU, so
there is a good chance they will make the first mea-
surements of the environment outside our heliosphere.
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Chapter 14

Three Dimensional Magnetic Reconnection at Null Points
and Separators

Clare E. Parnell, Andrew L. Haynes, and Rhona C. Maclean

Abstract Three-dimensional reconnection is much
more diverse than two-dimensional reconnection.
In deed, the characteristics of these two types of
reconnection are very different. For instance, three-
dimensional reconnection can occur both in the vicin-
ity of null points, as well as in the absence of null
points, whereas two-dimensional reconnection must
occur at null points. Since, in two-dimensions recon-
nection only occurs at a single point, at most one pair
of field lines can be reconnected to form a new pair
of field lines at any instant in time. In three dimen-
sions, however, there is a finite diffusion volume in
which many field lines can be processed simultane-
ously. For the entire time that a portion of a field line is
in the diffusion volume it will reconnect continuously
and continually with all the other field lines it meets.
This means that in three-dimensions field lines do
not reconnect in pairs of lines making understanding
three-dimensional reconnection difficult. In this chap-
ter, we review the characteristics of two-dimensional
and three-dimensional reconnection in more detail and
also discuss some of the consequences of these char-
acteristics. It is well know that the magnetic fields
that thread the Sun’s surface cover a wide range of
scales from tiny intranetwork features of just 1016 Mx
up to sunspots with 1023 Mx of flux. There is an
extensive mix of features of opposite polarities and
scales which carpet the Sun. However, unlike a carpet
the pattern is not static, and these features are highly
dynamic. This inevitably leads to a complex and highly
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structured magnetic field in the solar atmosphere. It
has been thought that null points rarely occurred in
the solar atmosphere’s complex magnetic field, how-
ever, we show here that null points can readily occur.
Furthermore, by studying the magnetic topology of a
flux emergence experiment we reveal that reconnection
occurring at separators linking two clusters of nulls
is the mechanism by which the newly emerged flux
interacts with the pre-existing flux in the solar atmo-
sphere. Furthermore, we show that separator reconnec-
tion occurs along the length of the separator and not at
the nulls at the ends of the separator. Thus, if a sepa-
rator reaches up into the corona, even if its null points
reside below the corona, it can be an important site for
reconnection and thus a site of coronal heating.

14.1 Introduction

The idea that tangled and stressed magnetic fields can
restructure and reduce to a lower energy state via
a process known as magnetic reconnection has been
around for many years (Giovanelli 1946; Parker 1957;
Sweet 1958; Dungey 1961; Petschek 1964). Tangled
magnetic fields can store energy in the form of cur-
rents. Magnetic reconnection is the mechanism by
which this excess magnetic energy can be converted
into thermal energy, kinetic energy and the acceleration
of particles. Although reconnection has been known
about for many years there are many aspects of recon-
nection, especially in three dimensions, that are cur-
rently not well understood.

Work on magnetic reconnection has generally been
motivated by events on the Sun, in particular, solar
flares and the heating of the solar corona and by the

147M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_14, c© Springer Science+Business Media B.V. 2011
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interaction of the solar wind with the Earth’s mag-
netic field. There has also been interest from labora-
tory plasma physicists who have studied reconnection
in fusion devices. In all of these scenarios one major
question is, where does the reconnection occur? A sec-
ond is, how will it occur? Using three-dimensional
magnetohydrodynamic models we have been inves-
tigating the answers to these questions. First, how-
ever, before we discuss our experiments and our find-
ings, we give a brief review of the main attributes
of two-dimensional (2D) and three-dimensional (3D)
reconnection.

Naturally, the original reconnection scenarios were
2D and a considerable body of work has been built
up over several decades covering many aspects of 2D
reconnection. Extensive reviews of this work can be
found in Priest and Forbes (2000) and Biskamp (2000).

In 2D, magnetic null points – points at which all
components of the magnetic field vanish – are essen-
tial for reconnection. 2D magnetic nulls may be either
X-type or O-type, but for reconnection X-type nulls are
required. From such a null four field lines, called sep-
aratrices, extend out with two ending in sources and
the other two ending in sinks. The separatrices divide
the magnetic field up into four flux domains which
contain topologically distinct field lines with different
connectivities.

Pairs of field lines from flux domains on opposite
sides of the null with connectivities A → A′ and B →
B′ say, may reconnect at the null to form two new pairs
of field lines in the other two domains. The field lines
in these other domains will have connectivities A → B′
and B → A′. Reconnection in 2D therefore involves a
transfer of flux from one pair of domains into another
pair of flux domains and it results in a discontinuous
mapping of field lines at the instant reconnection takes
place at the null point. In order for reconnection to
occur at the null point there must be an enhanced cur-
rent (a current sheet), but there must also be an appro-
priate flow such as an X-type stagnation flow to facili-
tate reconnection.

In 3D, however, the magnetic field structures and
the process of magnetic reconnection are not quite so
simple, but magnetic null points do also exist in 3D
(Parnell et al. 1996). The equivalent of the 2D separa-
trices are a pair of field lines called spines that extend
out of (into) the null and a surface of field lines that
extends into (out of) the null known as a separatrix sur-
face. Furthermore, in 3D, nulls can be either positive

or negative depending on whether the field lines in
the separatrix surface extend away from or into the
null, respectively. Separatrix surfaces from null points
divide up the magnetic field into topologically distinct
flux domains. If the separatrix surfaces from a positive
and a negative null intersect then there must exist a spe-
cial field line called a separator that connects the two
nulls and lies along the intersection of the two separa-
trix surfaces (e.g. Lau and Finn 1990).

Many different definitions have been proposed for
reconnection in 3D. Some require the existence of fea-
tures associated with null points. For example, Vasyliu-
nas (1975) suggested that reconnection occurred when
there was plasma flow across separatrices (i.e. across
the field lines lying in a separatrix surface), whereas
Sonnerup (1979) stated that for reconnection to occur
in 3D the presence of an electric-field along a sep-
arator was required. Others have prosed more gen-
eral definitions such as Axford (1984) who suggested
that reconnection was the transfer of plasma-elements
from one field line to another (i.e. a break down
of the frozen-in flux theorem) and Greene (1993)
defined it as any magnetic field evolution that is not
flux preserving. Then, in the late eighties, a theory
of generalised magnetic reconnection was proposed
which encompassed the reconnection definitions pre-
viously suggested (Schindler et al. 1988; Hesse and
Schindler 1988). In their general theory, Schindler
et al. (1988) and Hesse and Schindler (1988) estab-
lished that 3D reconnection does not require nulls or
structures associated with nulls, but can readily occur
away from these features. In particular, 3D magnetic
reconnection can occur not only at 3D nulls (e.g.,
Craig et al. 1995; Craig and Fabling 1996; Priest and
Titov 1996; Pontin and Craig 2005; Pontin and Gals-
gaard 2007; Pontin et al. 2007a, b), but more com-
monly it can occur in a null-less regions such as hyper-
bolic flux tubes (Priest and Démoulin 1995; Démoulin
et al. 1996; Titov et al. 2003; Galsgaard et al. 2003;
Linton and Priest 2003; Aulanier et al. 2005; Pon-
tin et al. 2005a; Aulanier et al. 2006; De Moor-
tel and Galsgaard 2006a, b; Wilmot-Smith and De
Moortel 2007) or at mode-rational surfaces (Browning
et al. 2008; Hood et al. 2009).

Some of the above situations depend on the fact
that field lines from flux domains with two different
connectivities, say A → A′ and B → B′, are recon-
nected to form field lines in two new flux domains
with connectivities A → B′ and B → A′, exactly as in
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the 2D case. However, not all 3D reconnection scenar-
ios require a transfer of flux between different topo-
logically distinct domains. For instance, the tangled
flux within a flux tube may reconnect within itself in
order to untangle and relax to a lower energy state
(e.g. Galsgaard and Nordlund 1996; Wilmot-Smith
et al. 2009). On a global scale, the magnetic field lines
have the same connectivity, however, locally the field
may be sufficiently tangled that groups of field lines
can only access a more energetically favourable path
by reconnecting.

Furthermore, unlike in 2D, it is generally not pos-
sible to identify pairs of field lines that reconnect
to form new pairs of field lines in 3D reconnection
(e.g. Hornig and Priest 2003; Pontin et al. 2005b).
This is a result of the fact that 3D reconnection
occurs continually and continuously throughout a finite
diffusion volume as opposed to at a single point.
Another consequence of the reconnection being con-
tinual and continuous throughout the diffusion vol-
ume is that in 3D the field line mapping is continu-
ous between pre- and post-reconnected field lines as
opposed to discontinuous. Hornig and Priest (2003)
explain the theory behind this behaviour using a kine-
matic model whilst Pontin et al. (2005a) and Aulanier
et al. (2006) provide nice illustrations using numerical
experiments.

Finally, we note that the flow pattern required for
3D reconnection is also different from that required for
2D reconnection. Both Hesse (1995) and Hornig and
Priest (2003) indicate that counter rotational flows are
an essential ingredient of 3D reconnection. This idea is
confirmed by Parnell et al. (2010) who have found that
counter rotating flows are important for reconnection
about separators.

As mentioned above there are a number of dif-
ferences between 2D and 3D reconnection, however
there are also some similarities too. Reconnection in
2D and 3D both result in fast outflow jets away from
the reconnection site. These jets do not have to be
symmetric and neither do they have to be Alfvénic.
Also, reconnection in both 2D and 3D occurs at cur-
rent sheets and lead to the dissipation of currents, thus
enabling the conversion of magnetic energy into other
forms of energy. Finally, reconnection in 2D and 3D is
the only mechanism by which flux can be transferred
between topologically distinct flux domains making
it an extremely important and fundamental plasma
physics process.

14.2 Magnetic Fields and Null Points
in the Solar Atmosphere

The Sun’s surface is threaded by a complex seething
patchwork of magnetic field lines that are directed
either into or out-of the Sun (Fig. 14.1). During solar
maximum the magnetic field in the Sun’s atmosphere
is dominated by active regions containing large paired
regions of opposite-polarity flux. Whilst at solar mini-
mum magnetic features are much smaller and the sur-
face is carpeted in a speckled mass of small-scale fea-
tures. All these magnetic features are highly dynamic,
especially the small-scale ones which have lifetimes
of just a few minutes. The large features, such as
sunspots, are much more stable and can have lifetimes
of days to weeks. Estimates have been made to deter-
mine the time it takes to completely replace all the flux
in the solar surface during solar minimum. They sug-
gest a turnover time of just 14 hours (Hagenaar 2001).

The magnetic fields themselves that extend out from
these surface magnetic flux patches have an even more
rapid turn over time. Close et al. (2004) showed that
on the quiet-Sun the time to change all the magnetic
connections from magnetic features observed by MDI
is just 1.4 h. Higher-resolution observations are likely
to reveal an even more rapid recycling of the sur-
face magnetic features and the atmospheric magnetic
fields. The process by which all the magnetic connec-
tions can change is magnetic reconnection, thus this
result shows that there are considerable amounts of
reconnection occurring continually and continuously
all over the solar surface. This naturally begs a num-
ber of questions. Where exactly does this reconnection
occur? How does it occur? And how much energy does
it release?

In 3D, as already discussed, 3D reconnection can
occur in many different places. It is thought by some
that null points rarely exist in the solar atmosphere and
so null point and separator reconnection are unlikely to
be important for coronal heating. To establish if these
features are likely to be important locations of recon-
nection we need to determine if there are many mag-
netic null points in the solar atmosphere.

Estimates have been made as to the numbers of nulls
in the atmosphere above the quite-Sun by Longcope
and Parnell (2009). They used the tri-linear null finding
method of Haynes and Parnell (2007) to locate nulls
in potential field extrapolations from observed MDI
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(a) (b)

Fig. 14.1 Solar photospheric magnetograms taken by Hin-
ode/SOT showing (a) large-scale magnetic features in an active
region and (b) showing small-scale magnetic features in the

quiet-Sun. White indicates flux directed out from the Sun,
black indicates flux directed into the Sun. Taken from Parnell
et al. (2009)

quiet-Sun magnetograms. On the base of the numer-
ical box the complete magnetic field was used pro-
viding continuous field through the base. Thus, all the
nulls found were located above this in what would be
considered as the solar atmosphere. Figure 14.2 shows
a single MDI magnetogram with the numerous nulls

Fig. 14.2 Solar photospheric magnetograms taken by SOHO/
MDI showing the positive (red dots) and negative (blue dots)
nulls and separators (green lines) in the atmosphere found in the
potential magnetic field extrapolated from the continuous field
of this magnetogram

(red and blues dots) found in the extrapolated potential
magnetic field. For nulls at heights of more than 1.5
Mm above the photosphere there is typically only one
null every 322 Mm2, however, there are considerably
more nulls below this height. Accurate estimates of the
exact numbers of nulls below 1.5 Mm are difficult to
make with MDI data, however, such estimates should
be possible using data from the Helioseismic and Mag-
netic Imager on the Solar Dynamics Observatory.

With only 1 null every 322 Mm2 in the region
higher than 1.5 Mm above the solar surface it would
seem that there are relatively a few nulls in the solar
corona. However, there is new evidence to suggest that
the number of nulls found in potential field extrap-
olations are an underestimate of the true number of
nulls. Maclean et al. (2009) investigated the magnetic
topology of a flux emergence experiment where a
twisted flux rope situated in the convection zone rises
up through the photosphere into a region of uniform
overlying field representing the background magnetic
field in the corona. Various aspects of this flux emer-
gence experiment are described in detail by Galsgaard
et al. (2005); Archontis et al. (2005) and Galsgaard
et al. (2007), however, none of these papers consid-
ered the topology of the magnetic field. The reason for
this was because they did not have the tools required to
determine it. From a potential field extrapolation of the
photospheric field it is unlikely that any nulls would
be found, as the magnetic configuration is very sim-
ple. However, when the magnetic field time series from
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the resistive MHD experiment was analysed using the
null finding method of Haynes and Parnell (2007) there
were more than 300 different nulls found that lasted
for various lengths of time. These nulls did not appear
at random locations, but rather they were found in
two loose clusters on either side of the emerging flux
region (Fig. 14.3). The overall topological degree of
the numerical volume remained at zero, as did the
topological degree of the individual clusters indicating
that the nulls were created and destroyed in opposite-
polarity pairs within each cluster. Tests were made to
show that these nulls were genuine and were not sim-
ply due to numerical oscillations.

It is likely that nulls cluster because they
tend to occur in regions of weak magnetic field
(Albright, 1999) and the highly dynamic behaviour
of the magnetic field can lead to the creation of
more nulls in this weak field region. However, this
dynamic behaviour inevitably makes it not only
easy to create new nulls, but, by the same argu-
ment, it means it is easy to destroy them too.
Thus, unsurprisingly, Maclean et al. (2009) found
that many of the nulls in her experiment lasted
just minutes, however, a few nulls lasted consider-
ably longer with lifetimes equivalent to the duration
of the flux rope interaction which lasted more than
an hour.

Fig. 14.3 Three-dimensional snapshots during the emergence
of a flux tube into an overlying horizontal magnetic field ori-
entated at 135◦ to the axis of the flux tube. Sample field lines
extending the full length of the flux tube (purple), extending
from the corona into the flux tube (orange), from the flux tube
into the corona (blue) and lying purely in the corona (yellow) are

drawn. The photosphere is indicated by the grey plane with con-
tours of the vertical magnetic field shown. The red and blue sym-
bols above this plane represent the positive and negative nulls,
respectively. The green isosurfaces indicate regions of strong
parallel electric field. Figure courtesy of Maclean et al. (2009)
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Magnetic fields that evolve via resistive MHD are
likely to be much more complex than those that
evolve though a series of equi-potential states (Haynes
et al. 2007). This is because in an evolution through
a series of equi-potential states reconnection occurs
instantaneously and perfectly, but during a resistive
MHD evolution reconnection is held off allowing the
magnetic field to become more tangled and stressed.
In these situations magnetic null points are more likely
to arise. Thus the numbers of nulls estimated by Long-
cope and Parnell (2009) is likely to be a lower bound
on the true number of nulls.

14.3 Separators

A magnetic field that has been stressed will hold its
excess energy in the form of electric currents. These
currents may be distributed over a large volume and
be aligned with the magnetic field such that there are
no magnetic forces, i.e., the magnetic field may be
force-free. Also, the currents may be held in narrow
current sheets which are likely locations for reconnec-
tion. For reconnection to occur it is not sufficient to
have a favourable magnetic field configuration, but it
is also essential that there is an appropriate plasma
flow. Furthermore, reconnection will not activate until
the gradients in the magnetic field have reached appro-
priately small-scales relative to the magnetic resistiv-
ity. Exactly how small these scales are depends on the
characteristics of the plasma and requires knowledge
of the kinetic behaviour of the plasma.

Numerical experiments investigating reconnection
are often designed with initial magnetic configurations
that contain particular magnetic features, such as null
points or QSLs (e.g. Aulanier et al. 2006). Then a spe-
cific driver is imposed on the boundary to ensure that
reconnection occurs at these required locations (e.g.
Antiochos et al. 2002; Masson et al. 2009).

Maclean et al. (2009) and Maclean et al. (2010) con-
sidered a different approach and deliberately started
with a magnetic configuration that did not contain any
particularly favourable sites for reconnection. Their
flux emergence experiment was initiated by reduc-
ing the density in the central part of the submerged
flux tube such that a magnetic buoyancy instability
lead to the tube rising and interacting with the over-
lying magnetic field causing reconnection to occur.
For the reconnection to take place the magnetic field
and plasma had to create favourable reconnection sites.
What was the nature of the sites it created?

In 3D, an electric field component parallel to the
magnetic field is a necessary requirement for reconnec-
tion (e.g. Sonnerup 1979; Schindler et al. 1988; Hesse
and Schindler 1988; Hornig and Priest 2003; Parnell
et al. 2008). Figure 14.3 shows isosurfaces of the par-
allel electric field. There is from the outset a tube of
strong negative parallel electric field that lies along the
axis of the flux rope, however, this only results in a neg-
ligible diffusion of the magnetic field within the flux
rope and is not associated with the main reconnection
between the flux rope and the overlying coronal field.
Instead, the reconnection between these two different
magnetic fields is associated with regions of strong
positive parallel electric field that develops between
them just before the onset of reconnection. They are
situated in the central region of the box in the corona
and lie in the regions between the four different con-
nectivities of flux. The null points are clearly not asso-
ciated with these regions of strong positive parallel
electric field. Instead, it was found that these regions
were threaded by separators that linked the two null
clusters Fig. 14.4 (Maclean et al. 2010).

Maclean et al. (2010) found that in the flux emer-
gence experiment there were a large number of separa-
tors created. Within each null cluster most of the nulls
were linked by short separators that linked the nulls to
form a chain (e.g. Fig. 14.4). These short separators did
not tread high parallel electric field regions and thus
little reconnection can be occurring along them. How-
ever, there were also a large number of long separa-
tors that connect the two null clusters. These separators
thread the high positive parallel electric field regions
and thus they are important locations for reconnection.
These separators lie along the surface at the top of the
emerging flux domain where it pushes up against the
overlying field and are associated with the intersection
of the four flux connectivities as they must be if they
are involved in the reconnection of these flux regions.

Here we note a few interesting generic properties of
the separators found in the flux emergence experiment
of Maclean et al. (2010). The separators linking the two
null clusters start in one cluster at just one or two nulls
and end in the other cluster at either one or two nulls.
These nulls are the long lived nulls. The magnetic field
in the separators all go the same way and so on the
left-hand side they originate from negative (blue) nulls
and end in positive (red) nulls. In anyone snapshot
many tens of separators connect a single pair of nulls
between the two null clusters. Multiply-connected null
pairs easily arise in all magnetic fields even potential
magnetic fields (Parnell 2007). The separators linking
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Fig. 14.4 Three-dimensional
snapshots taken at the same
time as those in Fig. 14.3
showing the null points (red
and blue symbols, as before)
and magnetic separators in the
solar atmosphere. Here, the
separators have been colour
coded according to the
amount of parallel electric
field along them. Yellow and
red indicate large positive
parallel electric field, green
represents zero parallel
electric field whereas blues
indicate negative parallel
electric field

the two null clusters mostly reside at the outer sur-
face of the emerging flux rope in the corona, but some
run along the top of the emerging field region in the
corona and then drop down and thread through the flux
rope in the convection zone, before rising up into the
corona again. The complex network of separators indi-
cates that the magnetic field itself is very complex.
Finally, we note that not all of the long separators show
evidence of strong parallel electric field. As we have
already said, for reconnection to occur not only must a
favourable magnetic configuration be created, but also
a favourable plasma flow must occur about the con-
figuration for reconnection to occur. Clearly, not all of
the separators created coincide with favourable plasma
flows and thus they only have weak parallel electric
fields along them.

14.4 Separators and Separator
Reconnection

The structure of separators and the nature of sep-
arator reconnection has been considered by Parnell
et al. (2010). They find that:

1. Reconnection occurs in “hot spots” of enhanced
parallel electric field along separators and it does
not appear to occur at the null points at the ends
of the separator. The enhanced parallel electric field
along separators changes both temporally and spa-
tially during a period of reconnection (Fig. 14.5).

Fig. 14.5 Time evolution of the parallel electric field (location
of reconnection) along the length of a separator. The high par-
allel electric field (yellow) region in the centre of the separator
and low parallel electric field (blue) at the nulls demonstrate that
separator reconnection occurs along the separator and not at the
nulls. From Parnell et al. (2010)
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Fig. 14.6 2D planes perpendicular to the separator showing that
the perpendicular projected field about separators may be either
elliptic (left) or hyperbolic (right). In particular, a single separa-

tor may have hyperbolic magnetic fields near its nulls and elliptic
field near its centre. From Parnell et al. (2010)

2. The reconnection “hot spots” along separators
occur between regions of counter rotating flow.

3. The magnetic field about the separators may be
elliptic or hyperbolic. That is in planes perpendicu-
lar to the separator the projected magnetic field may
be X-type or spiral/O-type. This means that hyper-
bolic magnetic field configurations are not essential
for reconnection (Fig. 14.6).

14.5 Implications and Concluding
Remarks

These results indicate that even though many null
points may reside below the solar corona, the separa-
tors linking these nulls can extend up into the corona.
Reconnection can then occur in the corona about these
magnetic topological features provided an appropriate
plasma flow is present.

As we have seen many separators may exist each
showing evidence of reconnection. This indicates that
reconnection actually occurs over a wide region, and
not at a single location. This means that the energy can
be deposited along many newly reconnected field lines
simultaneously leading to a potentially wide spread
and rapid distribution of heat.

Finally, we note that multiply connected null pairs,
as seen in the flux emergence experiment of Maclean
et al. (2010), can result in recursive reconnection (Par-
nell et al. 2008), i.e., the reconnection of magnetic flux
multiple times. This occurs, because the magnetic field
is not clever. It does not know the quickest route to

obtain a lower-energy state. Instead it simply recon-
nects wherever it can leading to a gradual edging closer
to a lower energy state. This process of recursive recon-
nection, which occurs due to multiple separators, can
explain very naturally how flares and other large solar
events can have a long duration since the resulting
energy release in these situations is typically exponen-
tial.

Observationally, the implications of these complex
flux interaction events means that reconnection can
easily lead to multiple, long duration heating events,
that provide wide spread distributed heating. Thus
making reconnection an ideal coronal heating mech-
anism.
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Chapter 15

Current Sheets in the Solar Atmosphere

Giannina Poletto

Abstract Current sheets (CSs) appear in many solar
events and are invoked to account for a variety
of energy release processes. In this review, which
focusses on observational aspects of CSs, I will ini-
tially describe a few typical phenomena where cur-
rent sheets have been assumed to play a key role and I
will analyze the (mostly indirect) evidence we have for
their occurrence. As a consequence of recent advances
in the observations of large-scale events like Coro-
nal Mass Ejections (CMEs), we acquired an improved
knowledge of CSs and of their physical parameters.
Results about CSs temperature, density and resistiv-
ity, inferred from UV spectra and White Light (WL)
data, as a function of time and heliocentric distance,
are illustrated in some detail. The internal structure
of CSs has been deemed to be unaccessible to obser-
vations, because of the small scales involved: how-
ever, recently, interesting ideas have been proposed to
advance our understanding of this unexplored region.
Open questions, and promising attempts to answer
some of them, conclude the chapter.

15.1 Introduction

As fully illustrated in many textbooks (e.g.
Priest 1982), the induction equation

∂B

∂t
= ∇ × (v × B) + η∇2B (15.1)

G. Poletto (�)
INAF - Arcetri Astrophysical Observatory, Largo Fermi, 5,
50125 Firenze, Italy
e-mail: poletto@arcetri.astro.it

shows that, in the highly conducting solar plasma,
magnetic field diffusion can occur only in thin lay-
ers where the resistivity (1/σ , with σ conductivity)
is dramatically enhanced. In Eq. 15.1 η is the mag-
netic diffusivity (which has the units of l2t−1) and is
given by η = 1/μσ , where μ is the permeability of
free space. These thin layers where plasma can flow
across the fieldlines and the magnetic field changes
direction/magnitude, are dubbed Current Sheets (CSs).

The ratio between the first (convective) and the sec-
ond (diffusive) term of the induction equation – the
magnetic Reynolds number Rm – is for typical coro-
nal parameters of the order of 108 − 1012. Hence the
diffusion term is altogether negligible. On the con-
trary, if we want to be in the diffusive limit, we
require Rm << 1 and we are forced to look for small-
scale regions with high resistivity. In the Sweet-Parker
reconnection model, for instance, that assumes a dif-
fusion region whose length is much longer than its
width, it can be easily shown that the CS thickness
is on the order of 10−5 of its length: hence, a CS
108 cm long is only 103 cm wide, too thin to be directly
observable. A length on the order of about 103 cm
corresponds to the proton Larmor radius in the solar
corona: a typical dimension assumed for CSs which,
as a consequence, are expected to be undetectable.
This widespread idea, however, is based on labora-
tory experiments and on quasi-static processes (e.g.
Ono 1997; Wood and Newkirch 2005) and does not
consider turbulent CSs, whose conditions may differ
from those predicted by traditional theories.

In the following, I will give several examples of
“observed” CSs, whose thickness appears to be much
larger than expected from previous considerations and
I will discuss what processes can lead to these sizes.
Whether we are really observing CSs or, rather, plasma
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sheets within which CSs are embedded, is a matter
of debate. In this chapter the term CS refers to the
region where diffusion occurs (as in Lin et al. 2009),
hence it may refer either to a plasma sheet, with its
embedded CS, or to a turbulent, broadened, CS whose
average properties only can be observed. Section 15.2
deals with the observational evidence of CSs, in differ-
ent solar regions, while Section 15.3 describes recent
results about the physical parameters of CSs. Recent
ideas about CSs internal structure, open problems and
promising attempts to answer some of them are illus-
trated, respectively, in Sections 15.4 and 15.5.

15.2 Current Sheets: Why and Where?

The very first question we need to answer is: Why
are we interested in the occurrence and detection of
CSs? We know that CSs are sites where magnetic
field reconfiguration is occurring, in other terms CSs
are sites where reconnection occurs and this process
releases energy that can be converted into other energy
forms. However, at the time the Sweet-Parker model
was proposed (Sweet 1958; Parker 1963), it looked like
CSs might be, after all, not that interesting, because
the time over which energy dissipates was much too
long to account for explosive phenomena in the solar
atmosphere. The Petschek (Petschek 1964) modifica-
tion of the previous model, by which a faster energy
release is achieved, showed the relevance that CSs
might have in accounting for solar energetic phenom-
ena and promoted an interest in the theory and observa-
tions of CSs that continues nowadays. Time-dependent
Petschek reconnection (e.g. Biernat et al. 1987), bursty
reconnection (e.g. Riley et al. 2007; Bárta et al. 2008),
fractal reconnection (e.g. Shibata and Tanuma 2001),
collisionless reconnection (e.g. Cassak et al. 2006),
3-D reconnection (e.g. Linton and Longcope 2006)
are examples of the variety of theoretical descrip-
tions/developments that have been proposed through
the years.

What about the observations, direct or indirect, of
CSs? Where can we expect CSs to form? If we focus
on small-scale CSs we may look at the outcome from
the turbulent photospheric magnetic field; if we focus
on large-scale CS we may look at flux rope/arcade
eruption, or, going to faraway regions in the solar
atmosphere realm, to the effect of the interaction of

solar wind and the geomagnetic field. In the following,
examples of these diverse CSs will be given.

15.2.1 Small-Scale Current Sheets

The most popular process where CSs are involved is
the “nanoflare” coronal heating mechanism proposed
by Parker (e.g. Parker 1987). According to Parker,
small-scale CSs form because photospheric convection
drags magnetic fieldlines around. Wandering fieldlines
interlink with each other, eventually leading to the for-
mation of CSs, where energy release, albeit tiny, may
occur frequently enough to account for coronal heat-
ing. These CSs are not directly identifiable, although
indirect evidence of their presence may be inferred
from the observations of the flare frequency distribu-
tion (e.g. Veronig et al. 2002).

Small-scale CSs may form in the low photosphere –
around the region of temperature minimum – when
approaching magnetic features result in cancellation
events. According to Litvinenko et al. (2007) recon-
nection jets associated with canceling magnetic frag-
ments may provide for the filament mass. Once more,
there is no direct observation of the CSs, whose size,
according to the authors, is on the order of a few hun-
dred meters.

These two examples show how CSs can be invoked
in disparate phenomena. We cannot, however, really
talk of “observation” of CSs, most likely easier in large
scale events. Indeed, the first direct evidence for the
presence of CSs in space plasma came from observa-
tions acquired in the magnetosphere, described in the
following.

15.2.2 Large-Scale Current Sheets

Let us now look at the interaction of solar wind and
the Earth’s magnetosphere. Current sheets that form in
this way are identified by the observation of acceler-
ated/decelerated plasma flows, assumed to be signa-
tures of Petschek-type exhausts: plasma brought into
the CS sideways is expelled from the tips of the CS
and observed as “reconnection exhausts”. These are
accompanied by further evidence that supports their
interpretation in terms of the occurrence of CS: for
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instance, the profile of the magnetic field across the
exhaust shows abrupt changes in the magnetic field
component Bz at the edges of the exhaust and a Bz

plateau within the exhaust (e.g. Gosling et al. 2006).
These CSs have been observed in situ by space

experiments onboard Ulysses, ACE, Cluster and Wind:
the successive observation of the same CS by different
missions, led to the capability of estimating the length
of the CS. Phan et al. (Phan et al. 2006) give a value
on the order of 1/3 of the solar radii for the length of
the CS observed by ACE, CLUSTER and WIND in
February 2002. We will see in Section 15.5 how the
near Earth space provides evidence also of altogether
different, tiny CSs.

Another case where large-scale CSs can be expected
is at the time of Coronal Mass Ejection (CMEs).
Indeed, it has been the analysis of CME data that
allowed us to evaluate previously unknown physical
CS parameters. This is illustrated in the next Section.

15.3 Physical Parameters of Current
Sheets

Large-scale catastrophic events like CMEs should offer
the best opportunity for the observational detection
of CSs, whose occurrence is predicted by CME models

where the eruption of an unstable magnetic structure
is accompanied by the formation of a large-scale CS
(e.g. Antiochos et al. 1999; Lin and Forbes 2000).
Focussing on the flux rope model of Lin and Forbes
we expect a long CS joining the top of the low-lying
loops of the re-forming arcade and the bottom part
of the expanding CME bubble, as shown in the left
panel of Fig. 15.1. As the CME bubble travels out-
wards, the CS length increases: A very crude estimate
of the CS thickness may be done on the basis of mass
conservation into and out of a steady state sheet with
incompressible plasma. In this admittedly oversimpli-
fied case the ratio between the thickness d and length l
of the CS is given by the Alfvén Mach number, i.e. by
the ratio of the speed at which plasma is carried into the
sheet to the speed at which plasma is ejected out of the
ends of the sheet (the latter being on the order of the
Alfvén speed). It turns out that d/l is ≈ 10−3, which
leads to a thickness of 1,000 km, for a CS 1.5 solar
radii long: a figure order of magnitudes larger than the
Larmor radius. Then, if we have some hope to be able
to detect CSs in the aftermath of CMEs, what/where
should we look at?

The predicted position of the CS suggests us to look
for signature of its occurrence in the middle to high
corona. There are two experiments suitable for this
analysis onboard the Solar Heliospheric Observatory
(SOHO): the Ultraviolet Coronagraph Spectrometer

Fig. 15.1 Left panel a: Cartoon showing the current sheet link-
ing the low lying reconnecting loop system to the outward trav-
eling CME bubble, as envisaged in the model by Lin and Forbes.
The arrows normal to the CS indicate plasma inflows toward the
sheet. Middle panel b: The internal structure of the CS, in the
scenario suggested by Bemporad (2008), showing the mini CSs

within the macroscopic sheet of thickness D. Inflows towards
the CS occur at a speed Vin + Vwind, outflows occur at a speed
Vflow + Vturb. Right panel c: Cartoon illustrating one of the myr-
iads of tiny sheets within the macro CS. (panels b and c have
been adapted from Fig. 7 of Bemporad 2009)
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(UVCS, Kohl et al. 1995) and the Large Angle Spectro-
metric Coronagraph Experiment (LASCO, Brueckner
et al. 1995). The spectroscopic techniques that can be
applied to the analysis of UVCS data hold promise for
yielding results on the CS physical parameters, while
the imaging capabilities of LASCO can provide us,
possibly, with CS images at high coronal levels. Let
us see whether UVCS data bear evidence of the CS
occurrence.

15.3.1 Current Sheets: Temperature
and Densities

Ciaravella et al. (2002) first revealed, in UVCS spectra
acquired at ≈ 1.5–1.7 solar radii at the time of a CME
development, the presence of enhanced emission in the
974 Å line from the [Fe XVIII] ion, at the location –
below the CME bubble and above the reforming loop
arcade in the low corona – where the CS was expected
to show up. Because this ion has a very high formation
temperature (≈ 5.106 K) and hardly appears even in
active regions it should originate in a hot plasma, likely
to be identified with the CS overheated region. After
Ciaravella et al. paper, several other works analyzed
UVCS CME associated spectra and detected emission
in the 974 Å line (e.g. Ko et al. 2003; Bemporad
et al. 2006; Lin et al. 2007; Schettino et al. 2009) at
the CS location: this led to the use of this line at the
time of CMEs as a proxy for the CS occurrence.

UVCS spectra show, at the CS position, emission
also from other cooler ions, usually detected in coronal

spectra. Lines from these ions originate from the ambi-
ent corona as well as from the CS plasma: the line
ratio technique allows the CS electron temperature to
be inferred, whenever the CS contribution to the total
line intensity can be isolated and the intensity of the
[Fe XVIII] 974 Å line, which forms solely in the CS, is
also measured.

The intensity I of a collisionally excited line from
the nth ion of the element with abundance A depends
on the electron temperature Te and density N as shown
by the relationship

I = A
∫

LOS
f (Te)N2dx (15.2)

where f (Te) is a function of the electron temperature
that includes the ionization equilibrium of the ion and
the integration extends along the line of sight (LOS).
Equation 15.2 shows that the ratio of the intensities of
two lines of different ions of the same element depends
only on temperature, while the ratio of lines from ions
of different elements depends also on the ratio of the
element abundances. Figure 15.2 summarizes results
obtained by different authors (Ciaravella et al. 2002;
Ko et al. 2003; Bemporad et al. 2006; Ciaravella and
Raymond 2008; Schettino et al. 2009) for the CSs tem-
peratures in different CMEs and at different times after
the CME ejection. Te in CSs turns out to be higher
than in the ambient corona by a factor that, early in
the CS formation, may possibly be as high as 10, and
slowly decreases over a time scale of a few days. This
behavior appears to be shared by all events, from about
0.5 days after the CS formation onwards. The initial

Fig. 15.2 Plot of electron
(squares) and kinetic
(diamonds) temperatures vs.
time after the CME ejection,
inferred from different authors
from CME UVCS data. The
plot includes all available
values



15 Current Sheets in the Solar Atmosphere 161

temperature of CSs, though, is not adequately known,
as only two CSs have been observed in their earliest
stage of formation and the inferred temperature val-
ues disagree by ≈ 50%. Even if the results of Fig.
15.2 suggest a behavior common to all CME asso-
ciated CSs, there may be a selection effect favoring
long-lasting CSs, whose detection is easier, and, possi-
bly, a temperature/wavelength selection effect, should
the CS emit over a temperature/wavelength range not
covered by UVCS. Also, the results of Fig. 15.2 refer
to a single level in the corona (more precisely: values
refer to data acquired at 1.5–1.7 solar radii) and little
is known about the profile of Te vs. the heliocentric
distance within the CS. Bemporad et al. (2007) give
electron temperatures increasing by ≈ 10%, through-
out the CME, over the interval 1.6–1.9 solar radii. This
result implies heating during the CME expansion and
should be confirmed by further observations.

UVCS provided a further valuable information
piece about the CSs temperature: the measured width
of the [Fe XVIII] 974 Å line profile can be used to cal-
culate the kinetic temperature Tk from the relationship

�λ = 2
√

ln2
λ0

c

√

2kTk

m
(15.3)

where λ0 is the wavelength of the line centroid, m is
the ion mass and Tk is given by

Tk = Te + m

2k
v2

nth (15.4)

where vnth is the non thermal turbulent speed of a
plasma whose ion temperature has been assumed equal
to the electron temperature. Kinetic temperatures are
given in Fig. 15.2 and are sensibly higher than electron
temperatures, revealing the CS plasma to be in a tur-
bulent state. The turbulent speed decreases from ≈ 60
to ≈ 30 kms−1 over a couple of days, with a similar
behavior for all the events. The spectroscopic evidence
of turbulence in CSs adds to the evidence provided by
WL images (see Section 15.3.2) at higher heliocentric
distances and gives a crucial information on the plasma
within the CS (although it is fair to say that the large
width of the line could be ascribed to, e.g., the presence
of waves in the CS). We will come back in Section 15.5
to discuss the implication of this result.

Densities in CSs can be inferred from Eq. (15.2),
once Te is known, from Emission Measure (EM =
∫

N2dx) values, provided the size of the CS along the

LOS is known. This, however, is practically unknown
and density values are affected by the uncertainty in
this quantity. Inferred values range between 1 and
10, in units of 107 cm−3, at heliocentric distances
of 1.5–1.7 solar radii, with CS LOS depth on the
order of 0.06–0.5 solar radii. Should the thickness
values turn out to be realistic, CSs densities will be
higher than densities in streamer, at comparable helio-
centric distances. Parenti et al. (2000) give densi-
ties between 3.3 106 and 9.42 106 cm−3 for equa-
torial and mid-latitude streamers at 1.6 solar radii. It
is interesting to notice that, in the only case where
the CS extension along the LOS has been estimated
from a combination of UVCS and Mauna Loa Solar
Observatory Mark IV K-coronameter data (Ciaravella
and Raymond 2008), the CS depth and densities
turned out to be within the range of the above cited
values.

If we now look for the signatures of CSs in the
higher corona, we need to resort to LASCO images.
White Light (WL) thin, bright features, with a life-
time on the order of a few days, show up, in the
aftermath of CMEs, along the direction joining the
reconnecting loop tops to the CME bubble, i.e., along
the same direction where the bright UVCS Fe XVIII

emission lies. It becomes obvious to interpret these
“rays” as structures that form as a consequence of the
CME ejection, to be possibly identified with the model
predicted CS.

A WL brightness enhancement implies a higher
electron density: Vrs̆nak et al. (2009) analyzed sev-
eral CME associated WL rays and inferred their den-
sity vs. heliocentric distance profile from LASCO mass
images (e.g. Vourlidas et al. 2000) under the work-
ing hypothesis that they appear as a consequence of
steady-state Petschek reconnection, wherein two pairs
of standing slow-mode shocks (SMSs) originate from
the top section of the diffusion region. The excess
density of the ray is then caused both by the density
enhancement across the SMS and by the upward trans-
port of denser plasma from lower regions along the
ray. Over the height interval between 2 and 6 solar
radii, rays present an excess density, with respect to
the ambient corona, up to one order magnitude. Essen-
tially, rays would be the reconnection outflows jets,
and their excess density is consistent with results from
models that assume the diffusion region to be located
at heliocentric distances between 1.1–1.5 solar radii.
Ray densities are expected to decrease in time: data
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analyzed so far are not enough, though, to draw defi-
nite conclusions about this process.

15.3.2 Current Sheets: Inflows
and Outflows

The description of the physical state of CSs would not
be complete, without mentioning the plasma motions
in and around them. As we said in Section 15.2.2,
evidence for CSs in the solar wind/magnetospheric
plasma came from the observations of plasma flows.
In the chromosphere, the observations of bidirectional
jets (Innes et al. 1997) via the analysis of Doppler
shifts in spectra acquired by the Solar Ultraviolet
Measurements of Emitted Radiation (SUMER, Wil-
helm et al. 1995) on SOHO, confirmed the association
between explosive events and reconnection, at the time
suggested on the basis of other, more marginal, evi-
dence. However, the small scale of the phenomena did
not allow a detailed study of the flow properties.

On the contrary, in most of the WL rays described
above (Vrs̆nak et al. 2009) it has been possible to
identify the outward motion of blob-like structures,
at speeds of the order of 102–103 kms−1. Outflow-
ing blobs are not unusual and have been observed in
other cases as well (e.g. Ko et al. 2003). These fea-
tures turn out to provide interesting information on the
CS plasma and are further discussed in Section 15.4.
Sunward flows have been observed in “supra-arcade”
(i.e. structures above post-flare X-ray loops) associated
with CMEs (Innes et al. 2003a). Innes et al. (2003b)
detected high plasma flows (up to ≈1,000 kms−1) and
high Doppler widths in the Fe XXI line observed by
SUMER above the flare arcade that developed on 21
April 2002, when a large CME was observed as well.
While these data show the occurrence of plasma with
high flows and at higher temperatures than observed by
UVCS (that, however, takes data at higher heliocentric
distances), their interpretation in terms of reconnecting
scenarios is, at this time, not clear and further work is
needed to incorporate Innes et al. results in reconnec-
tion models.

The detection of flows towards the CS is more
difficult. Yokoyama et al. (2001) inferred values of
≈5 kms−1 and a similar value has been given by
e.g. Bemporad et al. (2008). Higher values have been
derived by Vrs̆nak et al. (2009) and by Lin et al. (2007),

who give speeds of ≈ 25–60 kms−1, depending on the
observation altitude and the time after CME ejection.
Narukage and Shibata (Narukage and Shibata 2006),
from EIT data, give values ranging from 2.6 to 38
kms−1 and suggested a correlation between the CME
speed and the inflow velocity. According to Lin et
al. reconnection inflows slow down sensibly, decreas-
ing by a factor ≈10 over about 500 s from the CME
ejection. Authors adopted diverse indirect technique to
infer the inflow speed and it is difficult to compare their
results.

15.4 The Size and Internal Structure
of Current Sheets

In Section 15.3 we left out any consideration about the
dimension of the region with enhanced Fe XVIII emis-
sion – that we considered as a CS proxy – or about the
transverse dimension of WL rays. Let us now go back
to this issue: the section of the UVCS slit occupied by
Fe XVIII emission is on the order of a few times 104 up
to 105 km (e.g., Lin et al. 2007 and references herein).
If this unexpectedly large size corresponds to the real
dimension of the CS, its effective electrical resistivity
ηe should be very high. We can calculate its value from
measured values of vi and d, because we have, from the
standard reconnection theory

vi = η

d
(15.5)

where vi is the inflow speed. It turns out that the electri-
cal resistivity ηe = η/μ is on the order of 5. 105 ohm m.
This “observed” value can be compared with the clas-
sical resistivity ηc and, for instance, the ion-acoustic
anomalous resistivity ηa for temperature on the order
of 1 million degree and densities on the order of
109 cm−3. It follows that (Priest 1982)

ηc ≈ 4π102T−3/2 = 10−6 ohm m (15.6)

ηa ≈ 6.4π106N−1/2 = 60 ohm m (15.7)

and we conclude that there is a discrepancy of orders
of magnitude between the “observed” resistivity and
the classical or anomalous resistivity. Are there alter-
native processes that can raise the resistivity to values
that high?
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Lin et al. (2009) have recently discussed this issue
and pointed out that such large values possibly result
from an improper use of Eq. (15.5), valid in condi-
tions where classical/anomalous resistivity are respon-
sible for diffusion processes. However, the authors sug-
gest that Eq. (15.5) might adequately describe average
properties of diffusion sites such as those inferred from
the UVCS data analyses, most likely representative of
average properties of a region embedding smaller CS
structures. Lazarian and Vishniac (1999), for instance,
propose a a scenario where a stochastic component of
the magnetic field is responsible for multiple reconnec-
tion within sheets. This turbulent sheet is much broader
than predicted by classical values, perhaps only one
order of magnitude smaller than the previously inferred
observed values.

Turbulence can indeed broaden CSs (Drake
et al. 2006) and we found strong indications favoring
turbulent CSs, besides the high kinetic temperatures
shown in Fig. 15.2. In Section 15.3.2 we described
CS outflows inferred from the outward motion of WL
bloblike features: these are interpreted in terms of the
tearing instability that sets in when the CS length
becomes of the order of a few times its width (Furth
et al. 1963). Numerical time-dependent MHD mod-
els of reconnection show the formation of magnetic
islands, likely promoted by tearing instability and to
be identified with blobs, confirming reconnection to
be unsteady, or “bursty” as it is often referred to (e.g.
Riley et al. 2007; Bárta et al. 2007). Time-dependent
Petschek reconnection (e.g. Priest and Forbes 2000 and
references therein) results in the formation of individ-
ual outflow regions, surrounded by slow mode shocks,
that also point to turbulent CSs. Recently, Schettino
et al. (2009) have shown that UVCS Fe XVIII data pro-
vide evidence of transient CSs, beside the main CS,
that support the suggestion that a CS may become
occasionally observable at the time of formation of
tearing instability structures. In conclusion, the large
values of the CS thickness d and electrical resisitivity
ηe may be indicative of turbulent CSs and be not that
absurd.

That CSs can be turbulent, or, more precisely, frac-
tal, has been suggested by Shibata and Tanuma (2001),
who pointed out that the tearing instability leads to a
thinning of the CS, because of the strong inflow trig-
gered by the plasmoid ejection. The process occurs
repeatedly, until the microscopic scale is reached:
eventually a fractal CS forms with magnetic islands

of different sizes, the largest ones originated via
coalescence of smaller structures. An observational
check of the fractal nature of CS is possible, look-
ing for the distribution of tracers of the energy release
process vs. their size or duration, which should fol-
low a power law (Nishizuka et al. 2009). A power law
shape has indeed been observed in spectra of radio
data acquired at the time of flares (Aschwanden 2002;
Karlický et al. 2005).

Filling the gap between the macroscopic CSs appar-
ently observed and the microscopic scale over which
reconnection is expected to occur, has always been
a major concern in reconnection studies. The ideas
described above of turbulent or fractal CS may help
building up a realistic scenario. Recently, Bemporad
(Bemporad 2008) worked out a model where multiple
micro CSs fill up the region where a CS is observed
and found how many of these are needed to comply
with the high temperature, thick CME CSs observed
by UVCS. Fig. 15.1, panels b and c, show Bemporad
model: in case of a turbulent CS, with, e.g., anomalous
resistivity induced by ion-acoustic instabilities, 1010

micro CSs with sizes of the order of 10 – 80 m (respec-
tively, 2d and 2l, in panel 3 of Fig. 15.1), distributed
within a sheet volume of (104)3 km3 can account for
the observed CS properties.

15.5 Conclusions and Open Questions

From the observations described in Section 15.2.1
and the discussion in the previous section, it appears
safe to conclude that CSs, or at least those associated
with CMEs, are turbulent. One of the most turbulent
medium we know of, is the magnetosheath, the region
downstream of the bow shock that forms from the
interaction of the solar wind and the terrestrial magne-
tosphere (Retinó et al. 2007). We may ask whether we
can learn anything from the observations of the mag-
netosheath.

The region has been explored by the Cluster (Escou-
bet et al. 1997) mission. In 2002 the four spacecraft of
the Cluster mission traversed a number of thin CSs,
whose width was on the order of ≈100 km, i.e. on
the order of the ion inertial length or the ion gyrora-
dius. The signatures detected by Cluster were consis-
tent with those expected from Hall reconnection (e.g.
Sonnerup 1979; Ren et al. 2005) that occurs on spa-
tial scale small enough that electron and ion motions
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decouple. Hall reconnection is fast, as verified by Clus-
ter data that give a dimensionless reconnection rate
vin/vA on the order of 0.1.

This observation is quite relevant in demonstrat-
ing that a turbulent medium allows for fast reconnec-
tion and raises the issue of whether Hall reconnec-
tion may occur in coronal plasma as well. Open ques-
tions we have, for which Hall reconnection may pro-
vide answers, include what causes fast reconnection in
solar events and how to explain the sudden initiation
of reconnection within a slow energy build-up process.
Longcope et al. (2005) for instance, analyzing Tran-
sition Region and Coronal Explorer (TRACE, Handy
et al. 1999) observations, pointed to a slow accumu-
lation of magnetic energy over about a day, followed
by a sudden onset of a brief reconnection episode
which lasted for ≈ 3 h. Cassak et al. (2008) presented
a model whereby Sweet–Parker reconnection sponta-
neously evolves towards Hall reconnection whenever
the dissipation region becomes so thin to match the ion
skin depth. According to these authors, fast reconnec-
tion occurs rapidly when this condition is met.

The role of Hall reconnection in coronal plasma is a
very active research area nowadays, both theoretically
(e.g. Litvinenko 2009 and references therein), and
for the observational viewpoint. Cassak et al. (2008)
analyzed flares from a sample of Sun-like stars to
search for observations that might support their model.
Because the pre-flare reconnection is undoubtedly col-
lisional, reconnection is initially occurring on the slow
Sweet-Parker time scale within a sheet whose width
is much larger than the ion gyroradius δi. Eventu-
ally, however, if the reconnecting fields are strong
enough, the sheet width δSP (inversely proportional to
the square root of the field) becomes smaller than δi.
At this stage, Hall reconnection may suddenly initi-
ate, releasing energy stored during the Sweet-Parker
regime. If the magnetic field are not that strong, Hall
reconnection does not set in, accounting for regions
not undergoing eruptions. The authors claim that, cal-
culating δSP and δi from stellar parameters, it turns out
that the Sweet-Parker thickness matches, at the time of
flares, the ion gyroradius, thus providing an observa-
tional test for their model. Although the works of Cas-
sak and co-authors are not exempt from criticisms (e.g.
Craig et al. 2008) the inclusion of collisionless effects
in resistive models of reconnection holds promise to
advance our present knowledge of the reconnection
process.

In an alternative way of interpreting observations,
the large widths of the Fe XVIII UVCS emission and
of the WL rays seen in LASCO images may assumed
to be evidence of the region between the slow mode
shocks of the Petschek model, rather than being the
actual CS, as suggested by Vrs̆nak et al. (2009). In this
case the predicted widths are consistent with those that
are observed, but it becomes difficult to explain the ori-
gin of the Fe XVIII line widths, as Petschek mecha-
nism is not expected to produce turbulence (Ciaravella
and Raymond 2008). Also, so far we lack evidence for
the presence of the shocks: another open question that
waits to be answered.

As mentioned earlier, we may be looking at a
plasma sheet, rather than at a current sheet. This sce-
nario avoids searching for exotic ways to enhance
the electrical resistivity and, as any simple solu-
tion to a problem, is very appealing. Recently, Lui
et al. (2009) pointed out that the heliospheric CS is
narrower by at least a factor ten than the heliospheric
plasma sheet within which is embedded. According
to the authors, this suggests an analogy between the
heliospheric and the coronal configuration, where the
UVCS/WL features – which have about the same
width as the heliospheric plasma sheet – are plasma
sheet that analogously embed the undetectable CS. Liu
et al. work focusses on STEREO data and potential
field simulations: further work is needed to see how
the high temperatures and broad line widths inferred
from spectroscopic data would fit into the proposed
scenario.

In the limited space of this review, we did not even
mention issues like particle acceleration in CSs, or 3-D
reconnection, which are nonetheless no less relevant.
Solution to the problems discussed above may be rel-
evant for particle acceleration models as well. Future
observations will help also answer other questions:
densities inferred from UVCS data, largely affected
by the unknown depth of the CS, will be refined if
STEREO will be able to measure the 3-D structure
of the current/plasma sheet. Knowledge of the pro-
file of the electron temperature Te vs. the heliocentric
distance will tell us whether the CS is roughly isother-
mal, justifying the tacit assumption of ionization equi-
librium adopted by spectroscopic techniques.

Recognizing how wide is the range of astrophysi-
cal phenomena where reconnection occurs, makes the
analysis of reconnection-related data especially inter-
esting: this an area where astrophysical observations
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may really help developing more realistic model of the
physics of the process.
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Chapter 16

Solar Energetic Particles

Eino Valtonen

Abstract Some observational aspects of solar ener-
getic particles (SEPs) are briefly discussed. The shift
from the flare paradigm of SEP origin through the two-
class paradigm of impulsive and gradual SEP events
to hybrid events is described. Comprehensive inves-
tigations of coronal mass ejections (CMEs) and solar
energetic particles during the SOHO era have shown
that there is a good correlation between the occur-
rence of large SEP events and fast and wide CMEs.
Shocks driven by these CMEs in the solar corona
and interplanetary space accelerate the solar wind
suprathermal particles. Observations of ionic charge
states and elemental composition of high-energy solar
particles indicate that also flare material is present
in the seed populations of large gradual SEP events.
Whether this material is remnant from previous flares
and accelerated by CME-driven shocks or is directly
accelerated in the flare processes, is still under vig-
orous research. Significant progress is expected from
future solar missions reaching close to the sun and
leading to better understanding of the processes in the
inner heliosphere.

16.1 Introduction

A continuous flow of solar wind emanates from the
sun. In addition to these low-energy charged parti-
cles, enhanced fluxes of high-energy particles can be
occasionally observed. These solar energetic particles
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(SEPs) are manifestations of isolated solar energy
release processes. According to the present under-
standing these high-energy particles originate either
from solar flare processes or are accelerated by shock
waves driven by coronal mass ejections (CMEs) in the
solar corona and interplanetary space. In spite of five
decades of in situ measurements in space, the exact
nature of processes accelerating particles up to rela-
tivistic energies is not understood.

The discipline of solar energetic particles is wide,
covering topics from particle acceleration to inter-
planetary transport and including experimental inves-
tigations as well as development of theories and
modeling. In this chapter, I will review only some
selected observational aspects of solar energetic par-
ticles. Section 16.2 includes a brief history of SEP
research. In Sections 16.3–16.5 some recent results
are reviewed. Section 16.3 concentrates on the rela-
tions between solar energetic particles and coronal
mass ejections. Observations of ionic charge states,
elemental composition, and energy spectra of SEPs are
briefly discussed in Sections 16.4, and 16.5 presents
examples of the significance of the SEP seed pop-
ulations. In Section 16.6, some observations that do
not fit in the current paradigm of SEP events are
summarized. Future prospects to enlighten the open
issues of solar energetic particle physics are pointed
out in Section 16.7, and conclusions are presented in
Section 16.8.

16.2 From the Solar Flare Paradigm
to the Two-Class Paradigm

First solar energetic particle observations were repo-
rted by Forbush (1946) based on ionization chamber
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measurements during the ground level events (GLEs)
on February 28 and March 7, 1942 and on July
25, 1946. Forbush (1946) noted that the increases of
cosmic-ray intensities occurred nearly simultaneously
with solar flares. Further significant observations were
carried out by Meyer et al. (1956) by using a neutron
monitor network covering a wide range of geomag-
netic latitudes. Meyer et al. (1956) studied the Febru-
ary 23, 1956 event, the largest event observed by then.
Like the events observed by Forbush (1946), also this
event was associated with a well-identified solar flare.

Significant progress in solar cosmic-ray studies was
achieved in early 1960s by using rockets and, in par-
ticular, satellite instruments. Measurements of solar
protons were carried out, e.g., on Explorer XII and
Explorer XIV (Bryant et al. 1965). First observations
of heavy ions from the sun were made with nuclear
emulsions on a rocket flight (Fichtel and Guss 1961).
The origin of high-energy particles in all these inves-
tigations was associated with solar flares, readily
observable at optical wavelengths. The view of solar
flare origin of SEPs was long-standing, and to explain
how particles from solar flares at solar longitudes mag-
netically not well connected to Earth were able to
rapidly reach Earth, as observed, required development
of models for fast coronal transport of particles (e.g.,
Schatten and Mullan 1977; Kunow et al. 1991, and
references therein). For a broader picture of early SEP
observations, the reader is referred to, e.g., Fichtel and
McDonald (1967) and Shea and Smart (1995).

Early-on views were also presented suggesting a
role for solar mass ejections in solar particle produc-
tion (e.g., Obayashi 1962). Based on comprehensive
analysis of radio observations Wild et al. (1963) pro-
posed a two-phase acceleration process, where protons
observed in association with large flares had a second
phase of acceleration in a shock by the Fermi mech-
anism. Later Kahler et al. (1978) concluded by using
X-ray and white light coronagraph images and parti-
cle measurements that during the May 1973 to Jan-
uary 1974 period near solar minimum the occurrence
of coronal mass ejections was a necessary requirement
for observation of prompt solar proton events. They
also suggested that energetic protons were accelerated
in the shock front ahead of coronal mass ejections. This
established the connection between solar energetic par-
ticles and coronal mass ejections. More comprehensive
statistics on the association between SEP events and
CMEs were provided by Kahler et al. (1984). They also

found that peak proton fluxes correlated with both the
speeds and the angular sizes of the associated CMEs.

Already in 1970 Hsieh and Simpson (1970) reported
on a special class of SEP events with enhanced 3He
abundance by factors of ∼100 compared to solar wind
values. Later, events with 3He enhancement by a fac-
tor of ∼1,000 or more have been measured. It was
also found that at low energies (∼1 MeV/n) these small
3He-rich events also had enhanced heavy ion abun-
dances, in particular iron, compared to large solar par-
ticle events (e.g., Mason et al. 1986).

In a study of morphological features of limb X-ray
flares Pallavicini et al. (1977) presented a classifica-
tion of the flares into impulsive and gradual events
based on their duration. The gradual flares were asso-
ciated with coronal mass ejections (white light coro-
nal transients). The connection between these two
types of flares and solar energetic particles was estab-
lished by Cane et al. (1986). They found that SEP
events associated with impulsive flares were proton-
poor, short-duration, and rarely associated with inter-
planetary shocks. SEP events associated with gradual
flares were long-duration, rich in protons and reaching
high energies, and in many cases strong interplanetary
shocks were involved. Later Cane et al. (1988) found
that the existence of an interplanetary shock was the
major controlling factor of the time profiles of grad-
ual events. Reames and Stone (1986) associated 3He
enhancements with impulsive flares, and subsequently
Reames (1988) concluded that observed abundances of
heavy elements showed evidence of the presence of
two distinct populations of solar energetic particles.

These findings, together with measurements of ion-
ization states of energetic ions indicating different
source temperatures of particles in small 3He-rich and
in large events, led from the flare paradigm of SEP ori-
gin to the two-class paradigm of impulsive and grad-
ual SEP events. Impulsive SEP events were defined
to be small, short-duration events with particles accel-
erated in a flare-related resonant stochastic process.
Gradual events were long-duration with high peak
intensities. Particles in gradual events were acceler-
ated in interplanetary shocks driven by coronal mass
ejections. Impulsive events were confined to the west-
ern solar longitudes, where the magnetic connection
to the observer at 1 AU was good. Gradual events,
due to the extent of the interplanetary shock, had
much wider distribution in solar longitudes reaching
to the eastern limb and beyond the western limb. For a
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comprehensive review of impulsive and gradual solar
particle events, their characteristics and differences,
the reader is referred to Reames (1999) and references
therein.

16.3 Solar Energetic Particles
and Coronal Mass Ejections

Extensive statistical studies on the relations between
coronal mass ejections and solar energetic particles
have been carried out during recent years by apply-
ing the comprehensive CME database provided by the
SOHO LASCO coronagraph (Brueckner et al. 1995).
It has been shown that large SEP events are associated
with fast and wide CMEs. The average speed of CMEs
associated with large SEP events has been reported
to be 1524 km/s with frequent association with halo
CMEs (Gopalswamy et al. 2005). Kahler (2001) has
shown that there is a correlation between the peak
intensities of SEPs and the speed of the associated
CMEs. This can be understood resulting from the
strength of the CME-driven shock accelerating the par-
ticles. There are, however, variations of several orders
of magnitudes in the SEP peak intensities at a given
speed of the associated CMEs. Kahler (2001) con-
cluded that high-intensity SEP events could result from

enhanced ambient SEP population serving as seed par-
ticles for fast CME shocks. Gopalswamy et al. (2003,
2004) have further investigated the possible causes
of these variations. Gopalswamy et al. (2003) found
that high-intensity SEP events are likely to be associ-
ated with fast and wide CMEs preceded by other wide
CMEs from the same solar source region. A possible
explanation was that because the magnetic field lines
of the preceding CME were still connected to the sun,
the accelerated particles were able to return back to the
succeeding shock for repeated acceleration.

A more comprehensive study was performed by
Gopalswamy et al. (2004) investigating 57 large SEP
events and dividing them in two main categories, one
preceded and the other not preceded by wide CMEs
from the same source region within 24 h. They found
that although the properties of CMEs associated with
SEP events in these two groups were similar, the SEP
intensities were different. When a CME was preceded
by another wide CME from the same source region,
the corresponding SEP event usually had higher proton
peak intensity as shown in Fig. 16.1. The extent of
scatter in the CME speed versus SEP intensity plots
was reduced when the two subgroups were analysed
separately, and for frontside events the proton peak
intensity with preceding CMEs showed a better cor-
relation with the CME speed. In both of these two
groups the SEP intensity showed poor correlation with

Fig. 16.1 Proton peak intensity vs. CME speed for events with
a preceding CME (P, diamond symbols) and for events not pre-
ceded by another CME (NP, plus symbols). Note that the P and
NP events form two distinct populations. For frontside P events
(right panel) the correlation between CME speed and SEP peak

intensity is better than for NP events. R is the correlation coef-
ficient for each type of events and S the standard deviation of
proton intensity. Reproduced from Gopalswamy et al. (2004).
Copyright 2004, American Geophysical Union
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the flare size. Gopalswamy et al. (2004) concluded
that the inherent properties of the CMEs were not the
reason for the differing intensities of SEP events in
the two groups, but that the presence of preceding
CMEs seemed to be the discriminating characteris-
tic of the high- and low-intensity SEP events. Possi-
ble mechanisms of increased particle intensities were
attributed to the effects related to the modification of
the primary shock strength propagating in the environ-
ment of enhanced density produced by the preceding
CME, effects due to changed magnetic configuration
of the interplanetary magnetic field allowing particles
to experience repeated acceleration, or to the existence
of favorable seed particles as a consequence of the pre-
ceding CME.

Kahler and Vourlidas (2005) examined interactions
of fast (>900 km/s) and wide (>60◦) CMEs with
the coronal environment with the purpose of deter-
mining possible factors contributing in resulting SEP
peak intensities. They studied SEP events associ-
ated with CMEs from longitudes >W30◦. From these
they selected two extreme groups of SEP events: 15
SEP-rich events with the highest ∼20 MeV proton
intensities and 16 SEP-poor events with the lowest
intensities associated with fast and wide western hemi-
sphere CMEs within their observation period. They
found the major differences to be that the SEP-rich
CMEs were brighter and more likely to be streamer
blowouts and to follow colocated CMEs within 12 or
24 h. Kahler and Vourlidas (2005) confirmed the result
of Gopalswamy et al. (2004) that SEP event peak inten-
sities are higher when the associated driver CMEs are
preceded within a day by wide CMEs at the same loca-
tions. They also concluded that CME brightness, and

hence mass, is the most obvious difference between
SEP-rich and SEP-poor CMEs. The difference was
clearly seen at low coronal heights, and Kahler and
Vourlidas (2005) suggested that further SEP-related
CME analyses should be focused on heights �6 Rs,
where shock acceleration of SEPs is most efficient.
Their finding that the widths and angular brightness of
the SEP-rich CMEs significantly exceeded those of the
SEP-poor CMEs indicated that SEP-rich CMEs must
be broad in latitude and longitude. Based on the obser-
vation that a large fraction of SEP-rich CMEs occurred
as streamer blowouts, an alternative requirement could
be that SEP-rich CMEs occur in intrinsically dense
coronal regions, such as streamers.

Metric type II solar radio bursts are considered
as manifestations of coronal shock waves moving
outward through the solar atmosphere. Because par-
ticles in large SEP events are assumed to be accel-
erated by coronal and interplanetary shocks, it might
then be expected that there is a good correlation
between the occurrences of metric type II bursts and
large SEP events. Cliver et al. (2004) investigated
metric type II bursts with solar western hemisphere
sources, and found out that less than half of the met-
ric type II bursts were associated with SEP events
observed at Earth. When the metric type II bursts
were accompanied by decametric-hectometric (DH)
type II emission, the association with SEP events was
much higher (90%). Small SEP events were more
likely to be associated with metric type IIs than with
DH type IIs and the association of SEP events with
DH type II bursts increased rapidly with SEP event
size (Fig. 16.2). For ∼20 MeV proton events with
peak fluxes >0.1 protons cm−2s−1sr−1MeV−1 the

Fig. 16.2 Percentage
association of ∼20 MeV SEP
events with metric type II
(dashed line) and DH type II
(solid line) bursts as a
function of SEP event peak
intensity. Reproduced from
Cliver et al. (2004) by
permission of the AAS
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association with DH type II bursts was 96%. The inter-
pretation of Cliver et al. (2004) for their observations
was that large ∼20 MeV SEP events result from strong
shocks that are capable of persisting well beyond
∼3 Rs. The shock acceleration is most efficient above
this height and the shocks that survive beyond ∼3 Rs

are more likely to have broad longitudinal extents,
enabling less well connected shocks to intercept open
field lines connecting to Earth and enabling particle
observations.

Gopalswamy et al. (2005) have shown that the
highest-energy CMEs produce type II bursts that have
counterparts in all the spectral domains from met-
ric through decameter-hectometric to kilometric wave-
lengths. These m-to-km type II bursts imply that the
shock, presumably driven by a CME, is present and
strong enough to produce radio emission over a large
range of distances from the sun. They also found a high
degree of association between m-to-km type II bursts
and SEP events, and the speed and width distributions
of CMEs associated with SEP events and m-to-km
type II bursts were nearly identical. The small num-
ber of m-to-km bursts that were not associated with
SEP events had their solar sources at locations, which
were magnetically poorly connected to the observer
near Earth.

Gopalswamy et al. (2008a, b) studied association of
SEP events with radio-quiet and radio-loud fast and
wide CMEs. Radio-quiet CMEs were defined as those
with no detectable type II radio emission in the met-
ric or DH wavelengths. They found that some radio-
quiet CMEs were associated with small SEP events
suggesting that these CMEs may drive weak shocks.
Weak shocks might result from these CMEs prop-
agating in coronal and interplanetary environments,
where the Alfven speed was exceptionally high. On
the other hand, some radio-loud CMEs were not asso-
ciated with SEP events, which was explained mainly
by poor magnetic connectivity of the type II burst
location to Earth. When the source location on the
sun was taken into account, essentially all type II
bursts in the DH wavelength range were associated
with SEP events. The SEP association of type II bursts
increased with increasing wavelength range from met-
ric to decameter-hectometric and longer wavelengths
indicating the importance of the longer wavelength
type II bursts as indicators of SEP events (Gopalswamy
et al. 2008b). This also supports the findings of Cliver
et al. (2004) presented in Fig. 16.2.

16.4 Ionic Charge States, Composition,
and Energy Spectra

The observed large variations of the ionization states
of heavy ions, in particular of Fe, at energies below
∼1 MeV/n have been one of the strong arguments in
dividing SEP events into the two classes of gradual
and impulsive events resulting from source regions
with distinctly different temperatures. At low energies
(∼200–250 keV/n) the ionization states of iron in grad-
ual and impulsive SEP events are completely differ-
ent. The mean ionic charge distributions peak at ∼9
in gradual events and between 15 and 17 in impulsive
events (Klecker et al. 2007). Although the mean ionic
charge of Fe in gradual SEP events below energies of a
few 100 keV/n is usually similar to that of solar wind,
at higher energies large differences have been found.
At energies � 10 MeV/n the mean ionic charge of Fe
in gradual SEP events has been observed to be sig-
nificantly higher (∼15–20) than at low energies (e.g.,
Oetliker et al. 1997; Labrador et al. 2005). Such results
indicate that heavy ion charge states would not be in a
simple way related only to the plasma temperature of
the source region. In impulsive events there is a strong
and monotonic increase of the mean ionic charge of Fe
in the narrow energy range of ∼0.1–0.55 MeV/n. This
rapid increase can be explained by additional ioniza-
tion of ions with increasing energy in a dense envi-
ronment (Kocharov et al. 2000). Thus, the observed
energy dependence of the ionic charge indicates that
the acceleration region of impulsive SEPs is low in the
corona at altitudes below ∼0.2 Rs (Klecker et al. 2007).

Measurements with sensitive instruments have
shown that the shape of the energy spectra of ions in
3He-rich SEP events can be very different on event-
by-event basis. In some events the spectra of ions from
helium to iron can be power laws or broken power laws
for all species. In other cases 3He and Fe spectra can
be curved at low energies and significantly different
from 4He spectra (Mason et al. 2002). These differ-
ent spectral shapes also lead to very different 3He/4He
ratios for different events and as function of energy in
the same event. Therefore, no single 3He/4He ratio can
be used to characterize the event, but the energy range
under investigation must be defined (Mason 2007). The
differences in spectral shapes may indicate energiza-
tion of various ions in different processes. It has also
been found that in many gradual events 3He/4He ratios
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are well above the solar wind ratio previously assumed
for gradual SEP events (e.g., Torsti et al. 2003). At
energies >10 MeV/n many gradual events are also
enriched in heavy elements (Cohen et al. 1999), which
was earlier expected to occur only in impulsive events.
As in impulsive events, the abundance ratios in gradual
events depend on the spectral shapes, which can lead to
large event-to-event variation in, e.g., Fe/O ratio.

Mewaldt et al. (2005) studied the energy spectra of
ions from hydrogen to iron in the large SEP events of
October–November 2003. They found that all species
had a relatively sharp break in their spectra at ener-
gies ranging from a few MeV/n to ∼30 MeV/n. Lighter
species had higher break energies than heavier ones
like iron. They also found that the spectra could be
fitted either by a double power-law or by a single
power-law with exponential roll-over at high energies.
The latter form follows from the theory of Ellison and
Ramaty (1985). The break energies found by Mewaldt
et al. (2005) are presented in Fig. 16.3 as a function of
Q/M for the two spectral shapes. The break energies
obey (Q/M)1.56 or (Q/M)1.75 dependence, similar to
the theory of Li et al. (2005), which predicts the break
energy to be proportional to the square of the charge-
to-mass ratio. Recently, however, Li et al. (2009) stud-
ied the effect of shock geometry on the (Q/M) depen-
dence of the spectral breaks and found that while
the dependence for ions accelerated in quasi-parallel
shocks was in accordance with the previous theory (Li
et al. 2005), it was much weaker in quasi-perpendicular
shocks. Spectral breaks indicate less efficient accel-
eration of particles in a shock above the break ener-
gies, perhaps due to less efficient scattering of the

ions from the proton-amplified Alfven waves (Mewaldt
et al. 2005).

16.5 Significance of Seed Populations

The observed large variability in the composition and
energy spectra of large (gradual) SEP events and in
3He-rich (impulsive) events raises the question of the
origin of such variations. In particular, 3He and heavy
ion enhancements and increasing Fe/O ratio and ionic
charge of Fe with energy in large SEP events chal-
lenge the view that large SEP events are caused by
the acceleration of ambient coronal or solar wind
ions at CME-driven shocks. It has been suggested
(Mason et al. 1999) that CME-driven shocks might
occasionally encounter and reaccelerate suprathermal
flare-associated material enriched in 3He and heavy
ions. Acceleration of particles from such a source
region could cause the observed compositional char-
acteristics of some large SEP events.

Desai et al. (2006) surveyed the heavy-ion abun-
dances in 64 large SEP events in the energy range
∼0.1–10 MeV/n. In search of the source populations
they compared the heavy-ion abundances with those
measured in slow and fast solar wind and in parti-
cle populations accelerated near the sun and in inter-
planetary space. Desai et al. (2006) found event-
to-event M/Q-dependent enhancements in heavy-ion
abundances relative to ambient coronal values. These
enhancements were similar to those seen in 3He-rich
SEP events. On the other hand, they also found that

Fig. 16.3 Break energies as a
function of Q/M for double
power-law fit (left) and single
power-law fit with exponential
roll-over (right) to the
observed energy spectra of
October–November 2003 SEP
events. In both cases the Q/M
dependence is somewhat
weaker than given by the
theory of Li et al. (2005)
(dashed line). Reprinted with
permission from Mewaldt
et al. (2005). Copyright 2005,
American Institute of Physics
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the Fe/O ratio in most large SEP events decreased
with energy (Fig. 16.4). This would indicate acceler-
ation mechanism in which ions with higher M/Q ratios
were accelerated less efficiently. Desai et al. (2006)
concluded that the M/Q-dependent enhancements of
heavy-ion abundances in large SEP events are an
inherent property of a suprathermal seed population
that may be produced by processes similar to those
occurring in impulsive SEP events. This heavy-ion-
enriched material could then be accelerated at CME-
driven shocks by rigidity-dependent processes causing
species-dependent spectral breaks and consequently
the Fe/O ratios to decrease with increasing energy.

Tylka et al. (2005) have stressed, in addition to
the nature of the seed population, also the signifi-
cance of the shock geometry in producing the observed
large variations in the heavy ion abundances in large
SEP events. As examples of extreme variations in
elemental composition in large SEP events Tylka
et al. (2005) considered two events: one (21 April
2002) with strongly decreasing Fe/C ratio with energy
and another one (24 August 2002) with Fe/C ratio
increasing above ∼10 MeV/n. The former behavior
can be easily explained by the acceleration of mate-
rial from the suprathermal tail of solar wind with
Q/M-dependent spectral breaks as discussed above in
Section 16.4. For the latter behavior a different expla-
nation is required. Tylka et al. (2005) proposed that
this behavior could be explained by the acceleration
of suprathermals from flare activity. The acceleration
would be by a quasi-perpendicular shock requiring for
efficient acceleration a seed population with higher
speeds, like those of the flare suprathermals exhibiting

also an elemental composition with enhanced 3He and
heavy ions. The complete picture would then be accel-
eration by a quasi-parallel shock from the seed popula-
tion of solar wind suprathermals corresponding to low
(�10 MeV/n) observed SEP energies and by a quasi-
perpendicular shock from the seed population of flare
suprathermals at higher energies in events where the
flare suprathermals happen to be present in significant
amounts.

16.6 Hybrid Events

Large increase of ionic charge states at energies above
10 MeV/n and increase of the heavy-ion abundances at
high energies suggest contributions of particles from
various sources. The main seed populations seem to
be the ambient solar wind and coronal material on one
hand and flare material from the low corona on the
other hand. Based on the two-class paradigm of the
SEP origins it is usually assumed that also the flare
material is further accelerated by a CME-driven coro-
nal shock. There is, however, also a significant amount
of evidence that the flare component contributing to
SEP events would be directly injected from the flare.

Klein and Trottet (2001) carried out a detailed study
of individual high energy particle events and found
strong evidence that time-extended particle accelera-
tion occurs in the corona after the impulsive flare and
contributes to particle fluxes in space. They argued
that although the diffusive shock acceleration works
well up to some MeV, it is unlikely that the shock

Fe/O decreases (32 events)
Fe/O constant (27 events)

Fe/O increases (5 events)

–

Fe/O decreases (45 events)
Fe/O constant (12 events)

Fe/O increases (3 events)

–

Fig. 16.4 Energy
dependence of Fe/O ratio in
large SEP events. The ratio is
shown at 1.8–2.56 MeV/n
(left) and at 12–60 MeV/n
(right) vs. the ratio at
0.11–0.14 MeV/n. In most
events the ratio is decreasing
with increasing energy (blue
triangles). Dashed lines
indicate constant Fe/O ratio
within ±30%. The yellow
bands show the error limits of
the average Fe/O ratio
measured in the slow solar
wind. Reproduced from Desai
et al. (2006) by permission of
the AAS
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mechanism applies to high energy particles. Based on
common features identified in the temporal evolution
of particles interacting in the solar atmosphere and par-
ticles observed in the interplanetary space Klein and
Trottet (2001) concluded that coronal acceleration pro-
cesses downstream of the CME contribute significantly
to proton populations from tens of MeV to some GeV
in space.

Cane et al. (2002) have shown that essentially all
SEP events producing protons above 20 MeV are pre-
ceded by long-duration type III radio bursts and all
are preceded by CMEs. They concluded that the type
III bursts were caused by streams of electrons travel-
ing from close to the solar surface out to 1 AU. These
electrons were unlikely shock-accelerated, but instead
probably originated in the reconnection regions below
fast CMEs. Cane et al. (2002) further concluded that
the existence of these type III bursts proved that open
field lines extend from within ∼0.5 Rs into the inter-
planetary medium and that particles originating from
flares could be expected to contribute in all solar par-
ticle events in addition to those accelerated by CME-
driven shocks.

In studying 29 large SEP events in the energy range
25–80 MeV/n Cane et al. (2003) identified 19 events
with intensities rapidly rising at the time of an associ-
ated flare, which had Fe/O ratios above coronal values
and constant with time and energy. The remaining 10
events had Fe/O ratios that varied with time and energy
with event-averaged values at or below coronal. Of
these 10 events, four had two peaks in the intensity-
time profiles: the first near the time of the associ-
ated flare with high Fe/O ratio and the other at the
time of the shock passage with a lower Fe/O. Cane
et al. (2003) concluded that SEP events have two com-
ponents and that at high rigidities the first component,
which was assumed to be flare generated, usually dom-
inates and interplanetary shock-accelerated particles
forming the second component make only a minor con-
tribution except in the case of unusually fast shocks.
Their observations above 25 MeV/n indicated that a
population of flare particles was present in most major
solar particle events.

Torsti et al. (2003) reported of significant intensities
of 3He in all SEP events with 4He intensity exceeding
a certain threshold. The abundance ratio 3He/4He was
found to vary in the range ∼0.003–2, well above the
solar wind value. They argued that 3He/4He ≈ 0.015
should be regarded as a normal composition in high-

energy SEP events. Torsti et al. (2003) considered the
reported common overabundance of 3He as a signature
that impulsive flare-type processes always participate
in SEP production.

Based on SEP event onset timing Klein and Posner
(2005) found a number of flare-related SEP events
in which proton release started simultaneously with
the release of electron beams observed through their
type III radio emission at decametric-to-kilometric
wavelengths. These events were studied to identify
the coronal processes that occurred when the parti-
cle release started at the sun. Klein and Posner (2005)
concluded that the first escaping protons were acceler-
ated roughly between 0.1 Rs and 0.5 Rs above the pho-
tosphere, a height range well behind the front of the
associated CMEs at the time of acceleration. The mag-
netically stressed corona in the aftermath of the CME
was identified as a plausible site of acceleration. Sim-
ilar conclusions of acceleration of electrons and pro-
tons very low in the corona behind a rising CME were
reached by Maia et al. (2007).

Observations of large SEP events with character-
istics that have been interpreted as direct contribu-
tions from flare processes to particle intensities at 1 AU
have led to extensions of the two-class paradigm of
SEP events. For example, Kocharov and Torsti (2002)
have presented a classification system emphasizing the
importance of CME liftoff/aftermath processes in the
solar corona as well as the possible role of seed par-
ticle re-acceleration, which may explain the observed
hybrid solar energetic particle events.

16.7 Future Prospects

One of the principal reasons that the acceleration pro-
cesses and sources of solar energetic particles have
remained puzzles in spite of observations with state-
of-the-art space instruments for many years is that
the processes and sources mainly occur very close to
the sun, while the observations are usually carried out
at or near 1 AU. When traveling the distance from
the sun to Earth through the interplanetary magnetic
medium much of the essential information initially car-
ried by the particles is washed out and distorted. Taking
into account all the propagation effects and deduc-
ing the characteristics of the original acceleration pro-
cesses and physical conditions of the source regions is
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extremely difficult. Therefore, as far as particle mea-
surements are concerned, the only solution is to go
close to the sun. Two such missions, the ESA Solar
Orbiter and NASA Solar Probe Plus, are currently in
preparation.

Both Solar Orbiter and Solar Probe Plus will carry
a comprehensive energetic particle instrument suite.
Solar Orbiter will have an elliptical orbit around the
sun with closest approach to the sun of 0.28 AU reach-
ing this close distance several times during the nom-
inal mission lifetime. Solar Probe Plus will go even
closer to the sun, to the minimum distance of 9.5 Rs.
It is expected that both missions will contribute in rev-
olutionizing our knowledge and understanding of the
processes in the inner heliosphere. They will provide
the unique opportunity to disentangle SEP propagation
and transport effects from the acceleration and injec-
tion processes active at the sun and in the inner helio-
sphere. These missions will allow for the first time
to unambiguously determine the sources of energetic
particles, and to use SEPs to map out the large-scale
connectivity of the unexplored region of the innermost
heliosphere.

16.8 Conclusions

Statistical studies have shown that large solar energetic
particle events are associated with fast and wide coro-
nal mass ejections. In particular, western hemisphere
fast and wide CMEs associated with decametric-
hectometric type II radio bursts produce large SEP
events with high probability. Preconditioning of SEP
source region by a preceding CME may be important
in SEP production leading to high correlation between
CME speeds and SEP event peak intensities.

Ion charge states in gradual SEP events are com-
patible with solar wind values at low energies, but
have large variations at energies above 10 MeV with Fe
charge states up to the range of 15–20. 3He-rich events
can have extreme variations in 3He/4He ratio with
energy and large enhancements in heavy ion abun-
dances. Large variations in heavy ion abundances also
occur in gradual SEP events. In large SEP events, spec-
tral breaks usually occur at Q/M-dependent energies
ranging from a few MeV/n to ∼30 MeV/n. Seed popu-
lations and shock geometry can have significant effects
on the elemental composition in gradual SEP events.

The two-class paradigm of SEP events seems
not to be sufficient to explain all recent observa-
tions. Extended classification systems are required for
the interpretation of observed characteristics of SEP
events. To answer many open questions on the accel-
eration mechanisms and source regions of SEPs, mea-
surements close to the sun with advanced instruments
are needed in order to minimize the propagation effects
obscuring the present observations at or near 1 AU.
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Chapter 17

From Micro- to Macro-scales in the Heliosphere
and Magnetosphere

Dastgeer Shaikh, Igor S. Veselovsky, Quanming M. Lu, and Gary P. Zank

Abstract From a broader perspective, the heliosphere
and planetary magnetospheres provide a test bed to
explore the plasma physics of the Universe. In par-
ticular, the underlying nonlinear coupling of different
spatial and temporal scales plays a key role in deter-
mining the structure and dynamics of space plasmas
and electromagnetic fields. Plasmas and fields exhibit
both laminar and turbulent properties, corresponding
to either well organized or disordered states, and the
development of quantitative theoretical and analytical
descriptions from physics based first principles is a
profound challenge. Limited observations and compli-
cations introduced by geometry and physical parame-
ters conspire to complicate the problem. Dimension-
less scaling analysis and statistical methods are uni-
versally applied common approaches that allow for
the application of related ideas to multiple physical
problems. We discuss several examples of the inter-
play between the scales in a variety of space plasma
environments, as exemplified in the presentations of
the IAGA session From Micro- to Macro-scales in the
Heliosphere and Magnetospheres.

17.1 Turbulent Spectra in the Solar Wind
and Interstellar Medium

The solar wind and interstellar medium is predom-
inantly in a turbulent state (Marsch and Tu 1995;
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Goldstein et al. 1995; Bruno and Carbone 2005) in
which low frequency fluctuations are described typi-
cally by a magnetohydrodynamics (MHD) description
of plasma. Nonlinear interactions amongst these fluc-
tuations lead to a migration of energy in the inertial
range that is characterized typically by a Kolmogorov-
like 5/3 spectrum (Frisch 1995). The 5/3 power spec-
trum is observed frequently, both in the interstellar
medium (ISM) and solar wind (SW). The ubiquity
of the turbulence spectrum on a variety of length
scales, leading to a Kolmogorov-like 5/3 law, is one
of the long standing puzzles of classical statistical the-
ories of turbulence, the origin and nature of which
remains a topic of considerable debate. Owing to
its complexity, magnetized plasma turbulence in gen-
eral is not only lacking substantially in theoretical
developments because of its analytically intractable
nature, but it also poses computationally a challeng-
ing task of resolving multiple scale flows and fluctu-
ations that are best described statistically. The fields
of plasma and hydrodynamic turbulence have grown
tremendously with the advent of high speed super-
computing and efficient numerical algorithms. It is
not possible to cover all aspects of the field in this
chapter, and so we concentrate mainly on the phys-
ical processes that lead to the 5/3 spectra in both
ISM and SW plasmas. Understanding energy cascade
processes is important particularly from the point of
view of nonlinear interactions across disparate scales,
turbulence transport, wave propagation, heating pro-
cesses in the solar wind, structure formation, cosmic
ray scattering, and particle acceleration throughout the
heliosphere.
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17.1.1 Turbulence Spectra in the
Interstellar Medium

It is a curious observation (Fig. 17.1) that elec-
tron density fluctuations in the interstellar medium
(ISM) exhibit an omnidirectional Kolmogorov-like
(Kolmogorov 1941) power spectrum k−5/3 (or 11/3
spectra index in three dimensions) over a 4 to 6 decade
range (Armstrong et al. 1981; Higdon 1984, 1986;
Armstrong et al. 1990). The observed turbulence spec-
trum extends over an extraordinary range of scales i.e.
from an outer scale of a few parsecs to scales of few
AUs or less. Interstellar scintillation, describing fluc-
tuations in the amplitude and phase of radio waves
caused by scattering in the interstellar medium, exhibit
the power spectrum of the interstellar electron density
that follows a 5/3 index (Armstrong et al. 1995). The
origin and nature of this big power law is described in
an extensive review by Elmegreen and Scalo (2004).
Chepurnov and Lazarian (2010) used the data of the
Wisconsin Hα Mapper (WHAM) and determined that
the amplitudes and spectra of density fluctuations can
be matched to the data obtained for interstellar scin-

tillations and scattering that follow a Kolmogorov-
like spectrum spanning from 106 to 1,017 m scales.
Angular broadening measurements also reveal, more
precisely, a Kolmogorov-like power spectrum for the
density fluctuations in the interstellar medium with a
spectral exponent slightly steeper than −5/3 (Mutel
et al. 1998; Spangler 1999). Regardless of the exact
spectral index, the density irregularities exhibit a
power-law spectrum that is essentially characteristic
of a fully developed isotropic and statistically homo-
geneous incompressible fluid turbulence, described by
Kolmogorov (1941) for hydrodynamic and Kraich-
nan (1965) for magnetohydrodynamic fluids. Turbu-
lence, manifested by interstellar plasma fluid motions,
therefore plays a major role in the evolution of the ISM
plasma density, velocity, magnetic fields, and the pres-
sure. Radio wave scintillation data indicates that the
rms fluctuations in the ISM and interplanetary medium
density, of possibly turbulent origin and exhibiting
Kolmogorov-like behavior, are only about 102001).
This suggests that ISP density fluctuations are only
weakly compressible. Despite the weak compression
in the ISP density fluctuations, they nevertheless admit
a Kolmogorov-like power law, an ambiguity that is
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not yet completely resolved by any fluid/kinetic theory
or computer simulations. That the Kolmogorov-like
turbulent spectrum stems from purely incompressible
fluid theories (Kolmogorov 1941; Kraichnan 1965) of
hydrodynamics and magnetohydrodynamics offers the
simplest possible turbulence description in an isotropic
and statistically homogeneous fluid. However, since
the observed electron density fluctuations in the ISM
possess a weak degree of compression, the direct appli-
cation of such simplistic turbulence models to under-
standing the ISM density spectrum is not entirely obvi-
ous. Moreover, the ISM is not a purely incompressible
medium and can possess many instabilities because of
gradients in the fluid velocity, density, magnetic field
etc. where incompressibility, inhomogeneity and even
isotropy are certainly not good assumptions. This calls
for a fully self-consistent description of ISM fluid,
one that couples incompressible modes with weakly
compressible modes and deals with the strong nonlin-
ear interactions amongst the ISM density, temperature,
velocity and the magnetic field. Note that the coupling
of different modes is an intrinsic property of MHD per-
turbations of finite amplitude.

17.1.2 Solar Wind Turbulence Spectra

Solar wind plasma, on the other hand, occurs on much
smaller scales, i.e. few thousands of kilometers, com-
pared to the ISM scales. A wealth of data from in-
situ observations is available from numerous space-
craft and reveals the nonlinear turbulent character of
the magnetized solar wind plasma fluid. It is evident
from these observations that the solar wind plasma
yields a multitude of spatial and temporal length-
scales associated with an admixture of waves, fluctu-
ations, structures and nonlinear turbulent interactions.
In-situ measurements (Matthaeus and Brown 1988,
Goldstein et al. 1994, 1995; Ghosh et al. 1996) indi-
cate that solar wind fluctuations, extend over several
orders of magnitude in frequency and wavenumber.
The fluctuations can be described by a power spec-
tral density (PSD) spectrum that can be divided into
three distinct regions (Goldstein et al. 1995; Leamon
et al. 1999) depending on the frequency and wavenum-
ber. This is shown in the schematic of Fig. 17.2. The
first region corresponds to a flatter spectrum, asso-
ciated with lower frequencies consistent with a k−1
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Fig. 17.2 Schematic of the power spectral density (PSD) com-
posite spectrum in the solar wind turbulent plasma as a function
of frequency (wavenumber). Several distinct regions are iden-
tified with what is thought to be the dominant energy transfer
mechanism for that particular region. The nonlinear processes
associated with the transition from region II (MHD regime) to
region III (kinetic or Hall MHD regime) are not yet fully under-
stood. The power spectra in region III vary from k−2 to k−4.
The boundary of regions III and IV identifies where electron
and ion motions are decoupled. Regions IV and V are identified
as whistler cascade regimes. The outerscale of MHD turbulence
corresponds to the smaller k mode in region II which can possi-
bly extend over a few parsecs in the context of ISM (Armstrong
et al. 1981)

(where k is wavenumber) power law. A second iden-
tifiable region follows and extends to the ion/proton
gyrofrequency, with a spectral slope that has an index
ranging from −3/2 to −5/3. This region is iden-
tified with fully developed turbulence, and is gen-
erally described on the basis of the incompressible
magnetohydrodynamic (MHD) equations. The turbu-
lent interactions in this regime are thought to be
governed entirely by Alfvenic cascades. Spacecraft
observations (Leamon et al. 1999; Bale et al. 2005;
Alexandrova et al. 2007, 2008; Sahraoui et al. 2007,
2009) further reveal that at length scales beyond the
MHD regime, i.e. length scales less than ion gyro
radius kρi < 1 and temporal scales greater than the
ion cyclotron frequency ω > ωci = eB0/mec (where
k,ρci,e,B0,me,c are respectively characteristic mode,
ion gyroradius, ion cyclotron frequency, electronic
charge, mean magnetic field, mass of electron, and
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speed of light), the spectrum exhibits a spectral break,
and the spectral index of the solar wind turbulent fluc-
tuations varies between −2 and −5 (Smith et al. 2006;
Goldstein et al. 1994; Leamon et al. 1999; Bale
et al. 2005; Shaikh and Zank 2008, 2009; Sahraoui
et al. 2009). Higher time resolution observations
find that at the spectral break, Alfvenic MHD cas-
cades (Smith et al. 2006; Goldstein et al. 1994; Lea-
mon et al. 1999) close. The characteristic modes in
this region appear to evolve typically on timescales
associated with dispersive kinetic Alfvenic fluctua-
tions.

The onset of the second or the kinetic Alfvén inertial
range is not understood. Some suggestions have how-
ever been made. The spectral break may result from
energy transfer processes associated with possibly
kinetic Alfven waves (KAWs) (Hasegawa 1976), elec-
tromagnetic ion- cyclotron-Alfven (EMICA) waves
(e.g., Gary et al. 2008) or by fluctuations described
by a Hall MHD (HMHD) plasma model (Alexandrova
et al. 2007, 2008; Shaikh and Zank 2008, 2008a).
Stawicki et al. (2001) argue that Alfven fluctuations
are suppressed by proton cyclotron damping at inter-
mediate wavenumbers so the observed power spec-
tra are likely to comprise weakly damped dispersive
magnetosonic and/or whistler waves. Beinroth and
Neubauer (1981) and Denskat and Neubauer (1982)
have reported the presence of whistler waves based
on Helios 1 and 2 observations in this high fre-
quency regime. A comprehensive data analysis by
Goldstein et al. (1994), based on correlations of
sign of magnetic helicity with direction of mag-
netic field, indicates the possible existence of multi-
scale waves (Alfvénic, whistlers and cyclotron waves)
with a single polarization in the dissipation regime.
Counter-intuitively, in the ω < ωci regime, or Alfvenic
regime, Howes et al. (2008) noted the possibility
that highly obliquely propagating KAWs are present
(with ω > ωci) making it questionable that damping
of ion cyclotron waves is responsible for the spectral
breakpoint.

Fluid (Shaikh and Zank 2010) and kinetic (Howes
et al. 2008) simulations, in qualitative agreement with
spacecraft data described as above, have been able
to obtain the spectral break point near the charac-
teristic turbulent length scales that are comparable
with the ion inertial length scale (di). These simula-
tions find Kolmogorov-like k−5/3 spectra for length
scales larger than ion inertial length scales, where

MHD is typically a valid description. By contrast,
smaller (than di) scales were shown to follow a steeper
spectrum that is close to k−7/3 (Howes et al. 2008;
Shaikh and Zank 2009). Spacecraft data and simula-
tions thus reveal that migration of turbulent energy
proceeds essentially through different regions in k-
space, i.e. k−1,k−5/3 and k−7/3. Of course, the tur-
bulent cascade does not entirely terminate immedi-
ately beyond the k−7/3 regime. Fluid and kinetic sim-
ulations (Biskamp et al. 1996; Galtier 2006; Galtier
and Buchlin 2007; Cho and Lazarian 2003; Shaikh
and Zank 2005; Shaikh 2009; Gary et al. 2008; Saito
et al. 2008; Howes et al. 2008) show that spectral trans-
fer of energy extends even beyond the k−7/3 regime
and is governed predominantly by small scale, high
frequency, whistler turbulence. The latter also exhibits
a power law.

17.1.3 Extended Composite Spectra of the
Solar Wind Plasma

Theory and simulations indicate that turbulent fluc-
tuations in the high frequency and kρi > 1 regime
correspond to electron motions that are decoupled
from the ion motions (Kingsep et al. 1990; Biskamp
et al. 1996; Shaikh et al. 2000a, b; Shaikh and
Zank 2003; Cho and Lazarian 2003; Saito et al. 2008;
Gary et al. 2008). Correspondingly, ions are essen-
tially unmagnetized and can be treated as an immo-
bile neutralizing background fluid. This regime corre-
sponds to the whistler wave band of the spectrum and
comprises characteristic scales that are smaller than
those that describe MHD, KAW or Hall MHD pro-
cesses. An extended composite schematic describing
the whistler mode spectra is also shown in Fig. 17.2.
Specifically, regions IV and V in Fig. 17.2 identify
characteristic modes that are relevant for the descrip-
tion of whistler wave turbulence (Biskamp et al. 1996;
Shaikh and Zank 2005; Shaikh 2009). The bound-
ary of regions III and IV represents a wavenum-
ber band in spectral space that corresponds to the
decoupling of electron and ion motions. Wavenum-
bers above this boundary characterize the onset of
whistler turbulence. The spectral cascades associated
with whistler turbulence are described extensively
by Biskamp et al. (1996), Shaikh et al. (2000a),
Shaikh et al. (2000b), Shaikh and Zank (2003, 2005),
Shaikh (2009). Cho and Lazarian 2004 describe scale
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dependent anisotropy that is mediated by whistler
waves in the context of electron MHD plasma. Gary
et al. (2008) and Saito et al. (2008) have reported
two-dimensional electromagnetic particle-in-cell sim-
ulations of an electron MHD model to demonstrate
the forward cascade of whistler turbulence. Their work
shows that the magnetic spectra of the cascading fluc-
tuations become more anisotropic with increasing fluc-
tuation energy. Interestingly, whistler turbulence asso-
ciated with longer wavelengths in region IV exhibits a
power spectrum k−7/3 that is similar to the short wave-
length spectrum of kinetic Alfven waves (KAW), as
shown in region III of Fig. 17.2. The underlying phys-
ical processes responsible for the spectrum differ sig-
nificantly for KAW and whistler waves.

The Hall MHD description of magnetized plasma
is valid up to region III where characteristic turbu-
lent scales are smaller than ion inertial length scales
(kdi > 1). Beyond this location, high frequency motion
of plasma is governed predominantly by electron
motions, and ions form a stationary neutralizing back-
ground. Consequently, the ion motions decouple sig-
nificantly from electron motion. These aspects of the
spectra, depicted by regions IV and V in Fig. 17.2,
can be described adequately by whistler wave model.
The Hall MHD models are therefore not applicable in
regions IV, V and beyond. Neither can they describe
kinetic physics associated with the dissipative regime.
Since the high frequency regime (i.e. regions IV and
V) is dominated by electron motions, there exists an
intrinsic length scale corresponding to the electron
inertial length scale de = c/ωpe (where ωpe is the elec-
tron plasma frequency). The characteristic turbulent
length scales in regions IV and V are comparable with
de and therefore describe scales larger (i.e. kde < 1 in
region IV) and smaller (i.e. kde > 1 in region V) than
the electron inertial scale. While whistler wave mod-
els can describe nonlinear processes associated with
length scales as small as the electron inertial length
scale, they fail to describe finite electron Larmor radius
effects for which a fully kinetic description of plasma
must be used.

Beside those issues described above, we do not
understand what leads to the decoupling of ion and
electron motions near the boundary of regions III and
IV for example. Although the turbulent spectra are
described by similar spectral indices, the nonlinear
processes are fundamentally different in regions III
and IV.

17.1.4 A Nearly Incompressible
Description of the SW and ISM
Spectra- the 5/3 MHD Regime

Earlier fluid models, describing the turbulent motion
of a compressible ISM fluid, have been based mostly
on isothermal and adiabatic assumptions, due largely
to their tractability in terms of mathematical and
numerical analysis. Unfortunately, such models can-
not describe the complex nonlinear dynamical interac-
tions amongst ISM fluctuations self-consistently. For
instance, density fluctuations, in the context of related
solar wind work, were thought to have originated from
nonlinear Alfven modes (Spangler 1987). A simple
direct relationship of density variations with Alfvenic
fluctuations is not entirely obvious as the latter are not
fully self-consistent and are incompressible by nature
thereby ignoring effects due to magnetoacoustic per-
turbations for example. On the other hand, fully com-
pressible nonlinear MHD solutions, for both high- and
low-cases, show that Alfven and slow modes exhibit
a k−5/3 spectrum, while fast modes follow a k−3/2

spectrum (Cho and Lazarian 2002, 2003). The for-
mation of density power spectrum in the simulations
of isothermal MHD turbulence was studied in Cho
and Lazarian (2003), Beresnyak et al. (2005), Kowal
et al. (2007). In particular, in Beresnyak et al. (2005),
the logarithm of density was shown to follow the
Goldreich-Sridhar scaling in terms of both density and
anisotropy. This is an important finding that sheds the
light onto the nature of the density fluctuations.

One of the most debated issues in the context of
solar wind turbulence is the non-equipartition between
the kinetic and magnetic part of the energies that leads
to a discrepancy between the two spectra. The kinetic
as well as magnetic energy spectra for fast or slow
modes nevertheless do not relate to a Kolmogorov-
like density spectrum. The latter modes have been
suggested as candidates for generating density fluc-
tuations (? ?) in the interstellar medium. Alternate
explanations are that density structures (anisotropic)
in the ISM emerge from pressure-balance stationary
modes of MHD (also called Pressure Balance Struc-
tures, PBS) (Higdon 1986), or from inhomogenities in
the large-scale magnetic field via the four-field model
of Bhattacharjee et al. (1998). These descriptions are
inadequate for a general class of ISM problems. The
PBSs form a special class of MHD solutions and are
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valid only under certain situations when the magnetic
and the pressure fluctuations exert equal forces in the
stationary state. These structures, limited in their scope
to the general ISM conditions, nevertheless do not offer
an entirely self-consistent explanation to the observed
density spectrum. Similarly, an inertial range turbulent
cascade associated with the low turbulent Mach num-
ber four field MHD model is not yet known. Moreover
this isothermal inhomogeneous fluid model is valid
only for a class of MHD solutions and yields a linear
Mach number (M) scaling, O(M), amongst the various
fluctuations (Bhattacharjee et al. 1998).

One of the earlier attempts to understand the ISM
density fluctuations, and relate it to an incompress-
ible fluid turbulence model dates back Montgomery
et al. (1987) who used an assumed equation of state
to relate ISM density fluctuations to incompressible
MHD. This approach, called a pseudosound approx-
imation, assumes that density fluctuations are propor-
tional to the pressure fluctuations through the square of
sound speed. The density perturbations in their model
are therefore “slaved” to the incompressible magnetic
field and the velocity fluctuations. This hypothesis was
further contrasted by Bayly et al. (1992) on the basis
of their 2D compressible hydrodynamic simulations
by demonstrating that a spectrum for density fluctu-
ations can arise purely as a result of abandoning a
barotropic equation of state, even in the absence of
a magnetic field. The pseudosound fluid description
of compressibility, justifying the Montgomery et al.
approach to the density-pressure relationship, was fur-
ther extended by Matthaeus and Brown (1988) in the
context of a compressible magnetofluid (MHD) plasma
with a polytropic equation of state in the limit of a
low plasma acoustic Mach number (Matthaeus and
Brown 1988). The theory, originally describing the
generation of acoustic density fluctuations by incom-
pressible hydrodynamics (Lighthill 1952), is based
on a generalization of Klainerman and Majda’s work
(Klainerman and Majda 1981, 1982; Majda 1984)
and accounts for fluctuations associated with a low
turbulent Mach number fluid, unlike purely incom-
pressible MHD. Such a nontrivial departure from the
incompressible state is termed “nearly incompress-
ible.” The primary motivation behind NI fluid the-
ory was to develop an understanding and explana-
tion of the interstellar scintillation observations of
weakly compressible ISM density fluctuations that
exhibit a Kolmogorov-like power law. The NI theory

is, essentially, an expansion of the compressible fluid
or MHD equations in terms of weak fluctuations about
a background of strong incompressible fluctuations.
The expansion parameter is the turbulent Mach num-
ber. The leading order expansion satisfies the back-
ground incompressible hydrodynamic or magnetohy-
drodynamic equations (and therefore fully nonlinear)
derived on the basis of Kreiss principle (Kreiss, 1982),
while the higher order yields a high frequency weakly
compressible set of nonlinear fluid equations that
describe low turbulent Mach number compressive HD
as well as MHD effects. Zank and Mathaeus derived
the unified self-consistent theory of nearly incompress-
ible fluid dynamics for non-magnetized hydrodynam-
ics as well as magnetofluids, with the inclusion of the
thermal conduction and energy effects, thereby identi-
fying different and distinct routes to incompressibility
(Zank and Matthaeus 1991, 1993). In the NI theory, the
weakly perturbed compressive fluctuations (denoted
by subscript 1) are expanded about the incompressible
modes (denoted by superscript 1) for velocity and pres-
sure variables as U = U∞ + εU1, p = p0 + ε2(p∞ +
p1) respectively. Here ε is a small parameter associ-
ated with the turbulent fluid Mach number Ms through
the relation C2

s = γ p/ρ, Ms = U0/Cs and γ is the ratio
of the specific heats, U0 is the characteristic speed of
the turbulent fluid, and Cs is the acoustic speed asso-
ciated with sound waves. Due to a lack of uniqueness
in the representation of the fluid density and tempera-
ture fields, either of the choices T = T0 + εT1 or T =
T0 + ε2T1 is consistent. The first choice corresponds to
a state where temperature fluctuations dominate both
the incompressible and compressible pressure and is
referred to as the heat fluctuation dominated (HFD)
regime. On the other hand the second choice in which
all the variables are of similar order is described as
the heat fluctuation modified (HFM) regime. Since the
thermal fluctuations in HFD regime appear at an order
O(ε) as compared with the pressure O(ε2), they domi-
nate the NI ordering. By contrast, the thermal fluctua-
tions have the 2 same ordering with respect to the other
fluctuations (density, pressure etc.) in a HFM regime.
The NI theory introduces a further fundamentally dif-
ferent explanation for the observed Kolmogorov-type
density spectrum in that the ISM density fluctuations
can be a consequence of passive scalar convection due
to background incompressible fluctuations as well as
a generalized pseudo-sound theory. The theory fur-
ther predicts various correlations between the density,
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temperature and the acoustic as well as convective
pressure fluctuations (Zank and Matthaeus 1991, 1993;
Shaikh and Zank 2005, 2006, 2007).

The validity and nonlinear aspects of the NI model,
within the context of the interstellar medium, has
recently been explored by Shaikh and Zank (2003,
2005, 2006, 2007, 2010). The theory of nearly incom-
pressible (NI) fluids, developed by Matthaeus, Zank
and Brown, based on a perturbative expansion tech-
nique is a rigorous theoretical attempt to understand
the origin of weakly compressible density fluctuations
in the interstellar medium, and one that provides for-
mally a complete fluid description of ISM turbulence
with the inclusion of thermal fluctuations and the full
energy equation self-consistently, unlike the previous
models described above (Zank and Matthaeus 1991,
1991, 1993; Matthaeus and Brown 1988). Owing to
its broad perspective and wide range of applicabil-
ity for interstellar medium problems, we use here a
nearly incompressible description of fluids to inves-
tigate interstellar turbulence with a view to explain-
ing the observed Kolmogorov-like ISM density spec-
trum. A central tenant of the homogeneous NI the-
ory is that the density fluctuations are of higher order,
of higher frequency and possess smaller length-scales
than their incompressible counterparts to which they
are coupled through passive convection and the low
frequency generation of sound. Most recently, Hunana
et al. (2006) and Hunana and Zank (2006, 2010)
have extended the NI hydrodynamic and MHD the-
ory to inhomogeneous flows, finding that the den-
sity fluctuations can also be of order Mach number,
in agreement with a slightly different approach advo-
cated by Bhattacharjee et al. (1998). The NI fluid mod-
els, unlike fully incompressible or compressible fluid
descriptions, allow us to address weakly compress-
ible effects directly in a quasi-neutral ISM fluid. Fur-
thermore, NI theory has enjoyed notable success in
describing fluctuations and turbulence in the super-
sonic solar wind. The NI model has recently been
solved numerically and compared to observations in
an effort to understand the Kolmogorov-like density
spectrum in the ISM (Shaikh and Zank 2004, 2005,
2006, 2007, 2008, 2009, 2010). One of our results,
shown in Fig. 17.3, describes the evolution of density
fluctuations from a fully compressible initial state. We
find from our three-dimensional (decaying turbulence)
simulations that a k−5/3 density fluctuation spectrum
emerges in fully developed compressible MHD tur-

bulence from non-linear mode coupling interactions
that lead to the migration of spectral energy in the
transverse (i.e. k ⊥ U) Alfvenic fluctuations, while
the longitudinal “compressional modes” correspond-
ing to k ‖ U fluctuations make an insignificant contri-
bution to the spectral transfer of inertial range turbu-
lent energy. The explanation, in part, stems from the
evolutionary characteristics of the MHD plasma that
governs the evolution of the non-solenoidal velocity
field in the momentum field. It is the non-solenoidal
component of plasma motions that describes the high-
frequency contribution corresponding to the acous-
tic time-scales in the modified pseudo-sound rela-
tionship (Montgomery et al. 1987; Matthaeus and
Brown 1998; Zank and Matthaeus 1990, 1993). What
is notable in the work of Shaikh and Zank is that
they find a self-consistent evolution of a Kolmogorov-
like density fluctuation spectrum in MHD turbu-
lence that results primarily from turbulent damping
of non-solenoidal modes that constitute fast and slow
propagating magnetoacoustic compressional perturba-
tions. These are essentially a higher frequency (com-
pared with the Alfvenic waves) component that evolve
on acoustic timescales and can lead to a “pseudo-
sound relationship” as identified in the nearly incom-
pressible theory (Zank and Matthaeus 1990, 1993;
Bayly et al. 1992; Matthaeus et al. 1998; Shaikh and
Zank 2004a, b, c, 2006, 2007). The most significant
point to emerge from the simulation is the diminish-
ing of the high-frequency component that is related
to the damping of compressible plasma motion. This
further leads to the dissipation of the small-scale and
high-frequency compressive turbulent modes. Conse-
quently, the MHD plasma relaxes toward a nearly
incompressible state where the density is convected
passively by the velocity field and eventually devel-
ops a k−5/3 spectrum. This physical picture suggests
that a nearly incompressible state develops naturally
from a compressive MHD magnetoplasma in the solar
wind.

Among other work, describing a Kolmogorov-like
5/3 spectrum in the context of MHD turbulence,
are Cho and Vishniac (2000), Maron and Goldre-
ich (2001), Cho et al. (2002, 2003), Muller and
Biskamp (2002), Cho and Lazarian (2002, 2003),
Kritsuk et al. (2009). Our results, describing a
Kolmogorov-like 5/3 spectrum in the solar wind
plasma, are thus consistent with these work. It is noted,
however, that Maron and Goldreich (2001) report a
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Fig. 17.3 (Left) Velocity fluctuations are dominated by shear
Alvenic motion and thus exhibit a Kolmogorov-like k−5/3

spectrum. The middle curve shows the magnetic field spec-
trum. Density fluctuations are passively convected by the
nearly incompressible shear Alfvenic motion and follow a

similar spectrum in the inertial range. The numerical res-
olution in 3D is 5123. (Right) The evolution of Alfvenic
(kA) and fast/slow magnetosonic (kMS) modes demon-
strates that the spectral cascades are dominated by Alfvenic
modes

Kraichnan-like 3/2 spectrum in the inertial range for
velocity fluctuations. The controversy of 5/3 or 3/2 is
nonetheless beyond the scope of our review article.

17.1.5 Hall MHD Model of SW
Turbulence-Extended Spectra

To describe the extended solar wind spectra in
Fig. 17.2, time dependent, fully compressible three
dimensional simulations of Hall MHD plasma in a
triply periodic domain have been developed. This rep-
resents a local or regional volume of the solar wind
plasma or ISP. The turbulent interactions in region II
were described above by a 3D MHD model which is
a subset of Hall MHD model since it does not contain
the J × B term in the magnetic field induction equa-
tion. Note that the dynamics of length-scales associ-
ated with region III, i.e. corresponding to the KAW
modes, cannot be described by the usual MHD models
as they do not describe turbulent motions correspond-
ing to the characteristic frequencies larger than an ion
gyro frequency. At 1 AU, ion inertial length scales are
smaller than ion gyro radii in the solar wind (Goldstein
et al. 1995). Plasma effects due to finite Larmor radii
can readily be incorporated in MHD models by intro-
ducing Hall terms to accommodate ion gyro scales up
to scales as small as ion inertial length scales.

The Hall model in the limit of a zero ion-inertia
converges to the usual MHD model, and assumes that
the electrons are inertial-less, while the ions are iner-
tial (Krishan and Mahajan 2004). Hence, the electrons
and ions have a differential drift, unlike the one fluid
MHD model for which the electron and ion flow veloc-
ities are identical. The Hall MHD description of mag-
netized plasma has previously been employed to inves-
tigate wave and turbulence processes in the context of
solar wind plasma. Sahraoui et al. (2007) extended the
ordinary MHD system to include spatial scales down
to the ion skin depth or frequencies comparable to the
ion gyrofrequency in an incompressible limit. They
further analyzed the differences in the incompress-
ible Hall MHD and MHD models within the frame
work of linear modes, their dispersion and polariza-
tions. Galtier (2006) developed a wave turbulence the-
ory in the context of an incompressible Hall MHD
system to examine the steepening of the magnetic fluc-
tuation power law spectra in the solar wind plasma.
Furthermore, Galtier and Buchlin (2007) have devel-
oped 3D dispersive Hall magnetohydrodynamics sim-
ulations within the paradigm of a highly turbulent shell
model and demonstrated that the large-scale magnetic
fluctuations are characterized by a k−5/3-type spec-
trum that steepens at scales smaller than the ion inertial
length di to k−7/3. The observed spectral break point
in the solar wind plasma, shown by the regime III in
Fig. 17.2, has been investigated using 3D simulations
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of a two fluid nonlinear Hall MHD plasma model
(Shaikh and Zank, 2009).

In the inertial-less electron limit the electron fluid
does not influence the momentum of solar wind plasma
directly except through the current. Since the elec-
tron fluid contributes to the electric field, plasma cur-
rents and the magnetic field are affected by electron
oscillations. The combination of electron dynamics
and ion motions distinguishes the Hall MHD model
from its single fluid MHD counterpart. Thanks to
the inclusion of electron dynamics, Hall MHD can
describe solar wind plasma fluctuations that are asso-
ciated with a finite ion Larmor radius and thus a char-
acteristic plasma frequency is ω > ωci. Because Hall
MHD contains both ion and electron effects, there is a
regime at which the one set of plasma fluctuations no
longer dominates but instead is dominated by the other.
This introduces an intrinsic scale length/timescale (fre-
quency) that separates ion dominated behavior in the
plasma from electron dominated. It is the Hall term
corresponding to the J × B term in Faraday’s equation
that is primarily responsible for decoupling electron
and ion motion on ion inertial length and ion cyclotron
time scales (and introducing an intrinsic length scale).
It is this feature that makes Hall MHD useful in
describing dissipative solar wind processes when sin-
gle fluid MHD is not applicable (the MHD model
breaks down at ω > ωci). Hall MHD allows us to study
inertial range cascades beyond ω > ωci, and can be
extended to study dissipative heating processes where
ion cyclotron waves are damped. However to study
MHD processes, once can put di = 0 in region II. The
extreme limit of fluid modeling applied to solar wind
processes (even beyond the limit of the Hall MHD
regime) is to use of an electron MHD model in which
high frequency electron dynamics is treated by assum-
ing stationary ions that act to neutralize the plasma
background.

Turbulence involves nonlinear interactions of
modes in all three spatial directions. Three dimen-
sional computations are numerically expensive, but,
with the advent of high speed vector and parallel
distributed memory clusters, and efficient numeri-
cal algorithms such as those designed for Message
Passing Interface (MPI) libraries, it is now possible
to perform magnetofluid turbulence studies at sub-
stantially higher resolutions. Based on MPI libraries,
three dimensional, time dependent, compressible, non-
adiabatic, driven and fully parallelized Hall magne-

tohydrodynamic (MHD) nonlinear codes have been
developed that run efficiently on both distributed mem-
ory clusters like distributed-memory supercomputers
or shared memory parallel computers. This allows
for very high resolution in Fourier spectral space.
Shaikh and Zank (2010) have developed a 3D peri-
odic code that is scalable and transportable to differ-
ent cluster machines, and extends earlier MHD codes
of theirs (Shaikh and Zank 2006, 2007, 2008, 2009,
2010a, b). Their code treats the solar wind plasma fluc-
tuations as statistically isotropic, locally anisotropic,
homogeneous and random, consistent with ACE space-
craft measurements (Smith et al. 2006). The numerical
algorithm accurately preserve the ideal rugged invari-
ants of fluid flows, unlike finite difference or finite
volume methods. The conservation of ideal invari-
ants (energy, enstrophy, magnetic potential, helicity)
in inertial range turbulence is an extremely impor-
tant feature because these quantities describe the cas-
cade of energy in the inertial regime, where tur-
bulence is, in principle, free from large-scale forc-
ing as well as small scale dissipation. Damping of
plasma fluctuations may nonetheless occur as a result
of intrinsic non-ideal effects such those introduced
by the finite Larmor radius. An example of the
plasma velocity, magnetic field and current is shown in
Fig. 17.4.

In the simulations of Shaikh and Zank, the non-
linear spectral cascade in the modified KAW regime
leads to a secondary inertial range in the vicinity of
kdi � 1, where the turbulent magnetic and velocity
fluctuations form spectra close to k−7/3. This is dis-
played in Fig. 17.5, which also shows that for length
scales larger than the ion thermal gyroradius, an MHD
inertial range spectrum close to k−5/3 is formed. The
characteristic turbulent spectrum in the KAW regime
is steeper than that of the MHD inertial range. Identi-
fying the onset of the secondary inertial range has been
the subject of debate because of the presence of multi-
ple processes in the KAW regime that can mediate the
spectral transfer of energy. These processes include,
for instance, the dispersion and damping of EMICA
waves, turbulent dissipation, etc.

Regimes IV and V, shown in the schematic of
Fig. 17.2, requires that we invoke a whistler model for
the plasma. Whistler modes are excited in the solar
wind plasma when the characteristic plasma fluctu-
ations propagate along a mean or background mag-
netic field with frequency ω > ωci and the length
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Fig. 17.4 Three dimensional structures of magnetic, velocity and current fields in Hall MHD turbulence. Turbulent equipartition
between velocity and magnetic field leads to almost similar large scale structures in the two fields, while current is more intermittent
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Fig. 17.5 Inertial range turbulent spectra for magnetic and
velocity field fluctuations. The fluctuations closely follow
respectively k−5/3 and k−7/3 scaling in the kdi < 1 and kdi > 1
KAW regimes. kdi = 0.05 and 1.0 respectively in the kdi < 1
and kdi > 1 regimes. The dash-dot straight lines correspond to
a k−5/3 and k−7/3 power law

scales are c/ωpi <  < c/ωpe, where ωpi,ωpe are the
plasma ion and pi pe electron frequencies respec-
tively. The electron dynamics plays a critical role in
determining the nonlinear interactions while the ions
provide a stationary neutralizing background against
fast moving electrons and behave as scattering cen-
ters. Whistler wave turbulence can be described by
an electron magnetohydrodynamics (EMHD) model
for the plasma (Kingsep et al. 1990), utilizing a sin-
gle fluid description of quasi neutral plasma. The
EMHD model has been discussed in considerable
detail in earlier work (Kingsep et al. 1990; Biskamp

et al. 1996; Shaikh et al. 2000a, b; Shaikh and
Zank 2003, 2005). In whistler modes, the currents car-
ried by the electron fluid are important (Shaikh 2000,
2009, 2010). Turbulent interactions mediated by the
coupling of whistler waves and inertial range fluctu-
ations have been studied in three dimensions based
on a nonlinear 3D whistler wave turbulence code
(Shaikh and Zank, 2010).

Electron whistler fluid fluctuations, in the pres-
ence of a constant background magnetic field, evolve
by virtue of nonlinear interactions in which larger
eddies transfer their energy to smaller eddies through
a forward cascade. The Kolmogorov model postu-
lates that the cascade of spectral energy occurs exclu-
sively between neighboring Fourier modes (i.e. local
interaction) until the energy in the smallest turbu-
lent eddies is finally dissipated. This leads to a
damping of small scale motions. By contrast, the
large-scales and the inertial range turbulent fluctua-
tions remain unaffected by direct dissipation of the
smaller scales. In the absence of a mechanism to
drive turbulence at the larger scales in the (Shaikh and
Zank 2009) simulations, the large-scale energy sim-
ply migrates towards the smaller scales by virtue of
nonlinear cascades in the inertial range and is dissi-
pated at the smallest turbulent length-scales. The spec-
tral transfer of turbulent energy in the neighboring
Fourier modes in whistler wave turbulence follows
a Kolmogorov phenomenology (Kolmogorov 1941;
Iroshnikov 1963a, b; Kraichnan 1965) that leads to
Kolmogorov-like energy spectra. Thus, the 3D sim-
ulations of whistler wave turbulence in the kde <

1 and kde > 1 regimes exhibits respectively k−7/3

and k−5/3 (see Fig. 17.6) spectra. The inertial range



17 From Micro- to Macro-scales in the Heliosphere and Magnetosphere 187

10−1 100

10−2

10−1

100

101

kde

kd
e
<1

|B|2
k
∼ k−7/3

100 101
10−3

10−2

10−1

100

101

102

kde

kd
e
>1

|B|2
k
∼ k−5/3

Fig. 17.6 (Left) 3D simulation of whistler wave turbulence
in the kde < 1 regime exhibits a Kolmogorov-like inertial
range power spectrum close to k−7/3. (Right) The small scales

magnetic field fluctuations in the kde > 1 regime depicts a
Kolmogorov-like k−5/3 spectrum which is a characteristic of
hydrodynamic fluid

turbulent spectra obtained from 3D simulations are
consistent with 2D models (Shaikh and Zank 2005).
The whistler wave dispersion relation shows that
wave effects dominate at the large scale, i.e. the kde

<1 regime, and the inertial range turbulent spectrum
exhibits a Kolmogorov-like k−7/3 spectrum. On the
other hand, turbulent fluctuations on smaller scales
(i.e., in the kde > 1 regime) behave like non-magnetic
eddies in a hydrodynamic fluid and yield a k−5/3 spec-
trum. The wave effect is weak, or negligibly small,
in the latter. Hence the nonlinear cascades are deter-
mined essentially by the hydrodynamic-like interac-
tions. Thus, the observed whistler wave turbulence
spectra in the kde < 1 and kde > 1 regimes (Fig. 17.6)
can be understood on the basis of Kolmogorov-like
arguments that describe the inertial range spectral cas-
cades. In the electron whistler wave regime, the fluid
simulations describing a 7/3 spectrum are also reported
by Ng et al. (2003), Cho and Lazarian (2004). Their
results are consistent with our simulations described in
Fig 17.6a.

We note that 7/3 regime of whistler turbulence is
different from the usual 5/3 regime in the MHD tur-
bulence. The 5/3 regime does not terminate sharply
beyond the inertial range MHD fluctuations, but there
is another cascade regime, not describable by the
MHD equations, that deviates significantly from the
5/3 regime and is describable by whistler mode
turbulence.

17.2 Perpendicular Shocks

Diffusive shock acceleration (DSA) is considered to be
the mechanism responsible for the acceleration of ener-
getic particles and the consequent generation of power-
law spectra observed at quasi-parallel shocks (Axford
et al. 1977; Bell 1978; Blandford and Ostriker, 1978).
At a quasi-parallel shock, energetic ions can be scat-
tered by the self-excited and pre-existing waves and
turbulence upstream and downstream of the shock, so
leading to their multiple crossing of the shock. Because
these ions can stream far upstream along the magnetic
field and excite low-frequency plasma waves, the tur-
bulence responsible for particle scattering ahead of the
shock is present. In this way, energetic particles can be
accelerated by DSA to high energies and form a power-
law spectrum (Lee 1983; Zank et al. 2000).

At a quasi-perpendicular shock, no self-consistent
plasma wave excitation occurs upstream, which there-
fore limits particle scattering. Because of this, DSA
cannot be used to explain the observed power-law
spectra of energetic particles at quasi-perpendicular
shock waves in the usual way. Lu et al. (2009) inves-
tigated the interaction of Alfven waves with a perpen-
dicular shock using a two-dimensional hybrid simula-
tion. Alfven waves are injected from the left boundary,
and they have no obvious effects on the propagation
speed of the shock. After the upstream Alfven waves
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are transmitted into the downstream, their amplitude
is enhanced by about 10–30 times. Consistent with
the fluid theory (McKenzie and Westphal 1969), the
transmitted waves can be separated into two parts: one
that propagates along the direction parallel to the back-
ground magnetic field, and the other along the direc-
tion anti-parallel to the background magnetic field. In
addition, we also find obvious ripples in the shock front
due to the interaction of the Alfven waves and the per-
pendicular shock.

In a realistic shock, of course, the structure of a
quasi-perpendicular shock is considerably more com-
plicated than described above, and the meandering
magnetic field lines can cross the shock front more than
once. Kóta (2009) has discussed the efficiency of ion
acceleration at a perpendicular shock using an analyt-
ical approximation and numerical simulations. Ener-
getic ions are generated at places where the field lines
cross into the upstream region and soon re-cross the
shock back to the downstream region. These ions may
be accelerated to very high energies through multiple
mirroring at the stronger downstream field.

Umeda et al. (2009) also discussed the effect of
the rippling of perpendicular shock fonts on electron
acceleration in the shock-rest-frame using a full parti-
cle simulation. The cross-scale coupling between ion-
scale mesoscopic shock ripples and an electron-scale
microscopic instability was found to play an impor-
tant role in energizing electrons at quasi-perpendicular
shocks. At the shock front, the ions reflected by the
shock experience considerable acceleration upstream
at a localized region where the shock-normal electric
field of the rippled structure is polarized upstream.
The current-driven instability is unstable and large-
amplitude electrostatic waves grow upstream. As a
result, electrostatic waves can trap electrons upstream,
and then energetic electrons are generated via a form
of surfing acceleration at the leading edge of the shock
transition region.

Shinohara and Fujimoto (2009) discussed non-
stationary behavior of the shock front, since it has
been thought to play an important role for dissipa-
tion mechanism in collision-less shocks. Using JAXA’s
new super-computer facility allowed them to perform a
three-dimensional simulation of a quasi-perpendicular
shock. The simulation parameters were selected to
simulate specific Cluster observational results. The full

ion to electron mass ratio, M/m = 1,840, was used,
and almost (one ion inertia length)2 square plane per-
pendicular to the upstream flow direction was allocated
for this simulation. The 3D results of Shinohara and
Fujimoto (2009) showed that both self-reformation and
whistler emission are present. By comparing their 3D
results with 2D simulations based on the same simu-
lation parameters (Fig. 17.7), they confirmed that the
3D result is not simply a superposition of 2D behavior
but instead identified new wave activity in the front of
the shock foot region. Because of the enhanced wave
activity, electrons are much more efficiently heated
in the 3D simulations than in 2D simulations. That
the shock structure is changed significantly in adding
a further degree of freedom with the third spatial
dimension emphasizes the importance of fully multi-
dimensional studies. The simulation of Shinohara and
Fujimoto (2009) also identifies the importance of using
the full mass ratio in simulations.

17.3 Global Magnetospheric Modeling
and Observations

A systematic evaluation of ground and geostationary
magnetic field predictions generated by a set of global
MHD models shows that a metrics analysis of two
different geospace parameters, the geostationary and
ground magnetic field, yields surprising similarities.
However, the parameters reflect rather different proper-
ties of geospace (Pulkkinen et al. 2010). More specif-
ically, by increasing the spatial resolution and includ-
ing more realistic inner magnetospheric physics made
the model predictions by the BATS-R-US model more
accurate. By contrast, the OpenGGCM model had a
tendency to generate larger differences to observations
than BATS-R-US in terms of the prediction efficiency,
but the model provided more accurate representation of
the observed spectral characteristics of the ground and
geostationary magnetic field fluctuations. This sug-
gests that both models capture some of the intrin-
sic physical elements necessary to realistic modeling,
but the complexity of identifying realistic boundary
conditions and the capturing of the physics between
different plasma regimes in the Earth-magnetospheric
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Fig. 17.7 Color contours of
the By component (the major
component of the magnetic
field), showing (a) two 2D
results (in the XY and XZ
planes), and (b) a 3D result.
The 3D results show that large
amplitude wave active exists
persistently (independent of
the reformation phase) in the
furthest front of the shock.
[Shinohara and
Fujimoto (2009).]

interaction means that this will remain an outstanding
problem for years to come.

It is well known that the southward component
of the interplanetary magnetic field (IMF) Bz is
the primary heliospheric parameter responsible for
geomagnetic storms. Yakovchouk et al. (2009) per-
formed a statistical analysis of the peak values of

the IMF Bz component with different combinations
of plasma parameters and the hourly Dst (omni-
web.gsfc.nasa.gov) and Dxt/Dcx (Karinen and Mur-
sula 2005, 2006) geomagnetic indices for all identified
perturbations in 1963–2009 (Fig. 17.8a). Storms with-
out available interplanetary data were not included in
the database. Yakovchouk et al. (2009) concluded that



190 D. Shaikh et al.

Fig. 17.8 a An example of a large geomagnetic storm show-
ing the Bz and Dst profiles as a function of time. b The depen-
dence of area (S = h × a) for the development phase duration of

a storm for Dst and Bz peaks in 1963–2009 and its approxima-
tion by a linear fit (Yakovchouk et al. 2009)

the storms occur more often (twice as often) during the
development phase of the solar cycle than during the
rising phase. The average waiting time between con-
secutive Dst peaks is 11 days for Dst < −50 nT and
50 days for Dst < −100nT . The average delay time
between Dst and Bz peak values is 4–6 h. A semi-
annual variation of the Dst peak values exists for all
levels. Empirical formulae are derived by Yakovchouk
et al. (2009) that relate Dst/Dcx/Dxt < −50nT and
Bz/Ey values (Ey = UxBz - the peak value of electric
field, whereUx is the radial velocity component of the
solar wind) based on their analysis of the observations.
The relations that they present are in a good agreement
with the Akasofu relation (Akasofu 1981), and are use-
ful for quick estimates and reconstruction of helio-
spheric and geomagnetic parameters with accuracy of
the order of a few tens percent (Fig. 17.8a). A depen-
dence of the area for the development phase duration of
storms with Dst and Bz peaks also exists (Fig. 17.8b).
The accuracy of reconstruction is less when only frag-
mentary geomagnetic data are available.

17.4 Distribution Functions of Protons
and Interstellar Hydrogen in the
Inner and Outer Heliosheath

The Interstellar Boundary EXplorer (IBEX) (McCo-
mas et al. 2006, 2009a, b), launched on 19 October,

2008, is measuring the energetic neutral atom (ENA)
flux from the boundary regions of our heliosphere.
Contemporaneously, Voyager 1 and 2 (V1, V2) are
making in situ measurements of plasma, energetic par-
ticles, and magnetic fields along two trajectories in the
heliosheath (Stone et al. 2008; Richardson et al. 2008;
Decker et al. 2008; Burlaga et al. 2008; Gurnett and
Kurth 2008). The interpretation of the IBEX observa-
tions will depend critically on global simulations of the
solar wind-local interstellar medium (LISM) interac-
tion (e.g., Heerikhuisen et al., 2008), informed by in
situ data returned by the Voyager spacecraft. Under-
lying the determination of the ENA flux observed at
1 AU is the form of the proton distribution func-
tion in the inner and outer heliosheath. ENAs are cre-
ated by charge exchange of interstellar neutral H and
heliosheath (inner and outer) protons or ions. Because
the inner heliosheath is hot, a population of energetic
neutral atoms is created. The flux of ENAs will there-
fore depend quite sensitively on the number of parti-
cles in the wings of the hot proton population down-
stream of the heliospheric termination shock (TS),
something recognized by both Prested et al. (2008)
and Heerikhuisen et al. (2008) in their introduction of
a κ-distribution to model the inner heliosheath pro-
ton distribution. In particular, in an important exten-
sion of their earlier work, Heerikhuisen et al. (2008)
developed a fully self-consistent 3D MHD-kinetic neu-
tral hydrogen (H) model describing the solar wind-
LISM interaction (Pogorelov et al. 2006, 2007, 2008)
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using a κ-distribution to describe the underlying proton
distribution in the inner heliosheath. Previous mod-
els assumed a Maxwellian description for the pro-
tons with self-consistent coupling to interstellar neu-
tral H – the self-consistent coupling being crucial in
determining the global heliospheric structure (Bara-
nov and Malama, 1993; Pauls et al. 1995; Zank
et al. 1996a; Pogorelov et al. 2006) (see Zank 1999;
Zank et al. 2009; Pogorelov et al. 2009a, b, c for exten-
sive reviews). Prested et al. (2008) by contrast used a
test particle approach to model the neutral H produc-
tion based on an ideal MHD model.

The treatment of the heliospheric proton distribu-
tion function as a κ-distribution yields important dif-
ferences in both the global structure of the heliosphere
(decreasing the overall extent of the inner heliosheath
between the TS and the heliopause) and the pre-
dicted ENA flux at 1 AU (Heerikhuisen et al. 2008).
By assuming a κ-distribution with index κ = 1.63
(this motivated by the observed spectral index asso-
ciated with energetic particles downstream of the
heliospheric termination shock, Decker et al. 2005),
Heerikhuisen et al. (2008) find that the ENA flux at
1 AU is substantially higher than for a correspond-
ing Maxwellian proton distribution with the same tem-
perature. This is not especially surprising of course
because the κ-distribution contains many more parti-
cles in the wings of the distribution than the corre-
sponding Maxwellian, thereby giving higher fluxes of
ENAs at higher energies. Why the heliosheath proton
distribution function should be like a kappa distribu-
tion with a spectral index close to 1.63 is however quite
unclear. The answer may well reside in the processing
of the upstream pickup ion distribution by the TS and
the subsequent statistical relaxation of the processed
distribution in the heliosheath (Livadiotis and McCo-
mas 2009). IBEX will provide definitive observations
of the ENA flux at 1 AU that will allow us to estimate
the proton distribution in the inner heliosheath.

Related to the question of the heliosheath proton
distribution are the plasma and magnetic field obser-
vations made by Voyager 2 on the second crossing
of the TS. V2 has a working plasma instrument and
the coverage was sufficient to identify three distinct
crossings of the TS and make in situ measurements
of the microstructure. The identified TS-3 crossing
revealed an almost classical perpendicular shock struc-
ture (Burlaga et al. 2008; Richardson et al. 2008).
However, plasma measurements revealed that the solar

wind proton temperature changed from 20,000 K
upstream to 180,000 K downstream (Richardson
et al. 2008; Richardson 2009). Although hot solar wind
plasma is sometimes observed, the average down-
stream proton plasma temperature is an order of mag-
nitude smaller than predicted by the MHD Rankine-
Hugoniot conditions, and the global self-consistent
models all yield downstream proton temperatures of
∼2 ×106 K (Zank et al. 2009). The downstream shock
heated solar wind ion temperature observed by V2
is in fact so low that the downstream flow appears
to remain supersonic (Richardson et al. 2008). Fur-
thermore, the transmitted solar wind proton distri-
bution appears to be essentially a broadened/heated
Maxwellian (with a somewhat flattened peak), and
there is no evidence of reflected solar wind ions being
transmitted downstream (Richardson 2009). Richard-
son et al. (2008) and Richardson (2009) concluded
that pickup ions (PUIs) experienced preferential heat-
ing at the TS and thus provided both the primary
shock dissipation mechanism and the bulk of the hot
plasma downstream of the TS. Unfortunately, the Voy-
ager spacecraft were not instrumented to measure PUIs
directly. That PUIs provide the TS dissipation and
heated downstream plasma had in fact been predicted
by Zank et al. (1996b) in their investigation of the inter-
action of PUIs and solar wind ions with the TS. They
concluded that “P[U]Is may therefore provide the pri-
mary dissipation mechanism for a perpendicular TS
with solar wind ions playing very much a secondary
role.” Thus the basic model of Zank et al. (1996b)
for the microstructure of the TS appears to be sup-
ported by the V2 observations. However, both the
observed solar wind proton distribution and a shock
dissipation mechanism based on PUIs means that the
downstream proton distribution function is a (possi-
bly complicated) function of the physics of the TS.
Zank et al. (2010) have extended their basic model
of the quasi-perpendicular TS, mediated by PUIs, to
derive the complete downstream proton distribution
function in these regions, identifying the partitioning
of energy between solar wind protons and PUIs, and
infered potential implications of these results for the
ENA flux observed at 1 AU in terms of spectra and
skymaps. They did not attempt to synthesize a com-
plete description of the inner heliosheath proton distri-
bution at this point, preferring instead to elucidate the
physics of the quasi-perpendicular termination shock,
and relate that physics to the production of ENAs.
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Other regions of the TS, notably the high polar regime
and possibly the heliotail region of the TS, may require
the introduction of distinctly different physical pro-
cesses for shock dissipation, and a complete model
of the heliosheath proton distribution will therefore
need to account for multiple shock regimes. Katushk-
ina and Izmodenov (2009) have begun to explore dif-
ferent aspects of this.

The model developed by Zank et al. (2010)
describes the basic plasma kinetic processes and
microphysics of the quasi-perpendicular TS in the
presence of an energetic PUI population. They find
that the solar wind protons do not experience reflec-
tion at the cross-shock potential of the TS, and are
transmitted directly into the heliosheath. PUIs, by con-
trast, can be either transmitted or reflected at the TS,
and provide the primary dissipation mechanism at
the shock, and dominate the downstream temperature
distribution. An inner heliosheath proton distribution
function was derived that is (1) consistent with V2
solar wind plasma observations, and (2) is similar to
a κ-distribution with index 1.63. The composite inner
heliosheath proton distribution function is a superpo-
sition of cold transmitted solar wind protons, a hot
transmitted PUI population, and a very hot PUI pop-
ulation that was reflected by the cross-shock electro-
static potential at least once before being transmit-
ted downstream. The composite spectrum possesses
more structure than the κ-distribution but both distribu-
tions have approximately the same number of protons
in the wings of the distribution (and therefore many
more than a corresponding Maxwellian distribution).
Finally, ENA spectra from various directions at 1 AU
generated by either the composite (TS) heliosheath
proton distribution or the κ-distribution are very simi-
lar in intensity, although some structure is present in
the composite case. The spectral shape is a conse-
quence of the contribution to the ENA flux by primarily
heliosheath transmitted and reflected PUIs. The ENA
spectrum is dominated by transmitted PUI created
ENAs in the energy range below 2 keV and reflected
PUI created ENAs in the range above 2 keV. This may
give us an opportunity to use IBEX data to directly
probe the microphysics of the TS. The skymaps are
dominated by ENAs created by either transmitted PUIs
or reflected PUIs, depending on the energy range.

IBEX, in completing its first full scan of
the sky, created maps of energetic neutral atom
(ENA) flux for energies between 100 and 6 keV

(McComas et al. 2009a; Schwadron et al. 2009; Fun-
sten et al. 2009; Fuselier et al. 2009). The overall flux
intensities appear to be generally within about a fac-
tor of two or three of those predicted by global mod-
els of the interaction between the solar wind (SW) and
local interstellar medium (LISM). A most unexpected
feature was the presence in the IBEX ENA maps of
a “ribbon” that encircles the sky, passing closer to the
heliospheric nose direction in the south and west than
in the north and east. The ribbon represents a nearly
threefold enhancement in ENA flux compared to adja-
cent parts of the sky, but the shape and magnitude of
the energy spectrum is primarily ordered by ecliptic
latitude rather than its location inside or outside of the
ribbon (Funsten et al. 2009). This suggests that ENAs
inside the ribbon come from the same population of
parent ions. 3D global heliospheric models make it
possible to simulate the flux of ENAs at 1 AU (Fahr
and Lay 2000; Gruntman et al. 2001; Heerikhuisen
et al. 2007; Sternal et al. 2008; Prested et al. 2008;
Heerikhuisen et al. 2008; Izmodenov et al. 2009). The
assumptions made by global models have been refined
as new observational data emerged. For example, the
termination shock (TS) crossing by the Voyager 1 and
2 spacecraft, in 2004 and 2007 respectively (Stone
et al. 2005, 2008), suggested a north-south asymme-
try of the heliosphere. The inferred asymmetry led to
new global models with larger than previously thought
interstellar magnetic field (ISMF) strengths (Pogorelov
et al. 2007, 2009; Izmodenov et al. 2009). Measure-
ments of Lyman-alpha back-scattered photons in the
nearby SW (Lallement et al. 2005), suggest asymme-
tries in the outer heliosheath (OHS) that can be linked
to the plane of the LISM magnetic and velocity vectors
the so-called hydrogen deflection plane. Models con-
firmed (Izmodenov et al. 2005; Pogorelov et al. 2008,
2009) that the deflection of interstellar hydrogen from
helium due to the shape of the OHS does indeed take
place primarily in the hydrogen deflection plane. The
IBEX observations enable the first global validation
of these models and their components and, thus, yield
insight into the physical processes that drive the struc-
ture and dynamics of the outer heliosphere. The fact
that the ribbon was not predicted by any models sug-
gests that it is generated by physical processes that
have so far been omitted from models.

The relationship between the ribbon and the region
just outside the heliopause where the ISMF is perpen-
dicular to radial vectors from the sun, was discovered
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by the IBEX team (McComas et al. 2009a; Fun-
sten et al. 2009; Schwadron et al. 2009) using model
results from Pogorelov et al. (2009). Several possible
explanations for this correlation were given in those
papers, some of which rely on stresses created by
the ISMF near the heliopause to generate regions of
enhanced density which, combined with a local pop-
ulation of non-isotropic PUIs, may lead to enhanced
ENA emissions. However, plots of the total pressure
(magnetic plus thermal) on the surface of the simu-
lated heliopause display no banded structures related
to magnetic forces or density enhancements at all.
Self-consistently coupled MHD-neutral solution indi-
cate that enhancements in magnetic pressure and ther-
mal pressure are somewhat anti-correlated, resulting in
a relatively smooth total pressure profile. The under-
lying physics for generating the ribbon discovered in
the IBEX data must explain a number of observed fea-
tures. Firstly, the ribbon appears to be closely related
to the orientation of the magnetic field just outside
the heliopause, in a way that links enhanced ENA
flux to regions where the outer heliosheath magnetic
field BOHS is perpendicular to the heliocentric radial
vector r (see Fig. 17.4 in McComas et al. (2009a);
Fig. 17.3 in Funsten et al. (2009); and Fig. 17.2
in Schwadron et al. (2009)) such that BOHS · r ∼ 0.
Secondly, it needs to explain why the spectrum of
ENAs is very nearly the same inside and outside
the ribbon (Fig. 17.2 in McComas et al. (2009a)).
Thirdly, it must be based on physical processes that
are excluded from all previous heliospheric mod-
els, thereby explaining why no ENA ribbon fea-
ture has been seen in any models of the SW-LISM
interaction.

Heerikhuisen et al. (2010) considered the possibility
that solar wind-created neutrals could create pick-up
ions (PUIs) in the outer heliosheath to explain the rib-
bon of enhanced ENA flux observed by IBEX. Their
approach relies on the fact that the average velocity
of ions in the SW and inner heliosheath (IHS) is anti-
sunward, so that the majority of ENAs propagate away
from the sun into the outer heliosheath. In the region
of enhanced interstellar plasma density surrounding
the heliopause, some of these ENAs charge-exchange
and create PUIs in the slow warm subsonic plasma of
the outer heliosheath. These PUIs will initially form
a ring-beam distribution, with a velocity component
along the magnetic field. Over time this distribution-
will isotropize by wave-particle interactions (Williams

and Zank 1994). However, the ring distributed PUIs
may charge-exchange with the fairly dense interstel-
lar hydrogen (> 0.2 cm−3), resulting in a new “sec-
ondary” ENA. These secondary ENAs have been
included in models before (Izmodenov et al. 2009), but
only in an isotropic way for an axially symmetric helio-
sphere without an interstellar magnetic field (ISMF).
If “re-neutralization” occurs quickly, the PUI will not
have had time to scatter to some random direction over
a complete shell, but rather the secondary ENA will be
directed to some random vector on a partial shell. Fur-
thermore, in locations where BOHS · r ∼ 0, the plane
of the ring about which the shell distribution is form-
ing intersects the Sun, and leads to an increased ENA
flux from these locations (see Fig. 17.9). This mech-
anism could thus explain the link between the ribbon
and the orientation of the ISMF.

Heerikhuisen et al. (2010) used a 3D steady-
state MHD-plasma/kinetic neutral model of the helio-
sphere (Heerikhuisen et al. 2008, 2009; Pogorelov
et al. 2008), with uniform SW conditions and a 3 G
ISMF in the hydrogen deflection plane pointed towards
ecliptic coordinate (224,41). The LISM boundary con-
ditions are consistent with the analysis of Slavin and
Frisch (2008). They used a Lorentzian (or “kappa”)
distribution for IHS protons. Plotted in Fig. 17.10 are
all-sky maps of ENA flux for both the simulated and
observed data. The simulated ribbon does not line up
exactly, but the offset is almost certainly due to a
slightly “incorrect” choice of the ISMF orientation in
the simulation. The observed ribbon, particularly the
southern-most portion, moves slightly at high ener-
gies. The Heerikhuisen et al. simulation reproduces
this effect, which can be attributed to the larger mean
free path of high energy primary ENAs resulting in a
ribbon from PUIs at a larger distance into the outer
heliosheath, where the magnetic field orientation is
slightly different.

A second important observation is the absence of a
unique spectral signature associated with the ribbon.
The all-sky spectrum predicted by the Heerikhuisen et
al. simulations shows that the ribbon appears to have a
locally steeper spectrum, while the observed spectrum
shows almost no change across the ribbon. One rea-
son for a steeper ribbon spectrum in the simulation is
that a “bump” is formed at the SW energy, which is
uniform and constant in their simulation while in real-
ity the bump should be spread over a time-averaged
SW energy profile. This deficiency may be addressed
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Fig. 17.9 Schematic of the heliosphere in the plane con-
taining the ISMF and velocity vectors (BLISM and VLISM).
A primary energetic neutral atom (ENA) created in the inner
heliosheath (IHS) region between the termination shock (TS)
and the heliopause (HP) is shown as it moves into the outer

heliosheath (OHS) whereupon it ionizes and becomes an outer
heliosheath pickup ion (PUI) that can re-neutralize to form a sec-
ondary ENA. Note that the OHS magnetic field becomes highly
warped close to the heliopause (see Pogorelov et al. 2009).
(Heerikhuisen et al. 2010)

Fig. 17.10 All-sky maps of
simulated (left) and observed
(right) ENA flux at 1.1 keV
(top) and 4.5 keV (bottom).
The simulation uses a = 1.63
spectral index for IHS protons
and has assumed that all PUIs
retain partial shell
distributions long enough to
re-neutralize before they
isotropize. The red curve is
the galactic plane, and a best
fit to the observed ribbon is
shown as a black line. Note
that the ribbon shifts down
slightly at high energies. Units
of ENA flux are (cm2 s sr
keV)−1. (Heerikhuisen
et al. 2010)

in future models by using a spectrum that depends on
physical processes of energization at the termination
shock as experienced by core SW ions and PUIs (Zank
et al. 2010). Using such a composite spectrum would
also allow for spectral indices of less than 1.5 over the
IBEX energy range, something that is not possible with
a κ-distribution (Livadiotis and McComas 2009).

Finally, A careful comparison with the observed rib-
bon suggests that if the Heerikhuisen mechanism is
correct, then the ISMF is directed close to the eclip-

tic coordinates (224,41) used in their model, and close
to the value (221,39) corresponding to the center of the
ribbon observed in Funsten et al. (2009).

17.5 Conclusions

We have considered several illustrative examples of the
complicated interplay and coupling between large and
small space-time scales, and slow and fast processes
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in space plasmas of magnetospheric, heliospheric and
interstellar origin. Laminar and turbulent processes
coexist, and energy transfer manifests itself from small
to large and large to small scales – essentially direct
and inverse cascades ensuring that a full understanding
of complex space plasma systems requires the proper
coupling of disparate scales.
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Chapter 18

Selected Solar Influences on the Magnetosphere:
Information from Cosmic Rays

Karel Kudela and Leonid L. Lazutin

Abstract The state of the magnetosphere is
influenced by the effects driven from the solar surface.
The models of geomagnetic field are parametrized by
the magnetopshere activity indices which are related
to IMF and solar wind characteristics. Cosmic rays
could serve as a tool for “remote sensing” of the
redistribution of IMF structure in interplanetary space
and for checking validity of geomagnetic field mod-
els with external current systems. The anisotropy of
cosmic rays observed on the ground is influenced by
superposition of (a) interplanetary anisotropy due to
transitional effects and by (b) variable transmissivity
of magnetosphere itself. The possibilities to decon-
volute the two dependences is discussed. Anisotropy
observed at neutron monitors and muon telescopes
just before the onset of some geomagnetic storms is
reviewed. The changes of geomagnetic cut-off, struc-
ture of the transmissivity function and asymptotic
directions for various geomagnetic field models dur-
ing strong geomagnetic storms are discussed. Low alti-
tude polar orbiting satellites with large geometric fac-
tors for high energy particles (e.g. CORONAS-F) are
suitable for (a) estimates of energy spectra of solar
or interplanetary accelerated particles by checking the
outer zone boundary of trapping and for (b) checking
how the different geomagnetic field models are fitting
the observed trapped particle profiles in different local
time sectors. Independently on the state of magneto-
sphere, the measurements of energetic “neutral emis-
sions” (gammas and neutrons) near the Earth or on the
ground, serve as indicator of acceleration processes on
solar surface.

K. Kudela (�)
IEP SAS, Watsonova 47, 040 01 Kosice, Slovakia
e-mail: kkudela@upjs.sk

18.1 Introduction – Cosmic Rays
and Space Weather

Cosmic rays including the particles accelerated to high
energy in solar flares or at the CMEs are affecting
the magnetosphere especially at high latitudes and
the atmosphere at high altitudes. The onset of high
energy particle flux at the Earth is the first indication
of possible radiation hazard storm near the Earth. The
cosmic ray (CR) anisotropy observed by the ground
based stations can serve as one of the elements of the
alert before the geoeffective events. The book by Dor-
man (2009) provides a comprehensive review of the
cosmic ray interaction with the magnetosphere. The
relations of the cosmic ray studies to the space weather
effects are reviewed e.g. in Kudela et al. (2000);
Kudela (2009) among the other papers.

18.1.1 Short Time Forecast of Radiation
Storms

The particles with the energy of several tens to hun-
dreds of MeV are the most important for the radia-
tion hazard effects during solar radiation storms with
the electronic element failures on satellites, commu-
nication and with biological consequences. Before
their massive arrival, the detectors of the CRs observ-
ing secondaries above the atmospheric threshold and
at locations with various cutoff rigidity can pro-
vide useful alerts several minutes to tens minutes in
advance, if the good temporal resolution and net-
work by many stations is in real time operation. The
neutron monitor (NM) at single site (high latitude,

199M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
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200 K. Kudela and L.L. Lazutin

good statistics) allows to obtain a real time energy
spectrum. For January 20, 2005 event it was shown
at the South Pole by combination of NM64 and by
that lacking usual lead shielding (Bieber et al. 2006).
The ground level enhancement (GLE) real-time alarm
based on the 8 high latitude NMs including those at
high mountain is described in the paper Kuwabara
et al. (2006). A three level alarm system (by num-
ber of NMs exceeding threshold value above that
of the baseline) is suggested. Out of 10 GLEs in
2001–2005 archived data the system produced 9 cor-
rect alarms. The GLE system gives earlier warning
than the satellite (SEC/NOAA) alert. Recently the
paper by Su et al. (2009) checked the potential of
the South Pole NM data and the data from monitor
lacking the shielding for prediction of radiation storm
intensity measured by the GOES. The data from the
two groups of the GLE used (12 compared with P4–
P8, 7 additionally compared with high energy chan-
nels of the GOES) have shown that the South Pole
GLE observations can be used to predict radiation
intensity of the higher energy proton channels from
the GOES.

Recently, also the progress in using the NM at low
and middle latitudes is reported before the radiation
storms. Several steps of the GLE alert algorithm using
the NM network have been described by Mavromicha-
laki et al. (2009) in the NMDB project (http://www.
nmdb.eu).

The paper by Anashin et al. (2009) describes
another type of alert signal for GLEs which can
be found in real time at http://cr0.izmiran.ru/GLE-
AlertAndProfiles and forecast of Solar Neutron Alert
at: http://cr0.izmiran.ru/SolarNeutronMonitoring.

In addition to the early GLE alerts by the ground
based NMs the forecasts from satellite data are
reported. The paper by Posner (2007) demonstrates the
important possibility of short-term forecasting of the
appearance and intensity of solar ion events by means
of relativistic electrons measured on satellites.

When high energy particles strike the atmosphere,
they produce the secondary population (and the ter-
tiary one in the NMs) and change the ionisation and
contribute to the dose at airplane altitudes and above.
The longest data set of ionizing component of secon-
daries at different altitudes has been collected in FIAN
Moscow (Stozhkov et al. 2007). While the ionization
measured by Geiger counters has strong solar activity

cycle variation at high altitudes, it is not the case for
low altitudes (Bazilevskaya et al. 2008). During solar
proton events (SPE) the ionisation is increasing espe-
cially at high latitudes. The SPE occuring during For-
bush decreases of galactic CR, however, have rather
complex effect on that (Usoskin et al. 2009).

18.1.2 The CR Precursors of Geoeffective
Events

The CMEs have various size, geometry, speed and
direction of motion with respect of the Earth (see http://
cdaw.gsfc.nasa.gov/CME_list/) and they differ in geo-
effectiveness (Gopalswamy et al. 2009).

Analysis of the CR measurements at the NM ener-
gies showed long time ago the existence of precur-
sors before the arrival of an interplanetary shock to
the Earth and before the onset of the Forbush decrease
(Dorman 1963). Due to the high CR velocity, parallel
mean free path λpar and gyroradius, the information
about precursory anisotropies related to the IMF inho-
mogenity, is transmitted fast to remote locations: inten-
sity deficit of the CR can be observed up to the dis-
tance of 0.1 λpar cos (Φ), Φ - cone angle of IMF (Ruf-
folo 1999). Precursors to the Forbush decrease (FD)
are proposed in the frame of the pitch-angle transport
near oblique, plane-parallel shock. Assuming differ-
ent values of the power-law index of magnetic turbu-
lence, mean free path and decay length for typical pri-
mary energies to which the NM and muon detectors
(MD) are sensitive. The loss cone precursors should
be observed by NM ∼4 h prior to shock arrival, and
by MD ∼15 h prior to shock arrival (Leerungnavarat
et al. 2003).

Recently there have been reported several case and
statistical type of studies on the precursors before
the geomagnetic storms based on the CR anisotropy
or specific features of the counting rate variability.
The muon detectors (MD) are used for multidirec-
tional measurements. The MD at Sao Martinho, Brazil,
showed that subtracting contribution from the diur-
nal anisotropy determined by the Global Muon Detec-
tor Network (GMDN), the clear signatures of the pre-
cursor before the storm on December 14, 2006, were
found (Fushishita et al. 2009). The loss cone precursor
(deficit of the CR flux at small pitch angles) appeared
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only ∼6.6 h after the CME eruption on the Sun, when
the interplanetary shock was expected to be located 0.2
AU from the Sun.

On the September 2005 the Forbush decrease was
investigated and a clear modulation in about 8-h peri-
odicity was emerging from the pre-Forbush subsets.
The analyzed case study suggests that the CR datasets,
containing seven days of data with 5-min time res-
olution, can give a signal for interplanetary storms
approaching the Earth up to 9 hours before the onset
of the FD-main phase at two NMs with different cutoff
rigidities (Diego and Storini 2009).

New muon measurements were reported. Data from
a large muon track detector – the hodoscope URA-
GAN (surface 34 m2) around the heliospheric distur-
bances in 2007–2008 were analyzed. Each track was
reconstructed with accuracy < 1◦. Among 63 events,
when URAGAN data existed, in 53 events (84%) dis-
turbances of anisotropy vector had been observed.
Although the distribution of time differences of per-
turbation between the ACE and the URAGAN were
rather wide, the mean value of the onset time of per-
turbation by the two measurements was −13.6 ± 2.6 h
(Timashkov et al. 2009).

The statistical study of CR precursors in 2001–
2007 before different storms using the Global Muon
Detector Network (GMDN) was done in the paper Da
Silva et al. (2009). The storms were divided into three
groups, namely the super storms (Dst< −250 nT); the
intense storms (−250 nT <Dst< −100 nT); and the
moderate storms (−100 nT <Dst< −50 nT). The per-
centage of the events accompanied by the precursors
prior to the SSC increases with increasing peak Dst is:
15% of MSs, 30% of ISs and 86% of SSs were accom-
panied by CR precursors observed on average 7.2 h in
advance of the SSC.

18.2 Using Magnetospheric Filter for the
Energy Spectra of Accelerated
Particles

Measurements within the magnetosphere can provide
information about the solar and/or interplanetary accel-
eration of particles by using the geomagnetic field filter
on charged particles and no effect on high energy pho-
tons and neutrons.

18.2.1 Charged Particles, Low Orbits

Having large geometrical factor for energetic particles
measured at low, nearly polar orbiting satellites, the
arrival of solar flare particles can be checked accord-
ing to its boundary position and the flux at four seg-
ments of trajectory per one orbit. The CORONAS-
F was a low altitude satellite (detailed description of
the complex of measurements can be found in the
paper Kuznetsov 2008) and one of the devices, namely
SONG (described e.g. in Kuznetsov et al. 2004), had
such possibility.

Checking value of proton flux at different L shells
(4 times per orbit at selected Ls from 1.75 to 3) and
assuming the simple shape of energy spectra of the
type J( > E) = J0 E−γ , the spectra in Fig.18.1 was
obtained (Kuznetsov et al. 2007) and compared with
the NMs (Vashenyuk et al. 2005; Miroshnichenko
et al. 2005).

Recently the PAMELA experiment provided impor-
tant information on the energy spectra of the SEP
during the GLE on December 13, 2006. Combining
the low energy measurements by the GOES (3 chan-
nels covering 30–500 MeV), three energy channels by
the PAMELA (from 0.1 to 1 GeV) and NM data, the
authors obtained the time evolution of the fit of spectra
over long time period (De Simone et al. 2009a).

Fig. 18.1 Energy spectra of SEP on October 28, 2003 at 1,142–
1,146 UT evening sector (black squares) and at 1,204–1,209
UT morning sector (circles) (Kuznetsov et al. 2007). Compar-
ison with NM data (line >400 MeV) according to (Vashenyuk
et al. 2005; Miroshnichenko et al. 2005)
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For practical purposes the position of penetration
boundary of the SEP was fitted from large amount of
observations during different geomagnetic activity lev-
els (Smart et al. 2006; Smart and Shea et al. 2009).

However, the position of the boundary of the SEP
penetration to low orbits was not known exactly for
the given geomagnetic activity level. The large spread
of magnetic latitude at fixed Kp and Dst is illustrating
that situation in the Fig. 18.2.

The boundary position during the penetration of the
SEP on low orbits had rather complicated character
especially during strong geomagnetic events. One of

Fig. 18.2 Dependences of the SEP penetration boundaries on
(a) Dst and (b) Kp in the evening and night MLT sectors: invari-
ant latitudes of the penetration boundaries for protons (squares)
1–5 and (triangles) 50–90 MeV and linear regression for (1–
5)-MeV and (50–90)-MeV protons (solid and dashed lines,
respectively) CORONAS-F. Interval 2001–2005. (Myagkova
et al. 2009)

Fig. 18.3 Solar protons with energy 1–5 MeV might be trapped,
creating temporary solar CR belts on L = 2 − 3 or providing
additional flux to the previously existed population. This trap-
ping action is observed as a double boundary effect in the
Coronas-F measurements. Double boundary effect of 1–5 MeV
protons is seen during the magnetic storm recovery phase, 30–31
October, 2003. The dotted lines indicate the penetration bound-
ary of the 50–90 MeV protons. The solid lines indicate the pen-
etration boundary of 1–5 MeV protons. (Lazutin et al. 2009)

specific features which had not been understood quite
well was the double structure of the boundary position,
This is shown in Fig. 18.3. Value of L at given position
during the storms depends on the geomagnetic field
model used.

Two more questions obtained from the observa-
tions remain not understood well, namely (a) 1–100
MeV SEP penetrate into the magnetosphere to lower
latitudes as deep as it is not allowed by any mag-
netic field models, and (b) during some strong mag-
netic storms penetration boundaries coincide for wide
energy range in comparison with normal (expected)
penetration structure. This is seen from the Fig. 18.4.

18.2.2 Neutral High Energy Emissions

The measurements of high energy photons not affected
by geomagnetic field provide important information
about the timing of proton acceleration in solar flares.
Clear increase in the energy spectra of photons at
energy 50–100 MeV, associated with πo decay was
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Fig. 18.4 While the boundary position during the event on July
26, 2004 was organized acording to the kinetic energy of protons
(left), it was practically coinciding for the wide energy range in
the strong geomagnetic disturbance on October 29, 2003. It is

not clear: was it created by some special “transparency” of the
magnetospheric boundary during strong magnetic storms or was
it a consequence of some changes of the magnetic field structure
of the inner magnetosphere?

Table 18.1 From (Kurt et al. 2009). The time onset of pion-decay gamma rays and the flux observed by the SONG on the
CORONAS-F during strong solar flares for the period July 2001–January 2005

Date Location/importance
Onset of π -decay
γ emission, UT

γ -ray flux at 100 MeV,
[MeV−1cm−2s−1] Particles

25 August 2001 S17E34, 3B/X5.3 16:30:16±2 s 7.3 10−4 n
28 October 2003 S16E08, 4B/X17.2 11:03:51±2 s 6.8 10−3 GLE65, n
04 November 2003 S19W83, X28.9 19:42:38±4 s 1.0 10−3 n
20 January 2005 N14W61, 3B/X7.1 06:45:34±4 s 3.6 10−3 GLE69

reported during some flares (Kurt et al. 2009). It indi-
cated the exact time of energetic proton appearance in
the solar atmosphere. This allows to compare the pro-
ton acceleration time with the start time of the GLE
recorded by the ground NMs, and to calculate the
time interval when the GLE particle escaped from the
corona. It is shown for the four large flares observed
by the SONG instrument on the CORONAS-F in
Table 18.1.

18.3 Transmissivity Function
and Albedo Cosmic Rays

The only possibility to obtain predictions of cos-
mic ray transmissivity through the magnetosphere is

numerical tracing of particle motion in the given geo-
magnetic field model. The equation describing the par-
ticle motion in a static magnetic field leads to the sys-
tem of 6 linear differential equations with unknown
values (position, velocity vector) which is usually
solved numerically (e.g. McCracken et al. 1965;
Bobik 2001, among the others). The review of the
progress of the 50 years trajectory calculation can be
found in the paper (Smart et al. 2009). For the tra-
jectory computations with the step dR summarized
over larger rigidity interval DR, the useful approach
is the transmissivity function TF(R,DR) – the prob-
ability that a particle of the rigidity (R,R+DR) can
access the given point in the model field (Kudela
and Usoskin 2004). Similar concept was introduced
earlier – the cutoff probability (Heinrich and Spill
1979).
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The application of the TF was used e.g. to estimate
the contribution of the secondary CR population – the
reentrant albedo particles at low earth orbits. The prod-
uct of energy spectra of the galactic CR (CREME 96)
and the TF for different bands of geomagnetic latitudes
separated at the energies below the vertical cut-off the
albedo particles from the measurements for the AMS
experiment (Bobik et al. 2006) and recently also for
PAMELA experiment (De Simone et al. 2009b).

18.4 Transmissivity of the CR During
Geomagnetic Disturbances

For geomagnetically disturbed periods it was neces-
sary to use the geomagnetic field models with exter-
nal current systems. Out of them the three were used
here for comparison of predictions of the TF for a
strong geomagnetic storm when improvement of the
transmissivity during large Dst depression has been
observed as a combined effect – starting the Forbush
decrease seen at low cut-off stations and the increase
apparent at the middle and low latitude NMs. Depres-
sion of the Dst on November 20, 2003 to −475 nT was
accompanied by strong increase of count rate on sev-
eral NMs, especialy Rome (6.3 GV cutoff) and Athens
(8.3 GV).

The three different geomagnetic field models,
namely (i) Tsyganenko’ 89 (Tsyganenko 1989); (ii)
the Boberg model (Boberg et al. 1995) and (iii) Tsy-
ganenko 2004 (Tsyganenko and Sitnov 2005) pro-
vided different TF functions for that period by tra-
jectory computations for a middle latitude station
(Fig.18.5).

The asymptotic directions for acceptance of the CR
were similar for the three models before the storm.
However, for the period of the minimum Dst, the struc-
ture of asymptotics was significantly different for dif-
ferent models. The third difference was in comparison
of time of minimum cut-off rigidity (time of peak of the
CR during the storm). For this particular case the bet-
ter correspondence with measurements had been pro-
vided by the Tsyganenko 2004 model than by the other
two. However, for another storm, namely November
7–8, 2004, it was not the case and the Boberg model
(Boberg et al. 1995) including the Dst provided bet-
ter alignement with maximum CR intensity than the
Tsyganenko 2004 model. More details on comparison
of different models with the CR is e.g. in the papers

Fig. 18.5 TF (for vertical direction) for Lomnický Štít before
the onset of the storm (November 20, 2003, 02 UT, black) and
during the Dst minimum (19 UT, red) for three models. Adopted
from (Kudela et al. 2008)
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Kudela et al. (2008); Tyasto et al. (2008) among the
others.

How to check correctly the validity of geomag-
netic field models by the CR during the geomagnetic
storms? It has to be assumed there are two effects
superimposed during the geomagnetic storm, namely
(i) the pure anisotropy of the CR in interplanetary
medium during the CME propagation and “seen” by
the CR coming to the magnetosphere, and (ii) the
reconstruction of asymptotic directions; of the trans-
missivity and timing of the cut-off depression due to
the changes of external current systems in the mag-
netosphere during disturbances. Thus, it is necessary
to have an independent estimate of the interplanetary
anisotropy if middle and low latitude NMs are used
for checking the validity of the field models existing.
There may be useful an approach from both sides of
the primary spectra. The Spaceship Earth (Bieber and
Evenson 1995), the ring of the NMs at high latitudes
providing the anisotropy at low energies (not strongly
affected by magnetospheric disturbance with asymp-
totic directions in narrow interval of longitudes, close
to the ecliptic), and not strongly changing the system of
asymptotics due to the magnetosphere’s reconstruction
(below the atmospheric cut-off) may serve as a poten-
tial estimate for the interplanetary CR anisotropy at
low energies. On the other hand, the network of muon
directional telescopes (Munakata et al. 2000) stud-
ies anisotropy at energies above NM (∼50 GeV), not
strongly affected by the changes in the magnetosphere.
This may serve as an estimate of the anisotropy at high
energies. If consistent picture of anisotropies in inter-
planetary space at low and high energies is obtained for
a geomagnetic storm, and the estimate of anisotropy at
“middle energies” is estimated, the validity of various
geomagnetic field models during geomagnetic storms
can be done with using the world wide network of the
NMs as well as with new instruments as e.g. Chilin-
garian et al. (2009). In addition, energization of elec-
trons to relativistic energies during the substorms puts
also constraints on magnetospheric topology and on
the geomagnetic field models (Antonova et al. 2009;
Antonova 2009).

18.5 Summary

For radiation hazard events the alerts from both sin-
gle point measurements of the CR at different energies
(South Pole) and the NM network progressed in recent

years – alerts constructed earlier than those from the
satellites (for GLEs), are providing estimation of the
fluence and peak intensity. High potential of electron
measurements is stressed. New space instruments for
that are in preparation (e.g. Grimani and Fabi 2009).

Progress in geoeffective events precursor studies is
reported, namely new case and statistical studies, espe-
cially at high energies (GMDN), and the new instru-
ments (e.g. URAGAN hodoscope) are showing poten-
tial possibilities of the alert. The CMEs have various
size, geometry, speed and direction of motion with
respect of the Earth and they differ in geoeffectiveness.
The problem with using only CR signatures remains
in the large variability of precursory timing from the
anisotropy onset to the onset of geomagnetic storm.
Anisotropy depends on geometry, velocity and direc-
tion of CME motion, and on magnetic field structure.
Thus information from the CR can be used as an addi-
tional parameter for the forecast of geoeffective events.

Energy spectra of the SEP at low nearly polar
orbits were obtained (e.g. CORONAS-F, PAMELA)
based on the knowledge of cut-offs. Detailed empiri-
cal models of cut-offs (with parameter Kp) exist. There
is, however, observed large variability of the boundary
position for the geomagnetic activity given by the Kp
and Dst only. Double boundary with the trapping of
protons was observed during the strong storms. Bound-
ary of penetration and reconfiguration of magneto-
spheric fluxes during the storms may serve as a source
for verification of geomagnetic field models (also for
the trapped populations when fluxes are described by
the adiabatic invariants). Some puzzles remain: e.g.
during strong storms the penetration boundaries are
almost identical in wide energy range of protons. High
energy gamma rays and neutrons measured at low
orbits provide unique additional information about the
time of acceleration of protons.

During strong geomagnetic storms at the NM ener-
gies the different field models provide different TF,
asymptotic directions and timing of the CR varia-
tions. An “overlap” of interplanetary anisotropy and
the changes in conditions of particle access during the
geomagnetic disturbances remains a problem for test-
ing the validity of geomagnetic field models during
these events by the worldwide network of the NMs.
Comparison of interplanetary anisotropy estimates at
high energies (by GMDN) and at the low ones (e.g.
Spaceship Earth) is needed, if middle and low lati-
tude NMs are used for the geomagnetic field model
verifications.
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Chapter 19

Radio Emission Processes as Tracers of Heliospheric
Weather: An Ontological Approach

Mauro Messerotti

Abstract The heliosphere is a complex physical sys-
tem composed of a set of coupled plasma sub-systems
typically in a state of marginal stability. Hence a vari-
ety of perturbations can be triggered by instabilities
occurring from large to small spatial and temporal
scales. This characterizes the heliospheric weather,
i.e. the physical state of the heliosphere on short- to
mid-timescale, which is a key aspect for the study of
space weather and space climate. Interacting plasmas
in the heliosphere originate a variety of radio emis-
sions according to processes that, in turn, are sig-
natures of kinetic and magnetohydrodynamic plasma
processes occurring at different scales. Space- and
ground-based observations of such radio emissions
represent a fundamental tool for deriving the associ-
ated emission processes and, therefore, the underpin-
ning plasma processes that are tracers of the plasma
state, i.e. of the heliospheric weather. In this work,
by means of an ontological approach, we illustrate the
present observational and interpretative scenario of the
heliospheric radio emission processes and we highlight
the expected improvements by the forthcoming next
generation instruments.

M. Messerotti (�)
INAF-Astronomical Observatory of Trieste, Loc. Basovizza
n. 302, 34012 Trieste, Italy; Department of Physics, University
of Trieste, Via A. Valerio n. 2, 34127 Trieste, Italy;
INFN-Trieste Division, Via A. Valerio n. 2, 34127 Trieste, Italy
e-mail: messerotti@oats.inaf.it

19.1 Introduction

Heliophysics is a new discipline which studies the
heliosphere and the physical processes occurring in
this space region. Radio emission processes represent
a specific class of such processes, which are intrinsic
to the physical state of the plasma both at the source
and along the propagation path and have a universal
character. Therefore, the observed radio features are
suitable to be used as plasma probes and tracers respec-
tively, provided that adequate emission and propaga-
tion models are available. Heliospheric weather refers
to the physical state of the heliosphere and can be fruit-
fully traced by observing and analyzing heliospheric
radio emissions.

The aim of this chapter is to review at the high-
est level of abstraction the most well known helio-
spheric radio emission processes as universal physi-
cal processes in order to identify their probing and
tracing capabilities for space weather. Considering the
large variety of processes and the need to focus on
key aspects, we use an ontological approach to pro-
vide conceptual schemes from a selection of related
literature.

The work is organized as follows. In Section 19.2
we introduce the use of concept maps in defining
ontologies that are a key tool in advanced data han-
dling. In Section 19.3 we describe a domain ontol-
ogy for the heliosphere. Radio emission processes in
astrophysical plasmas are considered in Section 19.4.
Heliospheric radio emission sources and features are
schematized in Section 19.5. Radio diagnostics of
heliospheric weather are commented in Section 19.6,
and heliospheric data mining in Section 19.6.3. Con-
clusions are drawn in Section 19.7.

209M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_19, c© Springer Science+Business Media B.V. 2011
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19.2 Domain Ontologies and Concept
Mapping

Advanced data handling in heliophysics involves
search, retrieval, processing and analysis of data from
different instruments and physical domains. The archi-
tecture of an infrastructure capable of successfully
operating in this context is typically based on seman-
tic ontologies, as this allows the advanced definition
of data and metadata models for the registries on
which the search engine operates. Semantic ontolo-
gies provide the knowledge framework on one or more
domains that makes possible to exploit the data and
data relationships at both human and machine level
(e.g. Messerotti 2006a).

An ontology describes knowledge on a domain as
a formulation of a conceptual scheme constructed by:
(a) defining the precise meaning of domain entities
(semantics); (b) identifying the relationships among
entities (associativity); (c) stating the rules between
entities and sets of entities (operativity). The foun-
dation of the ontology is aimed at overcoming a set
of issues typical of any discipline such as e.g.: (a)
ambiguous definition of specific physical domains; (b)
non-univocal terminologies for the domain entities;
(c) fragmentary (and/or limited to sub-domains) def-
initions of relationships among entities. These issues
have to be resolved to the maximum achievable extent
in order to facilitate complex data searching through
complementary domains.

With reference to a specific domain, patterns of reg-
ularities identified in objects are expressed by con-
cepts that are descriptive knowledge elements. Logical
action links among concepts are expressed by relation-
ships that are inference knowledge elements. Concepts
linked by relationships constitute a set of propositions
that code the domain knowledge according to a seman-
tic model (see Fig. 19.1).

Concept maps are useful means to graphically rep-
resent knowledge and can be used in different ways
to manage knowledge at both human and machine
level as required by data handling infrastructures
(e.g. Novak and Cañas 2008). Concept maps are dia-
grams where blocks and connectors represent concepts
and relationships characterized by the related link-
ing actions respectively. In Fig. 19.2 an example is
reported for the generic definition of a discipline that
studies a set of entities obeying physical laws. Concept

and linking relations form propositions whose set rep-
resents semantic knowledge on that field.

Unlike standard graphical diagrams, concept maps
embed a structure implementable as eXtensible Hyper-
Text/eXtensible Markup Language (XHTML/XML)
documents that can manage different entities associ-
ated with concepts like scripts, hyperlinks, etc. Fur-
thermore, a specific Connection Mapping Language
(CXL) has been implemented to specifically cope
with concept mapping compliant with machine level
handling.

Concept maps are not to be considered as static
entities that code absolute knowledge, but have to be
continuously updated according to the state-of-the-
art domain knowledge derived from the most recent
achievements of the scientific community. Their intrin-
sic structure makes them very suitable for this continu-
ous process, leading to an update of the on-top seman-
tic ontology.

19.3 A Domain Ontology for the
Heliosphere and for Heliophysics

To minimize ambiguities, a key requirement for any
new discipline is the definition of the operational
domain and scope by appropriate terminology. This is
of particular relevance when trying to identify univer-
sal processes. The most effective method to accom-
plish such a goal is the foundation of a domain ontol-
ogy which codes the related knowledge by describ-
ing concepts and relationships for that specific domain
(see Section 19.2). An effective methodology is the
use of concept maps to graphically represent domain
knowledge (e.g. Novak and Cañas 2008). In particular,
we used a platform-independent software tool devel-
oped by the Institute for Human and Machine Cog-
nition (Pensacola, Florida, USA) for knowledge mod-
elling and sharing (Cañas et al. 2004). This approach
proved to be successful in setting the basis of a domain
ontology for space weather and space climate (e.g.
Messerotti 2006b) used in reviewing solar activity
models for space weather (Messerotti et al. 2009).

A concept map describing the heliosphere, its phys-
ical components and relevant processes is presented
in Fig. 19.3. The heliosphere is defined as the region
of space that embeds the Sun, the planets, the minor
bodies and dust. It is permeated by the solar wind,
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Fig. 19.1 The semantic
model of knowledge
described by a concept map

Fig. 19.2 The elements of a concept map and their relation to semantic knowledge

the inner moving magnetized plasma, and is confined
by the local neighbourhood interstellar wind, the outer
moving magnetized plasma. The interaction interface
is the heliopause, which separates the bow shock and
the termination shock, where the interstellar wind and
the solar wind change the regime from supersonic to
subsonic, respectively. Magnetic fields transported by
solar wind, plasma streams, plasmoids and particle
beams typically originate at the Sun and can interact
via both kinetic and magnetohydrodynamic processes
of various kind.

Similarly, it is fundamental to define heliophysics
and heliospheric meteorology, a neologism inferred
from space meteorology (Fig. 19.4). In fact, a clear
definition avoids inappropriate use as when helio-
physics is referred to as the discipline which studies
heliospheric perturbations, as this is only a subset of
its objectives. In particular, heliophysics models the

physical processes occurring in the heliosphere which
determine its physical state at small and large spa-
tial scales. Processes occurring on short and long time
scales characterize respectively heliospheric weather
and heliospheric climate, both studied by heliospheric
meteorology.

19.4 Radio Emission Processes in
Astrophysical Plasmas

Radio emission processes in astrophysical plasmas
have been extensively reviewed. We refer to, e.g.,
Dulk (1985) for the radio emission from the Sun and
stars, Bastian et al. (1998) for the radio emission from
solar flares, and Treumann (1997) for the heliospheric
radio emission theory.
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Fig. 19.3 Concept map that describes the heliosphere, its physical components and relevant processes at the highest level of
abstraction

A scheme of the radio emission processes in
the solar atmosphere is presented in Fig. 19.5. The
direct generation of radio emission involves electrons
deflected by ions or gyrating along magnetic field
lines, and an electron distribution with population
inversion in a strong magnetic field or low density
plasma, which originates respectively thermal free-free
emission, incoherent gyroresonance/gyrosynchrotron
emission, and coherent electron-cyclotron maser emis-
sion, characterized by different circular polarization
states. The indirect generation of radio emission
involves wave growth and coupling in an unstable
plasma configuration that originates coherent plasma
radiation emission according to the scheme reported
in Fig. 19.6: a plasma in thermodynamic equilib-
rium becomes unstable upon the action of a per-
turbation that originates an instability; an increased

turbulence level sets in and electromagnetic radi-
ation is generated via a nonlinear process involv-
ing wave coalescence or scattering. The beam-driven
radio emission is a typical example of coherent
radio emission produced by a multi-step process,
as outlined in Section 19.4.1. Typically, coherent
radio emission exhibits high brightness tempera-
tures (Tb > 109 − 1010 K), which is a characterizing
parameter.

19.4.1 Shock- and Beam-Driven Radio
Emission

Typical radio emission processes in the Sun (Bastian
et al. 1998) and in the heliosphere (Treumann 1997)
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Fig. 19.4 Concept map that
describes the operational
framework of heliophysics
and heliospheric meteorology

Fig. 19.5 Concept map of the typical radio emission processes occurring in the solar atmosphere. (MF - Magnetic Field; X-Mode -
eXtraordinary wave Mode; O-Mode - Ordinary wave Mode)

are originated by moving agents that trigger plasma
perturbations when traversing background plasma lay-
ers, and generate frequency drifting emissions by

plasma radiation mechanism (Fig. 19.7). In fact, solar
and interplanetary Type III radio bursts exhibit a
high frequency drift and are associated with fast
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Fig. 19.6 Concept map
schematizing the indirect
generation of radio waves by
plasma radiation mechanism
via a multi-step process that
involves the production of
longitudinal plasma waves by
plasma instability and their
conversion into transverse
radio waves via non-linear
coupling or scattering
processes. (EM -
ElectroMagnetic)

Fig. 19.7 Concept map that summarizes the typical radio emission processes involving shocks and particle beams

propagating particle beams, whereas solar and inter-
planetary Type II radio bursts are characterized by low
frequency drift and are associated with slow propagat-
ing hydrodynamic shocks.

As detailed in Section 19.6, both radio features
directly and indirectly carry information on various
parameters of the source and propagation medium as
well. This is sketched in Fig. 19.8 for particle beams.
Beams can form by direct or shock acceleration related
to the localized physical state of the plasma, and prop-
agate through the background plasma, whose structure
and dynamics influence beam propagation, stabiliza-
tion, radiation and disruption.

19.5 Heliospheric Radio Emission
Sources and Features

A possible synopsis of heliospheric radio emis-
sion sources and features (Treumann 1997; Cairns
et al. 2000; Bastian 2001) is reported in Fig. 19.9
and is classified according to the behavior in the
time-frequency domain. Solar radio emissions origi-
nate in the chromosphere and in the corona and are
classified as slowly-varying (S) component, Type I,
II, III, IV, and V radio bursts, each of them with a
variety of fine structures that define a large set of
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Fig. 19.8 Concept map of the role of particle beams as radio exciters

Fig. 19.9 Concept map that reports a synopsis of heliospheric radio sources and related radio emission features

sub-classes. Planetary and cometary radio emissions
occur in planetary atmospheres and magnetospheres,
and in cometary plasmaspheres. Interplanetary radio
emissions are originated by shocks and plasmoids as

interplanetary Type II radio bursts (iTypeII) and by
particle beams as interplanetary Type III radio bursts
(iTypeIII). Outer heliospheric radio emissions occur at
the termination shock by shocks and particle beams.
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Fig. 19.10 Concept map that lists the sources of heliospheric radio emissions by shock

19.5.1 Heliospheric Shock Radio Emission
Sources

At large spatial scales that characterize the heliosphere,
a set of radio emissions sources by shock are identi-
fiable (Treumann 1997; Cairns et al. 2000). They are
reported in Fig. 19.10 as, respectively, travelling inter-
planetary shock waves, CME-related shock waves,
solar wind holes front shock waves, planetary bow
shocks, cometary bow shocks, the heliospheric termi-
nation shock, and the heliospheric bow shock. In fact,
radio emission in the heliosphere is mainly due to
shocks of various kinds that are often weak and do not
radiate efficiently apart from planetary bow shocks and
strong CME-piston driven shocks (Treumann 1997).

19.6 Radio Diagnostics of Heliospheric
Weather

By exploiting the information carried by heliospheric
radio events, various inferences can be derived on the
perturbed state of the heliospheric plasma that char-
acterizes heliospheric weather (e.g. Bastian 2001). In
the following sections we summarize 2.5D and 3D
radio diagnostics by stressing the role of new gener-
ation ground-based radio instruments such as LOFAR
(LOw Frequency ARray).

19.6.1 2.5D Radio Diagnostics

The new generation radio spectrometers like the
CALLISTO class (Benz et al. 2005) for ground-

based observations or the space-based ones aboard
spacecrafts like e.g. the STEREO/WAVES experiment
(Bougeret et al. 2008) can provide a wealth of physical
information by reverse modelling. Such instruments
provide information on radio features (radio flux den-
sity and circular polarization) in the time-frequency
domain but typically with no spatial resolution. Spatial
information is inferred upon specific plasma and emis-
sion models. Hence radio diagnostics can be consid-
ered as 2.5D ones, as spatial information is not intrin-
sic to the measure. Despite of such limitation, a refined
set of diagnostic inferences has been set up, as summa-
rized in the following paragraphs.

Inferences from Radio Event Parameters in the
Time-Frequency Domain: The total duration of the
event is related to global geometry, energetics, and evo-
lution of the underpinning process(es). The instanta-
neous duration depends on the local geometry, energet-
ics, and process(es) in the perturbed layer. The instan-
taneous duration evolution gather information on the
density along trajectory, local process(es) along trajec-
tory, and propagation effects in the medium relevant to
the exciting agent dynamics.

Inferences from Radio Event Parameters in the Time
Domain at Fixed Frequency: The flux density time pro-
file depends on the response of the layer, evolution of
the instability, and the underpinning process(es) in the
perturbed layer. The polarization time profile is related
to the local geometry, magnetic field, and propagation
effects in the perturbed layer. The polarization mode
delay evolution carries information about propagation
effects along trajectory, local process(es) along trajec-
tory, propagation effects in the medium, all of which
are dependent on the density along trajectory.

Inferences from Radio Event Parameters in the
Frequency-Time Domain: The maximum bandwidth is
determined by the global geometry, density model, and
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process(es) in the perturbed region. The instantaneous
bandwidth is related to the local geometry, density
and process(es) in the perturbed layer. The frequency
drift depends on the density along trajectory, local pro-
cess(es) along trajectory, and propagation effects in
the medium that influence the exciting agent dynam-
ics. Similarly for the frequency drift evolution that is
related to the instability evolution.

Inferences from Radio Event Parameters in the
Energy Domain: The total power density depends on
the process(es) energetics, source characteristics, and
instability characteristics, i.e., on the global energet-
ics of the perturbed region. The spectral power density
at fixed time is related to the instantaneous energetics
of plasma layers determined by the global response of
layers at fixed time and local process(es). The spectral
power density at fixed frequency provides information
about the energetics of a single layer via its response at
fixed frequencies and operating process(es).

19.6.2 3D Radio Diagnostics

Imaging radio instruments provide spatial information
that allows the reconstruction of 3D models of the
radio source when combined with radio spectrometer
observations.

This approach has been successfully used e.g. by
Aschwanden et al. (1992) who investigated the 3D
reconstruction of Type III exciters trajectories, com-
bining high spatial resolution VLA radio maps and
radio spectral data to infer the 3D trajectories of elec-
tron beams, trace the magnetic field lines, and derive a
3D model of coronal structures.

Direct radio imaging of features like Coronal Mass
Ejection (CME) emissions (e.g. Bastian et al. 2001)
can be used to infer CME onset, formation and prop-
agation, shock physics, beam physics, magnetic field,
and flare association.

The indicative location of solar radio burst sources
with respect to flare geometry can be estimated on such
methodological bases. Moreover, new ground-based
instruments like LOFAR (e.g. Best et al. 2008) will
offer key features to refine and extend such measure-
ments. In fact, LOFAR will operate in the low fre-
quency range associated with electron densities 108–
107 cm−3 corresponding to 1.15–2.5 solar radii from
the Sun. The high sensitivity of the instrument will

extend the diagnostic capabilities to faint radio sig-
natures, the arcsec spatial resolution will resolve the
radio source spatial structure, and the subsecond time
evolution will enable to track the source evolution.
Combined radio imaging capabilities and radio imag-
ing spectroscopy will provide the 3D time evolution of
the radio source.

Furthermore, LOFAR will be able to perform low-
frequency radar diagnostics of heliospheric plasma tur-
bulence by detecting low-frequency echoes of radar
pulses directed to the solar and heliospheric plasma
from a suitable trasmitting system. The turbulence
spectrum of plasma waves in the solar and heliospheric
plasma can be determined and this is a key factor for
understanding radio wave generation, scattering and
coupling in plasmas.

Joint analysis of ground- and space-based radio
observations was carried out to characterize the
interplanetary and heliospheric plasma. For example,
Hoang et al. (1997) used Ulysses and Artemis observa-
tions inside and outside the ecliptic to study the direc-
tivity of interplanetary Type III bursts. Using ISEE 1
data, Cairns (1994) studied the fine structure in plasma
waves and radiation by electron beams reflected from
the front near the plasma frequency in Earth’s fore-
shock. Further progress in the observation and inter-
pretation of Type II and III bursts in the solar corona,
in the solar wind and in the Earth’s foreshock has been
considered in Cairns et al. (2000).

Radio emissions at the heliopause were studied by
Gurnett and Kurth (1996) and radio emissions from
the heliopause crossed by global merged interaction
regions by Cairns et al. (2000). Both were ascribed
to similar mechanisms involving shocks and particle
beam reflection at the front (Treumann 1997; Cairns
et al. 2000).

Finally we mention an effective heliospheric radio
diagnostics based on the use of interplanetary scintil-
lation data to reconstruct the solar wind 3D structure
(Hick and Jackson 2001).

19.6.3 Heliospheric Data Mining

Heliophysics requires the joint exploitation of solar,
heliospheric, magnetospheric and ionospheric obser-
vations in every available spectral band. Anyway, the
huge volume of inhomogeneous data continuously
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ingested from ground- and space-based instruments
that are organized in geographically distributed repos-
itories makes this achievement a difficult goal.
To approach this issue, the European Commission
funded the FP7 Project HELIO (Heliophysics Inte-
grated Observatory; http://www.helio-vo.eu/). HELIO,
started in 2009 and with a duration of 36 months,
will benefit from the expertise acquired in develop-
ing EGSO (European Grid of Solar Observations) (e.g.
Aboudarham et al. 2006). It will provide the most
comprehensive integrated information system of this
domain by building a software infrastructure that will
guide the final user in transparently placing complex
searches on multiple heliospheric data sets. A key
requirement for the optimum data search and retrieval
by such an infrastructure is setting up data and prop-
agation models relevant to the available data sets
together with an extended domain ontology capable to
support the heliophysics semantics in a Virtual Obser-
vatory (VO) framework. In this context, concept maps
are a useful tool for coding knowledge at human level
and generate machine readable ontologies as outlined
in Section 19.2. The optimization of HELIO features
has been occurring by the active involvement of the sci-
entific communities dealing with different heliospheric
subfields that collaborate by providing specific science
use cases (e.g. Bentley et al. 2009).

19.7 Conclusions

In this work we presented a series of basic concept
maps that schematize various aspects of heliospheric
radio emission processes as universal processes. This
set of concept maps is propaedeutic to the foundation
of a domain ontology for heliophysics capable of defin-
ing and describing the involved physical systems and
processes and their interrelationships at different lev-
els of complexity (Novak and Cañas 2008).

As reported in the relevant concept maps, radio
emission in the heliosphere (Treumann 1997) is mainly
due to shocks of various kinds that are often weak
and do not radiate efficiently apart from planetary bow
shocks and strong CME-piston driven shocks.

Interplanetary Type II and Type III radio bursts
have been observed up to large distances and rep-
resent effective plasma diagnostics. In situ measure-
ments, like the STEREO/WAVES ones, will provide

new insights into such phenomena as heliospheric
plasma probes (see Bougeret et al. 2008).

The termination shock radiation is detectable in situ
and is driven by heliospheric weather (Gurnett and
Kurth 1996; Cairns et al. 2000).

Refined radio diagnostics provide significant infor-
mation on the plasma features, but they must be com-
plemented with 3D observations from space and in
situ measurements to exploit all their potentialities.
LOFAR will play a key role due to its observational
peculiarities like low observing frequency, high spa-
tial and time resolution, imaging and spectroscopy
capabilities which will allow to track CMEs and to
probe the plasma turbulence via radar techniques (Best
et al. 2008). Interplanetary scintillation techniques
allow the derivation of the solar wind 3D structure
(Hick and Jackson 2001).

A VO approach for effective heliospheric data
search and retrieval, like the one that will be provided
by the EC FP7 Project HELIO, is a promising tool for
advancing the modelling of heliospheric processes via
successful data mining.
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Chapter 20

Solar and Interplanetary Radio Emissions

Bo Li, Dalmiro J. F. Maia, and Milan Maksimovic

Abstract Recent progress on radio emissions from
the Sun and in the interplanetary medium is reviewed,
with particular emphases on type II and III solar
radio bursts, and emissions from the Earth’s fore-
shock. Observations from single or multi spacecraft
and ground-based instruments have provided new
insights into interactions of beam-wave, wave-wave,
and wave-plasma in the radiation source regions, and
into the relations between type II and III bursts, flares,
and coronal mass ejections. Theoretical and numeri-
cal models have been developed to realistically pre-
dict electron acceleration by flares or shocks of var-
ious origins, source emissions, radiation propagation,
and remote radio emissions. The better understanding
of such radio phenomena will help us answer important
questions related to electron acceleration during flares
and coronal mass ejections, and the plasma conditions
of the solar corona, solar wind, and the interplanetary
medium.

20.1 Introduction

During the most violent solar activity, i.e. solar flares
and coronal mass ejections (CMEs), radio emission
is radiated from the Sun and the interplanetary (IP)
medium. In fact, during such activity electromagnetic
radiation may be seen across the whole spectrum from
radio emission to X-ray, and geomagnetic storms and

B. Li (�)
University of Sydney, Sydney, NSW 2006, Australia
e-mail: boli@physics.usyd.edu.au

modifications of the space weather may occur. Major
solar radio emissions include type II and type III solar
radio bursts, which covers several orders of magni-
tude in wavelength from meter to kilometer, and even
decimeter for type III bursts. They are produced by
electron beams energized by CME/flare-driven shocks,
and flares, respectively, and reach Earth prior to CMEs
and beams. The ability to understand type II and III
bursts, which serve as proxies for CMEs and flares,
thus has great impacts on predicting space weather.
Other relevant classes of solar radio bursts include type
I, IV and V bursts, which are less well-understood than
type II and III bursts.

At shorter metric to centimeter wavelengths solar
radio emissions often show diverse fine struc-
tures besides continuum emission. The fine struc-
tures are collectively called pulsation (Nindos and
Aurass 2007), which includes, e.g., spikes and zebra
patterns. Pulsations usually relate to flares and occur
in regions very close to the site of flare energy release.

Radio emission has also been detected in the fore-
shock region of Earth’s bow shock. In fact, ener-
getic electron and plasma wave activities have been
observed in the foreshock regions of all the planets
visited so far in the solar system (e.g., (Anderson
et al. 1981; Scarf et al. 1979)), suggesting radio emis-
sion may be a common phenomenon to all the plane-
tary foreshocks. Due to its close proximity to us the
Earth’s bow shock, in particular, provides important
information on shock physics in other astrophysical
contexts (Burgess 2007).

Furthermore, radio emissions at frequencies near
2–3 kHz have also been observed to occur approx-
imately once every solar cycle (Gurnett 1995). The
power emitted by the source is at least 1013 W, leading
it to be the strongest radio source in the solar system. It
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is believed that the radiation is driven by a global shock
reaching the vicinity of the heliopause, the boundary
between the heliosphere and the interstellar medium
(Gurnett 1995; Mitchell et al. 2005).

The contributions of radio observations since its
beginning more than 60 years ago to our understanding
of solar and solar terrestrial physics has been recently
reviewed by Pick and Vilmer (Pick and Vilmer 2008).
Besides, as topical reviews in this volume cover
areas of input of radio imaging to our understand-
ing of flares, CMEs, and electron acceleration (Vilmer
Chapter 22, this volume), observations of high fre-
quency fine/superfine structures (Yan 2009), and obser-
vations and theory of 2–3 kHz radiation (Cairns Chap-
ter 23, this volume), this review will focus on type II
and III bursts, and emissions from Earth’s foreshock.
The Chapter is organized as follows: In Section 20.2
a summary of the basic mechanisms for solar and IP
radio emissions is made, followed by an outline of the
effects of radiation propagation in Section 20.3. Sec-
tion 20.4 highlights recent progress on coronal and IP
type II bursts, from the perspectives of observations,
theory, and numerical modelling; and Section 20.5 dis-
cusses from the same aspects of progress on coronal
and IP type III bursts. Section 20.6 reviews some recent
results on emissions from the Earth’s foreshock.

20.2 Emission Mechanisms

Mechanisms that are important to solar and IP radio
emissions can be classified as coherent and incoherent.
Among various mechanisms we review those that are
generally believed to be important for radio emissions
from the Sun and in the IP medium: coherent plasma
emission, linear mode conversion and cyclotron maser
emission, and incoherent gyrosynchrotron emission
(Bastian et al. 1998; Cairns et al. 2000; Melrose 1980).

Type II and III bursts, Earth’s foreshock emis-
sion, and 2–3 kHz emissions are generally believed
to be due to the plasma emission mechanism
(Bastian et al. 1998; Cairns et al. 2000; Gurnett 1995).
According to plasma emission, a beam of nonther-
mal electrons drive Langmuir waves near the funda-
mental of the local plasma frequency fp, which are
then converted via nonlinear wave-wave interactions
to transverse electromagnetic waves with frequencies
near fp, or 2fp, or both. Here fp = ωp/(2π ), ωp =

(nee2/meε0)1/2, and ne is the electron number density.
Plasma emission is also responsible for type V bursts,
and may be for type I bursts.

Linear mode conversion may be relevant to type II
and III bursts, and Earth’s foreshock emission (Kim
et al. 2007; Yin et al. 1998). In this scenario, wave
modes in inhomogeneous plasma are often coupled to
each other, and one mode can be converted to another
for some ranges of frequencies and angles of propa-
gation. Langmuir waves encountering density gradi-
ents can be directly converted into radio waves near
fp. Nonlinear interaction between primary and reflected
Langmuir waves lead to emission of 2fp radiation.
Mode conversion is also important for radio emissions
in the magnetosphere and ionospheric auroral regions.

Energetic electrons moving in a magnetic field
can also produce radio emissions near the elec-
tron cyclotron frequency fce and its harmonics, by
the coherent cyclotron maser emission due to loss-
cone distribution function. The cyclotron frequency fce

depends on the magnetic field strength B through fce =
Ωce/(2π ), and Ωce = eB/me. Cyclotron maser emis-
sion is the accepted mechanism for solar microwave
spikes, and planetary radio emission (e.g., Earth’s
auroral kilometric radiation (Melrose 1980)).

In addition, incoherent gyrosynchrotron emission
can be produced due to spiralling motion of ener-
getic electrons in a magnetic field, with radiation fre-
quencies at the harmonics of fce/γ , where γ is the
Lorentz factor. This mechanism is responsible for cen-
timetric and millimetric solar radio emissions (Bastian
et al. 1998).

20.3 Propagation Effects

Radio emissions seen by a remote observer is modified
from the source emission due to propagation effects.
On one hand, large-scale density gradients refract and
reflect radio emissions and lead to angular focusing.
On the other hand, small-scale density fluctuations
scatter radio waves, produce directional isotropiza-
tion, angular and spectral broadening, and wave damp-
ing (Bastian 2001; Poquerusse and McIntosh 1995).
For radio emission that originates in the corona, radi-
ation loss by free-free absorption due to electron-
ion collisions is particularly severe for fp emission
(Benz 1993).
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Propagation effects complicate the analysis of radio
data, like the radiation pattern. However, propagation
effects can be exploited to extract the properties of the
plasma medium through which radiation propagates,
such as spatial spectrum of the density fluctuations
(Bastian 2001; Celnikier et al. 1983).

20.4 Type II Solar Radio Emissions

Type II bursts are produced by electrons accelerated by
propagating shocks in the corona and the IP medium.
The shocks are usually associated with CMEs and
flares. The emissions are characterized by slow drift
from high to low frequencies with time (e.g., drift
rate < 1 MHz s−1 in metric range), harmonic bands,
and band splitting (Nelson and Melrose 1985). Type II
bursts in the IP medium are generated by plasma emis-
sion, evidenced by in situ observation of the source
region of an IP type II burst (Bale et al. 1999). Bale
et al. (1999) observed energetic electrons and Lang-
muir waves upstream of the associated CME-driven
shock, analogous to the situations in the Earth’s fore-
shock.

Coronal type II bursts often occur in the frequency
range ∼20−400 MHz. Occasionally, coronal type II
bursts with low starting frequencies are observed down
to frequencies as low as 100 kHz. IP type II bursts
are observed at frequencies ∼20 kHz−20 MHz. Met-
ric type II bursts are observed more frequently than IP
type II bursts. Although it is generally accepted that IP
type IIs are produced by CME-driven shocks, the rela-
tions between coronal type IIs and CMEs and flares,
and between coronal and IP type IIs remain controver-

sial (Cane and Erickson 2005; Cliver et al. 1999; Maia
et al. 2000).

20.4.1 Coronal Type II Bursts

Using unprecedented high-cadence observations from
STEREO/SECCHI Liu et al. (Liu et al. 2009) exam-
ined the relationship between a metric type II event
and a shock driven by the 2007 December 31 CME.
Liu et al. found a causal relationship between the
metric and decametric-hectometric type II bursts, and
that the shock height-time curve determined from the
type II spectrum is consistent with the shock propa-
gation obtained from deflection of a coronal streamer
(Fig. 20.1). These results demonstrated unambiguously
that the metric type II burst was caused by the CME-
driven shock, which was formed in the low corona and
propagated into the IP medium.

Based on a MHD model for CME dynamics and a
radiation model for type II emission from the CME-
driven shocks, Schmidt and Gopalswamy (Schmidt
and Gopalswamy 2008) developed a synthetic MHD
and kinetic model, which includes major MHD large-
scales and kinetic radiative small-scales. Schmidt and
Gopalswamy presented synthetic radio maps of CMEs
in the corona below about 4RS, including CME evolu-
tion, CME shock, and type II dynamic spectra, where
RS is the solar radius. The model, with further improve-
ment, may help with interpretation of future observa-
tions with radio imaging telescope LOFAR.

Traditionally the coronal density profile is obtained
by using eclipse and coronagraph observations of
path-integrated white light and UV radiation, and the

Fig. 20.1 Height of the 2007
December 31 CME front (left)
and shock (right) relative to
the center of the Sun
measured by STEREO A
(red) and B (blue). Green dots
indicate the height determined
from the associated type II
burst (from Liu et al. 2009)
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Fig. 20.2 Dynamic spectrum of the 2002 October 4 type II burst: (left) frequency f versus time t and (right) 1/f versus t (from
Lobzin et al. 2008)

assumption of power-law sums for the density ne =
∑

i ai r−αi to allow analytical solution, where ai and αi

are constants. The different indices αi are larger than
2 (e.g., the Baumbach-Allen model; Baumbach 1937;
Allen 1947), and the high index term dominates at
sufficiently small r. For 8 well-defined coronal type
II bursts Lobzin et al. (2008) found that the radio
bursts in the form of 1/f versus t dynamic spectra
closely follows straight lines (Fig. 20.2), where f and
t are frequency and time, respectively. The straight
line results of the coronal type IIs are very similar
to some IP type IIs (Reiner et al. 1998), where IP
shocks moved with constant speed through the solar
wind plasma with ne ∝ r−2. Assuming constant shock
speeds in the corona, the new results of Lobzin et al.
suggest that the density profile in the type II source
regions closely resembles the solar wind, or, the solar
wind starts within 1RS above the photosphere. These
results thus offer new insight to the origins of the
corona and solar wind. Further, Cairns et al. (2009)
have also reported similar coronal density profiles
for coronal type III bursts from observations and
simulations.

20.4.2 Interplanetary Type II Bursts

Since the first and sole report of an IP type II source
region nearly 10 years ago (Bale et al. 1999), recently
Pulupa and Bale (2008) provided the first detailed
study of IP type II source regions. Using Wind/WAVES
data during the period of 1999–2000 about 400 IP
shock events were analysed. Pulupa and Bale found

a total of 8 events that show in situ type II emis-
sion that was correlated with interplanetary magnetic
field (IMF)-parallel electron beams. They confirmed
the existence of a foreshock source region on the IP
shock fronts found by Bale et al. (1999), and observed
loss-cone features in the electron distribution func-
tions, which indicate fast Fermi acceleration was at
work. They further made the first estimate of the lat-
eral scale size of the IP foreshock regions, which was
∼1-3× 108 m. The new results will help to understand
better the shock structure and fine structures of type II
spectra, and to improve type II modelling.

Realistic prediction of an IP type II burst observed
during 24–26 August 1988 has been made by Florens
et al. (2007). They developed a data-driven solar wind
model based on spacecraft data at 1 AU, and combined
it with the type II theory of Knock et al. (2003). The
predicted timing, frequencies, and radio fluxes agreed
reasonably well with the observations (Fig. 20.3).
This predictive work will be potentially suitable for
interpreting type II data from STEREO; however,
both the solar wind model and the type II theory
require further extension before this is the case. For
instance, data-driven, realistic modelling of the IMF
is needed, rather than assuming the nominal Parker
prediction.

20.5 Type III Solar Radio Emissions

Type III bursts are observed more frequently than type
II bursts, they are characterized by fast frequency drift
(e.g., ∼100 MHz s−1 in metric range) due to the
high speed (0.1−0.3c) of electron beams (Suzuki and
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Fig. 20.3 Dynamic spectrum of the 1998 August 24–26 type II burst: (top) observation and (bottom) prediction (from Florens
et al. 2007)

Dulk 1985). They are one of the most studied form
of solar system radio emissions, and better understood
than type IIs and other classes of solar radio bursts.

Observations of type III bursts over decades of
frequency (1 GHz–10 kHz) furnish the most effec-
tive remote probes of coronal and IP medium prop-
erties over distances from solar surface to beyond
Earth. Type III bursts are used to diagnose electron
acceleration during flares, and to extract the magnetic
field configuration along which the beams propagate

and the plasma density along their trajectory (Bastian
et al. 1998; Fainberg and Stone et al. 1974).

As to the relation between coronal and IP type
III bursts, the most detailed study of some 200 large
events recorded by ARTEMIS and Ulysses/URAP was
presented by Poquerusse et al. (1996). They showed
that not every coronal type III burst, even if strong,
produces an IP type III burst. However, almost every
IP type III burst is found to be rooted in a group of
coronal type III bursts. These results are important
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for estimating the number of electrons accelerated
during flares using electron data in the solar wind
when tracing back electron beam path towards the Sun
(Lin 1985).

20.5.1 Coronal Type III Bursts

Type III bursts originated in the corona show drift to
low or high frequencies, which are called the normal
burst and reverse-slope (RS) burst, respectively. They
are produced by electron beams propagating upward
along open magnetic field lines, and downward toward
the Sun, respectively.

Bidirectional type III bursts have been observed in
the decimetric and metric frequency ranges, consist-
ing of a pair of normal and RS bursts with a common
frequency-time origin. Bidirectional type IIIs provide
strong evidence of magnetic reconnection and may
provide the most stringent geometric constraints on
the acceleration region in flares (Aschwanden 2002;
Bastian et al. 1998). For instance, the starting fre-
quencies of bidirectional type III bursts indicate that
the vertical extents of an elementary acceleration
region and the entire acceleration region are about
100–1,000 km and 5,000–50,000 km, respectively
(Aschwanden et al. 1995; Xie et al. 2000) (Fig. 20.4).

The first realistic simulations of the source dynam-
ics of coronal and IP type III bursts were recently

Fig. 20.4 Schematic diagram showing starting frequencies of
bidirectional type III bursts with respect to the vertical geometry
of the acceleration region (from Aschwanden 2002)

developed by Li et al. (2006). The simulations include
microscale quasilinear and nonlinear processes,
intermediate-scale driven ambient density fluctuations,
and large scale evolution of beams, Langmuir and
ion sound waves, and fundamental and harmonic
radiation. Further, Li et al. have developed a realistic
simulation model for prediction of coronal type IIIs
observed remotely (Li 2007; Li et al. 2008a). The
simulation model includes 3D source structure, beam
and wave source dynamics, radiation propagation, and
radiation dynamic spectrum measured at Earth.

The simulations of normal, bidirectional, and a
group of coronal bursts by Li et al. (Li 2007; Li et al.
2008b, 2008c, 2009) showed that 2fp emission dom-
inates fp emission. The predicted radio characteris-
tics, including flux, brightness temperature, drift rate,
and half-power duration, agree quantitatively with typ-
ical observations. Some of the important results are:
(1) The simulations confirm quantitatively the stan-
dard interpretation of the drift rate of 2fp emission in
terms of the plasma density profile and a characteris-
tic beam speed. This interpretation is routinely used to
infer beam speed from observation of drift rate (e.g.,
Wild 1950). (2) The apparent intersection frequency of
a pair of bidirectional bursts agrees quantitatively with
the true central frequency at the acceleration site. This
result justifies the approximation of using the appar-
ent intersection frequencies as the central frequencies
of the acceleration made in observations (Aschwanden
et al. 1995; Xie et al. 2000). (3) The simulations also
show that a single coronal 2fp emission is unlikely to
continue into the solar wind, although some emissions
are very strong and will extend into the upper corona.
However, the simulations also imply that a group of
coronal type III bursts may extend to the solar wind
as an IP type III burst, consistent qualitatively with
observations (Poquerusse et al. 1996). (4) More impor-
tantly, the simulations provide constraints on condi-
tions of the corona and electron acceleration during
flares (Fig. 20.5).

Motivated by the need to predict space weather
based on radio observations, an automatic identifica-
tion method for coronal type III bursts has been devel-
oped (Lobzin et al. 2009). The method is successfully
implemented in a new Automated Radio Burst Identi-
fication System, which works in real time, compared
with the previous non-automatic identification of real-
time data (usually by eye). Preliminary results show
that the method has a performance nearly 85%.
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Fig. 20.5 Effects of varying the electron temperature on spec-
tral characteristics of coronal type III bursts: (a) peak flux and
(b) drift rate at 200 MHz (stars) and 300 MHz (circles). (Modi-
fied from Li et al. 2009)

20.5.2 Interplanetary Type III Bursts

In situ observations of energetic electron beams, Lang-
muir waves, and ion sound waves have confirmed that
plasma emission is responsible for most IP type III
bursts (Cairns and Robinson 1995; Lin et al. 1986). IP
type III bursts show as isolated, complex, and storm
type IIIs.

Isolated IP type III bursts have been used to derive
the topology of IMF by assuming a global density
model, and have confirmed the Parker spiral structure
of the field (Fainberg and Stone 1974). An IP type
III burst sometimes undergo sudden intensity enhance-
ment and diminution when the electron beam pass-
ing through plasma turbulence in the vicinity of an IP
shock (MacDowall 1989). Such type IIIs thus provide
an important diagnostics to track weak IP CME shocks
that are type II quiet.

Complex type IIIs at kilometric wavelength show
unusually high intensity, and complex and long-lasing
intensity-time profiles (Cane et al. 1981). The origin
of the associated electrons has been a subject of hot
debate. It remains unclear whether they are acceler-
ated by flares, or CME-driven shocks, or others (Cane
et al. 1981; Klassen et al. 2002; Reiner et al. 2000).

A recent case study (Reiner et al. 2008) showed that
a complex type III burst was likely resulted from an
electron beam that was accelerated from a coronal
magnetic field reconfiguration caused by an erupting
CME, and subsequently propagated through the turbu-
lent region of the overlying CME.

The new capabilities of waveform analyses pro-
vided by STEREO/WAVES instruments offer better
understanding of IP type III source and Langmuir
waves in the solar wind. Intense and isolated Lang-
muir wave packets are sometimes observed in the solar
wind (Nulsen et al. 2007; Thejappa et al. 1999). Using
Langmuir spectral and waveform data from STEREO,
Ergun et al. (2008) interpreted these wave packets as
eigenmodes trapped in density cavities (Fig. 20.6).
This work provided the first observational confirma-
tion of Langmuir eigenmodes in space plasmas. These
linear eigenmodes may be the starting point of nonlin-
ear evolution, which is critical for producing type II
and III bursts.

STEREO/WAVES data also offer, for the first time,
a complete set of direct evidence of coherent Lang-
muir wave-ion sound wave coupling, which occurred
during one IP type III burst (Henri et al. 2009). By
using complementary methods of Fourier, wavelet, and
bicoherence analyses Henri et al. (2009) showed that
the electrostatic decay of a Langmuir wave packet fol-
lows the parametric version, rather the kinetic version
as in most observations (Cairns and Robinson 1995).
The coupling region was estimated to have a spatial

Fig. 20.6 Langmuir waveform of the 2007 January 14 event: (a)
STEREO observation and (b) prediction (from Ergun et al. 2008)
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Fig. 20.7 Radiation diagram
D as function of longitude ϕ
relative to the source in
different frequency ranges
(from Bonnin et al. 2008)

length of about 20 km. Further knowledge of the evo-
lution of the Langmuir wave packet undergoing the
parametric decay process will be important to predict
source emission of the type III burst.

Knowledge of the intrinsic emission pattern of radio
source is important for constraining radio emission
mechanisms and propagation effects, especially for IP
type III bursts. Hoang et al. (1997) reported the first
2D radiation pattern of kilometric type III bursts, using
radio data recorded by ARTEMIS and Ulysses/URAP
and a number of approximations. Recently, using radio
data simultaneously recorded by Wind and Ulysses and

assuming that the radio source were located on spi-
ral magnetic field lines connecting to the associated
flare sites, Bonnin et al. (2008) obtained the average
directivity pattern of hectometric and kilometric type
III bursts in 2D, latitude and longitude relative to the
emission source (Fig. 20.7).

Monte Carlo simulations of radio propagation
effects have long been carried out (e.g., Riddle 1974;
Steinberg et al. 1971). However, all these studies
assumed that the spatial power spectrum of den-
sity fluctuations are Gaussian, whereas it has been
established that the spectra in the corona and solar
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wind are power laws (e.g., Spangler 2002). Using the
Kolmogorov power spectrum Thejappa et al. (2007)
simulated the directivity, size, and position of the
apparent sources of fp and 2fp emissions of IP type II
and III bursts. Thejappa et al. demonstrated that the
simulation results account well for the widespread vis-
ibility of radio bursts observed by Wind and Ulysses.

20.6 Radiation from Earth’s Foreshock

The Earth’s foreshock is the region upstream of the
Earth’s bow shock but downstream of the tangential of
IMF lines. The foreshock plasma includes convected
solar wind plasma and electrons reflected and accel-
erated by, or leaking through, the bow shock. Elec-
tron beams are naturally formed which drive Lang-
muir waves (Cairns 1987; Filbert and Kellogg 1979).
Radiation near both fp and 2fp has been observed
(Cairns 1986; Hoang et al. 1981). The conversion of
Langmuir waves to radio emission appears most likely
via nonlinear processes, although linear mode conver-
sion may also operate under certain conditions (Kel-
logg et al. 1999; Yin et al. 1998).

Since the extensive modelling for electron beams
in Earth’s foreshock by Fitzenreiter et al. (1990), a
quantitative theoretical model has been developed by
Kuncic et al. (2002, 2004), which includes electron
beams, Langmuir waves, and fp and 2fp emissions. The
model self-consistently incorporates all key aspects of
foreshock physics: reflection and acceleration of solar
wind electrons at the bow shock, generation of unsta-
ble electron beams in the foreshock, growth of beam-
driven Langmuir waves and their conversion to electro-
magnetic waves via nonlinear processes. The predicted
radio fluxes agree closely with spacecraft observations,
and the fp emission is typically 2–3 orders lower than
the 2fp emission (Fig. 20.8).

Kuncic and Cairns (2005) further extended their
model and applied it to the other planetary foreshocks,
by taking into account the variation of solar wind con-
ditions with heliocentric distance and differences in
bow shock geometry. They predicted that the Jovian
foreshock emissions are intrinsically the strongest of
all planetary foreshock emissions, and suggested that
there was evidence that Jovian foreshock emissions
were in fact detected by Ulysses. They also suggested
that Cassini may be capable of detecting foreshock
emissions from Venus and Saturn under favorable solar
wind conditions.

Fig. 20.8 Flux levels (in logarithmic scale) of (a) fp and (b) 2fp
radiation within 40RE from Earth (from Kuncic et al. 2002)

The unique orbits of STEREO spacecraft offers
observation of Earth’s foreshock Langmuir waves at
much larger distances from Earth, up to ∼1,000RE,
than the previous maximum distances of ∼100RE

with ISEE-3, where RE is the Earth radius (Malaspina
et al. 2009). Using these new Langmuir data Malaspina
et al. (2009) found that the maximum Langmuir
field strength falls via a power-law with the dis-
tance between the spacecraft and the tangent point.
This trend of variation was found to quantitatively
agree with predictions from the foreshock model of
Kuncic et al. (2004) and quasilinear simulations of Li
et al. (2006), provided Langmuir wave scattering off
density fluctuations is included. These results indicate
that ambient density fluctuations played an important
role in the Langmuir wave dynamics in the foreshock.
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20.7 Summary

Solar and IP radio emissions afford a unique diag-
nostics of electron acceleration by flares, coronal, IP
and planetary shocks. They also provide important
information on plasma conditions in the solar corona,
solar wind and the IP medium. Our understanding
of source emissions, radiation propagation, and radio
emissions seen by a remote observer have improved
due to the joint efforts of observations and theoretical
and numerical modelling. Future radio imaging spec-
troscopy coupled with observations in situ and at other
wavelengths, and with more advanced modelling, will
enable detailed comparisons between data and predic-
tions. This will thus improve our knowledge of the
electron acceleration and the conditions in the corona
and solar wind.

Acknowledgements Li was support by The Australian Research
Council.
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Chapter 21

Radiation in the Solar System Through Converted
Electrostatic Waves

Paul J. Kellogg and David M. Malaspina

Abstract Most electromagnetic radiation which is of
interest to radio astronomy comes either from electrons
rotating in magnetic fields, from near mode crossing
of modes, or from conversion of the much slower elec-
trostatic waves generated by various plasma processes.
Conversion of electostatic waves is least well under-
stood. Here is reported recent progress on understand-
ing how Langmuir waves generated in the foreshocks
of planets and in Type II and III solar bursts are con-
verted to electromagnetic waves.

21.1 Introduction

Natural electromagnetic radiation is often generated by
accelerated electrons, but conversion of other modes
to electromagnetic radiation is also often important.
Much of the radiation of interest in astrophysics is
generated by electrons rotating in magnetic fields, and
astronomers frequently do not consider any other pro-
cess. In the solar system, however, we are able to
observe, in-situ, the regions where radiation is gen-
erated. It is found that much of the electromagnetic
radiation is generated by conversion of electrostatic
waves. Since electrostatic waves are slow, of the same
order of speed as particle motions, they can be gener-
ated by instabilities resonating with particle motions.
A large body of work deals, more or less successfully,
with generation by such instabilities. In some cases the

P.J. Kellogg (�)
University of Minnesota, Minneapolis, MN, USA
e-mail: pauljkellogg@gmail.com

conversion process is much less well understood. Other
processes, in particular linear and nonlinear conversion
of Langmuir waves to electromagnetic radiation has
been a subject of uncertainty for nearly 50 years. There
has been recent progress in understanding this process,
which will be the subject of this report.

There is another mode conversion process, conver-
sion of modes at or near intersection of an electromag-
netic dispersion relation and an electrostatic dispersion
relation, mode crossing. Mode conversion of Bern-
stein modes (n + 1/2 modes) near the upper hybrid
frequency in the Earth magnetosphere is one process
which was worked out some time ago and seems well
understood (Jones 1980, 1987). This is not the main
topic here.

21.2 History

Conversion of Langmuir waves is considered to be the
essential process in radiation associated with the Earth
bow shock and in Type II and III solar radio bursts. In
both of these, radiation is observed at two frequencies,
one near the local plasma frequency (the fundamen-
tal) and the other at twice the plasma frequency (the
harmonic). These two often have amplitudes which are
roughly comparable, though one may also be absent.
Other harmonics are much weaker or not observed.

Figure 21.1 shows a typical dynamic spectrum for
radiation from the Earth foreshock, data from Wind
(Bougeret et al. 1995). Of the two prominent traces
in the lower panel, the upper one represents the har-
monic electromagnetic radiation. The lower one is the
Langmuir waves, whose lower boundary is at the local
plasma frequency. This figure, like Figs. 21.2 and 21.7,

235M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_21, c© Springer Science+Business Media B.V. 2011
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Fig. 21.1 Strong fundamental and harmonic emission
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Fig. 21.2 Delayed harmonic

are taken from the Wind web site, and much of the
caption is too small to read. The data are for a whole
day, and the lower panel is a dynamic spectrum from
4 to 250 kHz. Most of the lower trace is simply the
weak electrostatic wave resulting from the thermal
energization of the states of the Langmuir mode at
kT per degree of freedom (Kellogg 1981). It is called
the quasi-thermal line, quasi because the solar wind is

not in thermal equilibrium. The darker vertical lines
mark Langmuir waves excited by a beam instabil-
ity, the beam coming from points on the Earth’s bow
shock where the solar wind magnetic field is tangent
to the shock (Filbert and Kellogg 1979). It is these
intense waves that generate the harmonic emission.
These instability waves saturate the instrument, and the
resulting distortion makes the signal appear at frequen-
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Fig. 21.3 An example of a solar Type II burst

cies where there is no actual power. Because of the sat-
uration, these signals appear only modestly above the
quasi-thermal signal, but in reality they are orders of
magnitude stronger.

Figure 21.2 serves to confirm the interpretation
above. During the observations for Figure 21.2, the
Wind satellite was about 80 RE upstream from the
Earth and its bow shock. It will be seen that the upper
trace, the electromagnetic radiation, is delayed with
respect to the lower trace by about half an hour. As has
been said, the lower trace represents the local Lang-
muir waves, and at about 0245 and again at about
0400, there are jumps in the frequency and hence in the
plasma density at Wind. These take about half an hour
to be convected to the region, close to the bow shock,
where they generate the electromagnetic radiation.

It will be seen also that the harmonic radiation dis-
appears about noon. Generally we have found that this

occurs when the tangent point, where the interplane-
tary magnetic field is tangent to the bow shock, is far
back on the shock where the shock is weak.

In Fig. 21.3 is shown a Type II burst from the sun.
These are thought to be generated by the same process
as in the Earth’s bow shock, though the shock orig-
inates in the sun (Cane 1984). This is nearly a text-
book example, with the harmonic visible for most of
the event. The fundamental is intermittent, probably
due to shielding of the source by regions of higher
density.

A more common Type II is shown in Fig. 21.4.
Here it appears that most of the emission is probably
in the fundamental. When the harmonic is absent there
is probably no part of the shock front which is tangent
to the interplanetary magnetic field.

A very early attempt at a theory for these two
processes, fundamental and harmonic, was made by
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Fig. 21.4 A more common fragmentary Type II burst

Ginzberg and Zheleznyakov (1958) and this chap-
ter must always be quoted in discussions like the
present one. They described generation of the fun-
damental as scattering from the cloud around ions,
and that of the harmonic as a nonlinear interaction
involving two oppositely directed Langmuir waves.
Their theory for the fundamental has since been
superceded, perhaps twice, but the generation of the
harmonic is still believed to be as they described,
except that the origin of the opposing Langmuir wave
is now believed to be different, a change which
we will discuss. The necessity to modify the the-
ory of Ginzberg and Zheleznyakov became evident
from the following observations (Kellogg 1986 and
unpublished).

Figure 21.5 shows typical density or plasma fre-
quency fluctuations, together with estimates of the
frequencies of Langmuir waves. The left side shows
an old attempt (Kellogg 1986) to reconstruct realtime
fluctuations from published spectra, and the right side
shows actual measurements from STEREO.

The Langmuir waves were assumed to be reso-
nant with beam electrons, that is, they satisfied the
condition:

ω/k = vbeam (21.1)

giving ω slightly above the plasma frequency:

ω2 = ω2
p + k2v2

th (21.2)

In the left hand figure, horizontal straight lines above
the shaded areas mark the resonant frequency just
calculated for two beam speeds, energies 2 and 10
keV, that are known to be typical of Type III solar
bursts. It will be seen that these frequencies are only
slightly above the plasma frequency. Because the
fluctuations of plasma frequency in the solar wind
are larger than this frequency difference, Langmuir
waves will suffer reflection and trapping when they
encounter an increase of plasma frequency which
matches their own frequency, and enhanced absorption
when they encounter a region of reduced plasma fre-
quency. This changes the considerations of Ginzberg
and Zheleznyakov. For the generation of the harmonic,
the oppositely directed Langmuir waves now come
from reflection or trapping, not from a nonlinear inter-
action. Otherwise, the process is the same as they
envisioned.

On the other hand, a different process becomes pos-
sible for the generation of the fundamental. Oblique
reflection generally involves mixing modes, for exam-
ple, the change of polarization of light when reflected
at oblique incidence. Here it can involve mixing to an
electromagnetic mode.
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Fig. 21.5 Fluctuations of density and plasma frequency in the solar wind

21.3 Recent Advances

There has been recent progress in the theory of such
mode mixing at reflection, though the theory is per-
haps not yet quite complete. An early attempt was
that of Field (1956) who, however, calculated the
change for propagation into a vacuum. Hinkel-Lipsker
et al. (1992) calculated the conversion analytically for
a plasma without magnetic field. Yin et al. (1998,
1999) included a magnetic field, but considered a
very large total change in density on a ramp, find-
ing conversion efficiencies as high as 50%. Willes and
Cairns (2001), pointed out that the dispersion relations
could be matched for only a very small range of angles
of incidence when a more usual change of density was
considered. This greatly reduced the maximum avail-
able efficiency.

Recently, Kim et al. (2008) have done numerical
calculations using a rather complete description of the
interaction, limited only by their approximations and
by requiring that the density gradient be parallel to the
magnetic field. They emphasized an important differ-
ence between energy and power conversion efficien-
cies, with energy conversion efficiency being apprecia-
bly lower, because of the different group velocities and
therefore power fluxes of the modes. The conversion
efficiencies depend on angle of incidence and plasma
parameters. The maximum value that they find is about

8% for energy, but the corresponding power conver-
sion efficiency is 50–70%, in line with values found by
other authors.

Figure 21.6 shows the principal results of their
work. The results are expressed in terms of dimension-
less variables, of which the vertical axis contains the
angle of Langmuir wave incidence and the horizontal
axis contains the ratio of electron cyclotron frequency
to Langmuir wave frequency.

The SWaves experiment on STEREO (Bougeret
et al. 2008) was intended to measure conversion effi-
ciency of the Langmuir waves of Type III solar bursts.
Unfortunately the sun has been so quiet that no very
good results are yet available. However, the following
shows what eventually will be possible. The object of
these calculations is to consider the question: is there
enough energy in the Langmuir waves to power the
electromagnetic emission, given the low conversion
efficiency found by Kim et al. (2008). We have cho-
sen an example from Wind data. The problem with
the Wind data, which we had hoped to remedy on
STEREO, is that only a limited number of the most
intense Langmuir waves are recorded, and we are not
able to estimate that part of the total energy due to peri-
ods with waves of smaller amplitude. Hence the obser-
vations certainly underestimate the energy in Lang-
muir waves. Figure 21.7 shows a Type III burst (start-
ing at about 0610) together with the Langmuir waves
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Fig. 21.6 Dependence of
conversion efficiency on
parameters of the reflection
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Fig. 21.7 A Type III burst with local Langmuir waves

generated as the electron beam passes over Wind, at
about 0630. The Time Delay Sampler (TDS) of Wind-
Waves captured twelve 17 ms bursts of the Langmuir
waves, and one is shown as Fig. 21.8. Note that this
event is usually interpreted as nonlinear decay because
the modulation of the envelope indicates interference
between a Langmuir wave and its daughter.

In order to estimate the energy in Langmuir waves
we suppose that each is a blob with a transverse area A
and a thickness given by the observed passage time and
the assumption that the blobs are convected with the

solar wind. The 12 events occurred in a time interval of
T = 3,200 s, so the collision rate with Langmuir wave
blobs having a density n blobs per m3 is:

n A Vsw = 12/3,200 collisions/s

The total energy contained in a radial column of
area 1 m2 and length Vsw T is then:

n W Vsw T
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Fig. 21.8 One of the 12 Langmuir wave events of Fig. 21.7

where W = (A/ε0)
∫

E2dx with dx = Vswdt is the
energy in a blob.

The unknown area A cancels out, and so we can cal-
culate the energy in the column from the observations.

Next the radiated energy was calculated. In order to
distinguish between Langmuir waves and electromag-
netic radiation, we have calculated the radiated energy
at 1.5 times the local plasma frequency. The radiated
energy does not vary very fast with frequency, so this
should give a quite accurate estimate of the radiated
energy at the frequency of the Langmuir waves. Fig-
ure 21.9 shows the time sequence of the electromag-
netic power, with an interpolation for a period of satu-
ration due to Langmuir waves. The radiated power in
the bandwidth 800 Hz, corresponding to the bandwidth
occupied by the Langmuir waves, is 7 10−12J.

This corresponds to about 15% of the (underes-
timated) Langmuir wave energy. As said earlier, we
hope to do his more accurately with STEREO, but so
far the sun has been too reticent. However, the low

efficiencies calculated by Kim et al. (2008) make it
appear that conversion on reflection may not explain
the observed intensities. We shall, however, revisit this,
and conclude that this process is not yet ruled out.

Some progress has been made recently in under-
standing the generation of the harmonic also. This
is principally the work of the second author,
D. Malaspina. First, Ergun et al. (2008) showed that
a significant number of the waveforms observed by
the Time Domain Sampler (TDS) on STEREO, (and
presumably also on Wind) represent trapped eigen-
modes of Langmuir waves in modes corresponding to
waves in a potential well. Often more than one mode
is observed in a given density cavity. Figure 21.10
shows some examples, showing the original data, the
results of the fit, and the fitted spectrum: Since these
eigenmodes are standing waves, they are the oppo-
sitely directed Langmuir waves which are required for
the generation of the harmonic by a nonlinear process.
Furthermore, their fields are accurately known from
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Fig. 21.10 Trapped Langmuir wave eigenmodes

the Gauss-Hermite functions used in the fit, and so
the harmonic current and therefore the radiated power
can be calculated. Figure 21.11, a spectrum of the

fields in a typical Intense Localized Structure (ILS),
shows that harmonic fields at 28 kHz are actually
present in the interior of a cavity which has trapped
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Fig. 21.11 Dynamic spectrum of the fields trapped in a cavity

Langmuir waves. The spectra observed on each of
the three nearly orthogonal antennas on STEREO
are shown. The electronics for the STEREO Time
Domain Sampler are accurately linear up to saturation
and the saturation level for the individual antennas is
about 150 mV/m, so the shown harmonic is genuinely
natural.

It is difficult to measure the radiation from a sin-
gle trapped wave bunch. The TDS, which is designed
to measure intense Langmuir waves, is not sufficiently
sensitive for the weak radiated fields. On the other
hand, the radio experiment is saturated during most
Langmuir wave events, and so any observed harmon-
ics are suspect. Therefore one of us (Malaspina) has
estimated the total radiation from a collection of Lang-
muir waves in the Earth foreshock. Unfortunately, this
cannot be done as exactly as the accurate knowledge of
the fields of an observed trapped bunch ought to allow.
The radiation from the opposing Langmuir waves, and
the harmonic current which they imply can be calcu-
lated according to standard electromagnetic theory. For
this, however, some information is necessary concern-
ing the three dimensional structure of the events, as the

spacecraft traverses the structure and gives information
in only one dimension.

The three dimensional structure of these events has
been studied by Malaspina and Ergun (2008). How-
ever, for the present calculation the model of what
we call an ILS is taken as that of a plane wave con-
fined to a spherical cavity. The calculation requires a
volume containing the emitting ILS’s, the density of
ILS’s within that volume, and an integration over the
emission of the ILS, which depends on their size and
field strength. The essence of the calculation will be
described here. The volume containing the emitting
structures is taken from the extensive study of the fore-
shock by Kasaba et al. (2000) using Geotail data. It is
taken to be a long cylinder of radius 10 RE and length
100 RE as Kasaba et al. have shown that the Langmuir
waves decrease very slowly in amplitude.

Next, an extensive study of the emission of these
structures as functions of amplitude, size, electron and
ion temperatures and beam speed was undertaken.
Since the structures are often smaller than a wave-
length of the electromagnetic radiation, which reduces
their efficiency as antennas, the largest structures are
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Fig. 21.12 Relative radiation efficiency as a function of E and
size

the most important emitters. The radiated power is
approximately proportional to E4, as is well known
from theory, but the dependence on size shows the
usual resonance effects of size and wavelength of an
antenna. Figure 21.12 shows results for size and field
strength. Similar studies have been done for other
parameters, where the dependence is less strong. As
shown in Fig. 21.12, the range of lengths consid-
ered in this study is from 1 to 100 km. For a typi-
cal solar wind speed of 500 km/s this corresponds to
observation times of 2–200 ms, which in turn requires
measurements in the frequency range up to 500 Hz.
Measurements of density fluctuations have not been
published in this range, so Malaspina et al. (to be
submitted) have also undertaken an evaluation of the
density spectrum using the variation of observed fre-
quency during single events. This also will be the sub-
ject of another paper. Here we wish only to point out
that the measurment of density measurements at higher
frequencies is important for understanding electromag-
netic emission.

These calculations, using Langmuir wave data from
STEREO, are compared with measured harmonic
intensities from the Wind radio experiment (Reiner
et al. 1996). in the following table, which gives cal-
culated emitted power as a function of various parame-
ters. The upper four lines give the range of values used
in calculating the effects of various parameters other
than those of Fig. 21.12. The bottom line gives the
range of emitted power for these parameters, together
with the observation using Wind data by Reiner et al. It
will be seen that the observed emission (nominal) falls

Parameter Unit
Most
radiation

Least
radiation Nominal

Te (eV) 7.7 6.5 7.0
Ti (eV) 7.5 5.2 6.0
fp (kHz) 26.15 30.41 27.64
vb (vth) 10 5 7.5
ITotal (Wm−2) 7.3 × 10−16 2.3 × 10−18 1.7 × 10−16

within the range of calculated values and that therefore
the trapped wave process can power the emission of
the harmonic.

In addition to the radiation at the harmonic, there
will also be a contribution to the fundamental, As the
trapped waves are being reflected continuously at each
side of the density cavity, there may also be conversion
to the fundamental via the process discussed above in
which the report by Kim et al. (2008) may represent the
most accurate theory at present. The fundamental has
difficulty in escaping of course, as the parent Langmuir
wave at nearly the same frequency is totally reflected.
However the electromagnetic wave has a much longer
wavelength which will facilitate tunneling, and there
may be some frequency shift if the boundary is mov-
ing. This way of calculating the conversion (by mul-
tiple reflections) has not yet been carried out to the
authors knowledge. Hence the process of conversion
to the fundamental electromagnetic signal at reflection
has not yet been treated with adequate accuracy.

21.4 Conclusion

Langmuir waves are converted to electromagnetic
waves principally at two frequencies, the frequency of
the Langmuir wave and its harmonic. The fundamental
may be generated by a linear conversion mechanism
involving oblique reflection at a density increase, but
the data are not yet sufficient to establish this. The
harmonic is quite likely to be generated by opposing
Langmuir waves which are eigenfunctions trapped in
density depressions. Calculations of this process for
the Earth foreshock agree with observations.
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Chapter 22

Contributions of Radioheliograph Observations to the
Understanding of Solar Flares, Coronal Mass Ejections,
Electron Beams in the Corona and in the Interplanetary
Medium

Nicole Vilmer

Abstract In this chapter, I shall review observations
showing how radio astronomy (and in particular radio
images at metric/decimetric wavelengths) contributed
to our knowledge on solar flares, coronal mass ejec-
tions and electron beams in the corona and in the inter-
planetary medium.

22.1 Introduction

This chapter will review some aspects of the input of
radio observations to our understanding of solar and
solar-terrestrial physics. It will be focussed on the spa-
tially resolved radio observations of phenomena linked
to solar activity. More material on this topic can be
found in the recent review of the input of 65 years of
radio observations to solar flare physics by Pick and
Vilmer (2008). Radio emission from electron beams
propagating in the corona and in the interplanetary
medium can provide information about the electron
acceleration sites and their evolution in the course of
flares as well as information on the location of injec-
tion of electrons in the corona and in the interplanetary
medium. Radio images obtained with a high tempo-
ral cadence provide crucial information on the initi-
ation, development and propagation of Coronal Mass
Ejections (CMEs) in the low corona and on the impor-
tance of the interplay between different spatial scales
for the development of CMEs. Radio observations also

N. Vilmer (�)
LESIA-Paris Observatory, 92195 Meudon Cedex, France
e-mail: nicole.vilmer@obspm.fr

allow to understand the relationship and connections
between the energetic electrons in the corona and the
electrons measured in situ as well as to improve our
knowledge on the origin and propagation of energetic
particles (SEPs) in the interplanetary medium.

22.2 Some Historical Results on Still
Open Questions

The first observation of radio emission from the Sun
dates back to February 1942, when a chain of British
radar stations recorded a strong radio noise originat-
ing from the direction of the Sun (Hey 1942). The
connection between the intense radio bursts and large
solar flares was soon established after this first obser-
vation (e.g. Hey 1946). Radiospectrographs started to
be developed in the 1950s, allowing to continuously
record the intensity of the solar emission as a func-
tion of frequency and time. The first observations
in the frequency range from 40 to 70 MHz (Wild
et al. 1950) revealed a large variety of narrowband
bursts drifting toward lower frequencies. Two sub-
classes were identified: the type II and the type III
bursts respectively characterized by a frequency drift
of ∼0.25 and ∼20 MHz/s. Harmonic features with a
2:1 frequency separation were observed in the spec-
tra of type II and type III bursts (Wild et al. 1954).
This was taken as evidence that these emissions orig-
inate from a common source producing oscillations
at a fundamental frequency and at its second har-
monic. The observed narrow bandwidth (2–3% of the
central frequency) led to the conclusion that a nat-
ural frequency is controlling the oscillations (either
electron gyro-frequency or plasma frequency). As it

247M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
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was already known that emission at the fundamental
gyrofrequency does not easily escape from the solar
atmosphere (Roberts 1952), it was concluded that the
drifting emissions are at the local plasma frequency fp

and its second harmonics. Because the density (thus
the plasma frequency) decreases outward from the sun,
the emission drifts rapidly from high to lower frequen-
cies. With the development of interferometers allow-
ing to estimate the positions of sources at different fre-
quencies, it was concluded that while type II bursts are
excited by a disturbance travelling through the corona
at speeds of ∼103 km/s, type III bursts are generated
by electron beams with typical speeds of 105 km/s
(Wild et al. 1959a, b). The disturbance associated with
the type II burst was later identified as a MHD shock
by Uchida (Uchida 1960). In the 1960s, the different
radio emissions associated with a solar flare were ide-
ally schematised as shown on Fig. 22.1. The flare con-
sists of an impulsive phase with typical duration of a
few minutes, characterized by dm-m activity (type III
bursts) and a subsequent gradual phase with typical
durations of tens of minutes initiated by the first phase.
This second phase which occurs only in large flares
may be preceded by a type II burst and is characterized
by intense radio continua (type IV bursts) from cen-
timeter to meter wavelengths. This emission can evolve
with time towards a smooth continuum observed for
periods of several hours in the m-dam wavelengths
(i.e. in the high corona). While at centimeter wave-
lengths these continua are produced by gyrosyn-
chrotron emissions of flare energetic electrons, at lower
wavelengths these emissions are usually plasma wave
emissions.

Fig. 22.1 Idealized sketch of a complete radio event associated
with a solar flare (from Wild et al. 1963)

22.2.1 Radio Emissions in the Gradual
Phase and First Association with
Solar Cosmic Rays

The first detection of relativistic protons associated
with solar flares was achieved in 1942 using ground
level cosmic ray monitors. A striking relationship was
observed by (Boischot et al. 1959) between variations
of solar cosmic ray intensities of protons of about 170
MeV measured in a balloon flight (Anderson 1958)
and a continuum storm intensity at meter/decameter
wavelengths (see Fig. 22.2). The association between
10–100 MeV protons detected by Polar Cap Absorp-
tion effects and type IV bursts was then systematically
studied. A quasi systematic association with energetic
protons was found for type IV bursts associated with
flares located in the western solar hemisphere in the
case of a microwave flux density greater than 10−17

J/m2/Hz and of a second long duration phase at met-
ric wavelengths (Pick 1961). This association led to
the idea that solar energetic particles are accelerated
by the same process as the fast electrons responsible
for the type IV radiation.

22.2.2 Respective Role of the Shock or
of a Time Extended Coronal
Acceleration in the Production
of High Energy Electrons and
Protons (SEPs)?

In the model schematised in Fig. 22.1, the shock wave
revealed by the type II burst initiated during the impul-
sive phase creates conditions allowing to accelerate
particles to very high energies. These high energy par-
ticles are partially trapped in coronal loops where they
radiate type IV emissions and some escape in the inter-
planetary medium. A few years later, a long duration
hard X-ray burst (HXR) was observed for the first
time on OSO5 (see Fig. 22.3). The HXR emission was
attributed to bremsstrahlung of electrons accelerated in
the solar atmosphere (Frost et al. 1971). The authors
concluded that the time profiles of the X-ray observa-
tions and the X-ray spectra support the idea of parti-
cle acceleration in two phases as described by (Wild
et al. 1963) and proposed that the second phase is due
to acceleration in a large scale shock revealed by the
type II burst.
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Fig. 22.2 Flux of solar
energetic particles (CR) and
of radio emission measured at
various frequencies (from
Boischot et al. 1959)

An alternative interpretation was proposed a bit later
and based on the observations that for long duration
flares such as the one observed with OSO5, there
is a relationship between HXR and metric/decimetric
emissions in the gradual phase (e.g. Hudson 1978;
Klein et al. 1983) (see Fig. 22.4): hard X-ray and
radio emissions start and end within a few minutes
and have similar global time evolutions despite the
large distance in heights of emitting sources. This
shows that electrons are continuously produced and
injected in magnetic structures of different scales on
time scales of several tens of minutes. Positions of
the radio sources in the gradual phase (FC1 and FC2)
obtained at one frequency with the Nançay Radiohe-
liograph (NRH) also provided the evidence that there
may be many acceleration/interaction sites of ener-
getic electrons. These acceleration/injection sites are
not related to the type II shock but to the extrapo-
lation towards the Sun of the coronal loop transient
observed by the Coronograph/Polarimeter aboard the
SMM satellite (Klein et al. 1983) (see Fig. 22.5). Such
observations raised some questions on the respective
role of the shock or of a continuous acceleration in
large scale coronal structures for the production of the
energetic electrons in the gradual phase of long dura-
tion flares. This question is still being debated and we

will show in the next section how the question can be
revisited with new radio observations as well as with
more detailed observations of coronal mass ejections.

22.3 Electron Acceleration Sites in Solar
Flares as Deduced from Combined
Radio and X-Ray Observations

Coherent plasma radiations in the decimetric/metric
domains provide sensitive diagnostics of supra-thermal
electrons (around a few tens of keV) accelerated in
the low and middle corona in connection with solar
flares. Indirect evidence of electron acceleration sites
in the corona first came from broad band radio spectral
observations. Electron beams propagating along mag-
netic field lines in the corona produce coherent emis-
sions at the local plasma frequency or at its harmonic.
The emitted radio bursts (type III, resp. reverse type
III bursts) will exhibit characteristic frequency drifts
either towards lower, resp. higher frequencies if the
beam propagates in the direction opposite to the ambi-
ent electron density gradient (upwards), resp. in the
direction of the gradient (downwards). Pairs of type
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Fig. 22.3 Time evolution of
the Hard X-ray flux observed
by OSO5 in several energy
bands for a long duration
flare. The vertical arrow
indicates the time of
appearance of a type II burst
in the metric band (from Frost
et al. 1971)

III and reverse type III bursts are sometimes observed
and their starting frequencies usually between 220 and
910 MHz have been used to deduce a mean density
in the electron acceleration site which lies between 6
108–1010 cm−3 for fundamental emission or 1.5 108–3
109 cm−3 for harmonic emission (e.g. Aschwanden
et al. 1995; Aschwanden et al. 1997). This implies
a much lower density in the acceleration region than
the one observed in the bright soft X-ray loops (1010–
1011 cm−3) and suggests that the acceleration region
lies above them, being located e.g. in a cusp reconnec-
tion site. Typical heights where electrons of tens to a
few hundreds of keV are accelerated can also be esti-
mated from time of flight analysis of hard X-ray emis-
sions leading to estimates of the acceleration heights

ranging between 2 104 and 5 104 km (Aschwan-
den et al. 1998). Recent observations of a flare for
which HXR and radio images at several frequencies
in the decimetric/metric domains were obtained using
RHESSI and NRH data confirmed that in simple flares
the electron associated site may lie in a cusp recon-
nection site (see e.g. Fig. 22.6) (Vilmer et al. 2002).
Figure 22.7 shows the time evolution of the HXR
counts (not background subtracted) in 4 energy bands
and of the X-ray spectrograms (background sub-
tracted) from 3 to 200 keV measured by RHESSI,
together with the radio spectrum observed by
PHOENIX-2 in the 150–550 MHz frequency range,
the time evolution of the radio flux density at 164, 236,
327, 408, 432 MHz measured with the NRH and the
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Fig. 22.4 Time evolutions of the radio flux densities at 169
MHz, 2,800 MHz compared with the time evolution of the Hard
X-ray flux observed by ISEE3 in several energy bands (from
Klein et al. 1983)

radio spectrum from WIND/WAVES in the 1–14 MHz
band. The X-ray emission observed with RHESSI
extends to energies of 100 keV during a shorter time
interval during the flare (40s around 11:06:20 UT). The
simultaneous start of intense HXR and metric radio
emissions is consistent with the results of previous
studies (e.g. Benz et al. 1983; Raoult et al. 1985). The
duration of the strongest part of the metric/decimetric
radio emission is found to be similar to the one of
the HXR peak above 50 keV and the radio emis-
sion below 12 MHz (i.e. arising from electron beams
injected in the high corona) starts together with the
sudden increase of the HXR flux at energies above 50
keV. This shows the link between the injection of elec-
tron beams towards the high corona and towards the
HXR emitting sites. A very close correspondance is
observed between the change on the time scale of a
few seconds of the pattern of the HXR source in the

Fig. 22.5 Positions of the sources observed at 169 MHz dur-
ing August 13, 1980 event. Circles indicate the positions of the
sources of the radio continuum in the gradual phase, dashed lines
their extension. F represents a filament and the position of the
flare is marked by a cross. Dots show the trajectory of a moving
radio source (M). The two dashed lines indicate the latitudinal
limits (measured at 1.5 solar radius from the Sun’s center) of the
coronal loop transient observed by the Coronograph/Polarimeter
aboard the SMM satellite (from Klein et al. 1983)

Fig. 22.6 Left: Overlay of a hard X-ray source from RHESSI
(black contours within the white circle) and radio sources from
the NRH (white contours) on an EUV image (SOHO/EIT) of
the flaring active region (adapted from Vilmer et al. 2002).
The green lines are a schematic drawing of a plausible mag-
netic configuration. Right: cartoon scenario for flare-related par-
ticle acceleration derived from these observations (adapted from
Klein 2007)

25–40 keV range and the pattern of the radio source at
the highest frequency (410 MHz) which can be imaged
(Fig. 22.8 from Vilmer et al. 2002). This strongly
supports the previous suggestion of common accel-
eration/injection sites for hard X-ray and decimetric
radio emitting electrons and the cartoon schematized
in Fig. 22.6.
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Fig. 22.7 Multi-frequency
observations of the radiative
signatures of energetic
electrons from the
chromosphere to the high
corona. From top to bottom:
-time profiles of hard X-ray
count-rates from
RHESSI, - dynamic hard
X-ray spectrum from
RHESSI, - dynamic dm-m
wave radio spectrum from
PHOENIX-2, - selected dm-m
wave time histories (NRH),
- dynamic deka-hectometre
wave spectrum from
Wind/Waves (Vilmer
et al. 2002)

In the case of more complex flares, the direct com-
parisons between the evolution with time of HXR
and radio sources at different frequencies, i.e. at dif-
ferent heights allow to probe the electron accelera-
tion sites in the corona and to show that there are
several sites of production of electrons for the ones
staying in the middle corona and the ones escaping
to the interplanetary medium (Vilmer et al. 2003).
Figure 22.9 shows indeed that while the first strong
hard X-ray peak at energies above 50 keV is not asso-
ciated with strong radio emission, the second one is

associated with intense decimetric/metric (and deka-
metric emissions). This implies that, during the first
peak, energetic electrons are confined in low lying
loops (heights of several 104 km) with no access
to the higher (>105 km) corona. It is found that
the second hard X-ray peak comes from a slightly
different position in the active region and is asso-
ciated with the appearance of new radio compo-
nents at all frequencies with positions further away
from the active region. This second peak thus results
from energy release in different magnetic structures
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Fig. 22.8 RHESSI isocontours (black) (40, 60, 80% of the max-
imum) at 25–40 keV and NRH contours at 410 MHz (white) (50,
60, 70, 80, 90%) observed at a time when similar X-ray fluxes
are emitted by the X-ray sources (left) and at a time when the

southernmost X-ray source is predominant (right). The RHESSI
and NRH contours are superposed on an EIT image (adapted
from Vilmer et al. 2002)

Fig. 22.9 Left: from top to bottom: Time evolution of the X-ray
RHESSI count-rates in 4 energy bands and time evolution of the
radio flux density observed in the flare region by the Nançay
Radioheliograph. The dashed vertical lines indicate the first
radio 432 MHz burst at 12:27:20 UT and the two main HXR
peaks above 50 keV around 12:28 UT and after 12:30 UT.
Right: RHESSI isocontours (thick black) (75, 80, 85, 90, 95% of
the maximum) and NRH contours at 327 MHz (dashed-dotted
white) (75, 80, 85, 90, 95% of the maximum) and 164 MHz

(dotted white) (75, 80, 85, 90, 95% of the maximum) observed
at different times. Note that the 164 MHz emission appears later
in the flare (from image 3). The two components at 432 MHz
(indicated by arrows) are overlaid for comparison (black con-
tours) in image 5. The RHESSI and NRH contours are over-
laid on the EIT image. The RHESSI contours are obtained in
the 40–65 keV range and are indicated by black arrows (from
Vilmer et al. 2003)
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and large scales (>105 km) are now involved in
the process. These new radio components appear at
the time of the extension of strong radio emission
below 14 MHz and may trace electron beam injec-
tion towards the high corona and the interplanetary
medium. The fact that the first peak is associated with
very weak radio emission at decimetric/metric wave-
lengths is consistent with the fact that 10–17% of
HXR producing electrons have no detectable emis-
sion at decimeter and longer wavelength (e.g., Benz
et al. 2005).

Combining HXR images with radio images at dif-
ferent frequencies in the decimetric/metric domains
allows to understand the link between the energetic
electrons interacting at the sun and the injection of
the escaping electrons which produce the radio emis-
sions at the lowest frequencies. The above examples
clearly show the interest of large band radio imag-
ing spectroscopy to follow electron paths from the
solar surface towards the interplanetary medium. Com-
bined with X-ray images of flares such observations
are a crucial support for the future mission Solar
Orbiter. One of the key objective of the mission is
indeed to trace the magnetic connectivity between
the solar surface, the corona and the interplanetary
medium.

22.4 Electron Acceleration Sites in
Connection with Coronal Mass
Ejections, Flares and Shocks

Coronal Mass Ejections (CMEs), i.e. large scale mag-
netically structured plasmas which are expelled from
the sun and propagate to large distances in the helio-
sphere were discovered in 1973 by (Tousey 1973).
Since then, the association and link between flares
and CMEs have given rise to a hot and controver-
sial debate. It is now accepted that, even when flares
and CMEs can be produced in a same event, there
is no causal relationship between these two phenom-
ena; they simply reflect two different ways the corona
responds to the same magnetic energy release (e.g.
Temmer et al. 2008). When CMEs are associated with
flares, strong non thermal emissions are observed in a
broad frequency range. Observations as well as mod-
els of CMEs show that the developement of a CME

involve many loops at different scales. The fully devel-
oped CME is also charactized by a flux rope and by a
bright and hot front preceded by a shock.

Figure 22.10 shows snapshots of selected field lines
from the numerical simulation of a break-out model
for Coronal Mass Ejections (MacNeice et al. 2004).
Several possible acceleration sites can be associated
with the development of the CME: in the bow shock
of the CME, in the reconnection sheet formed below
the CME or in the interactions regions formed dur-
ing the evolution of the magnetic structures at differ-
ent scales. As will be shown below, radio images of
metric/decimetric emissions obtained at high temporal
cadence prove in fact that efficient electron accelera-
tion in the low and middle corona is rather produced in
successive magnetic interactions occuring during the
CME development or in the reconnection sheet formed
below the CME rather than in the bow shock of the
CME.

Fast flare/CMEs have usually a complex develop-
ment; they are observed to start with a relatively small
angular projected dimension and reach their full extent
in the low corona (below 2R�) in a few minutes. In
many cases, radio images obtained at high temporal
cadence with the Nançay Radioheliograph show that
the radio emission sites are first localized in a coro-
nal region in the vicinity of the flare site and then
expand by successive magnetic interactions at progres-
sively larger distances from the flare site. Signatures
of these interactions are detected by bursts in the deci-
metric/metric wavelength domain (Maia et al. 1999).
Figure 22.11 shows that there is a good correspondence
between the final extent of the radio emitting sites and
the extent of the legs of the white light CME struc-
ture. In the present case, the CME reached its full size
in the low corona within 5 min. This event illustrates
a case where electrons are accelerated in successive
magnetic interactions occuring during the CME devel-
opment.

Joint spectral and radio imaging observations at
multiple frequencies may also provide evidence for
electron acceleration sites associated with magnetic
reconnection behind eruptive flux ropes. As an exam-
ple, Fig. 22.12 Left shows a long duration broad band
continuum (type IV burst) drifting towards lower fre-
quencies. This continuum is modulated by successive
packets of fast sporadic bursts in close temporal coin-
cidences with hard X-ray peaks (Classen et al. 2003;
Pick et al. 2005a). The continuum emission originates
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Fig. 22.10 Snapshots of
selected field lines in the inner
region of the numerical
simulation of the break-out
model for Coronal Mass
Ejections. Snapshot times are,
from left to right and top to
bottom 0, 13.96, 19.63, 21.95,
23.66, and 26.39 h,
respectively. The spatial scale
is expanded in the last two
frames from 4 × 4 Rs to 8×8
Rs to best show the expanding
flux rope (from MacNeice
et al. 2004)

from two sources: a fast-moving one with a mean pro-
jected speed around 400 km/s and a quasi-stationary
one. Both stationary and moving sources are located
along the northern edge of an ascending EIT arch
overlying the flare (speed of 540 kms−1) and there
is no radio emission above the ascending loop. The
time coincidence found between the peak flux of the
moving and stationary radio sources and of the hard
X-ray sources detected by RHESSI implies a causal
link: the acceleration site of the radio and X-ray emit-
ting electrons must be the same. These observations
are consistent with an electron acceleration site asso-
ciated with the formation of a current sheet below the
erupting twisted flux rope. The accelerated electrons

form beams along the newly reconnected field lines
and propagate both upward and downward. The mov-
ing and the stationary radio sources are located on
each side of the current sheet (Pick et al. 2005a). A
schematic two-dimensional view of this evolution is
outlined in Fig. 22.12 (Right).

A similar conclusion was reached by Dauphin
et al. (2005, 2006) for another flare for which broad-
band modulations were simultaneously observed in
X-rays and at radio wavelengths in the late phase of the
event (Fig. 22.13). For this event, a rising soft X-ray
loop was observed and associated with the onset in the
lower corona of a coronal mass ejection. Figures 22.14
and 22.15 show that at the time of the beginning of
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Fig. 22.11 1997 November 6
event. Upper panel: Radio
images at distinct frequencies
which show the complexity of
the emitting region: the
emission expands toward the
Northern hemisphere. Lower
panel: Composite image of a
LASCO/C2 CME image with
a radio NRH image at 164
MHz showing that there is a
close correspondence between
the extent in latitude of the
CME seen by LASCO-C2 and
the sites of radio emission
(adapted from Maia
et al. 1999)

the modulations the metric radio sources observed by
the NRH are far below the position of the X-ray rising
loops and thus of the inferred CME-proxy front. Ener-
getic electrons of a few hundreds of keV produced at
the start of the modulations at X-ray and radio wave-
lengths thus cannot be accelerated by the shock of the
CME at decimetric/metric heights but are most prob-
ably accelerated in the wake of the CME, i.e. in the
reconnecting sites below the CME.

The previous examples illustrate that the most prob-
able site for efficient electron acceleration in the corona
is not related to the shock front. This is consistent with
other observations in radio and in hard X-rays (see e.g.
Klein et al. 2003). This of course does not rule out
the possibility of coronal shocks being the accelera-
tors of electrons in the interplanetary medium. This is
probably not the most efficient mechanism in the low
and middle corona, even if in the corona, the shock
may accelerate a small number of electrons, namely
the electrons which produce the type II emission. This
is illustrated in the same event in Fig. 22.16. The com-
parison of the positions of the radio sources for the type
II burst observed around 09:53 UT and of the image of

the X-ray rising loop at the same time clearly shows
that the origin of the type II burst is closely associ-
ated with the dynamics of the rising loop and that the
electrons which radiate the type II burst are accelerated
in the bow shock. However, the shock wave driven by
the rising loop accelerates only electrons which pro-
duce the type II emission but is not efficient at pro-
ducing hard X-ray emitting electrons at the time of
the type II burst as seen in Fig. 22.13. This is con-
sistent with previous observations of HXR and type II
bursts.

22.5 Role of the Shock or of Time
Extended Coronal Electron
Acceleration in the Production of
Energetic Particles in the IP
Medium?

Solar Energetic Particle events (SEP), which are
detected in-situ from GeV down to keV energies, have
been divided into two groups, referred to as “impul-
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Fig. 22.12 2002 June 02 event. Left Comparison between the
photon histories measured by RHESSI (two top panels), the flux
evolution measured at four frequencies by the NRH (middle four
panels), and the spectral evolution measured by OSRA and by
WAVES (bottom panels). Right Two-dimensional sketch of the
magnetic configuration involved in the eruption. A twisted flux
rope erupts, driving magnetic reconnection behind it. The parti-

cles accelerated in the reconnection region propagate along the
reconnected field lines, giving the observed hard X-rays (XR)
and the main radio sources (S and M), which correspond to the
quasi-stationary sources and moving sources (see text). A shock
is propagating at the front edge of the flux rope (dashed line)
(from Pick et al. 2005a)

sive” and “gradual” events and this classification was
commonly accepted until the launch of the Advanced
Composition Explorer (ACE) in 1997. In the two-class
paradigm for SEP events proposed by Reames (1995,
1999), the flare process accounts for the accelera-
tion of the impulsive events which are not associated
with CMEs. On the other hand, for the long duration
gradual events the acceleration is dominated by CME
driven coronal and interplanetary shocks (not flares).
The above two-class paradigm mainly originated from
the classification of radio emissions and from the study
of their link to interplanetary protons and geomagnetic
effects, as introduced by Wild et al. (1963). As dis-
cussed in Section 22.2, these authors introduced the
concept of two successive phases: an initial impulsive

one and a subsequent gradual phase occurring only in
large flares. During impulsive flares, the acceleration
lasts typically a few minutes, while in the long duration
flares, it lasts for tens of minutes, and the acceleration
is supposed to take place at extended shocks revealed
by type II bursts. The accelerated particles are then
either partly trapped in coronal loops, or escape into
the interplanetary medium. This model, which assumes
a coronal trapping of the accelerated radiating elec-
trons has however difficulties in explaining the fact
that the broadband emission of type IV bursts display
similar intensity variations at all frequencies, despite
the large distance in height of the emitting sources
(see Section 22.2). Moreover, the ability of shocks to
accelerate coronal particles rapidly up to GeV energies
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Fig. 22.13 2003 November 3
event. Time evolution of the
HXR flux observed above 60
keV with RHESSI and of the
millimeter, centimeter and
meter radio fluxes observed
by Bern instruments and by
the NRH. The time of the type
II burst at different
frequencies below 432 MHz is
indicated by black lines in the
three lower plots and the time
of the continuum
enhancement is indicated by a
black line at the top of the
figure. After that time,
modulations in the centimeter
millimeter domains follow the
modulations of the hard X-ray
flux (from Dauphin
et al. 2005)

has stimulated many controversial debates. As already
mentioned, it has also been noted that the similarities
between HXR and radio signatures of energetic elec-
trons at the sun showed that these electrons could be
accelerated quasi continuously for several tens of min-
utes or hours even in the absence of type II shocks.

In conclusion, it is now generally agreed that the
two class paradigm is too simplified. Gradual SEP
events can in fact include particles which originate
from flares and from CMEs in different ways: parti-
cles can be accelerated by CME driven shocks or in
the reconnection sites of field lines pulled out by CMEs
(see the previous section).

We show here how the radio observations contribute
to improve our knowledge on the origin and the prop-
agation of the energetic particles in the interplane-
tary medium. As radio emissions only give access to
electron acceleration, any comparison between radio

observations at the sun and the in-situ energetic ions is
however an indirect one.

22.5.1 Role of the Shock Wave in the
Production of SEP Events

In the 1980s, it was generally believed that large scale
shocks in the corona and in the interplanetary medium
are the dominant agent for acceleration of energetic
electrons (and also ions) in the large gradual events.
This idea was based on the classification of radio emis-
sions and of their link to interplanetary protons and
geomagnetic effects, recalled above but also on the
observations of a new class of kilometric type III bursts
in the interplanetary medium associated with met-
ric type II bursts and called Shock Accelerated (SA)
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Fig. 22.14 2003 November 3 event. RHESSI isocontours 70,
80, 90% at 20–25 keV (grey) and at 60–150 keV (dark) and NRH
contours (70, 80%) at different frequencies overlaid during dif-
ferent time intervals of the event. The insert panels in each figure
show an enlargement of the region close to the X-ray sources.
a NRH contours at 432 MHz during the first part of the event.
The X-ray image is obtained for the 40 s time interval centred at
09:49:25 UT. b NRH contours at 432, 327, 236.6 and 164 MHz
for the north west bursts taken at respectively 09:49:39:210 UT,
09:49:40:100 UT, 09:49:41:000 UT and 09:49:41:890 UT and

for the limb source outside bursts taken at 09:49:18:510 UT,
09:49:23:900 and 09:49:27:500 UT. The X-ray image is taken
around 09:49:45 UT. c NRH contours at 432, 327, 236.6 and 164
MHz during the first modulation at 09:57:27 UT showing the
north-west components of the continuum emission. The X-ray
image is taken around 09:57:31 UT. d NRH contours at 432, 327,
236.6 and 164 MHz during the fourth modulation at 09:59:26 UT
showing the south-west and the limb components of the contin-
uum emission. The X-ray image is taken around 09:59:12 UT
(from Dauphin et al. 2005)
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Fig. 22.15 2003 November 3 event. Compound view of the
three main sources at 432 MHz at the time of the emission of the
type III-like bursts in the first part of the flare. The NRH con-
tours at 70% and 80% shows the limb source at 09:49:18 UT,
the north west source at 09:49:41 UT and the south west source
at 09:49:13 UT. The dashed lines represent the position of the
projected height of the front of the X-ray loops and CME-proxy
at 09:51:10 UT, 09:56:50 UT and 09:59:45 UT (from Dauphin
et al. 2006)

events (Cane et al. 1981). These last events are intense
and of long duration (typically over 20 min at 1 MHz)
and they display signatures of multiple electron injec-
tions (see Fig. 22.17). Because of their association with
type II bursts, it was proposed that the SA events are
produced by electrons accelerated in the high corona
by the same shock that produces the type II bursts. This
interpretation was commonly accepted (see e.g., Cane
et al. 1984; MacDowall et al. 1987; Kahler et al. 1989).
However, MacDowall et al. (1987) underlined that the
lack of radio spectral observations in the frequency
range 2–20 MHz made difficult the distinction between
the regular kilometric type III bursts associated with
the prolongation of metric type III activity and the SA
events possibly due to shock accelerated electrons. It
was also noted by Kundu et al. (1984) that the duration
of the SA events was similar to the duration of associ-
ated microwave continua. This also argued in favour of
a low coronal acceleration process.

More recently, the new data from WIND in the
1–14 MHz window (Bougeret et al. 1995) pro-
vided a direct proof of the association between

hectometer-kilometric emissions and the radio
emissions at higher frequencies. In the example shown
in Fig. 22.18, the close similarity of the time profiles
of the radio emissions at 3 GHz and 13.82 MHz indi-
cates that the complex type III-like emission detected
by WAVES is produced by electrons accelerated in
coronal regions as formerly suggested by Kundu
et al. (1984). Reiner et al. (2001) also observed that
complex type III-like emissions, including the original
SA events identified by Cane et al. (1981), are usually
associated with major flare/CME events of wide
angular extent (see also Pick and Maia 2005).

More recently, Cane et al. (2002) showed that
the long duration kilometric type III-events usually
start at frequencies higher than the corresponding
type II bursts, if present. They thus concluded that,
contrary to the original interpretation, these observa-
tions argue against a shock-acceleration origin. Cane
et al. (2002) also established that>20 MeV SEP events
are associated with this class of complex type III like
events, which also questions the production of SEPs by
shock waves. This is consistent with results of Klein
et al. (1999) based on the comparison, for two large
flares, of gamma-ray, X-ray and radio diagnostics of
interacting particles and in-situ detection of ≥ 20 MeV
protons at 1 AU where they concluded that succes-
sive increases of protons fluxes can be traced back to
episodes of coronal acceleration.

Finally, Reiner et al. (2007) established, for the
very energetic 2002 July 23 γ -ray event, that a good
temporal relationship (similar duration and intensity
variations) exists not only between the hectometer
and decimeter/microwave fluxes but also with the
HXR light curves measured by RHESSI. This sug-
gests a single acceleration process for all the particles:
while both HXR and microwave emissions are likely
produced by a population of downward propagating
high-energy electrons (∼100 keV), the low frequency-
emissions are generated by a different but linked popu-
lation of escaping electrons of lower-energy (<10 keV)
(Fig. 22.19).

These results based on new observations are con-
sistent with the interpretation that during flare/CME
events, the particles are accelerated in coronal regions
located in the aftermath of CMEs, possibly in the
reconnecting cusps appearing below the eruptive flux
rope. The opening of the large scale magnetic field due
to the passage of the CME allows the escape of the
energetic particles to the interplanetary medium.
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Fig. 22.16 2003 November 3 event. Left From top to bottom:
time evolution of the GOES X-ray flux (panel 1) and of the
X-ray RHESSI counts in the 100–150 keV energy band (back-
ground not subtracted) (panel 2); time evolution of the radio flux
observed at 610 MHz (from the TRIESTE observatory), 432,
410, 327, 236 and 164 MHz (from the NRH). Radio composite
spectrum observed between 2 GHz and 1 MHz by PHOENIX-
2 (panel 3), OSRA (AIP Potsdam) (panel 4). Note the con-

tinuum enhancement at 09:57 UT corresponding to the sec-
ond phase of energy release observed in hard X-ray wavelength
range. Right: Contours of the type II sources (taken at 70% of
the maximum) at different frequencies at the times indicated in
the figure together with the contours of the GOES/SXI differ-
ence image. The X-ray sources from RHESSI are imaged in the
20–25 keV (grey) and 60–150 keV (black) energy range (adapted
from Dauphin et al. 2006)

Fig. 22.17 Schematic representation of the relationship
between meter wavelength type II activity and the activity
observed at kilometric wavelengths (from Cane et al. 1981)

22.5.2 Impulsive Electron Events

Two different kinds of impulsive electron events in the
interplanetary medium at energies above 10 keV have
been identified by Krucker et al. (1999) and Haggerty
et al. (2002) : (i) events released from the sun at the
onset of a radio type III burst, which suggests that
these electrons are part of the population producing
the type III radio emission and ii) events in which the
electrons are released up to half an hour later than the
onset of the type III burst. Several explanations have
been proposed for these delayed events that involve
a second acceleration process; the delay acceleration
may be due to the coronal counterpart of EIT waves
detected by SOHO (Krucker et al. 1999) or to CME-
driven shocks (Simnett et al. 2002) or to the change
of magnetic field configuration in the corona (Pick
et al. 2003). Cane et al. (2003) alternatively proposed
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Fig. 22.18 Comparison of the complex type III burst observed
on 1997 April 7 by Wind/WAVES in the frequency range from
1 to 14 MHz with the radio emissions observed by Ondrejov

observatory from 1–3 GHz. Note the similarity in the shape and
duration of the intensity-time profiles in these widely separated
frequency regimes (adapted from Reiner et al. 2001)

Fig. 22.19 Overview of the X-ray and low-frequency radio
emissions associated with the 2002 July 23 X4.8 LDE X-ray
event. a GOES soft X-ray and RHESSI HXR emissions observed
from 00: 00 to 04: 00 UT. b Radio dynamic spectrum in the
frequency range from 125 kHz to 13.8 MHz, over the same
time period, showing the intense, complex type III like emis-
sions (overexposed) associated with the flare and the slowly

frequency-drifting type II emissions generated by the prop-
agation of the associated CME through the interplanetary
medium. The curves on the dynamic spectrum correspond to the
frequency-time track of the CME, generating radio emissions at
the fundamental and harmonic of the plasma frequency (from
Reiner et al. 2007)

that these delays result from the particle transport in the
IP medium. From the analysis of the time and places
where the energetic particles are released in the corona,
Maia et al. (2004) and Klein et al. (2005) showed that

the delayed electron events are usually associated with
complex and long lasting radio emissions observed in
a broad frequency range; the NRH imaging observa-
tions show abrupt modifications in the emitting regions
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Fig. 22.20 1998 September 30. Left: Comparison of the emis-
sion observed by the NRH (bottom) and WAVES (top). The ver-
tical white bands seen in WAVES spectrum are due to the satura-
tion. The one-dimensional plot shows a series of radio-sources.
D marks a moving continuum, followed by an other one labeled
E. The arrow indicates the inferred release time at the sun for

the electrons with energies above 100 keV. Note that this time
coincides with the sudden disappearance of D, the onset of E,
and with the low frequency type III burst detected by WAVES.
Right: Panel of images showing the positions of the sources seen
by the NRH (from Maia et al. 2004)

close to the estimated time of the electron release (see
Fig. 22.20). These modifications, which are direct sig-
natures of energetic electrons, are related with continua
onsets or type II-like features and are also commonly
associated with packets of complex type III-like emis-
sions. This association is consistent, as in the previous
cases, with an interpretation in which electron acceler-
ation is triggered at different sites by magnetic recon-
nection in the wake of the CMEs. The electrons are
then injected along discrete open magnetic flux struc-
tures magnetically connected or not with the space-
craft.

22.5.3 Observations of Energetic
Electrons in Radio CMEs and
Injection in the Interplanetary
Space During a Large SEP Event

Using radioheliograph observations, Bastian
et al. (2001) identified expanding loops behind a
CME front illuminated by synchrotron radiation from
0.5–1 MeV electrons and called radio CMEs. Another
detection of energetic electrons radiating in expanding
loops behind CME fronts was performed at higher
frequencies (i.e. 432 MHz) by Maia et al. (2007). The

progression of the radio loops was followed from a
few tenths to more than one solar radius above the
solar limb. The expanding loop is associated with a
CME which is later detected at higher heights. The
radio emission is attributed to incoherent synchrotron
radiation due to MeV electrons interacting with the
magnetic field of the radio CME loop (0.1 to a few
Gauss). Given the brightness distribution of the radio
CME, these electrons are most probably accelerated
in the aftermath of the rising CME (detected here as a
radio loop) in the reconnecting current sheets below
the eruptive loop. The event is associated with an
in-situ electron event measured by the ACE satellite.
The high energy cut-off of the gyrosynchrotron emit-
ting electrons in the loop is found to be of the order
of 1 to a few MeV which shows that particles both
inside the loops and detected in-situ have comparable
energies. Applying a transport model to the electrons
detected in-situ showed that not only the inferred
onset at the sun but also the duration of the energetic
electron release at similar energies are quite compa-
rable for the electrons injected in the radio loop and
in the interplanetary medium (Figs. 22.21 and 22.22);
electrons are accelerated then released when the CME
is still very low in the corona, i.e. a few tenths of
radius above the limb. Furthermore, the onset time of
relativistic ions, deduced by Bieber et al. (2004) from
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Fig. 22.21 Series of NRH images showing the progression of a radio CME on 2001 April 15. The images are 10 s integrations at
an observing frequency of 410 MHz (adapted from Maia et al. 2007)

Fig. 22.22 Comparison of the near-relativistic electron injec-
tion function and radio loop flux at 432 MHz. The dashed line
shows the electron injection function that best fits the ACE
EPAM electron observations; the solid line shows Nançay radio-
heliograph observations at 432 MHz of the radio loop. Both
curves agree remarkably well in onset time and duration (from
Maia et al. 2007)

ground-based measurements, as well as onset times of
ions and electrons at different energies determined by
Tylka et al. (2003) are in excellent agreement with
the values determined by Maia et al. (2007). These
results strongly suggest a similar origin of the elec-
trons injected in the radio loops and of the particles
measured in-situ.

22.6 Conclusions

As evidenced in the many observations reviewed in this
paper, images of radio bursts performed at high tempo-
ral cadence and at several frequencies in the decimet-
ric/metric wavelengths show that the energy release
sites and the electron (and more generally particle)
acceleration regions are not limited to the flaring active
region itself but also imply larger scale structures far
away from the flaring site and at different layers of the
solar atmosphere. Radio observations provide informa-
tion about the different possible acceleration sites in
the corona: in the flaring active region, but also in suc-
cessive magnetic interaction sites occurring further and
further away from the flare site during the CME devel-
opment or in the reconnecting current sheets formed
below the eruptive flux ropes associated with the CME.
While radio observations in the low and middle corona
show that the most probable site for efficient electron
acceleration in the corona is not related to the shock
front, long duration radio emissions (e.g. type IV radi-
ation) rather argue in favor of time and space extended
particle acceleration sites in the corona. The opening
of the large scale magnetic field due to the passage of
a CME allows the escape of the energetic particles to
the interplanetary medium. As shown in the previous
section, high energy protons and relativistic electrons
measured in situ may originate in the low corona and
be produced by the same acceleration process as the
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one producing the relativistic electrons at the origin of
the radio CMEs.

As shown in Section 22.3, the combination of HXR
images of solar flares with multifrequency images of
radio bursts produced in the decimeter to dekame-
ter wavalengths during the propagation of electron
beams in the corona allow to trace the magnetic con-
nectivity between the solar surface, the corona and
the interplanetary medium. This is one of the key
question of the Cosmic Vision Solar Orbiter mis-
sion. Such observations are thus crucial complements
to the measurements of interplanetary radio emis-
sions and of in situ electron measurements. Together
with the existing radioheliographs (such as the NRH)
and the future use of non solar dedicated radiohe-
liographs such as LOFAR (de Vos et al. 2009) and
MWA (Lonsdale et al. 2009), the development of
future ground-based solar dedicated radioheliographs
designed to produce images at high spatial resolution
and with high-dynamic range over a broad frequency
range (e.g. FASR (Frequency Agile Solar Radio Tele-
scope; see e.g. Bastian, in Gary and Keller 2004) and
CSRH (Chinese Solar Radioheliograph; see e.g. Yan
et al. 2009) projects) is strongly supported in the con-
text of future solar and interplanetary space missions.
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Chapter 23

Coherent Radio Emissions Associated with Solar System
Shocks

Iver H. Cairns

Abstract Shock waves are associated with multiple
powerful coherent radio emissions within the helio-
sphere and local interstellar medium. The radio emis-
sions definitely driven by shocks include interplanetary
type II (solar radio) bursts,“foreshock” emissions from
upstream of Earth’s bow shock, and rare emissions
from corotating interaction regions (CIRs). Emissions
likely driven by shocks, but without definitive observa-
tional evidence, include coronal type II bursts, the 2–3
kHz emissions from the outer heliosphere, and drift-
ing pulsating structures from the deep corona. Analo-
gous emissions are also predicted, but not yet observed,
for mini-magnetospheres and associated bow shocks
on the Moon and for moons like Ganymede, the
foreshocks of other planets, particularly Mercury and
Jupiter, and supernovae. All these emissions are pro-
duced near the electron plasma frequency fpe and/or
2fpe via the so-called “plasma emission” mechanism
or linear mode conversion, two of the four coher-
ent radio emission mechanisms observed to date. In
each case the theoretical interpretation requires cou-
pling of multiple physical processes from microscales
to macroscales. Microscale physics includes the time-
varying magnetic overshoots of reforming shocks,
electron reflection and acceleration at shocks, growth
of Langmuir waves in the upstream foreshock, and the
linear or nonlinear conversion of Langmuir energy into
radio emission at fpe and/or 2fpe. Intermediate scale
physics includes the creation of ripples on the shock
on scales of order the decorrelation length of the mag-
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netic field, as well as scattering of the radiation by
density irregularities. Macroscale physics includes 3D
spatiotemporal variations of the plasma and the shock
motion, as well as integration of emission from indi-
vidual shock ripples over the entire shock. This chap-
ter is a comprehensive review of the field, starting
with observations of the emissions definitely and prob-
ably driven by shocks. Existing theory is then sum-
marized in some detail, followed by detailed reviews
of the observation and theory of type II bursts (both
coronal and interplanetary) and the 2–3 kHz emis-
sions from the outer heliosphere, including descrip-
tions of the unresolved issues. The discussion focuses
on limitations of the theory and existing observations
and ways to address them. The overall conclusions
are that the basic theory (electron shock acceleration,
development of an electron beam, growth of Lang-
muir waves, and production of fpe and 2fpe radiation
for a macroscopic, rippled, shock) appears to explain
the primary observations semiquantitatively, that many
observational details and theoretical limitations remain
unresolved, and that the next ten years ought to be an
exciting time that sees theory and observations brought
together quantitatively.

23.1 Introduction

Energy releases in plasmas are observed to have mul-
tiple effects, including the acceleration or heating of
some of the plasma particles and, sometimes, bulk
motion of the entire plasma. Via coherent and inco-
herent processes, accelerated and heated particles can
produce radiation across the electromagnetic spec-
trum, from X-rays to radio waves, that can escape the

267M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_23, c© Springer Science+Business Media B.V. 2011
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source plasma and propagate large distances to remote
observers. They can also produce plasma waves that do
not escape the plasma, such as electrostatic waves near
the electron plasma frequency and low-frequency mag-
netohydrodynamic (MHD) waves, whose energy can
be channelled into escaping radiation and into heating
and/or accelerating other plasma particles. Shocks are
produced if the bulk plasma motion is faster than the
group speed of a wave mode subject to nonlinear steep-
ening, waves in this mode are driven by the flowing
plasma interacting with another plasma, and the sys-
tem allows sufficient time for nonlinear steepening into
a shock.

Shocks are fundamentally important in laboratory,
space, and astrophysical plasmas. They accelerate and
reflect some plasma particles, with multiple conse-
quences including: (i) production of high energy parti-
cles relevant to space weather, solar flares, and cosmic
rays; (ii) particle distributions that drive (iii) high levels
of plasma waves via instabilities and (iv) radio emis-
sions, sometimes via coherent processes and some-
times by incoherent processes like gyrosynchrotron
emission. Shocks also heat the plasma, in part directly
by the steady-state electric field associated with the
shock structure (Scudder et al. 1986; Burgess 1995;
Hull et al. 1998, 2000; Krasnoselskikh et al. 2002)
and in part by damping of waves excited by particles
moving through the shock or accelerated by it (Tid-
man and Krall 1971; Kennel et al. 1985; Burgess 1995;
Lembege et al. 2004; Scholer and Matsukiyo 2004;
Matsukiyo and Scholer 2006; Hellinger et al. 2007;
Yuan et al. 2009; Lembege et al. 2009). Depending
on the temperature, heating can produce optical, UV,
and X-ray signatures observable remotely. Shocks also
introduce spatial and temporal inhomogeneities in the
density, velocity, temperature, electric field, and mag-
netic field in the plasma, often by factors of 4 or more.
They also change the plasma’s entropy. This chap-
ter focuses on items (i)–(iv) above in connection with
coherent radio emissions produced by shocks in our
solar system. More details of the physics of shock
waves are provided in Section 23.2 below.

Two of the solar system’s three most powerful radio
emissions are associated with shock waves. The most
powerful are the 2–3 kHz radio emissions observed
by the Voyager spacecraft: they are believed to be
produced beyond the heliopause by a shock wave
driven in front of coronal mass ejections (CMEs) and
other solar disturbances that have combined into a

so-called Global Merged Interaction Region (GMIR)
(Kurth et al. 1984; Gurnett et al. 1993; Cairns and
Kaiser 2002; Cairns 2004). The heliopause is the
plasma discontinuity between the solar wind’s “ter-
mination shock” and the solar system’s “bow shock”
(or bow wave) that separates the shocked solar wind
plasma from the (likely shocked) plasma of the very
local interstellar medium (VLISM) (Zank 1999). Type
II solar radio bursts, the weakest of the three, are pro-
duced in the Sun’s corona and the solar wind (Wild and
McCready 1950; Wild et al. 1963; Cane et al. 1982;
Nelson and Melrose 1985; Cairns 1986a; Reiner
et al. 1998; Reiner 2000; Robinson and Cairns 2000;
Cane and Erickson 2005). Interplanetary type IIs are
definitely associated with shocks driven ahead of fast
CMEs (Bale et al. 1999), while coronal type IIs are
believed to be produced by either blast wave shocks
(associated with flares) or CME-driven shocks. The
last of the three, type III solar radio bursts, are pro-
duced in the corona and solar wind by fast streams of
electrons accelerated in solar flares and have no known
association with shocks (Wild and McCready 1950;
Wild et al. 1963; Suzuki et al. 1985; Robinson and
Cairns 2000; Cane et al. 2003). At least another five
observed or predicted solar system radio emissions
are associated with shocks and discussed below. These
include the fp and 2fp radiation associated with Earth’s
bow shock, formed as a result of the solar wind’s
interaction with Earth’s magnetosphere, which is likely
the emission most amenable to definitive observational
testing of theory.

The nonthermal radio emissions of interest in this
review are produced by coherent mechanisms. One line
of evidence for this is provided by the brightness tem-
perature Tb of the radiation being larger than the elec-
tron temperature Te of the emitting plasma. Here

Tb = v2
φ

2kB f 2

F(f )

ΔΩ
, (23.1)

where vφ is the phase speed of the waves (≈ c except
when the wave frequency f � 2fp), kB is Boltzmann’s
constant, F(f ) is the flux density (in W m−2 Hz−1),
and ΔΩ is the solid angle of the radio source. The
second line of evidence is that the emissions are nar-
rowband, thereby not having the broadband spectrum
over orders of magnitude in frequency expected for
synchroton and other single-particle emission mecha-
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nisms when observed at intensities much larger than
the instrumental detection thresholds.

The basic model for coherent radio emissions asso-
ciated with shocks, which applies to both type II bursts
and the 2–3 kHz outer heliospheric radio emissions, is
illustrated in Fig. 23.1 in the rest frame of the shock.
The plane in Figure 23.1, defined by the upstream
plasma flow velocity u and magnetic field vector Bu,
is a cut of the three-dimensional (3-D) source. The
“foreshock” regions are found upstream of the shock
but downstream from the magnetic field line tangent
to the shock (the so-called tangent line). As explained
below, electrons reflected by (or leaked upstream from)
the shock are found in the foreshock regions and natu-
rally develop “beam” distributions which are peaked
at a non-zero velocity parallel to the magnetic field
(more properly the “reduced” distributions, which are
integrated over perpendicular velocity space). These
beam distributions are unstable to the growth of elec-
trostatic Langmuir waves (Filbert and Kellogg 1979;
Cairns 1986a, 1987a, 1987b; Fitzenreiter et al. 1990).
Langmuir waves have frequencies close to the electron
plasma frequency

fpe = 1

2π

(

nee2

meε0

)1/2

, (23.2)

where ne is the electron number density, e the electron
charge, me the electron mass, and ε0 the permittivity

of free space. Langmuir waves propagate at relatively
low speeds, are reflected by higher density regions, and
are subject to significant damping (especially as their
wavenumbers increase when entering lower density
regions), and so cannot efficiently escape the source
region and reach remote observers. Further details on
the reflection of electrons from the undisturbed solar
wind into the foreshock (and the leakage of heated
electrons from downstream of the shock), the devel-
opment of beam distributions there, and the growth of
Langmuir waves are deferred to Section 23.5 below.

The basic model involves coupling of some Lang-
muir wave energy into radio emission near fp and 2fp,
which then propagates to remote observers. The emis-
sion processes considered are two of the four known
coherent emission processes: so-called “plasma emis-
sion” near fp and 2fp by nonlinear Langmuir wave pro-
cesses, and so-called “linear mode conversion” (LMC)
of Langmuir waves into radio emission near fp at den-
sity gradients. Today the standard processes for the
nonlinear plasma emission mechanism are: the elec-
trostatic (ES) decay L → L′ + S to produce backscat-
tered Langmuir waves L′ and ion acoustic waves S
from the beam-driven Langmuir waves L; the electro-
magnetic (EM) decay L → T(fp) + S′ to produce radio
waves T just above fp and ion acoustic waves S′, stimu-
lated by the ES decay products S; and the coalescence
L + L′ → T(2fp) of beam-driven L and backscattered
L′ Langmuir waves to produce radio waves just

electron beams

Langmuir Waves (L)

Foreshock

Shock

Foreshock
(beams & L Waves)

fp  &  2fp radiation

X E
Flow

Vf VExB
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–

–

Fig. 23.1 Basic context and model for coherent radio emission
associated with shocks, shown in the shock rest frame for a plane
defined by the upstream flow velocity u and magnetic field vec-
tor Bu that cuts through the 3-D source. Downstream of the mag-

netic field line tangent to the shock but upstream from the shock,
the foreshock regions contain beams of fast electrons (reflected
by the shock) which drive high levels of Langmuir waves and
radio emissions near fp and 2fp
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above 2fp (Cairns and Melrose 1985; Cairns 1988;
Robinson and Cairns 1998; Li et al. 2008a, b). These
processes conserve frequency (energy) and wavevector
(momentum) for the participating waves. In contrast,
LMC involves the fact that the L and T modes are not
connected in frequency – wavevector (ω − k) space in
a homogeneous plasma, but are connected in ω − k
space in a density gradient (Budden 1985; Forslund
et al. 1975; Yin et al. 1998; Cairns and Willes 2005;
Kim et al. 2007, 2008). The connections are restricted
to a narrow “radio window” in ω − k space as the
waves propagate into the density gradient and are sub-
ject to damping. For LMC the wave frequency and the
component of k perpendicular to the density gradient
are conserved.

Plasma emission is widely favored for fp and 2fp
radiation from Earth’s foreshock, type II and III solar
bursts, and the 2–3 kHz outer heliospheric emissions
(Wild et al. 1963; Kurth et al. 1984; Nelson et al. 1985;
Suzuki et al. 1985; Cairns and Melrose 1985; Cairns
1986a, 1988; Gurnett et al. 1993; Robinson and
Cairns 1998; Cairns and Robinson 2000; Robinson
and Cairns 2000; Knock et al. 2001). Originally dis-
counted because the high observed brightness tem-
peratures were interpreted in terms of nonlinear pro-
cesses, LMC has enjoyed a renaissance of interest in
recent years (Yin et al. 1998; Cairns and Willes 2005;
Kim et al. 2007, 2008) and should be considered in
detail. Radiation produced at 2fp by the oscillating
fields of localized Langmuir wavepackets (Malaspina
et al. 2010), proposed in the last year, also needs to be
examined fully.

Of course shocks can produce radio emissions by
other mechanisms. Incoherent emission of X-ray, UV,
optical, and infrared radiation from the regions down-
stream of shocks, including those associated with stel-
lar winds and bow shocks (which are analogous to
the heliosheath region for the 2–3 kHz outer helio-
spheric emissions) are not considered here. Of inter-
est though is the direct generation of radio emission
by “linear” instabilities of the shock-reflected electrons
(Wu et al. 1985; Farrell 2001). These mechanisms
are very similar to a known fundamental mechanism
for coherent radio emissions, the so-called cyclotron
maser mechanism (Wu and Lee 1979), but observa-
tional evidence for these processes does not yet exist
(see Sections 23.3.2 and 23.8 below for more dis-
cussion). These mechanisms also appear to require
strong tuning of the electron beam parameters to pro-

duce radiation near fp or 2fp, rather than over a broad-
band between these frequencies, and do not appear to
be very attractive at this time. In addition, electrons
can radiate via the incoherent gyrosynchrotron, syn-
chrotron, or bremsstrahlung mechanisms. An exam-
ple is the weak gyrosynchrotron emission observed
recently from downstream of some CME shocks (Maia
et al. 2000; Bastian et al. 2001), while supernova
shocks produce radio emission downstream. An aside
on this latter context is that the theoretical levels of
fp and 2fp emission produced upstream of supernova
shocks should be predicted and compared with obser-
vations.

Many of this chapter’s topics have been reviewed
before, but it appears as though this is the first uni-
fied and general review of radio emissions associ-
ated with solar system shocks. For instance, pre-
vious reviews exist for type II solar radio bursts
(Wild et al. 1963; Wild and Smerd 1972; Nelson
et al. 1985; Bastian et al. 1998; Reiner 2000; Robinson
and Cairns 2000), the 2–3 kHz outer heliospheric radi-
ation (Gurnett and Kurth 1996; Cairns and Zank 2001;
Cairns 2004), solar system radio phenomena in gen-
eral (Wild and Smerd 1972; Gurnett 1995; Cairns
and Kaiser 2002), and the radio emission mechanisms
(Melrose 1980; Cairns and Robinson 2000). Kellogg
(2003) has reviewed Langmuir waves at collisionless
shocks. Shock physics and solar system shocks are
reviewed elsewhere (Tidman and Krall 1971; Kennel
et al. 1985; Russell 1985; Burgess 1995; Lembege
et al. 2004; Vrsnak and Cliver 2008).

The foregoing text provides arguments that radio
emission associated with shocks involves fundamen-
tal plasma physics and is widely important. The
chapter proceeds as follows. Section 23.2 summa-
rizes the physics of shocks and identifies unresolved
issues that are believed relevant to radio emission.
Section 23.3 describes three classes of coherent solar
system radio emissions that are definitely observed
to be produced by shock waves, including inter-
planetary type II bursts, focusing on summaries of
the observational evidence and the important qualita-
tive theoretical aspects. Section 23.4 describes three
classes of observed radio emissions that are believed,
but not definitively observed, to be associated with
shock waves. Again the focus is on observations
and qualitative theoretical aspects. A detailed sum-
mary of the standard theory for coherent radio emis-
sions produced by shocks is provided in Section 23.5,
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together with unresolved issues. Section 23.6 reviews
the observations and theory of type II solar radio
bursts, focusing on detailed applications of theory
to the observations and on unresolved issues. The
detailed theory and unresolved observational and theo-
retical issues for the 2–3 kHz outer heliospheric emis-
sions are reviewed in Section 23.7. The discussion in
Section 23.8 focuses on limitations of the theory
and on future applications, including to other plane-
tary foreshocks, mini-magnetospheres for moons and
unmagnetized planets, and supernova shocks. Sec-
tion 23.9 contains the chapter’s conclusions.

23.2 Relevant Shock Physics

Macroscopic shocks observed thus far in our solar sys-
tem, whether “travelling” shocks in the solar wind or
“bow shocks” that deflect the solar wind or magneto-
spheric plasma around a planet or moon, respectively,
are nonlinearly steepened waves in the fast magne-
tosonic or whistler modes (Scudder et al. 1986). Since
the fast MHD and whistler modes are connected at high
frequencies, they are called “fast mode” shocks.

An ideal fast mode shock has discontinuous
changes in the plasma parameters across it. Working
in the shock’s rest frame, upstream of the shock
the plasma flows towards the shock at a speed vu

larger than the fast mode speed vms, which depends
on the Alfven speed VA, sound speed cs, and angle
θbn between the upstream magnetic field vector Bu

and the (local) normal direction to the shock surface
(Russell 1985; Burgess 1995). Downstream of the
shock the plasma’s flow speed vd relative to the shock
is smaller than vms. Defining the fast mode or mag-
netosonic Mach number of a flow with relative speed
vu by Mms = vu/vms, upstream of the shock Mms > 1
exceeds 1 while Mms < 1 downstream. Figure 23.2
illustrates the context.

Conservation of mass, momentum, energy, the tan-
gential component of the electric field, and the nor-
mal component of the magnetic field across the local
shock surface in a fluid (MHD) model leads to the
Rankine-Hugoniot or “jump” conditions for the plasma
parameters across the shock (Kennel et al. 1985;
Melrose 1985; Burgess 1995). For instance, com-
bining the faster flow speed upstream of the shock
than downstream (in the shock rest frame) with mass
conservation immediately implies that the downstream

downstreamupstream

u2u1

B2

B1

shock

x

z

ψ

ψ

1

2

Fig. 23.2 Schematic of the flow velocity and magnetic field
vectors upstream and downstream of the shock, in a frame in
which the shock is stationary and the upstream flow velocity u
is oppositely directed to the local shock normal (Burgess 1995).
The angle ψ1 = 180◦ − θbn

and upstream densities are related by nd/nu = vu/vd.
The increase in density downstream is the counterpart
of the flow slowing. It can also be shown that the tan-
gential component and overall strength of the mag-
netic field and the temperature increase downstream
of the shock. The conventional physical picture is that
the ram pressure nuv2

u of the upstream flow, which is
the dominant contribution to the total pressure in the
high Alfven and sonic Mach number regime, is primar-
ily balanced by the increased thermal pressure down-
stream in a time-steady state.

The Rankine-Hugoniot conditions predict that the
maximum increase in nd and Bd (and decrease in
vu) across the shock is a factor of 4 relative to the
upstream quantities. In detail these compression ratios
(e.g., nd/nu or Bd/Bu) increase almost linearly with MA

and Mms for low Mach numbers but asymptote towards
4 once the Mach numbers exceed about 4. However, it
is emphasized that the Rankine-Hugoniot analysis does
not treat the shock transition region directly but instead
assumes that suitable temporal and (macroscopic) spa-
tial averages can be taken such that mass, energy,
momentum, the tangential electric field, and the nor-
mal magnetic field are conserved across the shock.

The increased strength and more perpendicular ori-
entation of the magnetic field downstream of the shock,
compared with upstream, acts like a magnetic mirror.
At the simplest level, then, electrons and ions inside
the “loss cones” defined by conservation of magnetic
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moment and energy will go straight through the
magnetic mirror and enter the downstream region. Cor-
respondingly, particles outside their loss cone will be
reflected back upstream. The mass difference between
electrons and ions leads to different gyroradii and it
turns out that the thermal electron gyroradius rge is
typically small compared with the shock transition’s
thickness L, while thermal protons and other ions typi-
cally have gyroradii rgi that are comparable to or larger
than L. Accordingly, the electrons are well described
by standard orbit theory while the ions see the shock as
an abrupt discontinuity. This difference in the behavior
of electrons and ions leads to a cross-shock electro-
static potential φcs, which affects the electron loss cone
and requires a two-fluid (rather than MHD) approach
for development of an accurate shock theory. The elec-
tron fluid momentum equation can be rearranged to
yield

Ecs = −∇φcs = − 1

ene
∇Pe − ve × B . (23.3)

ignoring the inertia term, where Pe is the electron pres-
sure tensor. In the shock’s de Hoffman-Teller frame, in
which the electron velocity ve is parallel to B and there
is no convection electric field, the ve × B term vanishes
and the cross-shock potential depends only on the elec-
tron pressure and density profiles. Under various cir-
cumstances (primarily involving the magnetic, density,
and perpendicular electron temperature profiles being
stepwise continuous and proportional) Eq. (23.3) sim-
plifies to (Hull et al. 1998; Kuncic et al. 2002)

φcs = 2kBΔTe = 2kBTe⊥1
ΔB

Bu
, (23.4)

where Δ identifies the change across the shock (from
upstream to downstream), kB is Boltzmann’s constant,
Te is the total electron temperature, and Te⊥u is the
upstream perpendicular (to B) electron temperature.

The cross-shock potential has fundamental con-
sequences for shocks with high enough Mms. Since
the shock heats the electrons (Scudder et al. 1986),
φcs must be positive. Accordingly, the cross-shock
potential attracts electrons downstream but resists the
motion of ions across the shock: indeed, it reflects ions
with incident energies less than φcs (Leroy et al. 1982).
These reflected ions are then specularly reflected, with
their initial reflected normal velocity the opposite of
their incoming normal velocity. This reflection rep-
resents a significant energization, since the ions start
off at a speed ≈ 2u relative to the upstream ions,
and leads to the ions having a ring in perpendicular
velocity space. The ion gyromotion allows the ions
to gyrate upstream approximately half a gyroperiod
before coming back towards the shock with sufficient
energy to surmount the potential and move down-
stream. The ring is unstable to the growth of waves
both upstream and downstream, leading to additional
thermalization.

Crucially, the reflected ions have a considerable cur-
rent, leading to an increase in magnetic field in the
“foot” region upstream, an overshoot just downstream
of the main ramp, and then a periodic undershoot-
overshoot pattern in the magnetic field profile. Figure
23.3 illustrates the characteristic magnetic and poten-
tial profiles across a “supercritical” shock for which
ion reflection is important.

Electrons moving through the spatially vary-
ing magnetic and electric fields of the shock can

Fig. 23.3 Model spatial
profiles for the normalized
magnetic field (solid line) and
cross-shock potential
(dash-dot line) (Yuan
et al. 2008a). The upstream is
to the left, with the foot
located where −12 < X < 0,
the ramp centered at X = 0,
and the overshoot peaking at
X = −5



23 Coherent Radio Emissions Associated with Solar System Shocks 273

be reflected or transmitted, because the increasing
magnetic field from upstream to downstream acts as
a magnetic mirror that is partially counteracted by the
cross-shock potential pulling electrons downstream.
Accordingly, as detailed in Section 23.5 below, these
profiles are vital in this paper because they deter-
mine (1) which (upstream) electrons are reflected
back upstream into the foreshock and (2) which
(downstream) electrons are able to leak upstream into
the foreshock. The cross-shock potential also has a
role in heating the downstream electrons and driv-
ing waves inside the shock structure, since it cre-
ates a void at low energy in the electron distribu-
tion function f (v‖,v⊥) of upstream electrons moving
downstream and reflects downstream electrons that
attempt to move upstream but have insufficient energy
(Scudder et al. 1986; Hull et al. 1998). Waves should
then grow to fill in the void and remove unstable fea-
tures in f (v‖,v⊥), thereby resulting in at least par-
allel electron heating. Strong levels of electrostatic
waves, presumably driven by these electron-ion and
electron-electron drifts, are indeed observed in the
ramp and downstream region of the shock (Rodriguez
and Gurnett 1975; Onsager et al. 1989). It is rec-
ognized that the void feature caused by the cross-
shock potential can, when partially relaxed, resemble
an electron beam (Scudder et al. 1986): these beams
have been observed by Feldman et al. (1983) and
Fitzenreiter et al. (2003) in the near vicinity of the
shock ramp. However, this beam is rapidly removed
by wave growth and associated quasilinear relaxation
to produce the “flat top” electron distributions found
throughout the macroscopic regions downstream of
shocks (Feldman et al. 1983; Scudder et al. 1986;
Fitzenreiter et al. 2003). Only quasithermal levels of
Langmuir waves are found within the ramps and down-
stream regions of shocks (Rodriguez and Gurnett 1975;
Onsager et al. 1989).

With observable electron beams not produced in
the macroscopic regions downstream of shocks (but
only in the very near vicinity of the shock ramp),
the foreshock region is the natural place to look for
electron beams and associated Langmuir waves. These
are indeed widely observed throughout the macro-
scopic foreshock regions. The natural mechanism to
develop and recreate beam features in f (v‖,v⊥) for
(upstream) electrons reflected back upstream into the
foreshock is detailed in Section 23.4, as is the beam

instability which often drives intense Langmuir waves
there.

Above it is assumed that the shock structure remains
constant in time. Here we focus on the facts that
(1) the magnetic overshoot in Fig. 23.2 can signifi-
cantly exceed the maximum (of 4 relative to Bu) pre-
dicted by the Rankine-Hugoniot conditions and (2)
the temporal and spatial averages required for the
Rankine-Hugoniot analysis do not require a time-
steady shock structure. Indeed, for a long time it
has been predicted based on simulations that shocks
become unsteady at high enough MA and Mms, under-
going continuous self-reformation processes rather
than being constant in time (Leroy et al. 1982;
Lembege et al. 1987; Krasnoselskikh et al. 2002;
Hellinger et al. 2002, 2007; Yuan et al. 2009;
Lembege et al. 2009). The reformation appears to be
correlated with the specularly reflected ions as they
gyrate first upstream and then downstream (Leroy
et al. 1982; Hellinger et al. 2007; Yuan et al. 2009;
Lembege et al. 2009), with reformation correspond-
ing to a group of gyrating ions driving waves which
steepen into a new shock front upstream of the old
one, which then decays. Both the magnetic over-
shoot and reformation thus appear to be associated
with the gyrating ions. Thus far observational evi-
dence of reformation remains elusive and indirect
(Lobzin et al. 2007).

An important aspect of reformation is that the
magnetic compression ratios need not be limited by
the Rankine-Hugoniot conditions but can instead
be larger at some stages of the reformation cycle:
this would lead to cyclic variations in the properties
and number of electrons being reflected back (and
leaked) into the foreshock. Such cyclic variations of
the reflected electrons have been demonstrated for
reforming shocks and shown to be material (e.g.,
factors of 2–4 in the reflected fraction, depending on
the shock parameters) and likely important to type II
bursts (Yuan et al. 2007, 2008b).

The foregoing review of shock physics has only
touched on some aspects of active research. Other cur-
rent research addresses the physics of reformation for
fast mode shocks and the nature of the dissipation and
wave growth processes at them (Lembege et al. 2004;
Scholer and Matsukiyo 2004; Matsukiyo and
Scholer 2006; Hellinger et al. 2007; Yuan et al. 2009;
Lembege et al. 2009), but is not reviewed here.
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23.3 Definite Shock-Driven Radio
Emissions

This section presents observational data and associated
theoretical interpretations for three classes of solar sys-
tem radio emissions that have been definitively associ-
ated with shocks: interplanetary type II bursts, radia-
tion from Earth’s foreshock, and radiation from some
shocks bounding corotating interaction regions (CIRs).

23.3.1 Interplanetary Type II Bursts

Interplanetary type II bursts were discovered by Cane
et al. (1982) and immediately interpreted in terms of
fp and 2fp radiation associated with a shock. Figure
23.4 provides an example of an interplanetary type II
and illustrates several important aspects. First, inter-
planetary type IIs are often very intermittent and frag-
mented, rather than continuous. Second, these bursts
often have a fundamental (or F) band (fp radiation) and

a harmonic (H) band (2fp radiation) during the event as
a whole, but often only one band or indeed no emis-
sion is observable at a given time. Figure 23.4 shows a
clear H band only around 1800 on 25–26 August, with
evidence for both F and H emission only prior to about
0600 on 25 August.

The third, and perhaps most important, aspect is
that the type II emission is well organized by the lines
labelled F and H in this 1/f − t dynamic spectrum
(Reiner et al. 1998; Reiner 2000; Lobzin et al. 2008).
These lines are defined by assuming that: (i) the solar
wind density obeys ne(r) ∝ r−2, as expected for a con-
stant speed, time-steady, spherically symmetric wind;
(ii) the shock speed vsh is constant, and (iii) the emis-
sion is at fp(r(t)) and 2fp(r(t)) upstream of the shock.
Then the shock location is r(t) = r0 + vsh(t − t0),
where r0 and t0 are the heliocentric distance and time
when the emission starts, and it is easy to show using
Eq. (23.1) that (Reiner et al. 1998; Reiner 2000)

1

f (t)
= 1

mfp(r(t))
= Avsh(t − t0) . (23.5)

X1.0,3B flare

type III radio burst

type II radio emissions

Shock at Wind

F

H

QT noise

August 24-26, 1998 type II event

Fig. 23.4 Dynamic spectrum in 1/f − t space of an interplane-
tary type II burst, as well as an interplanetary type III burst and
quasithermal plasma noise at fp (Reiner 2000). The type II radi-

ation is well organized by the two lines F and H discussed in the
text. The type II shock arrived near 06:40 on 26 August
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Here m = 1 or 2 for F or H radiation, respectively, and
the constant A is determined by the density at 1 AU
when the shock arrives at Earth: the only free param-
eter then is vsh. Thus, the organization of the type II
radiation along two straight lines in Fig. 23.4’s 1/f − t
dynamic spectrum provides a very strong argument
that the radiation is indeed produced at fp and/or 2fp
upstream of the shock wave. Moreover, the slope of
the line provides a way to estimate vsh.

Definitive evidence that interplanetary type II bursts
are produced upstream of a shock, in foreshock regions

filled with electrons reflected and accelerated at the
shock and with Langmuir waves driven by the elec-
trons, is provided by Fig. 23.5 (Bale et al. 1999). The
bottom two panels show clearly the shock’s magnetic
and density signatures, with the downstream region
entered about 0640:30 UT. The top panel is a f − t
dynamic spectrum of the electric field fluctuations
detected by the Wind spacecraft’s WAVES instrument:
it shows strong levels of radio waves just above the
local fp and near 2fp (prior to 0638:30 UT), intense
Langmuir waves near fp from about 0638:30 UT until
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Fig. 23.5 Detailed radio and
in situ observations of the
source region of an
interplanetary type II burst on
26 August 1998 (Bale
et al. 1999). Described more
in the text, the panels from top
to bottom contain a an electric
field spectrogram, b the power
in Langmuir waves, c the
times of TDS capture events,
d –f the fluxes in different
energy bands (colors) of
electrons moving parallel,
perpendicular, and
anti-parallel, respectively, to
B, and g and h ne and B,
respectively, as functions of
time
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Global Shock
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Tangential Field Lines

Fig. 23.6 Schematic (Knock
et al. 2003b) that (left) defines
the parameters of a ripple and
(right) shows how multiple
ripples on the macroscopic
shock can explain
qualitatively the electron and
Langmuir observations in
Fig. 23.5

0640:30 UT upstream of the shock, and then qua-
sithermal plasma noise at the downstream fp after the
shock. The next two panels show the Langmuir wave
power and the times of particularly intense Langmuir
waves captured by the Time Domain Sampler subin-
strument, respectively. The fourth to sixth panels show
the fluxes of electrons with different energies (col-
ored lines) moving parallel, perpendicular, and anti-
parallel to B, respectively. Large increases in the flux
of electrons moving parallel and anti-parallel to B
are observed in the foreshock, consistent with reflec-
tion back upstream of accelerated electrons, while the
simultaneous increase in perpendicular electron fluxes
at all energies marks the shock transition (and the
observation of the denser, shock-heated downstream
electrons). During the upstream period B remained
essentially constant in direction.

In Fig. 23.5 it is crucial to note the absence of
three vital signatures in the downstream region. First,
there are no strong (or even significantly nonthermal)
Langmuir waves downstream of the shock (e.g., after
0640:30 UT). Second, no radio emissions at twice the
downstream fp (at about four times the upstream fp) are
observed. Third, changes in the downstream electron
fluxes tend to occur simultaneously in all three panels,
thereby providing no evidence for any processes that
might produce beams of electrons in the downstream
region rather than just the shock-heated downstream
electrons. Thus, for this event at least, there is no evi-
dence for any processes that might produce fp or 2fp
radiation downstream of the shock.

It should be questioned how the shock can produce
(Fig. 23.5) enhanced levels of upstream electrons mov-
ing anti-parallel to B for several minutes at the space-
craft and then simultaneously have electrons reach the

spaceraft moving parallel to B, with B essentially con-
stant in direction for the whole period. A planar shock
cannot produce this signature, so Bale et al. (1999)
interpreted the signature in terms of the shock having
a ripple or indentation (Fig. 23.6), so that as the shock
moved outward the spacecraft observed electrons first
from one side of the ripple and then from both sides
just before the shock crossing.

This ripple is evidently at intermediate scales
between the scale of the macroscopic shock (of order
0.2 – 1 AU) and those for the microphysics of the
shock and the electron – Langmuir wave – radiation
interactions. Bale et al. (1999) estimated that the rip-
ple had a characteristic height (or distance along the
radial direction) in the directions parallel and antiparal-
lel to B of ≈ 1.4 × 108 m and ≈ 2.5 × 107 m, respec-
tively. More accurate analyses of the Bale et al. shock
and two others yield (Fitzenreiter et al. 2003; Pulupa
and Bale 2008) heights and distances along ±B in
the ranges (1 − 7) × 107 m and (8 − 14) × 107 m,
respectively. A recent theoretical model for type IIs
(Knock et al. 2003b; Knock and Cairns 2005; Cairns
and Knock 2006) assumes that the entire shock has
ripples with characteristic scales of order the decorre-
lation length lb of the magnetic field in the solar wind,
≈ 109 m or 0.01 AU at the orbit of Earth. Intuitively the
shock should have ripples on this scale since the shock
surface will depend sensitively on the spatially-varying
fast mode speed, which will certainly vary on scales of
order lb. Observations show such ripples (Neugebauer
and Giacalone 2005).

Other inhomogeneities and structures exist in the
solar wind, including shocks associated with previ-
ous CMEs or outbursts and those associated with
corotating interaction regions. Interactions between a
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fast CME-driven shock driving a type II burst and
other shocks that are travelling more slowly, or more
likely the regions with increased numbers of accel-
erated and heated electrons associated with these
earlier shocks, might then be expected to lead to
more intense type II emission and fine structures.
Gopalswamy et al. (2001, 2002) have interpreted the
fine structures observed in interplanetary type IIs with
interactions of a faster CME-driven shock with a pre-
vious, slower, CME-driven shock (“CME cannibal-
ism”), while Reiner et al. (1997, 2001) and Hoang
et al. (2007) have interpreted observed fine structures
in terms of a CME-driven shock interacting with CIR
shocks. Theoretical calculations also demonstrate that
fine structure should be produced by the shock mov-
ing through such interaction regions and the spatially
inhomogeneous corona and solar wind (Knock and
Cairns 2005; Cairns and Knock 2006), as shown in
Section 23.6 below. Returning to the observations, the
type II – CIR associations of Reiner et al. (1997, 2001)
and Hoang et al. (2007) are based on “direction find-
ing”: as a spacecraft rotates, an antenna in the spin
plane detects a time-varying, periodic, signal, which
maximises when the antenna is perpendicular to the
source direction (in the spin plane) for a radio signal.
Direction finding with two widely separated spacecraft
allows the (assumed common) radio source to be trian-
gulated and then associated with the predicted location
of the CIR.

More generally theory predicts that the properties of
the accelerated electrons, Langmuir waves, and radio
emissions should depend on the shock speed and 3-D
locus, the spatially varying B field, and the properties
of the spatially varying upstream plasma, e.g., ne, u,
Te, and Ti (Holman and Pesses 1983; Cairns 1986a;
Knock et al. 2003a, b). Thus, solar wind inhomo-
geneities should induce fine structures into the type II
burst (Knock et al. 2003b; Knock and Cairns 2005).
The degrees to which inhomogeneities and other struc-
tures in the solar wind, as opposed to ripples and
3-D inhomogeneities in the macroscopic shock, induce
the observed fine structures and variabilities in type II
bursts will be addressed partially in Section 23.6 below
and in future work.

Until quite recently the interplanetary type II in
Fig. 23.5 and Bale et al. (1999) was the only one
whose source region had been definitively observed
by spacecraft and analysed in detail. Recently, how-
ever, Fitzenreiter et al. (2003) and Pulupa and Pulupa

and Bale (2008) presented observations of upstream
Langmuir waves and reflected electrons for five addi-
tional events, at least two with local type II emis-
sion. Fitzenreiter et al. (2003) found beams in the
upstream reduced electron distribution for 4 events.
Pulupa and Bale (2008) showed for three events (2
plus the August 1998 type II) that the reflected elec-
trons have weak loss cone features and bumps in the
reduced electron distribution function (integrated over
perpendicular velocity space), and obey inverse veloc-
ity dispersion (i.e., faster electrons arrive before slower
electrons). Furthermore, in all three cases the elec-
tron observations were consistent with the shock sur-
face being rippled, with electrons being detected both
parallel and anti-parallel to B in the original Bale
et al. event and one other. While the three observed
events may be anomalous, this would be most unlucky
and the observed properties are consistent with those
for Earth’s foreshock, described next. Accordingly the
simplest interpretation is adopted here: that the type
II source observations to date are typical. Moreover,
to the best of this reviewer’s knowledge, significantly
nonthermal Langmuir waves are never observed down-
stream of shocks (except perhaps sometimes in the
shock ramp itself as the beam induced by the cross-
shock potential is relaxed into a flat-top distribution –
see Section 23.2 for more detail), but instead only
upstream.

23.3.2 fp and 2fp Radiation from Earth’s
Foreshock

Radio signals at twice the solar wind plasma
frequency near Earth were first observed in
1974 and have been studied extensively since
(Dunckel 1974; Gurnett 1975; Hoang et al. 1981;
Cairns and Melrose 1985; Cairns 1986b; Burgess
et al. 1987; Reiner et al. 1997; Kasaba et al. 2000).
The radiation was interpreted almost immediately by
analogy with type II and III bursts in terms of electrons
accelerated at the bow shock and then associated Lang-
muir waves and radio emissions at 2fp. Cairns (1986b)
first claimed the existence of fp radiation and showed
definitively that the 2fp signals are transverse elec-
tromagnetic radiation in the free-space modes,
using (1) the simultaneous observation of harmonic
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radiation from regions with different densities present
simultaneously in the foreshock, (2) the persistence
of these signals into the undisturbed solar wind and
other regions of the foreshock, (3) the inability of
electrostatic modes to propagate significant distances,
and (4) the free-space mode being the only essentially
undamped mode significantly above fp in a stable
plasma like the solar wind (Fig. 23.7). He also showed
that occasionally radiation at 3fp, 4fp, and 5fp is
observable, as subsequently claimed for a type II solar
radio burst (Kliem et al. 1992). Burgess et al. (1987)
showed definitively that fp radiation is also produced
in Earth’s foreshock (Fig. 23.8), using the same
arguments as (1)–(5) above but for fp radiation. At
times, then, fp and 2fp radiation from different parts of
the foreshock are observable.

Another argument for the radiation source being
the (3-D) foreshock is based on “direction finding”,
as explained above for interplanetary type IIs. Early
workers (Hoang et al. 1981; Cairns 1986b) used a sin-
gle spacecraft to establish consistency with the fore-

shock, while Reiner et al. (1997) used direction-finding
with two spacecraft to triangulate the radio source and
found it to be in the foreshock.

A final argument for 2fp radiation being generated
in the foreshock comes from the observed spatial vari-
ations in intensity. Specifically, Lacombe et al. (1988)
and Kasaba et al. (2000) found that the 2fp radiation
has its largest fields relatively close to the upstream
boundary of the foreshock, in approximate coincidence
with the largest fields of Langmuir waves, and not in
the solar wind or the deep foreshock. This is expected
if the radio source lies in the foreshock and is associ-
ated with the Langmuir waves or their driving electron
beams.

The foreshock regions of Earth’s bow shock are
observed routinely and found to contain high levels
of Langmuir waves and energetic electrons stream-
ing away from the bow shock (Filbert and Kel-
logg 1979; Anderson et al. 1981; Bale et al. 1997;
Cairns et al. 1997; Bale et al. 2000). When the solar
wind properties and shock location are almost con-

Fig. 23.7 Electric field spectrogram of ISEE-1 spacecraft data
clearly showing fp, 2fp, and 3fp radiation in the solar wind
(2 October 1979) and the foreshock (Cairns 1986b). Fine struc-

tures in the 2fp radiation are associated with regions of different
density being simultaneously present in the foreshock
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Fig. 23.8 Electric field
spectrogram of ISEE-1
spacecraft data showing fine
structures in fp and 2fp
radiation associated with
regions of different density
being simultaneously present
in the foreshock (Burgess
et al. 1987). This establishes
the electromagnetic free-space
mode character of the fp
signals

stant in time a spacecraft entering the foreshock from
the solar wind first observes small numbers of very
energetic electrons and then larger numbers of slower
electrons. This “inverse” velocity dispersion, meaning
fast electrons closest to the upstream foreshock bound-
ary and slow ones well downstream from the bound-
ary, is characteristic. It leads naturally to beam distri-
butions of electrons (Fig. 23.9), as observed in fore-
shock regions where the relative beam number density
is highest and the beam speed varies slowly with posi-
tion (Fitzenreiter et al. 1984; Fitzenreiter et al. 1990).
The velocity dispersion and development of electron
beams is explained physically in terms of “cutoff” and
“time-of-flight” effects in Section 23.5 below, based
on the research of Filbert and Kellogg (1979) and
Cairns (1987a). The electron beams show clear evi-
dence of loss cone effects, consistent with conservation
of the magnetic moment in the reflection process at the
shock, which is sometimes called fast Fermi accelera-
tion (Wu 1984).

The properties of the Langmuir waves also vary
with position relative to the foreshock boundary: the
waves are quasithermal in the solar wind but their
average fields first increase with increasing penetra-
tion into the foreshock, rising to a peak downstream of
but relatively close to the foreshock boundary, before

decreasing with increasing distance downstream from
the boundary. The waves are intrinsically bursty, with
fields that vary rapidly in time at a given location
and also vary rapidly with position. Some wavepack-
ets have very strong fields of order 40 mV/m although
fields of order 0.01 − 10 mV/m appear more typi-
cal (Anderson et al. 1981; Bale et al. 1997; Cairns
et al. 1997; Bale et al. 2000; Kasaba et al. 2000;
Henri et al. 2009; Malaspina et al. 2009, 2010). Very
recent observations from the STEREO spacecraft sug-
gest that some Langmuir wavepackets are actually
eigenstates of density depressions (Ergun et al. 2008;
Malaspina et al. 2009, 2010), while others are beam-
driven wavepackets. The threshold field for the ES
decay L → L′ + S depends on the beam speed vb and
its spread, as well as on other properties, thereby vary-
ing with location throughout the foreshock. Values
between 0.1 and 20 mV m−1 have been calculated
for various locations in the foreshock (Robinson and
Cairns 1995; Cairns et al. 1997), thereby suggesting
that many observed wavepackets are above the ES
decay threshold and that the ES decay should proceed.
Very recent observations and associated simulations
for type III bursts, complementing earlier observations
and theory (Cairns and Robinson 1995), provide an
independent argument by analogy that ES decay pro-
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Fig. 23.9 Examples of electron beams observed in Earth’s fore-
shock by the ISEE-1 spacecraft (Fitzenreiter et al. 1990): the top
panels show the gyrotropic 2D distributions f (v‖,v⊥) and the bot-
tom panels the reduced distributions fr(v‖). Dot symbols show
the locations of the phase space regions sampled and contours
are spaced by 1 in units of ln f . Note the clear evidence for loss
cone features in f (v‖,v⊥) and for beams in fr(v‖) for these well-
chosen examples

ceeds in Earth’s foreshock for wavepackets with large
enough fields (Henri et al. 2009).

The waves have field statistics consistent with qua-
sithermal plasma noise in the solar wind and thermal
waves subject to an instability just inside the fore-
shock boundary (Cairns et al. 2000), before then devel-
oping lognormal statistics consistent with stochas-
tic growth theory (SGT) deeper in the foreshock

(Cairns and Robinson 1997, 1999; Sigsbee et al. 2004;
Krasnoselskikh et al. 2007). When ES decay is impor-
tant, the probability distribution of wave (envelope)
fields should be reduced below the lognormal predic-
tion at fields above the threshold. While this has been
observed for Langmuir waves in the source regions of
type III bursts it has not been observed in the foreshock
statistics. Nevertheless, since an SGT state is very
close to marginal stability, the observed field statistics
(Fig. 23.10) provide strong justification for assuming
that the electron distribution is close to marginal sta-
bility, that SGT applies for fields below the ES decay
threshold, and that the ES decay proceeds as needed
for the radio emission processes.

Plotted in Fig. 23.10 (left) are the electric fields of
bursty Langmuir waves in Earth’s foreshock as a func-
tion of the distance Df of the spacecraft downstream
from the tangent magnetic field line measured along
the solar wind velocity, otherwise known as the DIFF
parameter of Filbert and Kellogg (1979). The intrin-
sic burstiness of the waves is clear. On the right is the
probability distribution P(X) of the scaled wave elec-
tric field variable X = ( log E − μ(Df ))/σ (Df ), where
each wave field sample E is compared with the mean
value μ(Df ) and standard deviation σ (Df ) of the log-
arithm of the field at the location Df for the sam-
ple. SGT predicts that E should be lognormally dis-
tributed, so log E should be Gaussian distributed and
X should be Gaussian distributed with zero mean and
unit standard deviation. Both the wave fields and dis-
tribution P(X) are for a period when the solar wind
was unusually stable and the spacecraft’s time-varying
location in the foreshock could be calculated with
great certainty (Cairns et al. 1997). Power-law mod-
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Fig. 23.10 (Left) Bursty Langmuir wave fields measured as a
function of the distance Df in Earth’s foreshock (Cairns and
Robinson 1999). (Right) Corresponding field statistics for Lang-
muir waves in Earth’s foreshock (Cairns and Robinson 1999),

presented in terms of the probability distribution P(X) described
in the text. The solid line shows the SGT prediction. Excellent
agreement is apparent
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els for μ(Df ) and σ (Df ) were obtained, consistent
with the raw field data, by minimizing χ2 between
the predicted and observed distributions P(X) and so
placing strong constraints simultaneously across most
of the foreshock. Excellent agreement with the SGT
prediction is apparent in Fig. 23.10 (right). Subse-
quent work shows similar results (Sigsbee et al. 2004;
Krasnoselskikh et al. 2007). The small differences
(Krasnoselskikh et al. 2007) are attributable to inad-
equate consideration of spatial variations in μ(Df ) and
σ (Df ) and to sampling on fast timescales commensu-
rate with or smaller than the timescales of the stochas-
tic fluctuations in the growth rate considered explic-
itly by SGT (Robinson et al. 1993; Cairns and Robin-
son 1997). SGT appears to apply widely in space and
astrophysical wave phenomena (Robinson et al. 2006).

Other mechanisms than plasma emission have
been proposed for foreshock fp and 2fp radiation.
For instance, Wu, Gaffey, Farrell, and others (Wu
et al. 1985; Farrell 2001) proposed cyclotron maser
emission from a relativistic ring-beam distribution
of electrons leaving the shock. This mechanism is
predicted to produce radiation with fine structures
spaced by close to the electron cyclotron frequency
fce. The mechanism also requires careful tuning of the
beam parameters (including rather large perpendicular
speeds for the ring) for the radiation to be close to 2fp
rather than near 1.5fp or other frequencies. This tun-
ing and the typical absence of radiation except very
close to fp and 2fp are strong arguments against such
cyclotron maser mechanisms being relevant for fore-
shock radiation, as is the absence of a detailed theoret-
ical mechanism for the ring-beam. The reason for mak-
ing this last point is that while mirror reflection indeed
yields a loss-cone, it appears that the conditions for sig-
nificant emission requires the ring-beam to be centered
near pitch-angles of about 45◦ (Farrell 2001) whereas
mirror reflection for typical shocks yields loss-cone
angles less than 20◦ (Yuan et al. 2008a).

When the electron cyclotron frequency fce is unusu-
ally large (≥ 400 Hz) fine structures regularly spaced
by fce/2 are sometimes observed in fp radiation and
the corresponding electrostatic waves (Cairns 1994).
Intuitively these phenomena might lead to 2fp radia-
tion with fine structures spaced by fce, but this has not
yet been observed for the foreshock’s 2fp radiation: if
so, then this splitting may be relevant to split-band fine
structures in coronal type II bursts (Cairns 1994), as
discussed in Section 23.4.1.1 below. It is noted that

the loss cone features expected on the reflected elec-
tron distribution (Fitzenreiter et al. 1990), due to con-
servation of the magnetic moment in the reflection
process, can lead theoretically to fine structure near
fce in electrostatic waves below fp when the electron
beam speed is very slow (Lobzin et al. 2005). These
theoretical calculations have not been extended yet
to the faster electron beams with vb/Ve ≥ 3 − 20 of
primary interest here. This should be done, focusing
on frequency fine structures in the Langmuir waves
caused by loss cone features that might survive into
radio emissions near fp and 2fp produced by nonlinear
processes, as well as linear instabilities for the radio
waves. Similarly, more observations are encouraged of
fine structures in fp and 2fp radiation and associated
electrostatic waves near fp for Earth’s foreshock and
other radio emissions associated with shocks. The rea-
son is that these observations may place strong con-
straints on the mechanisms responsible for the radi-
ation. It is probably worthwhile stating here, though,
that multiple mechanisms may exist for fp and 2fp
radiation, with some occurring under some conditions
but not others. Accordingly, different radio emissions
may have different detailed mechanisms, while a sin-
gle source might have different mechanisms active
simultaneously, e.g., in distinct spatial regions of the
source.

Finally, very recently Malaspina et al. (2010) cal-
culated the 2fp emission resulting from the nonlinear
currents of Langmuir eigenstates, finding that it may
be significant and even dominate the nonlinear Lang-
muir processes considered above. This novel mecha-
nism needs to be evaluated in detail.

In summary, strong evidence exists that Earth’s
fp and 2fp radiation are associated with high levels
of Langmuir waves driven by electron beams (per-
haps with loss cone features) produced at Earth’s
bow shock. Direct generation of the radiation appears
implausible at this time, leaving nonlinear Langmuir
processes and linear mode conversion as the favored
mechanisms.

23.3.3 Radio Emission from Corotating
Interaction Regions

Hoang et al. (1992) presented Ulysses observations of
Langmuir waves and radio emissions associated with
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Fig. 23.11 Ulysses electric-field observations before and after
the forward CIR shock of 27 May 1991 reported by Hoang
et al. (1992): a Time-series of electric field spectra; b Spectrum

near 03:56 UT in the upstream region. Here fped and fpeu refer
to the values of fp downstream and upstream, respectively, of the
shock.

corotating interaction regions (CIRs) beyond 1 AU.
They found Langmuir waves upstream of three of four
forward CIR shocks, including the two with the largest
simultaneous values of MA (2.9 − 3.6) and θbn (≥
65◦), and noted that the period observable with Lang-
muir waves increased with θbn. Figure 23.11 shows the
wave and radio data for the strongest shock, on 27 May
1991. Hoang et al. did not report nonthermal Lang-
muir waves downstream of the forward shocks or in the
vicinity of their three reverse shocks, neither upstream
nor downstream.

For the two strongest shocks described above Hoang
et al. (1992) observed radiation at twice the local
upstream value of fp, when upstream of the shock; e.g.,
the signal near 27 ± 2 kHz in Fig. 23.11. The signal
near fp ≈ 14 ± 1 kHz is the combination of quasither-
mal plasma noise, nonthermal Langmuir waves, and
perhaps foreshock fp radiation, dominated by the first.
This represents the first detection of 2fp radiation gen-
erated upstream of a CIR shock.

Controversially, Hoang et al. (1992) suggested that
the broad signal near 20 kHz might be fundamental
radiation from downstream of the shock. This “down-
stream” source model is the opposite of the standard
“upstream foreshock” model and would require a com-
prehensive reevaluation of the standard theory. How-
ever, strong arguments against this interpretation are
advanced here based on the same observations reported
by Hoang et al. (1992). First, the authors state that the

signal was observed for more than 1 day before the
shock crossing, as opposed to less than 30 min for the
upstream 2fp radiation, and had a much smaller fre-
quency drift than typical type II bursts. Second, sig-
nificantly nonthermal Langmuir waves were observed
upstream but not downstream of the shock and, third,
the shock does not appear to be unusual. Accord-
ingly, much simpler interpretations of the data are that
the long-lived signal near 20 kHz is either (i) com-
ing from remote upstream source regions where fp
or 2fp is close to 20 kHz or (ii) not related to the
CIR but is instead coming from a distant and unre-
lated source. It is not known whether so-called plan-
etary continuum radiation from Jupiter, Saturn, and
Earth, have been ruled out as a possible source of the
20 kHz signal.

Thus, Hoang et al. (1992) observations and analy-
ses establish that CIR shocks can stimulate 2fp radia-
tion from upstream foreshocks with Langmuir waves,
thereby generalizing the phenomenon beyond CME
shocks and bow shocks. However, their work does not
establish the generation of radio signals near fp and
2fp in the region downstream of CIR shocks. Instead,
the one event reported in which a radio signal was
observed upstream of a CIR shock at a frequency near
the downstream value of fp is much more simply inter-
preted in terms of fp or 2fp emission from a remote
upstream foreshock source, that happens to be near
fp downstream of the shock crossing, or an unrelated
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background source (e.g., Jovian continuum radiation).
Generation of coherent radiation in the regions down-
stream of shocks is therefore not considered further
below.

23.4 Possible Shock-Driven Radio
Emissions

This section addresses solar system radio emissions
that are believed to be associated with shocks, but for
which definitive evidence of the shocks does not exist.
The sources range from the solar corona to the outer
boundaries of the solar system.

23.4.1 Coronal Shocks: Type II Bursts

Coronal type II bursts were discovered almost 50 years
ago at metric wavelengths as the slow drift counterpart
to the fast-drift emissions categorized as type III bursts
(Wild 1950; Wild and McCready 1950). Figures 23.12
and 23.13 show modern examples of coronal type II
bursts. Type IIs were rapidly interpreted in terms of
fp and 2fp emission associated with a shock, since the
“exciter” speeds inferred from the frequency drift rates
and standard coronal density models obtained from
eclipse data (Baumbach 1937; Allen 1947) were of
order 500−2,000 km s−1 and so commensurate with a
low multiple of the Alfven speed (Wild 1950). In con-
trast, type IIIs have exciter speeds of order 0.1−1 times
the speed of light. Shocks are therefore the most plau-
sible exciters of type II bursts.

Identification of type II bursts is not always easy, or
even consistent between people interpreting the same
data set or the same event observed by different instru-
ments (Cane and Erickson 2005). Many reasons exist,
including (1) the frequent superposition of multiple
radio bursts in large events (see the schematic of solar
activity in Fig. 23.14), especially type IIIs onto a type
II, (2) multiple type IIs sometimes occur simultane-
ously during an event, with overlapping signatures in
frequency-time space, including fine structures, (3) the
frequency domains of groups of weak type IIIs some-
times drift at a similar rate to a metric type II and can
be misidentified as a type II event (Cane et al. 2003),
and (4) it is very difficult to identify weak intermit-
tent emissions, events with large intensities that satu-
rate the standard data displays, and weaker emissions
during intense events, all of which can apply to type
IIs. Moreover, while the existence of multiple classes
of fine structures on metric type II bursts sometimes
makes event identification simpler, these fine structures
can sometimes complicate event interpretation instead.
Figure 23.13 shows a coronal type II event with sev-
eral overlapping sets of bands, changing drift rates, fine
structures, and other radio bursts.

Cane and Erickson (2005) state that they definitely
identify metric type IIs by requiring harmonic struc-
ture for an event with a suitably slow drift rate and
duration (e.g., 2–10 min in the frequency range ≈
300–30 MHz), supplemented if required by the fine
structures defined below. This rests on the work of
Roberts (1959) and Prestage (1994). Roberts stated
“Harmonic structure is clearly visible in 60 percent of
the bursts recorded and in an even higher percentage

Fig. 23.12 A metric
split-band type II solar radio
burst (Lobzin et al. 2008)
generated in the solar corona.
Both fundamental and
harmonic bands are clearly
evident, each split in two, and
the emission in a given band
is significantly time variable
and blobby
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Fig. 23.13 A type II event
with two main sets of bands
(note the second set starting
near 2310 UT), split-band fine
structure, and significant
changes in drift-rate (Cane
and Erickson 2005). The
emission in a given band is
significantly time variable
(blobby). Type III solar bursts
are visible near 2235 UT for
80–180 MHz and for the
period 2235 – 2300 below
10 MHz

of those bursts which are of at least moderate intensity
and consist of well defined ridges”. Prestage (1994)
characterized all 69 type II bursts observed by the
Culgoora digital spectrograph from June 1992 to June
1994, whence Cane and Erickson (2005) concluded:
(1) 83% of the events had both fundamental and har-
monic bands and (2) none of the remaining events
were very intense and more than half occurred at
low enough frequencies that the fundamental band
was likely below Culgoora’s observing limit. Accord-
ingly it appears that harmonic structure is a crucial
criterion for identifying an event as a metric type II
burst.

While metric type IIs were rapidly interpreted
in terms of fp and 2fp radiation produced by the
plasma emission mechanism by electrons accelerated
at a shock wave (Wild 1950; Wild and Smerd 1972;
Nelson et al. 1985), more detailed models were devel-
oped slowly. The first detailed qualitative model for
why the shock-accelerated electrons should form beam
distributions that drive Langmuir waves and so fp and
2fp radiation is the foreshock model of Cairns (1986a).
It involves “cutoff” distributions produced by time-
of-flight effects, exactly as for Earth’s foreshock
(Filbert and Kellogg 1979; Cairns 1987a) and inter-
planetary type II bursts (Knock et al. 2001). Exten-

Fig. 23.14 Schematic of the
classes of solar radio bursts
(Suzuki et al. 1985)
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sions of the foreshock theory are presented in detail in
Section 23.6, for both coronal and interplanetary type
IIs, and are not discussed further in this subsection.
Instead, the remainder of this subsection addresses the
fine structures of metric type IIs, the origin of the
shock waves, the connections between coronal and
interplanetary type IIs, and recent work on metric
type IIs.

23.4.1.1 Fine Structures of Metric Type IIs

There are several accepted fine structures for metric
type IIs. First, “split-bands” in which the fundamen-
tal and harmonic bands of a type II are each split in 2,
with a frequency difference of order 10–20% (meaning
�f /f ≈ 0.1–0.2) and close mimicking of variations
in the corresponding split fundamental and harmonic
band. Figure 23.12 shows a classic split-band event.
Second, “multiple lane” events in which multiple sets
of type II-like bands exist with different frequency
separations, drift rates, and start and end times. Third,
“herringbone bursts” are sometimes superposed onto
the type II band (or “backbone”), comprising bursts
that start on the type II band and drift rapidly towards
higher and/or lower frequencies with drift rates com-
mensurate with type III bursts (Roberts 1959; Cane
et al. 1981). Herringbone bursts have a different
frequency-time shape than type IIIs, with decreasing
duration at increasing frequency difference from the
type II band, whereas the duration of a type III burst
increases with increasing frequency offset from its
starting frequency (Cairns and Robinson 1997).

Split-bands are sometimes interpreted in terms of
plasma emission from both upstream and downstream
of the shock, with the frequency difference allowing
the shock’s Alfven Mach number to be constrained
(Smerd et al. 1974; Vrsnak et al. 2002). However,
as pointed out above, there is no accepted theoretical
model or observational evidence for plasma emission
from the downstream region. Another simple inter-
pretation is that the bands arise from distinct spatial
regions with slightly different plasma density encoun-
tered by the shock (McLean 1967). Explicit calcula-
tions show that the foreshock theory of type II bursts
can indeed account for some split-band features in this
way (Knock and Cairns 2005). However, finding that
the splitting is commonly �f /f ≈ 0.1–0.2 and does
not appear to have a larger range of observed values

is a difficulty for this interpretation due to the corona
being strongly inhomogeneous.

Another interpretation, based on observations of
fine-structures regularly spaced at fce/2 in fp radia-
tion upstream of Earth’s foreshock (Cairns 1994), is
that split-bands involve splitting by fce/2 for the fun-
damental band (e.g., the split bands are close to fp and
fp + fce/2) and fce for the harmonic band (e.g., bands
at 2fp and 2fp + fce) (Cairns 1994). If correct, then the
frequencies of split-band type IIs contain information
on the spatial profiles of both ne(r) and B(r) in the
corona. The standard 10–20% splitting of type II bursts
then implies fce/fp ≈ 0.05–0.2 in the source region,
which appears reasonable and might provide a quali-
tative explanation for the limited range of values �f /f
for the splitting. This interpretation is discussed further
in Section 23.6 below.

Multiple-lane events are simply interpreted in terms
of emission from distinct source regions on the macro-
scopic shock (McLean 1967; Cairns and Knock 2006).
These source regions then can have different plasma
densities, propagation speeds, and Alfven Mach num-
bers for the shock, allowing the emissions to some-
times appear separate and drift at different rates and
sometimes drift at the same rate but with an offset in
frequency. In addition, several distinct shocks could be
produced in an event, including a blast-wave shock and
one driven in front of a CME, and produce multiple
sets (or lanes) of emission features.

A widely-accepted and detailed theoretical inter-
pretation for herringbone bursts does not exist. Qual-
itatively, however, they are accepted to involve fast
streams of electrons accelerated at the shock and
radiating via the plasma emission mechanism. One
model involves unusual values of θbn (Holman and
Pesses 1983) while another involves interaction of
the shock with a localized coronal structure (e.g.,
a current sheet) which leads to impulsive, short-
duration, acceleration of unusually large numbers
of electrons by a localized region of the shock
(Cairns and Robinson 1997).

In addition to these fine structures, type IIs are
sometimes interpreted in terms of multiple shocks
moving through the corona. These can produce emis-
sions that sometimes overlap and cross in frequency-
time space but sometimes follow one another in time
along similar tracks (see Fig. 23.13). Usually these are
not regarded as a fine structure but instead simply as
separate type II bursts.
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Another fine structure that is obvious in metric type
IIs, but rarely discussed as a fine structure, is the
intermittent and blobby nature of the emission. Some-
times type IIs appear “wispy”, with intermittent broad-
band emission in multiple separated time periods that
form the envelope of the type II band (e.g., Klassen
et al. 1999; Mel’nik et al. 2004). This fine structure is
clear in Figs. 23.12 and 23.13. It requires explanation.

The last fine structure sometimes considered
is emission at the third and higher harmonics, as
observed rarely for Earth’s foreshock radiation
(Cairns 1986b). Although this is controversial, Kliem
et al. (1992) make a good case for third harmonic
structure (in conjunction with fundamental and second
harmonic bands) in one very strong type II burst.
Arguably, however, definitive evidence for this fine
structure does not yet exist.

Finally, consider the observations that (1) groups
of weak type IIIs sometimes drift at a similar rate to
a metric type II and can be misidentified as a type
II event (Cane et al. 2003) (2) some low-frequency
events identified as type IIs appear to contain fast-
drift fine structures reminiscent of type IIIs (Mel’nik
et al. 2004), and (3) some type IIIs show significant
changes in intensity when their frequency-time tracks
cross a type II burst and the type III electrons cross
the type II shock (an increase-decrease-increase profile
with decreasing frequency) (MacDowall 1989). New
qualitative interpretation for these three phenomena
are: (i) Some type IIIs become detectable only when
the beam electrons reach the near vicinity of a radio-
quiet shock that is unable to produce type II emis-
sion, so that repeated beam injections lead to repeated
fast drift bursts whose observable envelope drifts in
f − t space at the rate corresponding to the shock,
thereby mimicking a type II burst but being com-
posed of fast-drift elements; (ii) Other type IIIs will
be detectable before the electrons encounter the shock,
but will have changes in intensity as the electrons
move from the downstream region into the upstream
plasma, being directly relevant to MacDowall’s events
(MacDowall 1989). Recent simulations of type III
bursts (with quasilinear electron-Langmuir wave
physics and the standard nonlinear processes dis-
cussed in Section 23.5) show strong intensity varia-
tions when beam electrons enter localised increases
or decreases in Te or Ti (Li et al. 2010). Fur-
ther work is required to confirm or reject these
interpretations.

23.4.1.2 Origin of Shocks and Connections
to Interplanetary Type IIs

Two classes of shocks have been proposed to produce
observable metric type II bursts: (1) blast wave shocks
associated with flares and other explosive events, and
(2) “piston-driven” shocks ahead of CMEs. It is now
accepted that essentially all interplanetary type IIs
are associated with CMEs (Cane and Stone 1984;
Cane et al. 1987; Reiner et al. 1998; Reiner 2000;
Gopalswamy et al. 2000; Gopalswamy 2006; Vrsnak
and Cliver 2008). However, the situation for metric
type IIs is not clear.

An important issue is that the term CME is usu-
ally defined in terms of coronagraph observations,
which often do not cover the height range < 2 ×
108 m ≈ 0.3RS (where RS = 7 × 108 m is the solar
radius) of flare sites or metric type II bursts. Note
that fp > 100 MHz for r < 1.5RS for the Baumbach-
Allen density model, for instance. Moreover, shocks
take time to develop and become observable (Vrsnak
and Cliver 2008). A blast-wave shock is also expected
to weaken and eventually become unobservable, as it
propagates and loses energy by heating and accelerat-
ing the downstream plasma.

Clear evidence exists for large amplitude waves
with speeds ≈ 1,000 km s−1 excited by flares, in the
form of Moreton waves in the chromosphere (More-
ton 1960) and their counterparts in the corona at EUV,
X-ray, and other wavelengths (Moses et al. 1997;
Thompson et al. 1998; Narukage et al. 2002; Khan and
Aurass 2002; Vrsnak and Cliver 2008). Case studies
of multiple sets of events observed at multiple wave-
lengths (Warmuth et al. 2004a, b) argue for a common
flare origin. Moreover, the classic Uchida “sweeping
skirt” model accounts for Moreton waves as the chro-
mospheric signature of a fast-mode blast-wave MHD
shock that produces the associated metric type II burst
(Uchida 1974).

Arguments exist for and against type IIs being asso-
ciated with blast wave shocks or CME-driven shocks.
These arguments are reviewed in detail elsewhere
(Cane and Erickson 2005; Cliver et al. 1999, 2004;
Mancuso and Raymond 2004; Vrsnak and Cliver 2008)
and no attempt is made here to review or justify them.
For example, though, arguments against all metric
type IIs having CME-driven shocks include the met-
ric emission often apparently coming from behind the
leading edges of CMEs, the exciter speeds inferred
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from the drift rates of metric type IIs differing greatly
from the speeds of associated CMEs, and the absence
sometimes of observable CMEs for a given type II
(Cane and Erickson 2005; Vrsnak and Cliver 2008).
Similarly, arguments against all metric type IIs hav-
ing a blast-wave shock include the high correlations
between metric type IIs and fast CMEs and the poor
correlation between flare size and type II occurrence
(Cliver et al. 1999; Cane and Erickson 2005). It is
noted that there are significant difficulties in removing
projection effects, viewing, and obtaining speeds for
Earth-directed CMEs (Mancuso and Raymond 2004),
while the shock speeds extracted from radio data
depend heavily on the density model adopted. In addi-
tion, the regions of the shock emitting observable radi-
ation need not be at the nose of the shock, but instead
near the flanks (Stewart and Magun 1980), since it
is regions where B is close to perpendicular to the
local shock normal that are favoured (Stewart and
Magun 1980; Holman and Pesses 1983; Cairns 1986a;
Knock et al. 2001). Coupling the foreshock type II
theory with simulations of shocks evolving in data-
driven models of the inhomogeneous solar corona, and
then comparing the predicted dynamic spectra with
observations, will help resolve this issue. Progress on
such simulations is described in Sections 23.5 and 23.6
below.

Perhaps the clearest argument as to whether all met-
ric type IIs are produced by CME-driven shocks, as
interplanetary type IIs are accepted to be, would be if
it was routine for the shock to continuously produce
radio emission into the interplanetary medium so that
the metric type II burst can be followed continuously
through the decametric band (e.g., 100 – 1 MHz) into
an interplanetary type II burst. Multiple observational
searches for this have occurred and it is now clear
that this must be exceedingly rare, if it ever happens.
Figure 23.15 shows a metric type II band from ≈ 180
MHz near 2248 UT that extends down to 2259 UT near
38 MHz and an interplanetary type II that starts near
9 MHz at 2252 UT (Cane and Erickson 2005). It is evi-
dent that the coronal and interplanetary type IIs do not
connect in this event, due to simultaneous emission at
widely different and non-harmonically related frequen-
cies. This event therefore requires two separate shocks
for the coronal and interplanetary emissions and argues
against a CME-driven explanation for both phenomena
(Cane and Erickson 2005).

As a counterpart to Fig. 23.15, consider Fig. 23.16:
it shows a metric type II that continues from ≈ 80 MHz
(not shown) near 0515 UT down to at least ≈ 1.8 MHz
near 0720 UT (Cane and Erickson 2005), also stud-
ied by Cliver et al. (2004). An emission interpretable

Fig. 23.15 A coronal type II
and a interplanetary type II
that do not connect (Cane and
Erickson 2005). See the text
for more details



288 I.H. Cairns

Fig. 23.16 Emissions that
are interpretable as a coronal
type II and a interplanetary
type II and which are at least
close to overlapping in
frequency and time (Cane and
Erickson 2005). The
connection and interpretation
of the emissions are discussed
in the text

as an interplanetary type II is present from ≈ 0730
UT at a frequency just above 1 MHz, continuing inter-
mittently until about 1000 UT, then between 1130 and
1400 UT and then between 1700 and 2130 UT. Cane
and Erickson (2005) believe that the “interplanetary”
emission after about 0720 is not connected to the met-
ric emission, because the interplanetary event clearly
starts at a measurably lower frequency than the last
remnant of metric emission. Here the difference in fre-
quency is less than a factor of 2, arguably being about
a factor of 1.5 in Cane and Erickson’s Fig. 12 (as
opposed to their Fig. 13 shown here as Fig. 23.16),
but they interpret the initial interplanetary emission
as harmonic rather than fundamental as for the met-
ric type II. On the other hand Cliver et al. (2004)
interpret the same event as clear evidence of con-
tinuation of a metric type II into an interplanetary
type II.

Detailed inspection of Fig. 23.15 shows many sim-
ilarities between the metric and interplanetary type
II emission present, including their intermittent and
blobby nature and their organization into fundamen-
tal and harmonic bands. In this reviewer’s opinion,
however, the detailed relationship between the two
emissions is not clear. The two emissions arguably
overlap in time. However, if these data were clearly
in the metric domain then the obvious interpreta-
tions would be in terms of either multiple lanes or
two contemporaneous shocks. It would be good to
perform detailed analyses of these data in inverse
frequency – time space (i.e., 1/f − t space), as in
Reiner et al. (1998), Reiner (2000), and Lobzin
et al. (2008), so as to test these two interpretations.
However, this reviewer’s opinion is that the single
(CME-driven) and two shock (CME-driven and blast

wave) interpretations both remain viable for this event
and cannot be ruled out, contrary to both earlier
claims.

In summary, at this time no consensus exists on
how to resolve these issues and the apparently con-
tradictory arguments as to whether any metric type
IIs continue into the solar wind, whether all type IIs
(coronal and interplanetary) are produced by CME-
driven shocks, and whether both. Perhaps, however, it
is time to dispense with the either/or approach, favored
though it is by Occam’s Razor, and consider whether
both types of shocks can occur and produce observ-
able emission (i.e., be “radio-loud”) in events, usu-
ally one at a time but occasionally both simultane-
ously. Put another way, might some metric type IIs
be produced by blast-wave shocks, some by CME-
driven shocks, and some involve multiple nearly simul-
taneous bands associated with one (or more) shock of
each type? Perhaps the strongest arguments for this
approach are that on one hand it appears certain that
only very rarely, if ever, does a metric burst continue
directly into an interplanetary type II burst, while on
the other hand all interplanetary type IIs are accepted
to be driven by CMEs. Even if one argues that the
conditions for production of observable type II radi-
ation are rarely met in the corona and solar wind, con-
sistent with theory (Holman and Pesses 1983; Nelson
et al. 1985; Knock et al. 2001, 2003a, b; Knock and
Cairns 2005; Cairns and Knock 2006) summarized in
Sections 23.5 and 23.6, the evident rarity of type IIs
continuing from the corona into the solar wind is prima
facie evidence for two different classes of shocks in
most events, while the strong correlation with CMEs is
prima facie evidence for CME-driven shocks playing a
strong role.
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23.4.2 Drifting Pulsating Structures

High-frequency observations (600 – 2,000 MHz)
reveal intense solar radio emissions in association with
flares and associated magnetic reconnection events,
including the ejection of plasmoids (Karlicky 2003;
Karlicky and Barta 2004). Many additional emis-
sions are observed from 1 to 20 GHz, e.g., Wang
et al. (2001) and Yan et al. (2001). Figure 23.17 shows
multiple radio and microwave events covering the
domain 4.5 GHz – 40 MHz, in association with a soft
X-ray event that started near 0939 UT, peaked near
1,028 UT, and ended near 1049 UT (Karlicky 2003). A
strong metric type II burst is evident below about 300
MHz from about 1016 – 1023 UT, implying a shock is
present. Multiple fast-drift type III-like emissions are
observed across the domain 200 – 4,500 MHz from

Fig. 23.17 Metric and decimetric spectra of the 12 April 2001
event of Refs. Karlicky (2003); Karlicky and Barta (2004). A
type II burst is observed above 400 MHz and two drifting pul-
sating structures are observed in the range 450 – 1,500 MHz, the
second of which strongly resembles the type II burst. See text for
details

about 1014 – 1023 UT, but attention is focused here
on two so-called drifting pulsating structures: the first
from 1016:00 – 1017:30 UT for 450 –1,000 MHz and
the second stronger event from 1017:20 – 1022:00
UT in the range 450 –1,500 MHz (Karlicky 2003;
Karlicky and Barta 2004). The intense portion of the
second event has a clear drift in frequency, albeit
with several weaker broadband bursts that extended to
higher frequencies and appear to be superposed. The
intense portion of this event is strongly reminiscent
of the contemporaneous metric type II burst, only
at about 6 times the frequency. Significant circular
polarizations were sometimes observed, particularly at
higher frequencies.

At a glance it is attractive to interpret the intense
portions of the drifting pulsating structures, especially
the second which strongly resembles the contempora-
neous type II burst, in terms of a travelling shock. The
interpretation adopted (Fig. 23.18) involves magnetic

FLARE
LOOP

RISING
LOOP

H−alpha

PLASMOID

SMS

FMS

FLARE SHOCK

Fig. 23.18 Model of Karlicky and Barta (2004) for interpret-
ing drifting pulsating structures. Fast outflows from magnetic
reconnection regions, which develop at current sheets between
rising and flare loops, are shown with arrows. SMS refers to a
slow mode MHD shock and FMS to a standard fast-mode MHD
shock
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reconnection at multiple current sheets between an
underlying flare loop and higher loops, leading to fast
outflows (Karlicky and Barta 2004). Slow mode shocks
are predicted to be formed as part of the standard
structure of the reconnection outflow region, along the
“side” boundaries, while fast mode shocks develop
where the reconnection outflows impact the rising and
flare loops (called “termination” shocks). A plasmoid
may develop as part of the reconnected rising loop. The
frequency drift of the decimetric emissions is inter-
preted in terms of one or more loops or the plas-
moid rising, with associated motions of the shocks and
the reconnection sites. With loops participating in the
reconnection process the structure can continue to rise
and produce drifting radio emission, with fine struc-
tures related to the time variations in the multiple-loop
system. Karlicky and Barta (2004) specifically point
out that one event (their Fig. 18) had fine structures that
strongly resemble herringbone fine structures on type
II bursts, a further argument that a shock is involved.

Karlicky and Barta (2004) state that the radiation
is produced by the plasma emission mechanisms as
a result of fast electron beams accelerated at these
shocks. They then used the radiation frequency to
constrain the plasma density in the multiple-loop sys-
tem. These authors did consider several models for
radio fine structures, most involving upper hybrid
waves driven by temperature anisotropies and then lin-
ear mode conversion, rather than the standard “plasma
emission” mechanisms involving electron beam-driven
Langmuir waves and nonlinear radiation processes
involving Langmuir waves. Extension of the Knock et
al. model for type II bursts (Knock et al. 2001; Knock
and Cairns 2005) to these emissions would be useful in
establishing the need for non-standard emission mech-
anisms and in quantitatively modelling drifting pulsat-
ing structures and other decimetric emissions.

23.4.3 Outer Heliospheric Radio
Emissions

In 1983 the two Voyager spacecraft were beyond the
orbit of Saturn and separated by several astronomical
units (AU) when they observed radio emissions
at frequencies f ≈ 2–3 kHz with very similar
dynamic spectra (Kurth et al. 1984). Figure 23.19

is a recent dynamic spectrum of these emissions
from 1982 until July 2009, showing the emis-
sion frequency versus time with the intensity
color coded. It was obtained from the Voyager
Plasma Wave Subsystem (PWS) site http://www-
pw.physics.uiowa.edu/w̃sk/vgr/recent.html, courtesy
of D.A. Gurnett and W.S. Kurth, and is similar to
figures in other publications (Kurth et al. 1987;
Gurnett et al. 1993, 1998). The intense and continuous
red band near 2.4 kHz is interference from Voyager
1’s power supply system. The signals below 1 kHz
at all times, and the diffuse light blue signals below
2 kHz from 1982 to mid-1992, are dominated by
interference from other instruments and spacecraft
and systems. The signals of interest here are the three
relatively intense, longlasting episodes of emission
from ≈ 1.8–3.6 kHz (1983–1984, 1992–1995, and
2003–2004), together with weaker events (e.g., early
1986, late 1989, and late 1991) in the same frequency
range. Note that these major episodes are separated
by an approximately 9–10 year period, reminiscent of
the solar cycle, and that the third outburst started in
mid-2003 and was relatively short-lived.

Figure 23.20 summarizes the plasma regions and
discontinuities expected in the outer heliosphere
(Zank 1999; Izmodenov et al. 2004). The super-
alfvenic, supersonic solar wind plasma undergoes a
shock transition at the termination shock, as recently
observed by Voyagers 1 and 2 at heliocentric distances
of 91 and 84 AU, respectively (Stone et al. 2005,
2008). The inner heliosheath contains shocked solar
wind plasma, which is slowed to speeds ≈ 100 km s−1,
compressed by a factor ≈ 2–4, heated to tempera-
tures ≈ 106 K, deflected in direction, and the mag-
netic field amplified and rotated, at the termination
shock. Analogous to the terrestrial magnetopause, the
heliopause is a rotational discontinuity between the
inner and outer heliosheaths that separates the shocked
solar wind plasma from interstellar plasma. Finally,
if the solar system moves superalfvenically or super-
sonically, then the VLISM plasma will be shocked
at a bow shock, and modified similarly to the solar
wind at the termination shock. The outer heliosheath
contains the VLISM plasma processed by the bow
shock (or a bow wave if the flow is subsonic and
subalfvenic).

Kurth et al. (1984) interpreted the radio waves as
originating in the outer heliosphere and, most likely, a
signature of the solar wind’s interaction with the very
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Fig. 23.19 Voyager 1 dynamic spectrum for the period 1982–2009. Major episodic radiation events are visible, as well as weak
drifting events. See the text for more details

local interstellar medium (VLISM). Now the favored
interpretation is that the radiation is produced beyond
the heliopause by shocks moving away from the Sun
in front of global merged interaction regions (GMIRs)
resulting from solar activity (Gurnett et al. 1993;
Gurnett and Kurth 1996; Cairns and Zank 2001, 2002;
Mitchell et al. 2004).

The Voyager emissions can be categorized into
two classes (Kurth et al. 1987; Cairns et al. 1992;
Gurnett et al. 1993), as illustrated by Figures 23.19 and
23.21: (1) The “2 kHz component”, which remains in
the frequency range 1.8–2.6 kHz, is longer lasting (≈ 3
years), and does not drift significantly in frequency. (2)
“Transient” or “drifting” emissions which drift up in
frequency, have a range of starting and ending frequen-
cies within the domain 1.8–3.6 kHz, frequency drift
rates in the range ≈ 1–3 kHz/year, and last for ≈ 100–
300 days.

Clear evidence exists for frequency fine structures in
both the 2 kHz component and the transient emissions,
particularly for the latter. For instance, Fig. 23.19 and

23.21 show that the transient emissions during 1994
often occurred as pairs of signals with very similar
drifts that are offset in frequency. This “pairing” char-
acteristic is not understood but is reminiscent of split-
band and multiple-lane type II solar radio bursts (Wild
et al. 1963; Nelson and Melrose 1985) discussed in
Section 23.4.1 above. Possible interpretations include
the shock moving across 2 regions with slightly differ-
ent densities or the splitting being an intrinsic feature
of the emission process. It is worth pointing out that the
density profiles in the heliosheath and heliopause are
predicted to be asymmetric about the relative VLISM-
Sun velocity vector vVLISM , due to the influence of
the interstellar magnetic field (Pogorelov et al. 2009;
Opher et al. 2009a). These density asymmetries may be
directly relevant to the observed pairing. If, however,
the splitting is assumed to be intrinsic and at half the
electron cyclotron frequency, as for some rare events
of fp emission in Earth’s foreshock (Cairns 1994), then
the inferred magnetic field is ≈ 20 nT. This appears to
be unrealistically large.
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Fig. 23.20 Major plasma regions and boundaries expected for
the solar wind – VLISM interaction. The dashed line denotes
a GMIR shock moving outwards. The dotted region shows the
source region predicted for the Voyager emissions by the GMIR
model and Priming/GMIR theory (Cairns and Zank 2002)

Following earlier work on event triggers
(McNutt 1988; Grzedzielski and Lazarus 1993),
Gurnett et al. (1993) postulated that the episodic radio
bursts are produced when global merged interaction
regions (GMIRs) cross the heliopause. GMIRs are
formed by the merging of multiple interacting CMEs

and other fast plasma flows produced by solar activity
into a global disturbance of the plasma density, mag-
netic field and flow speed that propagates outwards
faster than the ambient solar wind. Figure 23.22 shows
when multiple spacecraft observed the shock driven
by the GMIR associated with the 1992–1994 radiation
event, as well as the Forbush decreases in cosmic
ray flux caused by cosmic rays being reflected and
scattered by the enhanced and disturbed magnetic
field of the GMIR material. Detection of these sig-
natures by the widely separated Voyager and Pioneer
spacecraft confirms that the disturbance was truly
global.

Figure 23.23 confirms the association between large
GMIRs and the major radio outbursts (Gurnett and
Kurth 1995): the 1983–1984 and 1992–1994 outbursts
are associated with the two largest Forbush decreases
observed in the Deep River Neutron Monitor data.
Moreover, the time-lag between the Forbush decreases
at Earth and the radio onsets at Voyager are consistent,
at 415 ± 4 days, and the two GMIR propagation speeds
to Voyager were consistent at ≈ 830 ± 20 km s−1.
Using these speeds and time-lags, together with plau-
sible estimates for shock slowing, Gurnett et al. (1993)
estimated the source to be at a radial distance R ≈
140–190 AU. These are plausible distances for the
heliopause.

Recently Kurth and Gurnett (2003) combined
GMIR time-of-flight effects with direction-finding
and an amplitude-dependent triangulation technique
to constrain further the distance and direction to

Fig. 23.21 Two classes of
radiation event are
demonstrated here for the
1992–1994 event (Gurnett
et al. 1998): the “2 kHz
component” and drifting
“transient emissions”.
Numbers show the times of
spacecraft rolls and associated
direction-finding analyses
discussed below
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Fig. 23.22 Forbush decreases in cosmic rays caused by the
GMIR and its shock at Earth and various widely separated space-
craft in the outer heliosphere for the 1992–1994 radio event
(Gurnett et al. 1993)

the radiation source, extending earlier work (Gurnett
et al. 1993, 1998). The three techniques yield simulta-
neous solutions for multiple observations of the tran-
sient emissions during the 1992–94 event, as shown in
Fig. 23.24 as a function of galactic latitude and longi-
tude (Kurth and Gurnett 2003). The results are clear.
First, the source of the transient emissions is initially
very close to the nose direction for the heliopause. Sec-
ond, the source direction changes with time but lies
along a line closely parallel to the galactic plane. Third,
the source generally moves away from the nose direc-
tion and the modulus of its ecliptic latitude typically
increases with time. The first and third of these results
confirmed earlier analyses (Gurnett et al. 1993, 1998).
A detailed physical explanation for these results was

not attempted. However, it was speculated that the sec-
ond result arises because the apparent source axis is
aligned with B in the outer heliosheath, implying that
B is parallel to the galactic plane. More recent work
suggests a different interpretation (Gurnett et al. 2006;
Cairns et al. 2006).

The radio emission is widely accepted to be fp
or 2fp radiation produced upstream of a shock wave
(Kurth et al. 1984; Gurnett et al. 1993; Cairns and
Zank 2001, 2002). This means that the observed radia-
tion frequency is a remote measure of the source den-
sity, thereby also constraining the source location. It is
widely accepted that the observed radiation frequen-
cies are inconsistent with fp or 2fp emission from the
solar wind or inner heliosheath, but that a source in the
outer heliosheath or VLISM is viable.

Before proceeding it is emphasized that a GMIR
shock is not a sufficient condition by itself to obtain
observable radio emission. The reason is that the Voy-
ager spacecraft do not observe any local radio emission
when the GMIR shocks pass over the Voyager space-
craft. Instead two conditions (or triggers) are required,
first that a suitable GMIR shock exists, and second
that the shock enters a plasma region where it is able
to excite observable radio emission (Cairns and Zank
2001, 2002).

In summary, although in situ observations of the
shock in the radio source do not yet exist, the obser-
vational evidence for the GMIR shock stimulating the
emission beyond the heliopause is very strong. Cur-
rent theory and interpretations of the 2–3 kHz emis-
sions all involve this model, due originally to Gurnett
et al. (1993). A review of theoretical research is pro-
vided in Section 23.7 below.

23.5 Theory

This section summarizes the standard theory for radio
emission at fp and 2fp produced by shocks. It proceeds
first by discussing the reflection and acceleration of
electrons, then the formation of beam distributions,
then the growth of and power flux into the Langmuir
waves, and finally the production of fp and 2fp radio
emission by specific nonlinear Langmuir wave pro-
cesses. Each of these steps is illustrated with examples
from either Earth’s foreshock or interplanetary type II
bursts.
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Fig. 23.23 Correlation
between the largest Forbush
decreases at Earth (A and B)
and the major 2–3 kHz radio
events (A′ and B′) (Gurnett
and Kurth 1995)

Fig. 23.24 Source directions of transient emissions as functions
of [1950] ecliptic latitude and longitude derived from analyses
of roll modulations, relative amplitudes between Voyagers 1 and
2, and GMIR-radio timelags (Kurth and Gurnett 2003). Sources
start near the heliopause nose and typically move away with
increasing time

23.5.1 Electron Motion, Reflection
and Acceleration

In Figs. 23.1 and 23.6 the shock is stationary and the
upstream plasma moves towards the shock at veloc-

ity u, carrying magnetic field lines across an observer
fixed relative to the shock. Accordingly, a convec-
tion electric field Eu = −u × Bu exists in general
(except when u and B are parallel): it acts on all
charged particles and causes them to move with a
mass and charge-independent drift velocity vd = Eu ×
Bu/|Bu|2 with vd = u| sin θ | where θ is the angle
between Bu and u. Put another way, vd is the compo-
nent of u perpendicular to Bu.

Electron reflection is best described in the de
Hoffman-Teller frame (Toptyghin 1980; Wu 1984; Ball
and Melrose 2001), where the convection electric field
vanishes. This frame moves along the shock front with
speed vd tan θbn, where θbn is the angle between the
local shock normal and Bu. Conservation of the mag-
netic moment and energy are assumed, the latter sub-
ject to the cross-shock potential φcs(r):

v2⊥(r1)

B(r1)
= v2⊥(r2)

B(r2)
, (23.6)

me

(

v2‖(r1) + v2⊥(r1)
)

− 2eφcs(r1)

= me

(

v2‖(r2) + v2⊥(r2)
)

− 2eφcs(r2) , (23.7)

respectively, where r1 and r2 are two locations. The
magnetic field B(r) and potential φcs are then speci-
fied by a model, e.g., Eq. (23.4). Conservation of the
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magnetic moment leads to a loss cone in the reflected
electron distribution, which depends on the magnetic
compression at the shock, as predicted by Wu (1984)
and Fitzenreiter et al. (1990), among others.

The shock model used in applications to type II
bursts, Earth’s foreshock, and the 2–3 kHz emis-
sions ignores the shock foot and overshoot/undershoot
structures, instead assuming a simple linear ramp
between the upstream and downstream states (Knock
et al. 2001; Kuncic et al. 2002; Mitchell et al. 2004)
specified by the Rankine-Hugoniot conditions (Kennel
et al. 1985; Melrose 1985; Burgess 1995). Of particu-
lar relevance then are the magnetic mirror ratio Bd/Bu

and corresponding change in φcs via Eq. (23.4), which
depend upon the Alfven Mach number MA, sonic Mach
number MS, and θbn. The potential modifies the shock’s
loss cone, determined by Bd/Bu, and makes it more
difficult to reflect electrons with low v‖ since it attracts
all electrons downstream.

An important future extension of existing models
is to include the effects of the magnetic and poten-
tial overshoots, which increase the magnetic compres-
sion ratio to a ratio Bm/Bu > Bd/Bu, decrease the loss
cone, and result in significantly more reflected elec-
trons. Yuan et al. (2007, 2008a) found factors of 2–
4 increase in the number of reflected electrons for
shocks with overshoots compared with non-overshoot
shocks.

In the de Hoffman-Teller frame electrons with ini-
tial speed vi‖ upstream are reflected with parallel speed

vr‖ = −vi‖. Then, moving into the shock rest frame of
Figs. 23.1 and 23.2 one finds

vr‖ = 2vd tan θbn − vi‖ . (23.8)

The associated change in energy is large when θbn is
close to 90◦. This increase in energy can be under-
stood in terms of the shock’s magnetic mirror reflect-
ing the electron analogously to a ping-pong bat accel-
erating a ball, so the acceleration is sometimes called
mirror reflection or fast Fermi acceleration (Wu 1984).
Alternatively, in the shock’s rest frame it is under-
stood in terms of the electrons undergoing a ∇B
plasma drift in the direction anti-parallel to the con-
vection electric field, leading to the name shock drift
acceleration (cf. Toptyghin 1980; Ball and Melrose
2001).

23.5.2 Formation of Electron Beams

Electron beams are formed in the foreshock by
two effects (Cairns 1987a). The first is determined
by the shock’s effective speed along the magnetic
field lines, leading to a minimum “escape cutoff”
speed for which electrons can enter the foreshock
(Cairns 1987a). The second is a time-of-flight effect
that relates to motion of charged particles in the fore-
shock (Filbert and Kellogg 1979).

The escape cutoff forms beams because the shock
moves along the magnetic field lines at an effec-
tive speed v‖ = vd tan θbn, in the shock rest frame of
Fig. 23.1. Accordingly only particles with

v‖ > vc = vd tan θbn (23.9)

can outrun the shock and escape into the foreshock.
This constraint determines a minimum cutoff speed
v‖ = vc, equal to the de Hoffman-Teller speed, for
electrons to be able to leave the shock: this there-
fore naturally forms a beam of electrons with v‖ > vc

upstream of any shock (Cairns 1987a), provided only
that any electrons are able to escape upstream (which
requires vc < c).

The time-of-flight mechanism relies instead on the
motion of charged particles in the foreshock. The kine-
matic motion of a charged particle in a locally homo-
geneous magnetized plasma can be described by

v(t) = v‖ + vg(t) + vd . (23.10)

This particle moves with constant speed v‖ along ±Bu,
has the standard gyromotion vg(t) with gyro speed vg,
and is subject to a constant drift velocity vd perpen-
dicular to Bu due to the convection electric field. Each
particle then moves in a plane defined by u and Bu, so
the full 3-D problem of a set of particles moving in the
3-D foreshock can be broken into a set of calculations
in a stack of 2-D planes, with each particle moving in
a 2-D plane defined by u and Bu.

Put another way, the particle gyrocenter moves
along the line defined by v‖ + vd. The slope of this line
is defined by the ratio of v‖ to vd, with lines of larger
v‖/vd being more closely parallel to B. Now consider
a point (R, x) in the foreshock, where R is the distance
along the tangent field line and x is the perpendicu-
lar distance along vd. The fastest electrons reaching
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that point from the shock move approximately along
a line parallel to B, while the slowest ones move along
the line tangential to the shock that passes through
(R, x). Even slower electrons cannot come from the
shock, so the particle kinematics directly impose a a
minimum v‖ for shock-accelerated electrons reaching
(R, x), thereby again imposing a cutoff on the electron
distribution function and implying that a beam fea-
ture exists. For fast beams relatively close to the fore-
shock boundary the equation for the line directly gives
(Filbert and Kellogg 1979; Cairns 1987a)

v‖,min ≈ vd
R

x
= vd tan θbn = vc , (23.11)

consistent with Eq. (23.9). Alternatively, this can be
seen from the tangential nature of the path, which
means that the particle path is parallel to the local
shock surface and so v‖ = vc.

Thus, electrons reaching a location in the fore-
shock from the shock, whether reflected upstream elec-
trons or electrons leaked from the shock’s downstream
region, naturally have a beam distribution. This is
imposed by two effects, the escape cutoff at the shock
itself and the cutoff imposed by particle kinematics
(time-of-flight effects) in the foreshock itself. Both
yield the same cutoff in v‖, as argued above. It should
be recognized, however, that the electron reflection
can cause the peak in the reduced electron distribution
function fr(v‖) = ∫

dv⊥v⊥f (v⊥,v‖) to be well above
v‖ = vc: the two cutoff effects impose a minimum v‖
and beam character on fr(v‖) but multiple beams are
possible.

The variation of vc along the shock surface and the
spatial variation in vc with R and x in Eq. (23.11)
results in a significant variation in the foreshock beam
speed. This speed is large near the foreshock bound-
ary but < c (there is actually a region downstream
of the foreshock boundary that contains no reflected
electrons, since vc > c there, if gyromotion effects are
ignored) and decreases monotonically with increasing
x and depth DIFF = x/ sin θ . Thus the fastest beams
are expected near the foreshock boundary, with the
slowest beams deep inside the foreshock.

The kinematic cutoff effect can lead to electron
beams rebuilding in the foreshock, particularly when
faster electrons nearer the foreshock boundary are
slowed by wave-particle interactions. Consider a group

of such electrons: they leave their effective source
region near the foreshock boundary with a reduced
v‖ = v1 and now move on particle paths (lines) that
are more highly inclined relative to B than their orig-
inal path, crossing the trajectories of some electrons
with higher v‖ that are coming directly from the shock
and forming a beam at lower v‖. This movement of
electrons to foreshock regions they cannot access with-
out energy loss corresponds to an effective rebuilding
of the electron beam at speeds close to but below vc

(Cairns and Fung 1988) and might lead to multiple
unstable beams at a given location.

As well as having beam-like character, foreshock
electron distributions also should have loss cone fea-
tures in the reflected electrons (imposed by the con-
servation of magnetic moment and energy in the de
Hoffman-Teller frame, as discussed in Section 23.5.1),
while leaked electrons will be found inside the loss
cone (Fitzenreiter et al. 1990). Figure 23.9 shows
the electron distributions in Earth’s foreshock to
have both beam and loss cone features [Fitzenreiter
et al. 1984], as discussed in Section 23.3.2. The com-
bination of a loss cone and a cutoff in v‖ can form a
well-defined ring-beam distribution, as found explic-
itly by Yuan et al. (2007, 2008a) using test-particle
simulations.

The electron distribution functions f (v⊥,v‖) and
fr(v‖) can be calculated using Liouville’s Theo-
rem (Cairns 1987a; Fitzenreiter et al. 1990; Knock
et al. 2001; Kuncic et al. 2002). This involves tracing
particle paths back to the shock, calculating Bd/Bu and
φcs (without or with overshoots) on the spatially vary-
ing shock, unfolding the effects of the shock accelera-
tion using Eq. (23.8), equating f (vr‖,v⊥) to the assumed

upstream distribution fin(vi‖,v⊥) (or the downstream
distribution for leaked electrons), and then integrating
over v⊥ to obtain the fr.

Figure 23.25 illustrates the reduced electron distri-
butions fr(v‖, R, x) at 4 locations upstream of Earth’s
bow shock, as well as bow shock and the particle paths
to the 4 locations for the cutoff velocity and the maxi-
mum v‖ calculated. Spatial coordinates (R, x) are used,
with Bu oriented along the +R axis and vd oriented
along the +x axis. The top and bottom panels also state
the average beam speed vb, effective thermal width
Δvb, and number density nb of the beam relative to
the background electron number density. These are cal-
culated by taking appropriate moments of fr. Spatial
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Fig. 23.25 Reduced electron
distributions (top and bottom
panels) at four locations in
Earth’s foreshock (Kuncic
et al. 2004). The middle panel
shows the Earth, bow shock,
and particle paths
corresponding to the cutoff
speed and maximum v‖
calculated, in (R, x)
coordinates. The beam
quantities vb, �vb, and nb
quoted in the top and bottom
panels are defined in the text

variations in vc are evident, increasing with increas-
ing R and decreasing x as predicted by Eq. (23.11),
while nb varies dramatically, being largest closer to the
shock and for vb ≤ 5Ve, where Ve is the electron ther-
mal speed. Beams are clearly evident in all 4 cases: the
cutoff is dominant in determining the beam’s character
in all but the top left case, where variations in reflec-
tion efficiency along the shock determine the location
of the peak in fr.

Spatial variations in the nb(R, x), vb(R, x), and
Δvb(R, x) have been calculated based on Liouville’s
equation and the above electron reflection and leakage
physics (Fitzenreiter et al. 1990; Cairns et al. 1997).
These are also used in Sections 23.5.3 and 23.5.4
below and existing predictions for type II bursts,
Earth’s foreshock, and the 2–3 kHz emissions (Knock
et al. 2001; Knock and Cairns 2005; Cairns and
Knock 2006; Florens et al. 2007; Kuncic et al. 2002,
2004; Cairns et al. 2004; Mitchell et al. 2004, 2005,

2009). In brief, nb(R, x) varies with vb, R, and x,
being zero at the upstream foreshock boundary, then
increasing to a peak where vb ≈ 3Ve for Earth’s
foreshock, and then decreasing again as vb decreases
and x increases for a given R. This is because the
maximum energy gain for mirror reflection is limited
to about a factor of 10 (Ball et al. 2001), so there is a
balance between the energy gain factor via Eq. (23.8),
its variation over the shock surface, and the fraction
of incoming upstream electrons able to be accelerated
to speeds of vb or greater. In addition, nb decreases
as R increases, due to dilution of the total number of
reflected electrons into an increasingly large foreshock
volume. The fraction of the foreshock filled with
beams fast enough and dense enough to drive signifi-
cant Langmuir waves and radio emission, is therefore
relatively small and typically found close to the tan-
gent field lines, a vb ≥ 3Ve, and relatively close to the
shock.
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23.5.3 Growth of Langmuir Waves

Cutoff electron distributions thus naturally have a
beam-like enhancement at high v‖ and can drive Lang-
muir waves via the conventional electron beam or
“bump-on-tail” instability (Filbert and Kellogg 1979;
Cairns 1987b). The instability is driven by a positive
gradient ∂fr(v‖)/∂v‖ of the reduced electron distribu-
tion function fr and the growth rate is proportional to
∂fr(v‖)/∂v‖ evaluated at the wave phase speed. The
characteristic growth rate γK of Langmuir waves reso-
nant with the beam (meaning those with parallel phase
speeds near vb) is given by (Melrose 1985)

γK = nb

ne

(

vb

�vb

)2

ωp. (23.12)

Here ne is the background electron number density
(assumed >> nb), ωp = 2π fp, and small constants of
order unity are neglected. Thus large growth rates are
predicted for beams that are relatively dense, fast, and
cold.

The energy for the Langmuir waves to grow comes
from the electron beam, causing the electrons to
move towards lower kinetic energy and v‖. Quasi-
linear theory (e.g., reviews by Grognard 1985 and
Melrose 1985) treats quantitatively the relaxation of
the electron distribution function and the growth of
the waves. Homogeneous quasilinear theory for a
delta function beam (Melrose 1985) predicts that the
system evolves to a state in which 2/3 of the ini-
tial beam kinetic energy 1/2menbv2

b goes to the waves
and 1/3 is retained by the electrons, whose distribu-
tion function is flattened into a plateau in v‖ space.
This plateau has ∂fr/∂v‖ = 0 and so has zero growth
rate for Langmuir waves. Warm beams have less
energy available for wave growth, now 1/2menbvbΔvb

(Melrose 1985).
Spatial inhomogeneities significantly affect quasi-

linear relaxation. One effect is due to reabsorption
(or damping) of Langmuir waves by slower electrons.
Qualitatively, it arises as follows for a spatiotemporally
localized pulse of electrons: faster electrons outrun
slower electrons to a given location, forming a beam
in fr(v‖) and driving Langmuir waves at relatively high
phase speeds vφ , which are subsequently reabsorbed
by slower late-arriving electrons (since then ∂f /∂v‖ <
0 at v‖ = vφ), thereby moving energy back into the

beam and reducing its energy loss from the homo-
geneous prediction. It was proposed that inhomoge-
neous effects limit quasilinear relaxation and the beam
instability in Earth’s foreshock for example, allow-
ing high levels of Langmuir waves to persist with
electron distributions that are only partially quasilin-
early relaxed and sometimes still have beam features
present (Cairns 1987b). This proposal is supported
by some numerical simulations for Earth’s foreshock
(Klimas and Fitzenreiter 1988).

Stochastic growth theory (SGT) takes the ideas of
inhomogeneities and incomplete quasilinear relaxation
several steps further by assuming that a wave-particle
system is very close to a state of marginal stability
(averaged over time and volume) and that the wave
gain G(t) = ln (E(t)/E0) = ∫ t

−∞ γ (t) is a stochastic
variable. Here E(t) is the wave electric field at time t,
E0 is a reference field, and γ (t) is the growth rate. The
stochastic nature of G then predicts, by itself, the cru-
cial qualitative point that the waves should be intrin-
sically bursty. Similarly, the logarithmic dependence
of G on the wave field enables SGT to explain qual-
itatively the production of waves with a wide range of
wave fields, from quasithermal to those approaching or
exceeding the thresholds for nonlinear processes. Pro-
vided that many fluctuations in γ occur during some
characteristic time for the waves then the Central Limit
Theorem predicts that the probability distribution of E
will be lognormal (meaning that ln E is Gaussian dis-
tributed). Figure 23.10 provides strong evidence that
Langmuir waves in Earth’s foreshock are in a SGT
state. Indeed, SGT appears to apply widely, account-
ing for the wave properties in over 14 applications to
date (Robinson et al. 2006).

One model for how an SGT state is achieved
for electron beam-driven Langmuir waves involves
the beam moving through an inhomogeneous plasma
which has multiple evolving sites where wave
growth is favored, leading to enhanced localized
growth and modification of the particle distribution
inside the sites, while the beam rebuilds between
growth sites due to faster electrons outrunning slow
ones and increasing ∂fr/∂v‖ (Robinson et al. 1993;
Cairns and Robinson 1997). Indicative calculations
suggest that the model is viable for Earth’s foreshock
(Cairns and Robinson 1997) but have not yet been per-
formed for other foreshock sources.

As well as providing an explanation of the bursty
nature of the Langmuir waves, SGT provides a ratio-
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nale for assuming that the waves are near marginal
stability (suitably averaged over time and space) and
for making a quantitative prediction for the amount of
energy entering the Langmuir waves irrespective of the
details of the wave growth and saturation. Specifically,
the power flux entering the Langmuir waves equals the
total time derivative of the free energy available from
quasilinear relaxation of the electron beam, yielding in
steady-state (Knock et al. 2001)

d

dt
WL = v.

∂

∂r

(

nbvbΔvb

3

)

≈ nbv2
bΔvb

3l
. (23.13)

Here WL = ε0E2
L/2 and the factor of 3 comes from

multiplying the quasilinear prediction that 2/3 of the
initial available kinetic energy reaches the waves with
the 1/2 for the definition of kinetic energy. The deriva-
tive is now usually approximated by vb/l, as in the

rightmost form of Eq. (23.13), where l = (R2 + x2)1/2

is the distance from the shock to the observer loca-
tion along the trajectory for v‖ = vb (Knock et al.
2001).

Figure 23.26 illustrates the spatial variations in the
beam quantities that enter Eq. (23.13) for a single rip-
ple of an interplanetary shock with properties sim-
ilar to the Bale et al. (1999). The beam properties
furnished by the Liouville calculation of electrons
reflected from the shock are subjected to quasilinear
flattening, resulting in a plateau in the range v− ≤ v‖ ≤
v+ that connects the background thermal distribution
to the accelerated electron component with no positive
slope regions. Here vb = (v+ + v−)/2, Δvb = (v+ −
v−)/2, and nb is defined by conserving electron num-
ber. The combination of Eq. (23.13) and calculations
like those in Fig. 23.26 predict robustly that the power
inflow into Langmuir waves varies substantially with
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Fig. 23.26 Prediction of the
quasilinearly-relaxed electron
beam properties nb/ne,
�vb/vb, and vb/Ve as a
function of R and x in the top
three panels, similar to
Fig. 23.4 of Knock
et al. (2001), for a ripple on an
interplanetary type II shock
with properties similar to the
Bale et al. (1999) event. These
allow prediction of the power
flux into the Langmuir waves,
via Eq. (23.13), and into radio
waves (bottom two panels), as
log10 (jM) with jM in units of
W m−3 via Eqs. (23.16) and
(23.18)
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position in the foreshock, rising from negligible values
for the fastest beams (with very low nb) very close
to the foreshock boundary, to a peak for beams with
moderate speed but much larger nb, before decreasing
again for the very slow but dense and relatively narrow
beams in the deep foreshock.

It is pointed out that retaining the vector nature of
the derivative in Eq. (23.13) leads to spatial gradi-
ents with respect to both R and x individually, rather
than just l, and that these gradients can compete and
change sign (Kuncic et al. 2002). Specifically, Kuncic
et al. (2002, 2004) found that the full derivative leads
to the power flux being negative in regions where vb �
3Ve and the gradient in the available free energy with
respect to x becomes negative as the shock become
less efficient in producing accelerated electrons. That
is, while wave growth still occurs for vb ≤ 3Ve due to
SGT effects, the net effect is of damping in the deep
foreshock. More complete evaluation of these effects
is needed.

It is possible to predict the average Langmuir field
〈 EL(r 〉) as a function of position using Eq. (23.13)
as a starting point and using the standard wave growth
equation

d

dt
WL = α − γWL , (23.14)

where α is the energy input from spontaneous emission
and other effects not dependent on WL, and γ is the net
damping rate. Combining this equation and Eq. (23.13)
yields

αspon +Λbeam = (ΓL + Γscat + ΓES)〈WL〉 . (23.15)

Here 〈 WL 〉 = ε0〈 EL 〉2/2, αspon is the average rate
for spontaneous emission (Melrose 1985),Λbeam is the
average rate of power input into the beam given by
the right hand side of Eq. (23.13), ΓL is the average
net Landau damping rate (set to zero because the sys-
tem is near marginal stability on average), Γscat is the
nonlinear rate for diffusive scattering of the Langmuir
waves out of resonance with the beam due to refraction
by ambient density fluctuations, and ΓES is the nonlin-
ear rate for the electrostatic decay process L → L′ + S.
These quantities can all be specified using analytic the-
ory, the Liouville and reflection analysis (for Λbeam),
experimental quantities, and reasonable assumptions
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Fig. 23.27 Predictions for 〈EL(r)〉 as a function of R and x
for Earth’s foreshock, in contours of log10 [〈EL 〉/(1mV m−1)]
(Malaspina et al. 2009)

for the levels and wavenumbers of the ambient
density fluctuations (Kuncic et al. 2004; Malaspina
et al. 2009). Note that the nonlinear damping associ-
ated with the coalescence L + L′ → T is not included
in Eq. (23.15) since it is much smaller than ΓES.

Using refined expressions for ΓES and the vector
approach to the convective derivative in Eqs. (23.13)
and (23.14), Fig. 23.27 predicts 〈EL(r)〉 in the fore-
shock for a set of reasonable foreshock parame-
ters applicable to a specific data period (Malaspina
et al. 2009). The maximum 〈EL〉 is now 10 mV m−1

and occurs for beams with vb/Ve ≈ 5–10, not right at
the foreshock’s upstream edge. These values are not
inconsistent with observations (Anderson et al. 1981;
Bale et al. 1997; Cairns et al. 1997; Bale et al. 2000;
Kasaba et al. 2000; Malaspina et al. 2009) and are
predicted by Kuncic et al. (2004) and Malaspina
et al. (2009) to vary substantially with the solar wind
parameters as the shock’s reflection ability and the
wave damping terms vary. It is emphasized that these
predictions allow the fall-off with r to be estimated,
yielding a power-law dependence 〈EL〉 ∝ rp with index
p = −1.0 ± 0.2 that agrees very well with the index
−1.01 ± 0.12 obtained from recent STEREO space-
craft observations (Malaspina et al. 2009).

23.5.4 Radiation Processes

The standard nonlinear processes considered to pro-
duce fp and 2fp radio emission are the follow-
ing: The electrostatic (ES) decay L → L′ + S to
produce backscattered Langmuir waves L′ and ion
acoustic waves S from the beam-driven Langmuir
waves L; the electromagnetic (EM) decay L →
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T(fp) + S′ to produce radio waves T just above fp
and ion acoustic waves S′, stimulated by the ES
decay products S; and the coalescence L + L′ →
T(2fp) of beam-driven L and backscattered L′ Lang-
muir waves to produce radio waves just above
2fp(Cairns and Melrose 1985; Cairns 1988; Robinson
and Cairns 1998; Li et al. 2008a, b). A general rea-
son for favoring decay processes over coalescence
processes is that decay processes require only a sin-
gle population of nonthermal waves to produce non-
thermal product waves, while coalescence processes
require both participating populations to be nonther-
mal (Melrose 1985; Cairns and Melrose 1985).

The coalescence L + L′ → T(2fp) is the simplest
known emission process for 2fp radiation and pre-
vious analyses show that it can produce levels of
emission comparable to those observed (Cairns 1988;
Knock et al. 2001; Kuncic et al. 2002; Mitchell
et al. 2004). It requires nonthermal levels of both
L and L′ waves to produce nonthermal 2fp radiation
(Cairns and Melrose 1985; Melrose 1985) and the ES
decay is the fastest and most robust known nonlin-
ear Langmuir process that can produce the required
backscattered Langmuir waves. Specifically ES decay
dominates scattering off thermal ions in almost all
circumstances (Cairns 2000). (The exception is when
the exponential growth time becomes smaller than
the inverse of the ion sound wave frequency, a sit-
uation not expected in Earth’s foreshock or realistic
solar system environments; Cairns 2000.) Strong evi-
dence also exists that ES decay proceeds for Lang-
muir waves in type III source regions and Earth’s
foreshock (Anderson et al. 1981; Cairns 1988; Cairns
and Robinson 1995; Robinson and Cairns 1995; Henri
et al. 2009), and it is directly relevant that the S
waves produced by ES decay can stimulate the EM
decay that produces fp radiation (Robinson et al. 1994).
Finally, EM decay is faster than scattering off ther-
mal ions (with a similar proviso expected to that
above for ES decay) and is the fastest known three-
wave nonlinear Langmuir process for producing fp
radiation.

Standard analytic plasma theory yields the efficien-
cies with which energy is converted from beam-driven
Langmuir waves into the L′ waves (φL′), fp radiation
(φF), and 2fp radiation (φH). These are then combined
with the power flux into the Langmuir waves to yield
the volume emissivities jM of radiation (the power
output per unit volume and solid angle) throughout

the foreshock (Robinson et al. 1994; Robinson and
Cairns 1998; Dulk et al. 1998; Knock et al. 2001;
Mitchell et al. 2004):

jM = φM

ΔΩM

menbv3
b

3r

Δvb

vb
, (23.16)

φF = 72
√

3
γL′

γS

(

Ve

c

)3 vb

Δvb

e−u2
c

uc
√
π
ζF , (23.17)

φH = 18
√

3

5γ

√

mi

γme

v2
bV3

e

c5

vb

Δvb
ζH . (23.18)

Here M = F or H, ΔΩF = 2π , ΔΩH = 4π , and
the radiation is produced into bandwidths ΔfF =
3(Ve/vb)2(Δvb/vb) and ΔfH = 12(Ve/vb)2(Δvb/vb)
that are dependent on the local beam parameters. The
quantities γL′ and γS are the damping rates for the L′
and S waves, respectively, γ = 1 + ηTi/Te is specified
by Cairns (2000) as

η = Te

2Ti

(√

1 + 12Ti

Te
− 1

)

(23.19)

and relates to the phase speed of ion acoustic waves,
Te and Ti are the electron and ion (proton) tem-
peratures, and me and mi are the electron and ion
masses, respectively. The quantities ζF and ζH are
the overlap fractions of Langmuir waves that are able
to contribute to fundamental and harmonic emission,
respectively, and are defined by (Robinson et al. 1994;
Dulk et al. 2008) as

ζF = exp−
[

4γme

45mi

(

vb

βΔvb

)2 (3

2
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− vb
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)2
]
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Fundamental radiation is produced very close to the
local fp and so is strongly scattered and diffused by
density irregularities in the source. It is also subject to
loss by linear mode conversion, this time from electro-
magnetic radiation to Langmuir waves (most of whose
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energy is subsequently damped and not re-emitted as
radiation). The expressions involving uc in Eq. (23.17)
are the escape factor for fundamental radiation (Robin-
son and Cairns 1998), with the value uc ≈ 2 found to
be typical.

The flux density of radiation into the mode M is
given by integrating Eqs. (23.17) and (23.18) over the
source and accounting for propagation of the radiation
from the source to the observer at r0:

FM( f , t, ro) = Σt′
ΔΩM

Δf

∫

d3 V
jM( f , r, t′ )

|r − ro|2 ,

(23.22)
where

t = t′ +
∫

dτ/vg(r) ≈ t′ + |r − ro|/c . (23.23)

These forms slightly generalize those in Knock
et al. (2001, 2003b) and Mitchell et al. (2004). Qual-
itatively the flux is calculated by integrating the vol-
ume emissivity over the source, taking into account the
inverse distance squared fall-off of the radiation and
the time required to reach the observer, and summing
over all possible emission times t′. The first form in
Eq. (23.23) assumes integration along the ray path
for radiation with spatially-dependent group speed vg,
while the second form assumes straight-line propaga-
tion at the speed of light. Refined versions reject contri-
butions from straight-line paths that lie through regions
where the local fp exceeds the radiation frequency f ,
since this radiation would be reflected and not reach
the observer.

The bottom two panels of Fig. 23.26 shows jF and
jH as functions of foreshock position for parameters
appropriate to Bale et al.’s (1999) shock near 1 AU
(Knock et al. 2001). Other examples are in Knock
et al. (2001), Kuncic et al. (2002), Cairns et al. (2004)
and Mitchell et al. (2004). Fundamental radiation is
primarily produced where vb is large, near the tangent
field line, due to the strong dependences of φF , but
particularly ζF , on vb. Harmonic radiation is produced
over a larger area, but with lower peak emissivity, for
these parameters.

How efficient need the radiation processes be?
Figure. 23.28 answers this question for Earth’s fore-
shock. The peak values for φF and φH are similar
and ≈ 10−8 for nominal conditions. However, φF is
strongly peaked near the upstream edge of the fore-
shock, where fast beams are found, while φH varies

slowly over a much broader volume albeit peaked near
the tangent point. The sharply peaked behavior for fun-
damental emission is due to the rapid variations of ζF

in Eq. (23.21) with vb, which also varies rapidly with x
near the foreshock boundary. The peak values for φF

and φH depend strongly on Ve, vb/Ve, �vb/vb, and
Ti/Te and so vary appreciably within the heliosphere’s
many environments where shocks and associated fore-
shock emission are expected.

It is pointed out explicitly now that φF and φH

as specified are averages over the angular spectrum,
thereby not retaining the explicit angular dependences
of the underlying emission processes. The EM decay,
for instance, has an intrinsic dipolar directivity peak-
ing perpendicular to B, while the 2fp coalescence
has a quadrupolar directivity with peaks at 45◦ to
±B. Both dependences are included when calculat-
ing the averaged φM above. Reasons for not includ-
ing these dependences are that F radiation is pro-
duced only just above fp and so heavily scattered
by density inhomogeneities in the source, while both
F and H radiation are scattered in angle by den-
sity irregularities and subject to refraction by large
scale density inhomogeneities along the myriad paths
between source and observer (Riddle 1974; Stein-
berg et al. 1985; Robinson and Cairns 1998; Thejappa
et al. 2007). These effects are believed to modify the
intrinsic directivities significantly, most likely domi-
nating them, with scattering tending to isotropize both
the F and H radiation. This provides some justification
for assuming isotropic emission at a level correspond-
ing to the average over the angular emission rate. How-
ever, detailed descriptions of scattering and the effects
of large-scale refraction are not included yet in the
theory.

Other emission processes exist and were introduced
in Sections 23.1 and 23.3.2: linear mode conversion
(LMC), antenna radiation from Langmuir eigenstates,
and direct emission by ring-beams. None of these have
yet been included in the standard foreshock theory,
although LMC is poised to be included. The current
status of these mechanisms, including issues with
extending the foreshock theory to include them, is dis-
cussed in detail in Section 23.8 below.

Initial attempts to compare the foregoing theory
quantitatively with observational data are reviewed
in the next two sections for type II bursts and the
2–3 kHz outer heliospheric radiation. Earth’s fore-
shock is the arguably the optimum source for such
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Fig. 23.28 Efficiencies φF and φH predicted by Eqs. (23.17) and (23.18) for fundamental and harmonic emission by the standard
nonlinear processes, respectively, for Earth’s foreshock under nominal conditions (Kuncic et al. 2004)

theory-data comparisons, due to the readier availability
of radio data and the detailed plasma parameters in the
source and at the shock. While comprehensive stud-
ies are still required, initial attempts are very encour-
aging. Kuncic et al. (2002) find that the theory pre-
dicts 2fp fluxes within a factor of 2 of the Geotail
spacecraft observations of Kasaba et al. (2000) for the
same solar wind conditions. They also reported agree-
ment to within a factor of 3–6 in flux with Lacombe
et al. (1988) ISEE-1 observations of 2fp radiation
very near the upstream foreshock boundary. Finally,
Kuncic et al. (2002) found agreement within a fac-
tor of 2 for the peak fluxes of 2fp radiation observed
by Cairns (1986b), with the observed radiation some-
times being much weaker, while the predicted flux
4 × 10−17 W m−2 Hz−1 of fp radiation lay within the
range ≈ 10−18 − 10−16 W m−2 Hz−1 observed.

23.6 Type II Radio Bursts

This section reviews detailed theoretical predictions
for type II bursts, both interplanetary and coronal,
and existing attempts to compare theory and observa-
tions. The observations and associated context are pro-
vided in Section 23.4.1 above. This section proceeds

by considering the emission from an individual shock
ripple (or equivalently a single, unrippled, macro-
scopic shock), then dynamic spectra from rippled
shocks passing through purely model and then data-
driven models for the corona and solar wind. Results
and problems are also presented of a recent attempt
to combine the type II theory with a global MHD
simulation of a coronal shock. The section ends by
summarizing outstanding issues and current research
activities.

23.6.1 Flux Predictions for a Single Ripple
or Unrippled Macroscopic Shock

The radio flux predicted by the theory in Section 23.5
depends sensitively on the shock and plasma param-
eters, as well as on observer location. This subsec-
tion combines Eqs. (23.10)–(23.23) to predict the radio
flux at a single time from a single shock ripple, or
equivalently an unrippled macroscopic shock with the
same parameters, corresponding to a snapshot of the
emission from a time-varying shock moving through
a plasma. The background plasma is modelled simply
in terms of a single electron component described as a
gyrotropic kappa distribution with
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fκ (v‖,v⊥) = neΓ (κ + 1)

Γ (κ − 1/2)
π−3/2V−3

e

(

1 + v2‖ + v2⊥
V2

e

)−(κ+1)

,

(23.24)

so that fκ (v) ∝ v−2(κ+1) for large v2 = v2‖ + v2⊥. For
Fig. 23.29 the plasma and shock parameters are appro-
priate to 1 AU: the paraboloidal ripple has a radius
of curvature of 109 m at its nose, while the upstream
plasma parameters are Te = 3Ti = 1.5 × 105 K, ne =
7 cm−3, u = U = 300 km s−1, B = 6 nT and is ori-
ented at an angle θUB = 85◦ relative to the ripple’s
velocity vector, and the observer is located 109 m
upstream from the ripple’s nose along its velocity vec-
tor (see the left hand image of Fig. 23.6 for more
details).

Figure 23.29 shows that faster shocks are predicted
to produce more intense type II bursts while suffi-
ciently slow shocks should not produce observable
radio emission (Knock et al. 2003a). This is not incon-
sistent with observational findings that faster (and
larger) CMEs tend to produce brighter type II bursts
(Cane and Stone 1984; Cane et al. 1987; Gopalswamy
et al. 2001; Cairns et al. 2003). Not unexpectedly, the
emission level decreases as the fraction of superther-
mal background solar wind electrons decreases (as the
κ parameter increases from 2 to 5), since the shock-
reflected electrons are initially preferentially superther-
mal due to Eqs. (23.7) and (23.9). Qualitatively, then,
shocks moving through regions with enhanced popula-
tions of superthermal electrons (e.g., in the vicinity of
CIRs or after previous flares or CMEs) are predicted
to produce larger levels of radio emission for other-

wise identical shock parameters. This is directly rele-
vant to the localized emissions observed when CME
shocks and CIRs interact (Reiner et al. 1998; Hoang
et al. 2007; Cairns et al. 2003) and to “cannibal-
ization” events and others in which a second CME
moving through approximately the same spatial vol-
ume produces an observable radio burst whereas the
first CME did not (Gopalswamy et al. 2001, 2002;
Gopalswamy 2006).

The fluxes in Fig. 23.29 and similar predictions
below are only observable if they exceed the back-
ground imposed by the galactic background radiation
and observing instrument. The flux of the galactic
background radiation varies significantly with observ-
ing frequency (Dulk et al. 2001; Hillan et al. 2010),
being of order ≈ 10−19, 10−20.6±0.2, and < 10−21.3

Wm−2Hz−1 at frequencies 1–10 MHz, 300 kHz, and
100 kHz, respectively. In comparison, the Wind space-
craft’s noise level is ≈ 10−21.4 Wm−2Hz−1 in the
range 100–400 kHz and 10−20.7 Wm−2Hz−1 at 1 MHz
(Dulk et al. 2001). Clearly the shock should be fast
(high u and MA) and the plasma have large numbers
of superthermal electrons for the type II emission to be
observable.

Figure 23.30 shows that shocks for which θUB

is within ≈ 50◦ of being perpendicular are pre-
dicted to have higher levels of radio emission (Knock
et al. 2003a), with quasiparallel shocks predicted to
have weak emission (especially for large κ). While
this has been inferred remotely for some coronal type
II bursts (e.g., Stewart and Magun, 1980), detailed
observational testing of this prediction for in situ
type II bursts has not yet been performed. Fig-
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Fig. 23.29 Predicted (a) fundamental and (b) harmonic flux for
a ripple on a type II shock as a function of the shock speed
U = vsh − vsw relative to the upstream plasma flow (Knock
et al. 2003a). Each line is for a different κ parameter, ranging

from 2 (solid) to 5 (dot-dash) as the relative fraction of nonther-
mal solar wind electrons decreases. The other shock and plasma
parameters are listed in the text
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Fig. 23.30 Predicted (a)
fundamental and (b) harmonic
flux for a ripple with U = 300
km s−1 as a function of the
angle θUB between the
magnetic field vector and the
ripple’s relative velocity
vector (Knock et al. 2003a).
The line styles for κ and the
shock and plasma parameters
are as in Fig. 23.29

ure 23.30 shows that the dependence is weak, though,
for quasiperpendicular orientations of Bu to the shock
velocity vector. The reason is that Section 23.5’s the-
ory explicitly includes the radio emission from elec-
trons leaving the shock at all possible local values
of θbn. Accordingly all the shocks considered in Fig-
ure 23.30 have a tangent point where θbn = 90◦: what
changes with θUB is the location of the tangent point
on the ripple (see Fig. 23.6) and the local shock
strength there (since u and so MA and the shock
jumps decrease with increasing distance away from the
shock’s nose).

The facts that the type II theory includes all reflected
electrons and shows no significant variations near
θUB = 90◦ in Fig. 23.30 (consistent with the above rea-
soning), and the absence of two emission regions in
Fig. 23.26, provide direct contrary arguments to the
elegant ideas of Holman and Pesses (1983) for her-
ringbone bursts and the ordinary type II (backbone)
emission. Specifically, instead of shock drift acceler-
ation and the associated electron beams directly pro-
ducing plasma radiation with the appearance of her-
ringbones and the type II backbone as θbn and/or θUB

are varied, the calculation naturally includes all θbn

and finds no significant difference in beam or emis-
sion character or emission level as θbn is varied (or
θUB is varied for quasiperpendicular values). Instead,
it appears that intrinsic differences are required in the
shock character as θbn is varied for the Holman and
Pesses model to survive. An alternative interpretation
is that interactions of the type II shock with localized
spatial structures (e.g., current sheets) yields enhanced
time-localized electron acceleration events and asso-
ciated radio emission that are observed as herring-
bone bursts. Both these interpretations require detailed
examination.

Figure 23.31 shows that the predicted radio flux
scales with b−2 ∝ R2

c , where b is the curvature of the
3-D paraboloid X = −b(Y2 + Z2) modelling the ripple
in Figure 23.6 and Rc is the shock’s radius of cur-
vature at the nose (Knock et al. 2003a). This can be
understood from the combination of jM ∝ b due to the
1/r2 dependence in Eq. (23.22) and the volume of
emission varying as b−3 for a distant observer. Thus,
larger shocks should produce more intense radio emis-
sion and, moreover, the flux scales with the surface
area of the shock. This is consistent with the results
of Cane and Stone (1984), Cane et al. (1987) and
Gopalswamy et al. (2001) that larger (and faster)
shocks are more likely to produce observable type II
bursts.

Other trends exist as functions of ne, Te, and Bu

but are relatively weak compared with those described
above (Knock et al. 2003a). In summary, Figs. 23.29,
23.30, and 23.31 demonstrate that stringent conditions
exist on the shock and plasma conditions for observ-
able type II emission to be observed. Specifically,
the shock should have sufficiently large u, MA, θUB,
size (small b), and numbers of nonthermal electrons
(small κ) and the observer should be sufficiently close.
Since the shock and plasma properties should vary
significantly in the temporally- and spatially-varying
corona and solar wind, type IIs should be intrinsically
bursty and time-variable in the corona and solar wind.

23.6.2 Dynamic Spectra and Macroscopic
Predictions

This subsection addresses the prediction of dynamic
spectra for macroscopic rippled shocks moving
through the corona and solar wind. This requires
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Fig. 23.31 Predicted (a) fundamental and (b) harmonic
flux for a ripple with U = 300 km s−1 as a function of
the curvature parameter b (Knock et al. 2003a). The line

styles for κ and the shock and plasma parameters are as
in Fig. 23.29

the calculation of radio emission for multiple ripples
across the macroscopic shock, as well as modelling
of the inhomogeneous corona and solar wind and the
time-varying 3-D locus of the shock.

When multiple ripples are present on the shock
some points in the upstream plasma can be con-
nected to multiple ripples (for electrons with differ-
ent v‖, leading to multiple beams being present at
these points, while other ripples may obstruct the
particle paths leading to particular regions, thereby
“shadowing” other ripples. These shadowing and mul-
tiple beam effects by neighboring ripples therefore

directly affect the particle paths and so the electron dis-
tributions predicted upstream of macroscopic shocks
(Knock et al. 2003b), in principle potentially mod-
ifying the predicted levels of Langmuir and radio
waves. Importantly, calculations in Fig. 23.32(Left)
show that ripples are independent to a good approx-
imation (Knock et al. 2003b): the flux predicted for
multiple realizations of the same seven 2-D ripples ran-
domly located within a spatial interval, when multiple
beam and shadowing effects are included, is within
≈ 30% of that predicted assuming the ripples to be
independent. Accordingly, it can be assumed that rip-
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Fig. 23.32 (Left) Fundamental and harmonic fluxes predicted
for multiple realizations of 7 randomly-located ripples, includ-
ing multiple beam and shadowing effects on the electron distri-
bution functions (solid line), compared with the summed flux

from the same 7 ripples when calculated in isolation (dashed
line) (Knock et al. 2003b). (Right) Illustration of how ripples are
packed with half-hemispherical symmetry onto the macroscopic
shock (Knock and Cairns 2005). See text for more details
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ples are independent to within the level of accuracy
currently considered necessary, greatly simplifying the
calculations and length of the simulation runs. Put
another way these calculations show that having mul-
tiple simultaneous ripples on the macroscopic shock
for a constant density medium does not qualitatively or
semiquantitatively affect the overall flux and dynamic
spectrum predicted. The effects of an inhomogeneous
medium on the dynamic spectrum are considered
next.

Prediction of dynamic spectra for rippled shocks
moving through the inhomogeneous corona and solar
wind requires specification of (1) the properties of
ripples considered on the macroscopic shock, (2) the
time-evolving radius of curvature, 3-D location, and
average velocity of the macroscopic parabolic shock,
and (3) the properties of the inhomogeneous solar
wind plasma. Two approaches exist to date. The first
is to include ripples, use an analytic model for the
macroscopic shock’s velocity, and prescribe the plasma
environment using an analytic or data-driven model
(Knock et al. 2003b; Knock and Cairns 2005; Cairns
and Knock 2006; Florens et al. 2007). The other is to
ignore ripples, prescribe the shock motion and plasma
environment using an MHD simulation, and develop
approximate analytic formulae to predict the emis-
sion associated with the moving macroscopic shock
(Schmidt and Gopalswamy 2008). Both are attractive.
Most likely the optimum future approach is to include
ripples but use an MHD simulation to prescribe the
shock motion through an initial plasma model driven
by data, thereby containing elements of both existing
approaches (Cairns and Knock 2006). Since this opti-
mum approach does not yet exist, the results of the two
existing approaches are described next.

Ripples are important because they lead directly
to fine structure in the dynamic spectrum, associated
both with the intrinsic ripple lifetime and variations
in plasma parameters across the macroscopic shock
(Knock et al. 2003b; Knock and Cairns 2005; Cairns
and Knock 2006), they are observed (Bale et al. 1999;
Pulupa and Bale 2008), and they allow emission
over the macroscopic shock to be calculated relatively
efficiently. Ripples are assumed to be paraboloidal
perturbations that evolve (i.e., appearing and disap-
pearing) on a time scale τrip = Rc/VA, where Rc is
the ripple’s radius of curvature and VA is the Alfven
speed. This ripple lifetime provides a direct physi-
cal interpretation (with associated predictions) for the

intrinsically time- and frequency-localized bursts of
emission (sometimes called wisps) that make up coro-
nal and interplanetary type II bursts. Specifically, the
burst timescale should be τrip and the frequency extent
Δf ≈ Rc fd/dr[ ln ne(r)]; their observed variations with
f (and so r) should therefore constrain the radial pro-
files of Rc(r), VA(r), and ne(r).

In analyses to date the ripple properties are indeed
assumed to vary with r, with Rc Gaussian distributed
around the decorrelation length of the magnetic field
(Collier et al. 2000; Knock et al. 2003b; Knock and
Cairns 2005; Neugebauer and Giacalone 2005). Com-
putational limitations currently prevent the ripples
being randomly packed onto the macroscopic shock
and the contribution to the dynamic spectrum being
calculated exactly. Instead, the ripples are closely
packed with modified azimuthal symmetry about the
Sunward direction, as shown in Fig. 23.32(Right):
looking Sunward with the ecliptic plane horizontal,
the eastern and western hemispheres of the macro-
scopic shock are packed independently and in an
azimuthally symmetric fashion with ripples. The rip-
ples are closely packed, with Rc equal to their sep-
aration distance, and their properties are chosen in
the ecliptic plane. To include solar wind variabil-
ity on ripple scales, the plasma density, velocity,
temperatures, and magnetic field are sometimes per-
turbed with Gaussian-distributed fluctuations about the
plasma model for the ecliptic plane. Then the radia-
tion produced by a given ripple in the ecliptic plane is
calculated, assuming no interactions with neighboring
ripples. Computational limitations presently require
(see Schmidt and Gopalswamy (2008), for an alter-
native approach) the assumption of azimuthal sym-
metry about the shock’s average velocity vector but
with different ripples in the eastern and western hemi-
sphere. Nevertheless the falloff in the radiation flux
with distance between the observer and each ripple
is calculated exactly along straight line propagation
paths. Moreover, if the plasma frequency along the
path to the observer for a given ripple exceeds the
radiation frequency, then the radiation is “blocked”
and is not detected by the observer. As discussed in
Section 23.5, isotropic emission patterns are assumed
and neither scattering nor large-scale refraction are not
included.

The analytic model developed thus far for the
shock’s motion, 3D locus, and properties is straightfor-
ward (Knock et al. 2003b). It assumes the macroscopic
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shock to be a paraboloid about the shock’s average
velocity vector and can include a constant acceleration.
The shock’s radius of curvature can be constant or can
vary with r, thereby allowing the shock to propagate
ballistically or to evolve.

The inhomogeneous plasma environment is spec-
ified either (1) analytically, including the desired
radial and azimuthal variations in the plasma quan-
tities, CIRs, magnetic clouds, and other desired
inhomogeneities (Knock et al. 2003b; Knock and
Cairns 2005), or (2) using the data-driven model of
Florens et al. (2007), itself based on an earlier model
of Reiner et al. (1998) for the electron number den-
sity only. The data-driven model assumes that the solar
wind is constant over a solar rotation, converts the tem-
poral variations in plasma quantities measured by a
spacecraft near Earth at 1 AU into azimuthal variations
of these quantities, and then uses the monthly-averaged
solar wind speed, the Parker solar wind model, and
assumed power-law variations for Te(r) and Ti(r) to
obtain models for ne(r,φ), vsw(r,φ), B(r,φ), Te(r,φ),
and Ti(r,φ) as functions of r and azimuthal angle φ
relative to Earth’s location on a given day. This data-
driven model naturally has fast and slow solar wind
streams and realistic solar wind structures correspond-
ing to particular type II events. However, it has lim-
itations, particularly related to the assumption of the
Parker spiral magnetic field, which means that the
macroscopic variations in the direction of B are not
realistic. Finally, the Rankine-Hugoniot conditions are
used to specify MA, θbn, etc. over the macroscopic
shock and/or each individual ripple. Note that this pre-
scription ignores the magnetic overshoot and reforma-
tion. Both these effects are predicted to be quantita-
tively important at the level of factors of 2–4 (Yuan
et al. 2007, 2008a, b).

Figure 23.33 demonstrates the prediction of the
dynamic spectrum of a type II burst from 200 MHz
to 30 kHz (right) for a model wind (left) that con-
tains two CIRs and two magnetic clouds (Knock and
Cairns 2005). The shock is moving directly towards
Earth with initial shock height, speed, and acceleration
of 1.1RS, 1,100 km s−1, and −3.2 m s−1, respectively.
Full descriptions of the plasma model are available
elsewhere (Fig. 8 in Ref. Knock and Cairns 2005), but
the CIRs and magnetics cloud are apparent in maps of
Te(r,φ) (shown), vsw(r,φ), B(r,φ), Ti(r,φ), and κ(r,φ),
as well as the schematic (shown). Based on Figs. 23.29
and 23.30 and analogs in. Knock et al. (2003a), one

predicts theoretically that these structures and spatial
variations in plasma parameters should lead directly
to frequency fine structures in the dynamic spectrum.
This prediction is verified in Fig. 23.33(right), which
identifies the spatial structure responsible for each fre-
quency fine structure. The figure also shows a strong
burst of metric emission, followed by a substantial
gap in frequency and time before interplanetary emis-
sion starts below about 2 MHz. This is associated with
VA(r) peaking at a height corresponding to fp ≈ 4
MHz, with MA � 2 for 12 MHz ≤ fp ≤ 10 MHz and so
not expected to produce observable emission (cf. Fig-
ure 23.29).

Figure 23.33 therefore provides strong qualitative
support for the interpretations that (i) variations in
u/VA due to a peak in VA(r) cause gaps between met-
ric and decametric emission for a shock/disturbance
(Mann et al. 1999; Gopalswamy et al. 2001; Mann
et al. 2003), (ii) multiple lanes and even split-bands
can be associated with emission from multiple regions
of a shock (McLean 1967; Knock et al. 2003b; Knock
and Cairns 2005), and (iii) spatial variations in the
plasma and interactions with CIRs, magnetic clouds,
previous CMEs, and other coronal and interplanetary
structures can give rise to hotspots (or null emission
regions) on the shock and cause observable fine struc-
tures in the dynamic spectrum (Reiner et al. 1998;
Gopalswamy et al. 2001, 2002; Cairns et al. 2004;
Knock and Cairns 2005; Cairns and Knock 2006;
Florens et al. 2007; Hoang et al. 2007).

It is expected that observers at different locations
will observe different dynamic spectra, due to differ-
ent source-observer distances and frequency blocking
for example, and different source locations on the sky.
Figures 23.34 and 23.35 show radio dynamic spectra,
some information on the solar wind inhomogeneities,
and radio source locations (projected into the plane
of the sky) for the same shock and plasma model
as in Fig. 23.33 for two distinct observers (Cairns
and Knock 2006). One observer is well off to the
eastern side of the Earth at solar-ecliptic coordinates
(100,–100,0) Gm, potentially the STEREO-B space-
craft, and the second is close to the Earth at loca-
tion (148,1,0) Gm, for instance the Wind spacecraft.
The source location corresponds to the direction find-
ing information an ideal observing instrument would
have available. Of course, extraction of source infor-
mation on type II bursts from the dynamic spectra and
direction-finding data for two or more widely separated
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Fig. 23.33 (Left) Schematic and θ = θUB, Te and vsw maps of
the interplanetary medium, with the Earth at (XH ,YH) = (1.5,0)
Gm and (Right) dynamic spectrum predicted for a shock mov-

ing through the coronal and interplanetary plasma environments
summarized in (Left) (Knock and Cairns 2005)

observers is one major goal of NASA’s STEREO
mission (e.g., Bougeret et al. 2008).

Clear differences are indeed visible in the dynamic
spectra (top panels) for the two observers in Figs. 23.34
and 23.35. These are due to the different relative dis-
tances between observers and elements (ripples) of
the macroscopic source, as well as frequency blocking
effects. Thus, the figures support the theoretical predic-
tion that dynamic spectra observed in multiple loca-
tions indeed contain information on relative source-
observer locations and the inhomogeneous plasma
environment. As in Figure 23.33, some features in
the dynamic spectra relate specifically to the inter-
action of the shock with macroscopic solar wind
features. For instance, the intense (red) short-lived fea-
tures at constant frequency at the times of the ver-
tical and parabolic white lines in the top and left-
most bottom panel, respectively, correspond to the
macroscopic shock crossing a magnetic cloud while
the multiple long-lived curving features relate to the
shock’s interaction with CIRs (Reiner et al. 1998;
Knock and Cairns 2005; Cairns and Knock 2006;
Hoang et al. 2007).

Direction finding, however, may be required to con-
strain this information, as discussed next. Moreover,

other physics related to scattering and directivity pat-
terns may need to be added to better explain the
detailed dynamic spectra: angular broadening and time
delays due to scattering by density irregularities are
likely to smooth fine structure in the dynamic spec-
trum, while anisotropic intrinsic directivity patterns for
either radiation component would further modify the
predictions for different observers.

The two rightmost bottom panels of Figs. 23.34
and 23.35 show the source location, projected onto the
plane of the sky, for fundamental and harmonic radia-
tion at the time when the macroscopic shock is crossing
the first magnetic cloud (vertical and parabolic white
lines in the figures’ top and leftmost bottom panels).
Emission from individual ripples is clearly visible. In
addition, Fig. 23.34, for the western observer, shows
the 3-D macroscopic source shape to be a paraboloid
that is not seen exactly perpendicular to the direc-
tion of the source centroid’s motion (e.g., ripples at
a constant polar angle but not identical azimuthal
angles do not project onto a straight line). The theory’s
predictions therefore suggest that direction-finding
with STEREO and other spacecraft might permit the
source’s 3-D shape, including asymmetries, and direc-
tion of motion to be inferred remotely. If achieved
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Fig. 23.34 (Top) Predicted dynamic spectrum, (bottom left)
model electron temperature as a function of position in the eclip-
tic plane, and (bottom center and right) snapshots of the pre-
dicted source locations of fundamental and harmonic radiation,
projected into the plane of the sky, for an observer at loca-

tion (100,–100,0) Gm in solar-ecliptic coordinates (Cairns and
Knock 2006). The snapshots are taken for the shock location
and time shown by the parabolic and vertical white lines, respec-
tively, in the leftmost and top panels

observationally, this would be extremely useful in pre-
dicting the arrival or not of space weather events at
Earth.

The source seen by the head-on observer is shown in
Fig. 23.35. Complementary information on the shock’s
3-D structure from the eastern observer is evident.
In particular, the azimuthal ripple-packing symmetries
assumed in this theoretical implementation is clear.
Despite the symmetry being unrealistic for a real type
II shock it does elucidate the role of the macroscopic
magnetic field direction: note that the western (right-
side) ripples are on average much more intense than
the eastern ripples, consistent with the angles between
the macroscopic shock normal and Parker spiral field
being closest to 90◦ and so with Fig. 23.30 predicting
larger emission for otherwise identical ripple parame-
ters. Put another way, the western hemisphere of the
shock (on the right in Fig. 23.35) is quasiperpendic-

ular while the eastern hemisphere is quasiparallel, so
that the dominant emission is predicted from the west-
ern hemisphere. This appears to be consistent with the
bias of radio-loud type IIs in the western hemisphere
observed by Gopalswamy et al. (2008).

The foregoing examples have involved analytic
models of the corona and solar wind. Since the plasma
properties affect the predicted radio emission, it is
clearly vital to realistically model the plasma environ-
ment for a given event if an accurate prediction of the
dynamic spectrum is desired. The data-driven model
of Florens et al. (2007), based on solar wind data for
the solar rotation before the radio event, appears to
be the most advanced available for all the required
plasma properties. Figure 23.36 illustrates this model
for the 24–26 August 1998 type II event observed by
Bale et al. (1999), clearly demonstrating the complex
solar wind structure for this event and the need to have
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Fig. 23.35 Dynamic spectrum, electron temperature, and snapshots of the source location in Fig. 23.24’s format for an observer
very close to the Earth, at location (148,1,0) Gm (Cairns and Knock 2006)

event-specific solar wind (and coronal) models. It is
pointed out that the more recent data-driven model of
Opitz et al. (2009), uses both STEREO spacecraft to
better model ne(r, φ) and vsw(r, φ) but does not pre-
dict B, Te, and Ti. The Florens et al. (2007) model
should be extended beyond the Opitz et al. (2009)
model in due course using data from two or more
spacecraft (e.g., both STEREOs and one or both of
ACE and Wind), also allowing the basic assump-
tion that the coronal sources are time-invariant to be
tested.

Figure 23.37 compares the dynamic spectrum
observed by the Wind spacecraft near Earth (top panel)
with the following theoretical prediction: the dynamic
spectrum is predicted using the foreshock type II the-
ory for a shock with the properties identified by Bale
et al. (1999) that moves through the inhomogeneous
2D solar wind plasma (Fig. 23.36) calculated using
Wind spacecraft data and the Florens et al. (2007)
model. Reasonable qualitative agreement with the tim-
ing and frequencies of bursts of enhanced emission
is apparent: for instance the bursts near 2330, 0100,
0400, and 0600 on 24–25 August and the relatively

continuous emission below ≈ 60 kHz after 1300 on
25 August (Florens et al. 2007). The upper panel is
in dB relative to the spaceraft background while the
lower panel is in absolute units, thereby complicating
the task of testing quantitative agreement and requir-
ing the spacecraft background to be accurately known
for detailed comparisons. In their preliminary analy-
sis Florens et al. (2007) find agreement typically to
within a factor of 10 above 200 kHz, where the back-
ground is caused by galactic synchrotron emission
(Dulk et al. 2001). They note that varying the shock
direction significantly can alter the predicted flux by
orders of magnitude. Nevertheless the degree of agree-
ment found is very encouraging.

Finally, consider the novel work of Schmidt and
Gopalswamy (2008), who used MHD simulations
to predict the shock motion and properties through
the model corona and combined these with analytic
expressions based on the foreshock type II theory of
Knock and collaborators (Knock et al. 2001, 2003a, b;
Knock and Cairns 2005) to predict the dynamic spec-
trum and source locations of coronal type II bursts.
Figure 23.38 illustrates the dynamic spectrum. It
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Fig. 23.36 Two-dimensional solar wind model of Florens
et al. (2007) for the period 30 July to 26 August 1998 based
on Wind spacecraft data (D.S. Hillan, personal communication
2010). The Sun is at (X,Y) = (0,0) and the Earth at (1,0) on 30
July and then moves clockwise one plus sign per day around the
white circle through the wind pattern. The top panels are (left to

right) the solar wind density, speed, magnetic field strength |B|,
and inwards/outwards sense of the radial component of B, while
the bottom panels are the ion temperature, ratio of ion to elec-
tron temperature, and angle θ between B and the radial direction.
Note that θ ≈ +45◦ for the Parker solar wind model

appears attractive, with multiple emissions resulting
from different areas of the shock interacting with
model loops and other structures, and fluxes that
correspond with the observed ranges. The problem
is that the authors find that both the peak emis-
sion and the bulk of the emission are produced
behind the shock (e.g., their Figs. 2, 3, and 4 and
Sections 5.3, 5.6, and 5.7). This is a contradiction,
since the foreshock theory can only produce elec-
tron beams and associated radio emission upstream of
the shock. It is also inconsistent with all the avail-
able data for Earth’s foreshock and type II bursts
where we have in situ data, with the possible excep-
tion of the Hoang et al. (1992) interplanetary events
(which are also arguably best explained in terms of
remote or upstream emission – see Section 23.3.2
above).

Thus, while combining analytic approximations to
the emission model with MHD simulations that model
the shock motion and plasma structures is very attrac-
tive and almost certainly a viable way forward, it
appears that the execution of this idea is flawed

in Schmidt and Gopalswamy (2008). A necessary
improvement is to require that the emission is zero
downstream of shocks. It is possible that this condition
was not imposed because otherwise the predicted emis-
sion was weak, plausibly because the authors assumed
the plasma electrons to have a Maxwellian rather than
a kappa distribution function. This severely reduces
the number of fast electrons and so the levels of emis-
sion predicted in the simulation: see the strong depen-
dence of the flux in Figs. 23.29 and 23.30 on κ ,
where strongly nonthermal distributions with κ = 2
and 5 yield fluxes that differ by 4 orders of magnitude
(Knock et al. 2003a).

23.6.3 Outstanding Issues and Future
Work

The fundamental limitation of work to date on type
II bursts, both coronal and interplanetary, is the lack
of detailed quantitative comparisons between observa-
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Fig. 23.37 Dynamic spectra for the 24–26 August 1998 type II burst of Bale et al. (1999): (top) observed and (bottom) predicted
(Florens et al. 2007)

tions and theory for well-observed events. These can
only be performed using a quantitative type II the-
ory that uses reasonable models of the actual coronal
and solar wind plasma properties, only recently avail-
able (Knock and Cairns 2005; Cairns and Knock 2006;
Florens et al. 2007), the instrumental background
from galactic radiation and thermal plasma waves
(Dulk et al. 2001; Hillan et al. 2010), and accurate
information and constraints on the shock’s 3D time-

varying locus (e.g., velocity, acceleration, shape, size,
and expansion) from either simulations or an analytic
model driven by coronal and interplanetary observa-
tions. This information is only available for a few
events.

Nevertheless the time is now ripe for such detailed
testing of available theories for type II bursts, espe-
cially because the direction-finding and triangulation
capabilities of the two STEREO spacecraft and the
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Fig. 23.38 Simulated type II burst of Schmidt and Gopal-
swamy (2008), using the combination of analytic approxima-
tions to the emission theory with MHD simulations of the shock

motion and plasma structures. The numerical labels identify fine
structures cause by the interaction of the shock with different
coronal structures

Wind spacecraft (Bougeret et al. 2008) should enable
the 3D location of the source and its emission hotspots
to be determined better than ever before, while the
coronagraph and other solar instruments on STEREO,
TRACE, Solar Dynamics Observatory, and on the
ground should permit CMEs, flares, and other distur-
bances to be characterized better than before. As a
preliminary example of what is to come, Fig. 23.39
compares Wind data with the type II theory (includ-
ing the data-driven solar wind model for this event)
for the type II of 3 December 2004 (D.S. Hillan,
personal communications, 2009, 2010). Visually there
is reasonable semiquantitative agreement, with good
agreement in morphology – there are two main bands,
with intensifications at similar frequencies and times) –
and in magnitude – observations and theory are plot-
ted on the same intensity scale, in dB relative to the
instrumental background, and typically the agreement
is within 5–10 dB. Quantitatively, a cross-correlation
analysis of this event yields a coefficient of order
50% with small offsets in frequency and time. Clearly
detailed data-theory comparisons are still required, but
efforts to date suggest that the existing theory is attrac-
tive and able to account broadly for some type II phe-
nomena.

Once an accurate data-tested theory becomes avail-
able for type II bursts it will allow us to unlock the
great potential that exists for predicting space weather
events (at Earth and elsewhere in the solar system)
that are driven by CMEs, their shocks, and the asso-
ciated changes in magnetic field, plasma flow speed,
and energetic particles based on solar and interplan-
etary radio data. In particular, iteratively comparing
theory and data for the radio dynamic spectrum (as
well coronagraph and energetic particle data) should
allow extraction of the 3-D time-varying shock locus,
including its velocity and acceleration, and so predic-
tion of whether and when the shock and CME will
impact Earth’s magnetosphere. As an adjunct to this,
robust automatic identification systems exist for type
II and III bursts in coronal (metric) radio data (Lobzin
et al. 2009, 2010) and could be usefully extended to
STEREO and other interplanetary spacecraft datasets.

It should now be clear that the interaction of a
shock with the inhomogeneous coronal and solar wind
plasma is demonstrated to produce radio emission that
is strongly reminiscent of coronal and interplanetary
type II bursts, including the intensity and qualitative
patterns of dynamic spectrum from ≈ 300 MHz to
10 kHz and many of the observed fine structures.
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Fig. 23.39 Dynamic spectra for the interplanetary type II burst
of 3 December 2004: (above) Wind spacecraft observations,
restricted to events of interest, and (below) theoretical predic-
tions based on the type II foreshock theory with the data-driven
model for the solar wind (Florens et al. 2007) and shock parame-
ters from LASCO (D.S. Hillan, personal communications, 2009,
2010)

However, equally evident is the fact that a significant
number of outstanding issues exist, both in terms of
theory/simulation and observations. The observational
issues include the following:

• Are ripples at intermediate scales on the macro-
scopic shock vital to type II bursts or not, and do
they cause the intrinsic blobs/burstiness/wispiness
of type IIs due to their finite lifetime and spatial (fre-

quency) extent? If not, then what causes the intrinsic
blobs/burstiness/wispiness?

• Are metric type IIs all driven by blast-wave
shocks, with interplanetary type IIs all produced
by CME-driven shocks, or are some metric type
IIs produced by CME-driven shocks and some
by blast-wave shocks? At one level this is almost
irrelevant for the type II theory, since all that is
required is a shock wave and an upstream plasma
environment that can be modelled. However, in
more detail, the radio dynamic spectrum will
depend on the shock’s time-varying strength,
velocity, and 3-D location, which all depend on
whether the shock is a blast-wave (e.g., presumably
weakening and slowing with time) or piston-driven
(e.g., the CME provides a kinetic energy and
momentum reservoir for the shock and may be
accelerated outwards). Future comparisons of type
II radio data with predictions based on coupling
the type II theory with MHD simulations of shock
evolution, cf. Schmidt and Gopalswamy (2008),
may allow useful constraints to be set. These
questions are also clearly important for observers
and for understanding the correlations with
CMEs and flares. See Section 23.4.1.2 for more
discussion.

• Are herringbone fine structures caused by the shock
interacting with (upstream) current sheets or other
coronal structures, by special conditions for a part
of the shock that are currently unknown, or are they
caused by fast electrons from the flare site or CME
that impulsively follow magnetic field lines (tem-
porarily connected, for instance, by magnetic recon-
nection or instabilities of the CME’s contact discon-
tinuity) through the shock and into the foreshock
where they produce bursts of radio emission via the
type II theory? In this latter possibility the electrons
would not have loss cone features in their distri-
bution function, while in the first and third intu-
itively there would be much larger numbers of elec-
trons with speeds above c/3 by analogy with type
III bursts and their likely origin in magnetic recon-
nection sites. These possibilities can all be modelled
quantitatively with small modifications of the exist-
ing type II theory.

• Are split-band type IIs best understood in terms of
emission from two regions upstream of the shock
with different fp (and other plasma parameters),
as can be explained simply and naturally by the
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foreshock type II theory (McLean 1967; Knock
and Cairns 2005; Cairns and Knock 2006; Florens
et al. 2007) or are some actually due to simultaneous
emission upstream and downstream of the shock
(Smerd et al. 1974; Vrsnak et al. 2002)? Given the
current absence of any theoretical justification for
plasma emission downstream of the shock, the sim-
plest test would be to ascertain whether the type II
theory can predict suitable split-band-like structures
for the events considered by Vrsnak et al. (2002). If
so, then the upstream-downstream interpretation for
type II bursts should be considered disproven unless
future theoretical work provides a viable theoretical
model or definitive observational evidence becomes
available.

• Another interpretion for split-band type IIs involves
fine structures spaced by fce/2 and fce for the fun-
damental and harmonic bands, respectively, based
on observations of such splitting in fp radiation pro-
duced in Earth’s foreshock (Cairns 1994). Given
that the observations in Earth’s foreshock some-
times show 3 or more regularly-spaced bands
in fp radiation (Cairns 1994), coronal type II
data should be examined for evidence of 3 or
more bands in split-band events. In addition, the
profile B(r) obtained from fitting the observed
bands should be compared with magnetic pro-
files obtained from photospheric measurements and
associated modeling.

• Observations of slow-drift type II-like features
composed of fast-drift bursts (Cane and Erickson
2005; Mel’nik et al. 2004) and type III bursts whose
intensity changes as their electrons cross type II
shocks (MacDowall 1989) need to be compared
with theoretical predictions (Li et al. 2010) for
type III electrons encountering localized temper-
ature increases behind shock waves. It needs to
be established whether the qualitative variations in
intensity with frequency are consistent between the-
ory and observations. If not, then alternative expla-
nations for intensification of weak type III bursts
near shocks need to be developed.

• Are the Langmuir waves in type II foreshocks well
described by SGT, is Eq. (23.13) a good approx-
imation, and what proportion of Langmuir energy
with fields above the ES decay threshold is found in
ordinary wavepackets versus the Langmuir eigen-
states (Ergun et al. 2008) sometimes called Intense
Localized Structures or ILSs (Nulsen et al. 2007)?

Significant theoretical issues exist and should be
examined; many can be considered minor extensions
and generalizations of the basic foreshock model for
type II bursts described above. They relate to the fun-
damental question that started this subsection, as to
whether the type II theory can go beyond its quali-
tative and even semiquantitative successes and actu-
ally quantitatively explain the observations. Issues with
the basic theory include the following, the first three
involving microphysics and the next three shock rip-
ples and intermediate scale physics (issues with data-
driven models for the solar wind and corona are dis-
cussed separately):

• The current theory calculates the electron reflec-
tion and acceleration under the assumption that
the shock’s magnetic mirror and potential jump
are specified by the Rankine-Hugoniot predictions,
thereby ignoring both the existence of significant
overshoots in B and φcs and the effects of shock ref-
ormation (which also appears to increase the max-
imum values of B and φcs). Test-particle calcula-
tions suggest that inclusion of these effects will
increase the energy flux into the foreshock electron
beams and radio emissions by factors of 2–4 (Yuan
et al. 2007, 2008a, b).

• Theoretical calculations of the evolution of elec-
tron beam - Langmuir wave systems with inhomo-
geneous plasma backgrounds should study the evo-
lution to an SGT state, the fraction of Langmuir
energy found in Langmuir eigenstates (ILS), and
quantitatively justify the use of Eq. (23.13).

• Other emission mechanisms should be considered
quantitatively and included in the theory, including
linear mode conversion, emission from Langmuir
eigenstates, direct linear processes, and frequency
fine structures near fce/2 and fce. These options are
discussed in detail in Section 23.8.1 below.

• The current numerical implementation of the theory
packs ripples on the macroscopic shock assuming
azimuthal symmetry about the shock’s velocity vec-
tor within each of the eastern and western hemi-
spheres, with the ripple parameters determined
in the ecliptic plane. The azimuthal symmetry
then means that ripples out of the ecliptic plane
have parameters different than would be predicted
directly from the current 2-D (cylindrical) data-
driven solar wind model. Removing this symme-
try would make the predictions more consistent
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with the 2-D solar wind model currently used
and eventually allow a 3-D solar wind model to
be used.

• Detailed studies of shock ripples on intermedi-
ate scales should be performed to test how rip-
ples develop and whether the decorrelation length
of the magnetic field is the most appropriate pre-
dictor for the ripple scale, extending initial studies
(Neugebauer and Giacalone 2005). While the cur-
rent model is intuitive and attractive, more com-
plete theoretical justifications should be sought. In
addition, at present shock ripples are evolved sta-
tistically, not deterministically, representing another
approximation.

• For a rippled curved shock electrons reflected by
one ripple may be able to move upstream and cross
another region of the shock, thereby potentially
entering the downstream region and even producing
Langmuir waves and radio emission downstream.
This process has not been investigated theoreti-
cally yet. Difficulties anticipated include scatter-
ing by the downstream magnetic turbulence and the
reduced contrast of the beam electrons compared
with the heated downstream electron distribution.
Overall this option appears unattractive due to the
lack of evidence for downstream Langmuir waves
and radio emission at Earth’s foreshock or, espe-
cially, interplanetary type II bursts (Bale et al. 1999;
Pulupa and Bale 2008).

• The effects of intrinsic directivity patterns and scat-
tering of radiation by density irregularities, and
refraction by large-scale variations in plasma den-
sity, can reduce the observed flux significantly and
need consideration. This is discussed further in
Section 23.5.4.

• Accurate mixed analytic-numerical implementa-
tions should be developed for the type II theory that
can be “bolted-on” to global MHD (and other) sim-
ulations of the corona and solar wind. The work of
Schmidt and Gopalswamy (2008) is an important
first step in this direction that needs to be corrected
and extended (see Section 23.6.2 for details). Such
future implementations will likely need to include
nonthermal particle distributions, ripple physics,
intermediate scale turbulence, and the basic type II
foreshock theory. The global simulation code will
need to be initialized with coronal and solar wind
structures provided by data-driven models like that
of Florens et al. (2007).

Data-driven models for the corona and solar wind
are of primary importance and need further develop-
ment. While currently essentially state of the art, the
model of Florens et al. (2007) needs to be extended
along the following lines.

• The magnetic field remains Parker-like in the wind
model and type II theory, despite observations (e.g.,
Fig. 23.36) often showing this to be a poor approx-
imation to B and despite the type II predictions
depending significantly on the angle between B and
the shock ripple’s normal (see Fig. 23.30) (Knock
et al. 2003a; Knock and Cairns 2005). More real-
istic data-driven modelling of B is thus important,
for instance by modelling the radial and tangential
components of B separately and so allowing non-
Parker magnetic field directions across the macro-
scopic shock.

• Presently the average solar wind speed (over a solar
rotation) is used to relate longitude and time, poten-
tially leading to significant errors in the positions of
wind structures and so in the frequency, timing, and
flux of radio emission. The 2-spacecraft approach
of Opitz et al. (2009) can be used to directly test
the persistence of structures (in time and longitude)
between spacecraft, and so to better locate struc-
tures in (r,φ) space.

• The assumed stationarity of the solar wind param-
eters over 27 days is not always reasonable. The
combination of Wind and STEREO will allow
three-point assessment of this assumption and the
development of more accurate plasma models for
the range of longitude surveyed by the STEREO
spacecraft.

• Currently solar wind turbulence and other short-
spatial scale variations in the solar wind param-
eters are smoothed in the data-driven model, yet
are likely to be especially important close to the
Sun because random variations in ripple parameters
(e.g., due to turbulence) can modify the frequency
and flux of bursts by factors of at least two (Knock
and Cairns 2005). Turbulence in the important wind
parameters on intermediate and macroscopic scales
could be identified observationally using the 2- or
3-spacecraft approach of Opitz et al. (2009), and
then used to better model turbulence and plasma
inhomogeneities in the theory.

• Last but not least, coronal parameters are necessary
to make better predictions above 10 MHz, espe-
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cially to understand the herringbone and other fine
structures on type II bursts and to evolve our under-
standing of type II bursts towards predictive capa-
bility for (i) the corona’s plasma environment and
structures and (ii) the properties and motion of coro-
nal shocks.

At first sight the lists of substantial issues above
may appear daunting. However, they actually repre-
sent great progress over the last 20 years since they
are almost all detailed questions that had to wait until
a broadly viable quantitative theory for type II bursts
was developed.

23.7 Outer Heliospheric Emissions

As reviewed in Section 23.4.3, the Voyager space-
craft have observed episodic bursts of radio emis-
sions at 2–3 kHz in association with global merged
interaction regions (GMIRs) reaching the vicinity
of the heliopause. This section reviews the existing
“GMIR/Priming” theory for the emissions, includ-
ing comparisons with the observations. Earlier theo-
ries involving emission from the foreshock Sunwards
of the termination shock (Macek et al. 1991; Cairns
et al. 1992) or the inner heliosheath are reviewed else-
where (Cairns and Zank 2001).

The GMIR/Priming theory combines Gurnett et al.’s
(1993) GMIR model for the radiation events with the
theory reviewed in Sections 23.5 and 23.6 for radio
emission upstream of a shock and a theory for prim-
ing the outer heliosheath for subsequent triggering of
a radiation event by the GMIR shock (Cairns and
Zank 2001, 2002). The combined theory (Cairns and
Zank 2002; Cairns et al. 2004; Mitchell et al. 2004)
provides a quantitative theoretical basis for Gurnett et
al.’s GMIR model. It involves the following primary
concepts:

1. The observed radio emission is fp radiation pro-
duced in foreshock regions upstream of a rippled
GMIR shock (Cairns and Zank 2001, 2002; Cairns
et al. 2004; Mitchell et al. 2004).

2. The radiation turns on (or is triggered) when
the GMIR shock enters a region primed with an
enhanced superthermal electron tail just beyond
and near (within ≈ 50 AU of) the heliopause nose

(Cairns and Zank 2001, 2002; Cairns et al. 2004;
Mitchell et al. 2004).

3. The priming mechanism involves pickup ions that
generate lower hybrid (LH) waves which then
resonantly accelerate the electron tail by a pro-
cess called lower hybrid drive (LHD) (Cairns and
Zank 2001, 2002).

4. The pickup ions result from charge-exchange
in the outer heliosheath of Region 3 neutrals
produced originally in the solar wind (Mitchell
et al. 2009) (formerly the neutrals were from the
inner heliosheath (Cairns and Zank 2002)).

5. Constraints on LHD localize the priming to the
outer heliosheath near the magnetic draping region
(Cairns and Zank 2001, 2002; Mitchell et al. 2009).

As summarized in Section 23.4.3, the basic rea-
son why a priming mechanism is required is that the
GMIR shock does not produce observable emission
in the solar wind, as evidenced by Voyager spacecraft
observations when the GMIR shocks pass them and
by the lack of observable radiation so far at frequen-
cies consistent with fp or 2fp in the solar wind at dis-
tances beyond about 10 AU. Instead, the emission turns
on when the GMIR shock reaches a suitably primed
region beyond the heliopause. Questions that must be
resolved by the GMIR/Priming theory include why and
where does the radiation turn on, why does the GMIR
shock not produce detectable radiation in the solar
wind and inner heliosheath, and what region primed
to emit radiation, and what is the priming mechanism?

Recently the IBEX spacecraft observed a ribbon of
energetic neutral atoms (ENAs) that snakes across the
sky between the locations of the two Voyager space-
craft and encloses (but off-center) the direction to the
nose of the heliopause (McComas et al. 2009). One
interpretation of this ribbon is that the ENAs result
from pickup ions in the outer heliosheath (with ener-
gies of characteristic solar wind-VLISM interactions)
and that the ribbon’s location determines the direction
of B in the outer helioseath (McComas et al. 2009;
Heerikhuisen et al. 2010). These data and interpre-
tation provide an independent line of evidence for
pickup ions in the outer heliosheath, supporting pre-
vious strong theoretical arguments (e.g., review by
Zank 1999, and references therein).

This section proceeds by reviewing the priming
mechanism and the predictions for the radio flux and
dynamic spectrum, before summarizing recent work
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on the strength and direction of the VLISM magnetic
field (associated with the priming mechanism and the
observed source locations). Outstanding observational
and theoretical issues are then identified.

23.7.1 The Priming Mechanism

The priming mechanism is a result of charge-exchange
interactions in the outer heliosheath between protons
from the VLISM (Very Local Interstellar Medium)
and neutral hydrogen atoms (“neutrals”) coming from
either the inner heliosheath (Cairns and Zank 2001,
2002) or the solar wind (Mitchell et al. 2009), some-
times called Region 3 and 2 neutrals (Zank 1999),
respectively. These two sets of neutrals both result
from charge-exchange of VLISM neutrals but involve
protons from regions with very different properties
(Zank 1999; Izmodenov et al. 2004): either cool
protons (T ≈ 104 K) with large bulk speed ≈ 400–
800 km s−1 from the undisturbed solar wind or else
hot protons (T ≈ 105 − 106 K) with relatively small
bulk speeds ≈ 100 km s−1 from the inner heliosheath
(due to the termination shock). The importance here
of charge-exchange is that it changes the distribution
function (and momentum) of the plasma’s protons,
potentially leading to the generation of waves, and the
acceleration and heating of particles, as explained next.

Charge-exchange involves an electron instanta-
neously moving from a hydrogen atom to a proton, ide-
ally with no change in velocity of the proton or atom,
i.e.,

H(vn) + p+(vp) → p+(vn) + H(vp) . (23.25)

The newly charge-exchanged protons experience the
plasma’s convection electric field E and magnetic field
B and are said to be “picked up” by the plasma,
changing their previous straight-line motion into a
gyromotion and developing an E × B plasma drift
at the plasma’s bulk velocity perpendicular to B. If
vn · B ≈ 0 and the distribution of vn is narrow then
the pickup ions have a ring distribution in velocity
space perpendicular to B with ring speed vr ≈ vn.
(If |vn · B| �= 0, then the proton distribution is more
properly a ring-beam distribution, but this complica-
tion is ignored below.)

The proton distribution fpu( v, r, t) obeys a Boltz-
mann (or Liouville) equation with source and loss
terms corresponding to charge-exchange. It can be
solved as an integral along particle paths that reach the
observation point r at time t, including the E × B drift,
magnetic mirroring, draping of B across the heliopause
surface, and propagation along ±B (Zank 1999;
Mitchell et al. 2009). Figure 23.40 presents a contour
plot of fpu(v⊥,v‖) and a reduced distribution fr(v⊥) =
∫

dv‖ fpu(v⊥,v‖) at a point in the outer heliosheath
about 30 AU from the heliopause nose. Both the
contour plot and reduced distribution show that the
charge-exchanged solar wind neutrals form a clear
ring-beam with vr ≈ v⊥ ≈ vsw = 500 km s−1 and
v‖ � 100 km s−1. However, neutrals from the inner
heliosheath only form a broad shoulder for v⊥ ≈ 50–
200 km s−1 and not a ring-beam. Thus while it is con-
firmed that pickup ions should produce a strong ring-
beam in the outer heliosheath (Cairns and Zank 2001,
2002), contrary to earlier expectations it is the solar
wind (Region 3) neutrals that form the ring-beam and
not inner heliosheath (Region 2) neutrals (Mitchell

Fig. 23.40 (Left) Contour plot of fpu(v⊥,v‖) and (Right) the
reduced distribution fr(v⊥) for pickup protons in the outer
heliosheath about 30 AU from the heliopause nose (Mitchell

et al. 2009). Charge-exchanged solar wind neutrals form a clear
ring-beam with vr ≈ v⊥ ≈ vsw = 500 km s−1 and v‖ � 100
km s−1 but neutrals from the inner heliosheath do not
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et al. 2009). Thus, the theory proceeds as before, but
with a change in the detailed source of pickup ions.
This change turns out to be beneficial on balance, since
although vr is a factor ≈ 4 larger and the ring number
density nr a factor ≈ 10 lower, the kinetic energy avail-
able from the pickup ions goes up by a factor of ≈ 1.6.
The full consequences of this change in the source of
pickup protons have not yet been explored.

The reason that pickup ions are important in this
context is that when the ring is sufficiently narrow
and slow in velocity space and the plasma β (equal
to the ratio of the thermal pressure to the mag-
netic pressure) is sufficiently low, then the ring is
unstable to the growth of LH waves which can then
accelerate electrons and heat the pickup ions via a
process sometimes called lower-hybrid drive (LHD)
(McBride et al. 1972; Omelchenko et al. 1989; Cairns
and Zank 2002). LH waves have low frequencies
f ≈ fLH ≈ (fce fci)1/2), are primarily electrostatic, and
propagate almost perpendicular to B with k⊥/k‖ ≈
(mi/me)1/2. Their phase fronts then move very fast
along B, and the associated parallel electric fields can
accelerate electrons to large speeds via the Cherenkov
resonance. Ring distributions can effectively drive LH
waves that resonate with both the ion and electron
distributions, with ω ≈ ωLH ≈ k⊥vr ≈ k‖v‖,e. Under
these conditions the LH waves accelerate a plateau-like
superthermal tail out of the thermal electron distribu-
tion (McBride et al. 1972; Omelchenko et al. 1989;
McClements et al. 1993; Shapiro et al. 1998;
Cairns and Zank 2001, 2002), with maximum
speed

vm = (mi/me)1/2vr . (23.26)

For the ring-beam in Fig. 23.40 LHD in the outer
heliosheath should lead to vm ≈ 15Ve ≈ 1.6 × 107

m s−1, where Ve ≈ 106 m s−1 is the electron thermal
speed, and a total tail fraction ≈ 10−6 of the back-
ground electron number density (Mitchell et al. 2009).

Constraints on LHD localize the priming mecha-
nism to the outer heliosheath but near the heliopause,
where interstellar magnetic field lines are draped over
the heliopause (Cairns and Zank 2002). (Recent sug-
gestions that BVLISM is closely aligned with vVLISM

mean that the heliopause nose need not be close to
the draping region (Opher et al. 2009a; Pogorelov
et al. 2009)). Specific reasons include: (1) Simulations
show that LHD is only efficient when

vr/VA � 5 (23.27)

(Omelchenko et al. 1989; Shapiro et al. 1998); (2)
the LH waves must have minimal damping by ther-
mal ions and electrons. Figure 23.41 shows estimates
of the ratio vr/VA (Cairns and Zank 2002) along the
Sun-heliopause nose axis, calculated assuming charge-
exchange of inner heliosheath neutrals (vr = 100
km s−1), ne obtained from a plasma-neutral simulation
(Zank et al. 1996), and values for B calculated using the
convected field approximation for BVLISM (assumed
perpendicular to vVLISM with BVLISM = 0.15 nT). Mag-
netic draping and flow stagnation at the heliopause lead
to vr/VA decreasing from values ≈ 10 in the VLISM
to values � 5 close to the heliopause nose, before
increasing again in the solar wind. Enhanced lower
hybrid damping precludes effective LHD occurring in
the inner heliosheath. The reason is that Ti � 106 K
and Te � 105 K there, due to heating at the termination
shock, whence vr � Vi and vm � 2Ve so that growth of
LH waves is quenched. Thus Fig. 23.41 predicts that
the LH instability and enhanced superthermal electron
tail are limited to the magnetic field draping region of
the outer heliosheath, presumably within � 50 AU of
the heliopause nose.

The calculation in Fig. 23.41 is explicitly for neu-
trals from the inner heliosheath and not the solar
wind, despite the new results in Fig. 23.40, but can
be generalized by increasing vr to suitable values.
Indeed, exactly the same figure would follow for solar
wind neutrals with vr = 400 km s−1 if BVLISM were

Fig. 23.41 Spatial variations of vr/VA, B, and ne along the Sun-
heliopause nose axis based on plasma-neutral simulations and
the convected field approximation for Region 2 neutrals (Cairns
and Zank 2002). The locations of the termination shock and
heliopause are marked by symbols TS and HP, respectively
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increased by a factor of 4 to 0.6 nT. The basic result
is that Eq. (23.27) can still be satisfied for solar
wind neutrals but requires higher values of BVLISM.
Recent global heliospheric simulations are indepen-
dently coming to similar values � 0.4 nT by con-
sidering where the Voyager spacecraft crossed the
termination shock, the directions of the downstream
flow velocities, and energetic particle observations
upstream of the termination shock (Opher et al. 2009a;
Pogorelov et al. 2009). Better calculations of the mag-
netic draping also allow such figures to be refined. An
appropriate conclusion is that analogs of Fig. 23.41
imply that the GMIR-Priming theory remains viable,
and able to explain the localization of the priming
to the outer heliosheath near the heliopause, provided
BVLISM is � 0.4 nT (Cairns et al. 2006; Mitchell
et al. 2009; Pogorelov et al. 2009).

23.7.2 Predicted Radio Fluxes
and Dynamic Spectra

Predictions for the properties of electron beams,
Langmuir waves and radio waves produced upstream
of the GMIR shock can now be obtained (Cairns
et al. 2004; Mitchell et al. 2004, 2009) by com-
bining Section 23.7.1’s priming mechanism with the
foreshock radio theory in Sections 23.5 and 23.6
for a plasma environment specified by independent
global simulations of the solar wind – VLISM inter-
action (e.g., Zank et al. 1996; Zank 1999; Izmodenov
et al. 2004; Opher et al. 2009a; Pogorelov et al. 2009).
Put another way, the priming theory predicts the exis-
tence (or not) and properties of the superthermal elec-
tron tail produced by LHD that is superposed onto the
background electron distribution for a given location
of the shock, and the shock then reflects and accel-
erates the local electron distribution to form electron
beams that drive Langmuir waves and radio emission.
The theory presently predicts 6 quantities for a sin-
gle paraboloidal ripple on the global shock at a given
location: the reduced electron distribution fr(v‖, r),
gyrotropic electron distribution fr(v‖,v⊥, r) and volume
emissivities jF(r) and jH(r) of radiation throughout
the 3D foreshock, and the fundamental and harmonic
radiation fluxes FF(rob) and FH(rob) at an observer
location rob, respectively. The fluxes are calculated by
integrating the volume emissivities throughout the 3-

D source while taking into account the |r − rob|−2

falloff and straight-line propagation from each source
element to the observer. Of course, the dynamic spec-
trum at a given location can be calculated by allow-
ing the shock to move into regions with different
ne(r) and analysing the time-varying frequency and
flux.

Before proceeding it is stated that the calcula-
tions below are all for priming using the parameters
appropriate to inner heliosheath neutrals, rather than
the solar wind neutrals that should be used (Mitchell
et al. 2009). These calculations therefore need to be
redone for solar wind neutrals. The qualitative impli-
cations of these changes are expected to be small, but
are summarized at the end of this subsection.

The background electron distribution before prim-
ing is assumed to be a generalized kappa distribu-
tion given by Eq. (23.24). Values for κ , ne, Te, and
B are specified in Table 23.1. The axis of the rip-
ple is assumed parallel to U and perpendicular to
B. The properties of the LHD tail are given by
Eq. (23.26) and the ratio nT/ne = 10−5 predicted
assuming the pickup ions have number density nce =
10−4 cm−3 appropriate to the inner heliosheath.
Finally, it is relevant that fp = 2.6 kHz for ne =
0.1 cm−3.

Table 23.1 Nominal shock and plasma parameters for the
outer heliosheath

U Rc Te ne κ B

600 km s−1 0.42 AU 8,000 K 0.1 cm−3 5 0.1 nT

The importance of priming is demonstrated first.
Figure 23.42 compares fr(v‖) at two foreshock loca-
tions for the following situations: shock acceleration
of background electrons with no LH priming (dotted
curves), LH priming but no shock acceleration (dashed
curves), and both shock acceleration and LH prim-
ing (solid curves). The calculations are due to J.J.
Mitchell (personal communication, 2004) and assume
inner heliosheath neutrals (Cairns 2004). The fore-
shock locations are (R,x) = (100,15) Gm and (50,3)
Gm for the left and right panels, in terms of the usual
foreshock coordinate system, with the latter case hav-
ing larger vc ≈ vdR/x. Comparing the solid and dot-
ted curves it is evident that priming increases the num-
ber of reflected electrons by many orders of magnitude,
while differences between the solid and dashed curves
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demonstrate the importance of the shock in accelerat-
ing electrons and forming beam distributions that drive
Langmuir waves. Moreover, the larger number of fast
seed electrons available in the primed case at large v‖
means that priming increases the relative beam num-
ber density proportionately more at the larger v‖ found
closer to the foreshock boundary than at smaller v‖.
Eq. (23.20) then predicts that priming will favor fp radi-
ation over 2fp radiation (Cairns and Zank 2001, 2002),
as shown below.

The importance of LH priming to the production
of radiation is demonstrated in Fig. 23.43, by plot-
ting jF(r) with and without LH priming for the cen-
tral plane of the 3D foreshock. Priming increases the
maximum values of jF by a factor ≈ 104 and causes
two regions with significant jF to develop (Cairns

et al. 2004; Mitchell et al. 2004; Cairns 2004): the
region with large vb near the foreshock boundary
(x = 0) corresponds to shock-accelerated tail electrons
while the other corresponds to accelerated background
electrons.

Priming is vital for 2fp radiation, as shown in
Fig. 23.44. However, the primary reason for Fig. 23.44
is to compare the volume emissivities of fp and 2fp
radiation: the maximum value of jH is 3–4 orders of
magnitude less than for jF, providing a very strong
argument that fundamental radiation should dominate
harmonic radiation by 3–4 orders of magnitude for the
2–3 kHz radiation. This conclusion follows in both the
primed and unprimed cases, with the enhancement fac-
tor due to priming larger for fundamental radiation due
to Eq. (23.20) and the larger number of fast electrons



23 Coherent Radio Emissions Associated with Solar System Shocks 323

Harmonic Emissivity (W m-3 Str-1) Harmonic Emissivity (W m-3 Str-1)  

0 2 4 6 8 10 12
0

3

6

9

12

 -2
8

 -
28

 -28

-32

-32

-32
Shock

–40.0

–37.1

–34.1

–31.2

–28.2

–25.3

0 2 4 6 8 10 12
0

3

6

9

12
Shock

-30

-32

–40.0

–37.6

–35.2

–32.8

–30.4

–28.0

–X
 (1

010
 m

)

–X
 (1

010
 m

)

R (1011 m)R (1011 m)

lo
g 1

0(
j F

)

lo
g 1

0(
j F

)
Fig. 23.44 Volume emissivity jH(R, x) for 2fp radiation (left) with and (right) without LHD priming, in the same format and with
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in the primed case. Analyses for other plasma param-
eters shows that the lack of 2fp radiation is primar-
ily due to the low value of Te = 8,000 K assumed
for the outer heliosheath (Mitchell et al. 2004).
Thus, the theory provides a strong argument that the
2–3 kHz radiation should be exclusively fp radiation
(Cairns and Zank 2001, 2002; Cairns et al. 2004;
Mitchell et al. 2004), consistent with the interpreta-
tion of the abrupt lower frequency edge of the 2 kHz
component in Figure 23.21 as a cutoff at fp for the
outer heliosheath (Gurnett et al. 1993; Cairns and
Zank 2002).

The fluxes predicted for a remote observer can now
be calculated by integrating the predictions for jF(R, x)
and jH(R, x) over the 3-D foreshock as in Eq. (23.22).
The results are summarized in Table 23.2 and the
important qualitative implications are: (1) The flux
of fp radiation should dominate the 2fp flux by over
4 orders of magnitude. Accordingly harmonic struc-
ture is unlikely to be observed for the 2−3 kHz radi-
ation and the observed radiation is almost certainly
fp radiation. (2) Priming is critical, since it increases
the predicted flux of fp radiation by a factor ≈ 104

for these parameters. This can plausibly account for
the radiation turning on beyond the heliopause once
the GMIR shock enters the primed region. (3) The
predicted fp flux for this single ripple of characteris-
tic size 1 AU is of order that observed by the Voy-
ager spacecraft, ≈ 1.8 × 10−17 Wm−2Hz−1 (Gurnett
et al. 1993), for these parameters. These results confirm
the theoretical predictions of Cairns and Zank (2001,
2002).

Table 23.2 Fluxes predicted for an observer in the ecliptic
plane 50 AU from the Sun along the Sun - heliopause nose axis
for the shock and plasma parameters in Table 23.1

fp flux 2fp flux
(Wm−2Hz−1) (Wm−2Hz−1)

Tail 3 × 10−17 1 × 10−22

No Tail 8 × 10−22 7 × 10−25

Consider now the dynamic spectrum predicted
(Fig. 23.45) as the GMIR shock travels through the
solar wind and inner heliosheath before entering the
primed region and eventually the VLISM (Mitchell
et al. 2004). The calculation assumes the spatial pro-
files in density, flow speed, and ion and electron
temperature given by the two-shock, cylindrically-
symmetric, plasma-neutral, 4-fluid (3 neutral fluids
and 1 plasma fluid coupled by charge-exchange and
ordinary collisions) simulation of Zank et al. (1996).
For simplicity, the shock is assumed to have con-
stant speed and shape (U and Rc are specified
in Table 23.1), U is directed along the Sun –
heliopause nose line which is the symmetry axis
of the shock and system, and B is always perpen-
dicular to U. Priming is assumed to occur in the
outer heliosheath only, consistent with the theory
above.

In Fig. 23.45 from early times until about day 300
the frequency bands drifting downwards from 8 kHz
to about 200 Hz are fp (primarily) and 2fp radiation
produced when the GMIR is in the solar wind. The
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time origin corresponds to the GMIR leaving the Sun.
(The enhancement near day 150 is when the GMIR
passes near the observer.) The radiation produced in
the solar wind is predicted to be very weak, typi-
cally well below about 10−18.5 Wm−2Hz−1, whereas
the Voyager threshold is near 10−17 Wm−2Hz−1. The
GMIR is in the inner heliosheath from about day 250
to day 400, primarily producing fp radiation, after
which the rapidly rising tone corresponds to fp emis-
sion from the heliopause density ramp. When the
GMIR enters the outer heliosheath the fp radiation
intensity is predicted to increase by ≈ 4 orders of
magnitude, to values in excess of the Voyager thresh-
old. Moreover, this emission remains almost constant
in frequency and lasts for approximately 150 days,
starting shortly after day 400. The GMIR enters the
VLISM near day 550 and the emission then becomes
very weak.

The following predictions and results follow from
Fig. 23.45. First, the radiation should be too weak
to be observable by the Voyager spacecraft when the
GMIR is in the solar wind, the inner heliosheath, and
the VLISM. Second, the radiation should turn on when
the GMIR enters the primed outer heliosheath, because
the radiation flux is predicted to increase above the
Voyager threshold. Third, the fp radiation predicted
for the primed outer heliosheath closely resembles the
2 kHz component (compare Figs. 23.21 and 23.45).

Fourth, the GMIR shock is not predicted to produce
2fp radiation in the outer heliosheath or any other
region that is observable above the Voyager thresh-
old. Fifth, the timing and frequencies of the radio
event predicted above the Voyager threshold are semi-
quantitatively consistent with the observations. (The
densities, and so radiation frequencies, are slightly
high in the outer heliosheath and VLISM for this
simulation.)

The flux, frequency, and timing of the radio emis-
sions are predicted to vary with the properties of
the GMIR, neutral population leading to LHD, and
the source plasmas (particularly the outer heliosheath
plasma). Specifically the flux increases with increas-
ing U, tail speed vm, nT , ne, and Rc, and with decreas-
ing κ (Mitchell et al. 2004), analogous to Figs. 23.29,
23.30, and 23.31 above for type II bursts. Changing
the pickup ion source to solar wind neutrals from inner
heliosheath neutrals is predicted to increase vm and
decrease nT and initial calculations predict that the
radio fluxes should increase by a factor ≈ 30 (Mitchell
et al. 2009) (primarily due to the increased number
of fast tail electrons available for the GMIR shock to
accelerate), although detailed calculations remain to be
done.

In summary, the combination of the priming mech-
anism, the foreshock emission theory, and the GMIR
shock described in Fig. 23.45 provide an underly-
ing and semiquantitative theoretical basis for Gur-
nett et al.’s (1993) GMIR model for the radiation
(Cairns et al. 2004; Mitchell et al. 2004). Specifically,
this GMIR/Priming theory can account semiquantita-
tively for (Cairns and Zank 2002; Cairns et al. 2004;
Mitchell et al. 2004, 2009): the radiation’s turn-on
in the outer heliosheath; the apparent lack of emis-
sion when the GMIR is in the solar wind, inner
heliosheath, and the VLISM; the lack of harmonic
structure in the observed radio emissions; the charac-
teristic flux of the observed emission; and the char-
acteristics of the 2 kHz component. Nevertheless the
theory is not complete, with several issues requiring
resolution, including the lack of strong drifting emis-
sions analogous to the observed transient emissions
in Fig. 23.45, the propagation of radiation into the
inner heliosphere, and a fully quantitative study of the
radio flux (Cairns et al. 2004; Cairns 2004). These
issues are discussed in more detail in Section 23.7.4
below.
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23.7.3 Orientation and Strength of the
VLISM Magnetic Field

Figure 23.24 shows that the source regions inferred
for the 2–3 kHz emissions (specifically the transient
emissions) lie on an approximately linear band in the
plane of the sky that is almost parallel to the galactic
plane and contains the direction to the heliopause nose
(Kurth and Gurnett 2003). Kurth and Gurnett (2003)
then interpreted the linear band in terms of the direc-
tion of the VLISM magnetic field BVLISM , with BVLISM

then being parallel to the galactic plane. This finding
appears to be consistent with results for the large-scale
magnetic field in the Milky Way (Frisch 2003).

Subsequently draping of the interstellar magnetic
field over the heliopause was studied to see whether
the priming mechanism would strongly localize the
emission source near the heliopause, for instance
via Eq. (23.27) and spatial variations in the Alfven
speed VA(r) ∝ B(r)/ne(r) (Cairns 2004; Mitchell
et al. 2008). While draping does indeed lead to a linear
band of enhanced B and so reduced vr/VA on the plane
of the sky that is parallel to BVLISM , the enhancement
is typically only about 10% compared with a sur-
rounding roughly circular region (Cairns 2004; Cairns
et al. 2006; Mitchell et al. 2008). Accordingly, draping
alone does not appear to explain the observed band of
source locations.

A very attractive idea is that the emission region is a
band on the sky where B · n ≈ 0 where n is the normal
vector to the GMIR shock and B is the magnetic field
just upstream of the shock (Gurnett et al. 2006). The
foreshock theory naturally incorporates this constraint
since the constraint B · n = 0 just identifies the loca-
tion of the tangent point on the shock (e.g., Fig. 23.1)
and the foreshock electrons with large values of v‖ are
connected to regions of the shock where B · n ≈ 0.
Moreover, since each plane defined by U and B that
passes through the shock has a point where B · n = 0
there is a band of locations on the 3D shock where
B · n = 0 that is approximately perpendicular to B in
the plane of the sky (Gurnett et al. 2006). Gurnett
et al. (2006) therefore interpreted the observed band
as being perpendicular to BVLISM .

The B · n ≈ 0 idea can actually lead to the source
being elongated parallel to BVLISM or perpendicular to
BVLISM (Mitchell et al. 2008). The reason is that the rel-

evant question is whether the region where quasilinear
relaxation of foreshock electron beams and significant
emission occurs has a size parallel to B that is small
or large compared with the size of the perpendicu-
lar domain on the shock where B · n = 0 (Mitchell
et al. 2008). The calculations in Figs. 23.43 and 23.44,
and analogs elsewhere (Cairns et al. 2004; Mitchell
et al. 2004) show that the volume emissivity of radi-
ation is only large for distances � 1011 m ≈ 1 AU par-
allel to B. Viewed from the Sun this is a distance of
about 0.4◦. In comparison, the domain on the macro-
scopic GMIR shock where B · n ≈ 0 extends at least
30◦ from the heliopause nose (Mitchell et al. 2008).
Thus, recognizing the importance of the B.n ≈ 0 idea,
the GMIR/Priming theory quantitatively predicts that
the observed band is perpendicular to BVLISM in the
plane of the sky.

An independent means to obtain the direction of B
in the outer heliosheath, and thence in the VLISM,
is provided by the IBEX spacecraft’s observations
(McComas et al. 2009) of a ribbon of ENAs on the sky
with energies and directions characteristic of the solar
wind-VLISM interaction. In one interpretation the rib-
bon shows where ENAs are produced from pickup ions
that have a ring distribution in the outer heliosheath
and resulted from charge-exchange of solar wind neu-
trals, exactly as in the revised GMIR/Priming the-
ory (Mitchell et al. 2009). Moreover, the simulations
of Heerikhuisen, McComas and colleagues (McCo-
mas et al. 2009; Heerikhuisen et al. 2010) show
that the ring must not be scattered into a shell if
the ribbon is to be observable. In this interpretation
the ring should be where BOS · r ≈ 0 (Heerikhuisen
et al. 2010), essentially identical to the B · n inter-
pretation for the radio sources (Gurnett et al. 2006).
Heerikhuisen et al. (2010) have estimated the direc-
tion of BOS from the IBEX ENA data (it originates
from close to ecliptic coordinates (224,41)), but this
direction has not yet been compared with other esti-
mates (Gurnett et al. 2006; Frisch 2003; Pogorelov
et al. 2009; Opher et al. 2009a). It remains to be seen
whether these are all consistent.

The IBEX data and their pickup ion interpretation
also offer a way to constrain the magnitudes of BOS

and BVLISM. This is because pickup ion rings subject
to LHD and the constraint vr/VA � 5 of Eq. (23.27)
are not expected to scatter into a shell but instead to
fill the ring to lower v⊥ (Omelchenko et al. 1989;
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McClements et al. 1993; Shapiro et al. 1998; Cairns
and Zank 2001, 2002), whereas pickup rings that do
not satisfy Eq. (23.27) are expected to drive MHD
waves and isotropize the ring into a shell distribution
(see Zank 1999, and references therein). Importantly, a
ring filled towards lower v⊥ still satisfies the geomet-
ric constraint BOS · r for the ribbon’s creation, whereas
a shell does not. Accordingly, the existence of the
IBEX ribbon and associated ENA simulations (McCo-
mas et al. 2009; Heerikhuisen et al. 2010) provides an
independent argument that the conditions for LHD, the
priming mechanism, and the GMIR/Priming theory are
met, whence VA � vsw/5 in the outer heliosheath.

The magnitudes of BOS and BVLISM are
thus constrained by Eq. (23.27). This leads to
BOS ≈ BVLISM > 0.2 nT for solar wind neutrals
(Mitchell et al. 2009). (The constraint is a factor ≈ 4
weaker for inner heliosheath neutrals; Cairns 2004,
Mitchell et al. 2008.) Another constraint is that the
plasma beta be less than 1 for LH wave growth to be
favored, yielding BVLISM > 0.03 nT (Cairns 2004).
These large values of BVLISM make it likely that MA in
the VLISM is less than 1 so that an outer bow shock
appears increasingly unlikely.

Recent global heliospheric simulations are indepen-
dently yielding BVLISM ≈ 0.4–0.6 nT by considering
where the Voyager spacecraft crossed the termination
shock, the directions of the downstream flow veloc-
ities, and energetic particle observations upstream of
the termination shock (Opher et al. 2009a; Pogorelov
et al. 2009). These analyses should be considered
more direct and stronger arguments for large values
of BVLISM than the arguments above based on the
GMIR/Priming model. Perhaps more importantly,
the large values of BVLISM > 0.4 nT obtained by
comparing the global simulations with non-radio data
provide a strong argument that the constraint of Eq.
(23.27) is satisfied for the outer heliosheath and so that
the proposed priming mechanism and GMIR/Priming
theory are viable. Another argument is provided above
based on the existence and properties of the IBEX
ENA ribbon.

23.7.4 Issues and Future Research
Directions

The theoretical predictions for the 2–3 kHz radiation
are not in as advanced a state as for type II bursts.

A number of important issues exist, all of which can
be resolved with further research.

The primary issue can be considered the lack
of detailed quantitative predictions for the dynamic
spectrum for a macroscopic GMIR shock moving
through realistic asymmetric models for the inhomoge-
nous plasma structures of the heliopause and outer
heliosheath. Recent global neutral-plasma simulations
show that the plasma and magnetic fields become
strongly asymmetric when highly tilted and strong
BVLISM are considered (Opher et al. 2009a; Pogorelov
et al. 2009). By analogy with theoretical predictions for
type II bursts (McLean 1967; Knock and Cairns 2005;
2006; Florens et al. 2007), these asymmetries can be

expected to produce emissions reminiscent of split-
band and multiple-lane type II bursts that might explain
the existence of both the 2 kHz component and tran-
sient emissions, the multiplicity of transient emissions,
and fine structures in the 2 kHz component. Specifi-
cally, the hope is that some portions of the shock will
encounter regions of almost constant plasma density
while others will encounter regions with positive den-
sity gradients that have appropriate length scales (sev-
eral to 20 AU) to yield the upwards drifting transient
emissions as the shock moves up the density ramp.
Slowing of the shock as it moves from the solar wind
to the outer heliosheath is also expected to be vital but
is yet to be included.

The next issue to do with making the theory
fully quantitative is that existing calculations (Cairns
et al. 2004; Mitchell et al. 2004) only consider a single
ripple with Rc = 0.42 AU (and projected length ≈ 1
AU in the plane of the sky) whereas the macroscopic
GMIR shock has a characteristic scale of over 100 AU
near the heliopause, if approximately spherical, and so
should have over 1002 = 104 active ripples of this size
that might produce radio emission (Cairns et al. 2004).
Restricting the active ripples to the region of the outer
heliosheath where the plasma is primed and strong
magnetic draping occurs will restrict the number of rip-
ples over the above estimate, but not by more than an
order of magnitude. Accordingly, scaling up the exist-
ing flux predictions to the macroscopic shock means
that the flux may be underestimated by a factor ≈ 104

(since the flux is proportional to R2
c and the number

of ripples (Knock et al. 2003a; Cairns et al. 2004)).
Since the existing calculations yield fluxes of order
those observed, this is a significant quantitative prob-
lem that requires an effective loss mechanism to bring
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the scaled up predictions into balance with the obser-
vations. One such mechanism is discussed next.

Propagation of the radiation into the inner
heliosheath and solar wind is a major issue for the
GMIR/Priming theory: the radiation is predicted to
be produced near fp upstream of a shock that is
moving away from the Sun, thereby being prevented
from immediately propagating Sunwards by the den-
sity increase behind the shock (Cairns and Zank 2001,
2002). This has a qualitative explanation that has not
been quantified. The qualitative explanation (Cairns
and Zank 2001, 2002) is that scattering by density
irregularities diffuses the fp radiation around the sides
of the GMIR shock until it reaches locations where
the GMIR shock has not crossed the heliopause, where
the radiation frequency is now much greater than the
local plasma frequency and so the radiation can prop-
agate directly across the shock and into the inner
heliosphere. Existing calculations predict that scat-
tering should be important in the solar wind and
inner heliosheath (Cairns 1995, 1996; Armstrong et al.
2000).

Quantitative ray tracing calculations are needed to
calculate the fraction of the emitted radiation that can
reach the inner heliosphere by diffusing around the
GMIR shock. Intuitively, this fraction is expected to
be much less than 1% (Cairns and Zank 2001), mean-
ing that the majority of the radiation moves out into
the VLISM; this allows and allowing the flux predic-
tions for multiple active ripples on the GMIR shock to
possibly lead to fluxes of order those observed (Cairns
et al. 2004). Accordingly, radiation from GMIR-like
shocks leaving the myriad active stars in the Galaxy
like the Sun may well be a major contributor to the
galactic background below about 100 kHz. Another
point is that the apparent necessity for the radiation
to leak around the sides of the GMIR shock before
entering the inner heliosheath, rather than moving
directly across near the nose of the shock, means that
there must be a geometric “shadow zone” immedi-
ately behind the portion of the GMIR shock that has
crossed the heliopause. Spacecraft inside the shadow
zone will observe only weak radiation that has been
scattered into the region. This shadow zone concept
may explain why the radio events observed after 2002
(see Fig. 23.19) have been weaker than the earlier
events despite the Voyager spacecraft being closer
to the heliopause nose and so the predicted source
regions.

Detailed simulations of the LHD process and the
constraint of Eq. (23.27) are required for parame-
ters relevant to the outer heliosheath, including the
effects of both charge-exchange and ordinary colli-
sions. While Eq. (23.27) is consistent with previ-
ous simulations (e.g., of Omelchenko et al. 1989;
McClements et al. 1993; Shapiro et al. 1998), this con-
straint needs to be confirmed and to be developed as a
function of β.

Solar cycle variability may also affect the like-
lihood of producing radio emissions and may pro-
duce density structures in the outer heliosheath rele-
vant to transient emissions. Specifically, the 11-year
solar cycle injects periodic variations in the numbers of
solar wind and inner heliospheric neutrals plus density
waves that propagate into the outer heliosheath (Zank
and Muller 2003; Scherer and Fahr 2003). Mitchell
et al. (2005) showed that there should be a solar cycle
dependence on the priming, with maximum priming
2–3 years after solar maximum, and so optimum con-
ditions to produce radio emissions. While this is con-
sistent with the radio data, the predictions need to be
redone for solar wind neutrals and the consequences
explored of the density waves injected into the outer
heliosheath. Qualitatively, these density structures pro-
vide natural density ramps over a restricted range
of heliolatitudes and heliolongitudes for the shock to
move up and produce upwards-drifting radio emissions
like the transient emissions.

The strong dependence of the predicted radio emis-
sion on the shock speed is another issue that requires
more careful consideration. This is relevant in at least
2 ways. The first is that shocks are predicted to slow
markedly in the inner and outer heliosheaths (e.g.,
Gurnett et al. 1993; Zank 1999), leading theoretically
to substantially lower amounts of radio emission via
analogs of Fig. 23.29, but this effect has not been con-
sidered in the dynamic spectra and other quantitative
calculations of the radio emission (Cairns et al. 2004;
Mitchell et al. 2004). Secondly, this may explain why
the 2003–2004 emission event is much weaker than the
1983–1984 and 1992–1994 events (Cairns 2004): the
lower GMIR speed inferred for the 2003–2004 radia-
tion event (≈ 560 km s−1) compared with the 1983-
1984 and 1992-1994 events (≈ 850 km s−1) should
lead to a smaller radiation intensity by a factor ≈ 2,
thereby potentially moving much of the radio emis-
sion produced below the detection thresholds of the
Voyager plasma wave instruments. (Note that the most



328 I.H. Cairns

intense radio emissions observed to date have intensi-
ties only a factor ≈ 3 above the Voyager thresholds.)

Attractive future modifications to the foreshock the-
ory were identified in Sections 23.5 and 23.6.3 in the
contexts of Earth’s foreshock radiation and type II
bursts. Some of these apply also to the 2–3 kHz emis-
sions. Further discussion of these is deferred to the next
section.

23.8 Discussion

Detailed applications of the foreshock theory to Earth’s
foreshock, type II bursts (both coronal and interplane-
tary), and the 2–3 kHz radio emissions are shown in
Sections 23.5, 23.6, and 23.7 to broadly be in good
qualitative and even semiquantitative agreement with
available observations. Nevertheless, these same sec-
tions identified a number of areas of improvement for
the basic theory itself as well as for the detailed appli-
cations of the theory. Rather than repeat those here, this
section instead focuses on issues involving the emis-
sion mechanisms for the radiation and on future appli-
cations of the theory.

23.8.1 Improvements to the Foreshock
Theory

Section 23.6.3 describes a number of important revi-
sions proposed for the foreshock theory, including the
reflection of electrons at the shock (principally the
inclusion of overshoots in the magnetic field and cross-
shock potential), inclusion of other emission processes,
the modelling of ripples on the macroscopic shock,
better modeling the directivity patterns, propagation,
and scattering of the radiation, and the development of
“bolt-on” numerical implementations of the theory that
can be combined easily with advanced numerical, data-
driven models for the background plasma and evolu-
tion of the shock. Attention is focused here on emis-
sion processes other than the standard ES decay, EM
decay, and 2fp coalescence processes. These include
linear mode conversion (LMC) (Forslund et al. 1975;
Budden 1985; Yin et al. 1998; Cairns and Willes 2005;
Kim et al. 2007, 2008), radiation from localized Lang-
muir eigenstates (Malaspina et al. 2010), direct radi-
ation via electron cyclotron maser emission (Far-

rell 2001), and fine structures at fce/2 in fp radiation
from Earth’s foreshock (Cairns 1994). These are not
included in the basic foreshock theory, but are now dis-
cussed in turn.

Before starting, however, an important point is
made: the current foreshock theory yields predictions
in reasonable semiquantitative agreement (typically
a factor of order 3–10) with available observations,
implying that these other processes are not likely to
be crucial unless a basic building block of the the-
ory (like the power flux into the Langmuir waves)
is not estimated accurately. Moreover, strong argu-
ments exist for favoring the standard processes (Sec-
tions 23.3 and 23.5). Nevertheless, it is important to
thoroughly explore and develop these non-standard
emission processes. Reasons include the fundamental
nature of the physics, the need to extend the foreshock
theory so that it can quantitatively explain the observed
radiation to better than a factor of 2, and the possi-
bility that these processes will apply to other radio
emissions.

Recent work has almost placed LMC in a suitable
state for insertion into Eq (23.17) and consideration
on an equal basis to the standard nonlinear processes.
The reasons are as follows. Recent simulations (Kim
et al. 2007, 2008) have established the energy and
power conversion efficiencies for a specified incom-
ing wavevector (shown to differ by the ratio of the
group speeds of the electrostatic and electromagnetic
waves, thereby being a quantitatively important dif-
ference) and reconciled previous analytic and simula-
tion work in (Forslund et al. 1975; Yin et al. 1998),
while analytic and numerical calculations have shown
how to average the power (or energy) conversion effi-
ciencies over the angular and length scale distributions
of incoming Langmuir waves and density irregulari-
ties (Cairns and Willes 2005). The averaged efficien-
cies are commensurate with those for the nonlinear
processes above, sometimes being larger and some-
times smaller depending on the beam parameters, and
are smaller than the unaveraged efficiencies by factors
of order (Ve/c)2 (Cairns and Willes 2005). This pro-
vides a robust argument that LMC needs to be fully
considered (Cairns and Willes 2005) – as argued pre-
viously on the less secure grounds of the unaveraged
power conversion efficiencies being ≈ 50% and so
orders of magnetitude larger than required to explain
the observed fluxes. Future work should therefore
involve the addition of the averaged LMC efficiencies
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into Eq. (23.17) on an equal basis to the nonlinear
efficiencies.

The newly discovered Langmuir eigenstates (Ergun
et al. 2008; Malaspina and Ergun 2008), sometimes
called Intense Localized Structures or ILSs (Nulsen
et al. 2007), have significant nonlinear currents jNL and
electric fields ENL at both fp and 2fp that are asso-
ciated with the time varying Langmuir fields at fp
and their spatial gradients. These currents can drive
radio waves at fp and 2fp due to coupling between
the current and wave fields leading to non-zero power
input jNL · ENL. Effectively the eigenstate radiates as
an antenna. A similar mechanism was tried earlier
(Papadopoulos et al. 1978; Goldman et al. 1980) for
Langmuir wave packets subject to the process of wave
collapse in strong turbulence, in which nonlinear self-
focusing dominates wave dispersion and wavepack-
ets intensify and collapse to spatial scales of order
10λD (Zakharov 1972; Robinson 1997), but found to
be unimportant. The critical difference in the new cal-
culations is that the eigenstate (or ILS) has a length
scale larger than or commensurate with the wavelength
of 2fp radiation (λ ≈ c/2fp), so that the source can-
not be assumed to be small compared with the wave-
length: this results in survival of the dipole contri-
bution to the radiated fields (Malaspina et al. 2010),
unlike the antennas for collapsing wavepackets
considered previously (Papadopoulos et al. 1978;
Goldman et al. 1980).

Malaspina et al. (2009) calculated the 2fp power
radiated by an ILS (Fig. 23.46 and found it to be
sufficient to contribute significantly to the radiation
observed in Earth’s foreshock, perhaps even dom-
inating the standard nonlinear processes. The pre-
dicted power depends sensitively, though, on the num-
ber, characteristic fields, and length scales of the ILS
in the foreshock, which are not yet known observa-
tionally or predictable theoretically. Further work is
required on this antenna mechanism for ILS, which
needs to be incorporated into the standard fore-
shock theory and its applications to solar system
shocks.

Now consider cyclotron maser mechanisms for
direct generation of fp and 2fp radiation (Wu
et al. 1985; Farrell 2001). This requires careful
tuning of parameters to obtain emission near the
observed frequencies of ≈ 1.9fp − 2.1fp rather than
1.4fp, 2.5fp or any other frequency, since fce � fp
and the observed emission is at high harmonics
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Fig. 23.46 Prediction of the 2fp power in dB radiated by
a Langmuir eigenstate (ILS) in Earth’s foreshock as a func-
tion of the ILS peak electric field and length scale (Malaspina
et al. 2010). The contour labelled 0 corresponds to a power of
2 × 10−11 W

(≈ 50–200) of fce in most source regions of interest
in this paper (and specifically for Earth’s foreshock).
Furthermore, the process requires an energetic ring-
beam distribution, with characteristic perpendicular
speeds at least 0.1c. While such ring-beam distri-
butions can be produced by mirror reflection (Yuan
et al. 2007, 2008a), they have very low number den-
sities (nb/ne ≤ 10−6) at such large v⊥ ≈ v‖ (see Fig.
23.25 and the papers of Fitzenreiter et al. (1990)
and Cairns et al. 1997). These two problems must
be resolved before direct cyclotron maser emission
can be considered a viable competitor to the standard
nonlinear processes or the other alternative processes
above.

Finally, no detailed or accepted theoretical expla-
nation exists for splitting at fce/2 for fp radiation in
Earth’s foreshock (Cairns 1994), which may also be
relevant to split-band type II bursts and fine struc-
tures in the transient component of the 2–3 kHz outer
heliospheric radiation. Mechanisms involving linear
growth of oblique Langmuir waves due to loss cone or
ring-beam features in the reflected electron distribution
(Lobzin et al. 2005), followed by LMC or nonlinear
conversion processes to radiation, or direct cyclotron
maser emission may be attractive. Alternatively, mag-
netization effects on the standard nonlinear processes
for fp and 2fp radiation need to be investigated for fre-
quency fine structures, as opposed to the polarization
analyses performed prevously.
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23.8.2 Other Applications

The foreshock theory for radio emissions at fp and
2fp has numerous other applications in the solar sys-
tem and in astrophysics. These include the foreshocks
of other planets, mini-magnetospheres on the Moon,
Mars, and the moons of other planets, the radio back-
ground of the interstellar medium, and emission from
supernova shocks.

It is evident that the theory developed for Earth’s
foreshock can be generalized to any planet or moon
with a bow shock. Kuncic and Cairns (2005) have
performed these calculations for the planets, finding
(Fig. 23.47) that Mercury is a particularly attractive tar-
get for observing foreshock radiation (e.g., with Bepi-
Colombo). Similar figures for spacecraft at a fixed
absolute distance from the planet’s bow shock suggest
that Jupiter should produce the largest flux, followed
by Earth.

Localized and strong magnetic fields on moons can
form a mini-magnetosphere and directly reflect the
solar wind (or superalfvenic corotation flow within
some planetary magnetospheres) – see Harnett and
Winglee (2003) and references therein – and form a
bow shock that then reflects electrons and give rise
to radio emissions via the standard foreshock model
(Kuncic and Cairns 2004). Figure 23.48 shows the
foreshocks predicted for various orientations of the
mini-magnetosphere to the solar wind for the Moon,
with the shading proportional to the volume emissiv-
ity of radiation (Kuncic and Cairns 2004). Observ-
able fluxes of radio emission are predicted for the
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Fig. 23.48 Predicted volume emissivities and source regions
for 2fp radiation for three different locations of mini-
magnetospheres (or magnetic anomalies) on the surface of the
Moon when in the solar wind (Kuncic and Cairns 2004)

Moon (Kuncic and Cairns 2004), perhaps accounting
for some of the signals observed near fp when the
Wind spacecraft traversed the Moon’s wake (Kellogg
et al. 1996).

Similar situations may be applicable to moons in the
Jovian or Saturnian magnetospheres (e.g., Ganymede)
and to perturbations of the bow shocks of Mars and
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Venus due to remnant magnetic fields. Further research
is needed to quantify these ideas.

Finally, supernova shocks are a very attractive target
for prediction of fp and 2fp radiation in a classic astro-
physical context. Radiation over a broad frequency
range can be expected when the shock overtakes ejecta
from earlier periods of the star’s evolution or reaches
the system’s termination shock and heliopause, since
a broad range of densities is expected. It remains to
be seen whether coherent foreshock emission will be
predicted to have observable levels and whether it
will be a significant contributor to the galactic back-
ground radiation at low frequencies � 100 kHz (Dulk
et al. 2001; Hillan et al. 2010). Of course, emission
from GMIR shocks for other stars, like the 2–3 kHz
radiation for our Sun, may also be large contributors
to the galactic background radiation, as commented in
Section 23.7.4.

23.9 Concluding Remarks

Many powerful coherent radio emissions are associ-
ated with shocks in our solar system, from the deep
corona to the solar wind to the outer heliosheath and
perhaps the very local interstellar medium. All are pro-
duced near the electron plasma frequency fpe and/or
2fpe. Emissions definitely driven by shocks include
interplanetary type II bursts, radiation from Earth’s
foreshock, and rare emissions from CIRs. Emissions
likely driven by shocks, but without definitive obser-
vational evidence, include drifting pulsating structures
at GHz frequencies from the deep corona, coronal
type II bursts, and the 2–3 kHz emissions from the
outer heliosphere. Analogous emissions are also pre-
dicted, but not yet observed, from the foreshocks of
the other planets (particularly Mercury and Jupiter,
which are predicted to have the most easily observ-
able emissions after Earth), mini-magnetospheres and
associated bow shocks on the Moon and other moons
that can move into the solar wind or exist in super-
alfvenic, corotating, flows in planetary magneto-
spheres (e.g., Ganymede). Foreshock fp and 2fp radi-
ation is also expected upstream of supernova shocks
and also for the equivalent of GMIRs from other
active stars, perhaps being a major contributor to
the galactic background radiation at low frequencies
� 1 MHz.

A detailed theory exists for foreshock fp and 2fp
radiation, based on reflection and acceleration of elec-
trons into the foreshock by the shock’s magnetic mir-
ror, the formation of electron beams (with loss cone
features that can have many attributes of ring-beam
distributions) in the foreshock due to imposition of a
minimum parallel velocity to reach a given foreshock
location by two effects (one imposed at the shock
and one by time-of-flight effects) that typically coin-
cide, the generation of intense electrostatic Langmuir
waves by the electron beams, and the conversion of
Langmuir energy into radiation by standard nonlin-
ear processes involving Langmuir waves. This theory
couples multiple physical processes from microscales
to macroscales, with the foregoing processes being
microscale physics, the creation of ripples on the shock
with sizes of order the decorrelation length of the mag-
netic field and scattering of radiation by density irreg-
ularities being intermediate scale physics, while the
macroscale physics includes 3D spatiotemporal vari-
ations of the plasma and the shock motion, as well as
integration of emission from individual shock ripples
over the entire shock.

This theory has been implemented analytically and
numerically and applied in some detail to Earth’s fore-
shock radiation, type II bursts, and the 2–3 kHz outer
heliospheric radiation. The predictions appear to be
in good qualitative and even semiquantitative agree-
ment with available observations, explaining the elec-
tron properties well and typically accounting for the
observed Langmuir fields and radiation fluxes to within
a factor of 3–10.

A number of improvements and tests have been
identified for the microphysics of the theory, such as
including overshoots in the magnetic field and cross-
shock potential for the electron reflection and beam
formation, observational testing of the assumption of
marginal stability and SGT for the waves, simulation-
based testing of the energy transfer rate into the waves
from the beams based on marginal stability, and incor-
poration of additional radiation mechanisms such as
linear mode conversion and emission from Langmuir
eigenstates and ILSs. The physics of ripple forma-
tion and evolution needs to be understood better, so
as to better model the characteristic sizes and pack-
ing of ripples onto the macroscopic shock. Scattering
and intrinsic directivity effects for the radiation are also
acknowledged to be important and require inclusion.
Another area requiring improvement is the modeling
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of inhomogeneities of the background plasma (density,
magnetic field, flow speed, temperatures, and the frac-
tion and distribution function of nonthermal particles)
and the 3D motion and location of the shock. Initial 2D
models for the solar wind and high corona, driven by
spacecraft data at 1 AU, exist but improvements have
been identified. These types of data-driven models and
accurate shock models are increasingly important for
the modelling of type II bursts and the 2–3 kHz radia-
tion, since the levels and frequency-time fine structures
of the radiation are predicted to depends strongly on
the local properties of the shock and plasma. Within
the next few years it is believed that theory-data com-
parisons for type II bursts will be useful in constraining
the properties of CME-driven shocks in the solar wind:
these will allow prediction of whether, when, and with
what properties a CME will impact Earth’s magneto-
sphere and produce space weather events. Similarly,
modelling a large-scale 3D GMIR shock interacting
with realistic asymmetric models for the solar wind –
LISM interaction may naturally explain the two classes
and detailed properties of the 2–3 kHz outer helio-
spheric emission. It is recognized that major progress
in testing the theory, and making associated refine-
ments, will occur with the advent of reliable bolt-on
versions of the foreshock theory that can be combined
with advanced, data-driven, global simulations of both
the background plasma and shock properties.

Unresolved theoretical and observational issues for
type IIs, Earth’s foreshock radiation, and the 2–3
kHz radiation are described in detail in Sections 23.5,
23.6.4, and 23.7.4. These include the one- versus two-
shock debate for coronal and interplanetary type IIs,
regarded here as of minor relevance (because the fore-
shock theory requires a shock but is agnostic as to its
origin) although the evidence appears to favor a blast-
shock for most metric type IIs and a CME-driven shock
for almost all interplanetary type IIs. Others are the
nature of the fine structures on type II bursts and the 2–
3 kHz emissions, and the importance of scattering and
propagation effects. Avenues to resolve these issues
appear to exist and should be pursued. Resolving them
may well lead to progress in understanding coronal
structures and the interaction between the solar wind
and VLISM, as well as the orientation and strength of
the magnetic field in the VLISM.

Advanced ground-based instruments like the Fre-
quency Agile Solar Radiotelescope (FASR), LOw Fre-
quency ARray (LOFAR), and Murchison Widefield

Array (MWA) will produce high dynamic range and
high time- and frequency-resolution dynamic spectra,
as well as images with higher time and angular resolu-
tion than before. In addition, the new Solar Dynamics
Observatory spacecraft (SDO) and the existing Solar
and Heliospheric Orbiting (SOHO), STEREO, and
Wind spacecraft have excellent capabilities for observ-
ing many solar and interplanetary phenomena, includ-
ing those related to type II bursts, CIR shocks,
and Earth’s foreshock radiation. The Voyager space-
craft continue to operate well and move towards the
heliopause and the outer heliosheath, thereby being
well poised to answer questions related to the origin
of the 2–3 kHz radiation. Novel, high quality data
will therefore be available to answer many unresolved
issues raised in this review.

A major conclusion of this review is that the time
is now ripe for making major progress on coherent
radio emissions from shocks, since an attractive, appar-
ently viable, and widely applicable theory exists, as do
abundant high quality observational data. Put another
way, a primary focus of current and future research
should be on developing quantitative predictions of the
theory, comparing these with observational data, and
refining the theory as required. In this regard, quantita-
tive testing and refining of the theory for Earth’s fore-
shock should perhaps be of highest priority, due to the
wealth of observational data on the electrons, Lang-
muir waves, radio emission and the solar wind proper-
ties, plus well-tested models for the location and basic
properties of the bow shock.

In conclusion, it appears that the basic foreshock
theory for radio emission from shocks (electron reflec-
tion and acceleration, development of electron beams,
growth of Langmuir waves, and production of fpe

and 2fpe radiation for a macroscopic, rippled, shock)
appears likely to explain semiquantitatively the pri-
mary observations for the three best-observed and
modelled applications, that many solar system radio
emissions appear to be associated with shocks and
qualitatively consistent with the basic theory, and that
many observational details and theoretical limitations
remain but do not appear likely to fundamentally alter
the theory. The next 10 years ought to be an exciting
time that sees theory and observations brought together
quantitatively, and type II bursts and the 2–3 kHz radi-
ation become important in predicting space weather
at Earth and the impacts of solar activity on the local
interstellar medium.
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Chapter 24

Advances in Coordinated Sun-Earth System Science
Through Interdisciplinary Initiatives and International
Programs

Horst Fichtner and W. William Liu

Abstract Recent observational advances have
allowed us to study the changing Sun with unprece-
dented detail. Many dominant research topics have
become broader as we seek to connect changes at the
Sun and of the Heliosphere to changes in the Earth’s
magnetosphere and atmosphere through a deeper
understanding of the physics obtained from inter-
disciplinary approaches to problems. The challenge
of conducting interdisciplinary research in a plasma
system as large and complex as the one between the
Sun and Earth within the heliosphere, which is itself
embedded in the interstellar medium, demands long-
term, carefully coordinated international cooperation.
In response to this need, the “Climate and Weather of
the Sun-Earth System” (CAWSES) and “International
Living With a Star” (ILWS) programs were created.
Complementary in their nature and goals, the two
programs combine resources from the national and
international communities to both advance the state
of our knowledge and coordinate and plan Sun-Earth
System research missions of the present and future.
Part of the corresponding research that is related to
space weather and space climate, including external
forcing of the terrestrial climate and the atmospheric
response, and that is put into an overarching context in
the present paper is highlighted in the articles of this
section.

H. Fichtner (�)
Institut für Theoretische Physik IV, Ruhr-Universität Bochum,
44780 Bochum, Germany
e-mail: hf@tp4.rub.de

24.1 An Integrating View

The increasing complexity and demands of industrial
civilisations at the beginning of the third millenium
not only have an impact on the local, terrestrial envi-
ronment and, possibly, climate, but are also affected by
the geospace and interplanetary environment as well as
the space climate conditions. On one hand, the impact
of industrial civilisations on environment is no longer
limited to the ground, the oceans, or the atmosphere
but, in view of the space debris problem, already con-
cerns near-Earth space. On the other hand, physical
processes in geospace as well as in the interplanetary
medium influence the terrestrial environment, and a
connection between solar activity and terrestrial cli-
mate is evident. Consequently, the Earth cannot be
understood as an isolated physical system: It must be
considered as a part of the Solar System and the helio-
sphere that is influenced by the surrounding interplan-
etary medium and the Sun.

Due to such insight but also as a consequence of
their increasing level of sophistication the research
fields of atmospheric physics, geophysics, space
physics, solar physics, and to some extent even astro-
physics not only touch but significantly overlap each
other resulting in increasing degrees of interdisci-
plinarity. This led to the development of newly defined
research fields like “geospace physics” combining the
physics of the atmosphere and the magnetosphere, or
“heliophysics” comprising the physics of the Sun and
the heliosphere. This change is also reflected in the
approach by which future science will be performed.
Although the idea of systems science has been with us
for a long time, it was not until recently that our exper-
imental and computational capabilities have become
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powerful enough for us to tackle a number of big ques-
tions systematically.

This partial fusion of research fields is reflected
in the installment of various international programs
that intend to foster joint activities of previously sepa-
rate disciplines with partly converging research goals.
The closer international cooperation is driven by a
number of factors. Financial constraints confronted
by many countries have created significant incen-
tives for scientists to collaborate. More importantly,
each country, by virtue of its history, geography and
even culture, has something unique to bring to the
international milieu. Besides a series of “International
Years” in Geophysics (http://www.ipy.org/), Helio-
physics (http://ihy2007.org/), and Astronomy (http://
www.astronomy2009.org/), two of such programs are
“Climate and Weather of the Sun-Earth System”
(CAWSES, http://www.bu.edu/cawses), which is spon-
sored by the Scientific Committee on Solar-Terrestrial
Physics (SCOSTEP), and “International Living With a
Star” (ILWS, http://ilws.gsfc.nasa.gov/) which is sup-
ported by numerous national space agencies. The arti-
cles of this section are concentrating on activities
within the latter two initiatives.

24.2 CAWSES and ILWS

Recent observational advances have allowed us to
study the changing Sun with unprecedented detail.
Many dominant research topics have become broader
as we seek to connect changes at the Sun and of the
Heliosphere to changes in the Earth’s magnetosphere
and atmosphere through a deeper understanding of the
physics obtained from interdisciplinary approaches to
various problems. The challenge of conducting inter-
disciplinary research in a plasma system as large and
complex as the one between the Sun and Earth within
the heliosphere, which is itself embedded in the inter-
stellar medium, demands long-term, carefully coor-
dinated international cooperation. In response to this
need, the Climate and Weather of the Sun-Earth Sys-
tem (CAWSES) and International Living With a Star
(ILWS) programs were created. Complementary in
their nature and goals, the two programs combine
resources from the national and international commu-
nities to both advance the state of our knowledge and
coordinate and plan Sun-Earth System research mis-
sions of the present and future.

24.2.1 CAWSES

CAWSES is structured into four overarching themes,
namely, (1) Solar Influence on Climate, (2) Space
Weather: Science and Applications, (3) Atmospheric
Coupling Processes, and (4) Space Climatology.
Within the framework of various corresponding work-
ing groups the goal of CAWSES are intended to be the
answers to the following questions:

• Can we link the end-to-end processes that pro-
duce geoeffective coronal mass ejections, facili-
tate their transfer through the heliosphere, their
interaction with the magnetosphere, and the pro-
duction of geomagnetic storms that affect the
atmosphere?

• Can we identify evidence for long-term variations
of solar luminosity related to solar activity and
resultant impacts on global change, compared with
other climate change mechanisms?

• To what extent are the magnetosphere and
ionosphere-thermosphere systems modulated by
solar activity on long time scales, including the
solar cycle, and how do variations driven by differ-
ent processes interact with dynamical and radiative
forcing processes from below?

• Can we reconcile apparent responses of the mid-
dle and lower atmosphere to solar activity, iden-
tify the physical mechanisms, in comparison with
anthropogenic influences, and estimate future ozone
changes?

The program, that started officially in 2004, has been
established with the aim of significantly enhancing
our understanding of the space environment and its
impacts on life and society. The main functions of
CAWSES are not only to help coordinate international
activities in observations, modeling, and theory crucial
to achieving this understanding, but also to involve sci-
entists in both developed and developing countries as
well as to provide educational opportunities for stu-
dents at all levels. This international initiative has trig-
gered the financing of several national CAWSES pro-
grams in France, Germany (http://www.iap-kborn.de/
DFG-Schwerpunktprogramm.63.0.html), India, Japan,
and Taiwan.
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Fig. 24.1 The principle
structure of the CAWSES
program; from Basu and
Pallamraju (2006)

24.2.2 ILWS

ILWS has the goal stimulate, strengthen, and coordi-
nate space research to understand the governing pro-
cesses of the connected Sun-Earth System as an inte-
grated entity. Its specific objectives are to stimulate and
facilitate (1) Studies of the Sun-Earth connected sys-
tem and the effects which influence life and society,
(2) Collaborations among potential partners in solar-
terrestrial space missions, (3) Synergistic coordina-
tions of international research in solar-terrestrial stud-
ies, including all relevant data sources as well as theory
and modeling, and (4) effective and user-driven access
to all data, results, and value-added products. Specific
questions to be addressed are:

• How and why does the Sun vary?
• How does the Earth respond?
• What are the impacts on humanity?

The program started officially in 2002. Its empha-
sis on space missions is reflected by some of the
following articles that highlight approved as well as
planned missions to further explore geospace, the inter-
planetary medium, and the Sun. Aside from existing
missions such as SOHO, Cluster, STEREO, IBEX,
Hinode, and THEMIS that have graced newspaper
headlines with their discoveries, ILWS is planning

the next wave of missions to unlock the secrets of
solar variability (PICARD and Solar Dynamic Obser-
vatory), propagation of solar energy outbursts from
the solar wind (Solar Orbiter and Kuafu), energy
release through magnetic reconnection (MMS, Cross-
Scale, and SCOPE), magnetosphere-ionosphere cou-
pling (Kuafu and ePOP), and ion-neutral interactions
(SWARM) that can potentially impact the evolution of
Earth’s atmosphere.

24.3 Further Developments and Trends

There are various activities that indicate possible or
even likely next steps. On the one hand there exist
preparations for new programs providing frameworks
to continue and intensify the interdisciplinary efforts.
On the other hand there are recent scientific develop-
ments making a further joining-of-forces of different
fields not only desirable but mandatory. In the follow-
ing we briefly give examples for such activities.

24.3.1 Future Programs

While the ILWS is a long-term initiative, CAWSES
has a defined duration. In view of the great success
of the latter program a plan for CAWSES-II is well
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on its way (http://www.cawses.org/CAWSES/Home.
html). Following the first CAWSES period, this sec-
ond phase is named “Towards Solar Maximum” refer-
ring to the changing space climate conditions defined
mainly by the Sun’s activity. It will continue to provide
structures for Sun-Earth community to make progress
on science issues that cannot be achieved without inter-
national collaboration.

There are, of course, further activities. One exam-
ple is the continuation of the “International Heliophys-
ical Year” (IHY, http://ihy2007.org/) with the “Interna-
tional Space Weather Initiative” (ISWI). The latter is a
new United Nations initiative that has been adopted by
the United Nations Office of Outer Space Affairs. The
purpose of this effort will be to continue encouraging
existing and new scientific collaborations, and, partic-
ularly will begin the process of making the data from
these new arrays part of the space weather alert sys-
tem. Obviously, the ISWI also strongly complements
the continuing ILWS.

24.3.2 Growing Interdisciplinarity

Examples for the increasing need of interdisciplinar-
ity are recent activities in space physics and in astro-
physics. In general, there exists a transfer of ideas and
concepts like, e.g. magnetic field structures, reconnec-
tion, particle acceleration, or plasmadynamics, from
heliophysics to astrophysics. The underlying processes
taking place on micro-, meso- and macro-scales have
recently been termed “universal physical processes”.
While this term is a bit unfortunate in unneccessar-
ily stating the “universality” of physical processes, it
intends to emphasise the ongoing transfer as well as
the growing interdisciplinarity. In particular, there exist
fields where specific knowledge about the Sun and the
heliosphere is needed in order to understand astrophys-
ical systems in the required detail. This concerns, first,
the field of stellar activity. The improving observa-
tional basis calls for a more detailed modelling and
this can be fed by what is known from solar activ-
ity. Second, the ultimate quest of detecting life out-
side the solar system is driving the search and study
of extrasolar planets. Recently, it has clearly been rec-
ognized that the targets for the search of suitable can-
didates cannot be identified on the basis of plane-
tary physics alone: The definition of habitable zones

requires knowledge about the activity and wind of the
host star as well as of the interstellar medium surround-
ing the corresponding astrosphere, so that, e.g., the cos-
mic ray flux at the location of the planet can be esti-
mated. In order to obtain meaningful, i.e. quantitive
estimates, one will tremendously benefit from the use
of sophisticated heliophysical models. As mentioned
in the introduction, one of the next interdisciplinarities
will occur between helio- and astrophysics. Another
trend we have detected is a decisive move to integrate
inquiries of space plasma physics and atmospheric
physics. Recent controversies concerning IPCC’s con-
clusion on the Sun’s role in climate change has high-
lighted the importance of research on how the Sun
impacts Earth’s atmosphere, both through variations in
its radiative output and geospace activities driven by
the solar wind. An interesting example can be found
on the cover of recently published NASA heliophysics
roadmap. Rather than the traditional cartoon featur-
ing the Sun and Earth’s magnetosphere, the new icon
gives a much greater emphasis on Earth’s atmosphere
and its potential impacts on humanity. And this change
is not merely cosmetic. The NASA roadmap con-
tains four candidate missions that deal with geospace-
atmosphere or sun-atmosphere relationships, out of
seven targeted missions that were identified. The US
example is indicative of an international trend to focus
on interdisciplinary contact points in the Earth’s atmo-
sphere. In this sense, we see that planning processes
in space agencies are becoming more aligned with the
scientific priorities manifested by the community, for
example, in the science themes of CAWSES-II.

24.4 Summary

We have outlined how recent developments in the
research fields of atmospheric physics, geophysics,
space physics, solar physics, and astrophysics have
led to various interdisciplinary efforts and, eventually,
to new fields like “geospace physics” combining the
physics of the atmosphere and the magnetosphere, or
“heliophysics” comprising the physics of the Sun and
the heliosphere. We have briefly discussed that this par-
tial convergence of research interests and requirements
is well-recognized and resulted in various international
programs with the goals (1) to facilitate the build-up
of scientific interfaces between research fields, (2) to



24 CAWSES and ILWS 345

improve, enlarge and facilitate access to comprehen-
sive databases, as well as to (3) financially support spe-
cific research projects. How to take advantage of the
goodwill and plethora of opportunities to perform sys-
tems science at a level to truly gain new knowledge
about our Planet and Solar System is a challenge both
to the scientific community and funding agencies. With
a glance at the following articles in this section, the
emphasis is here on the CAWSES and the ILWS pro-
gram.
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Chapter 25

Solar Orbiter: Linking the Sun and Inner Heliosphere

Richard G. Marsden and Daniel Müller

Abstract Solar Orbiter, a candidate mission in ESA’s
Cosmic Vision programme, is designed to study the
Sun and inner heliosphere in greater detail than ever
before. At the closest point on its heliocentric orbit, the
Solar Orbiter spacecraft will be about 0.23 AU from
the Sun, closer than any other satellite to date. In addi-
tion to providing high-resolution images of the solar
surface, perihelion passes at these distances occur in
near co-rotation with the Sun, allowing the instruments
to track features on the surface for several days. The
mission profile also includes a latitude cranking phase
that will allow observations from up to 34◦ above the
solar equator. Multiple Venus gravity assist manoeu-
vres will be employed to increase the inclination of
the orbital plane. The combination of near-Sun, quasi-
heliosynchronous and out-of-ecliptic observations by
remote-sensing and in-situ instruments makes Solar
Orbiter a unique platform for the study of the links
between the Sun and the inner heliosphere. These
aspects can be further enhanced by exploiting the joint
capabilities of Solar Orbiter and NASAs Solar Probe
Plus mission, which is planned to be launched in the
same time-frame as Solar Orbiter. In this chapter, we
review the science goals of Solar Orbiter and present
the mission design.

25.1 Introduction

We live in the extended atmosphere of the Sun, a region
of space known as the heliosphere. Understanding the

R.G. Marsden (�)
ESA-ESTEC, 2200AG Noordwijk, The Netherlands
e-mail: Richard.Marsden@esa.int

connections and the coupling between the Sun and the
heliosphere is of fundamental importance to address-
ing one of the major scientific questions of ESA’s Cos-
mic Vision 2015–2025 programme: “How does the
Solar System work?” The heliosphere also represents
a uniquely accessible domain of space, where fun-
damental physical processes common to solar, astro-
physical and laboratory plasmas can be studied under
conditions impossible to reproduce on Earth, or to
study from astronomical distances. The results from
missions such as Helios, Ulysses, Yohkoh, SOHO,
TRACE and RHESSI, as well as the recently launched
Hinode and STEREO missions, have formed the foun-
dation of our understanding of the solar corona, the
solar wind, and the three-dimensional heliosphere.
Each of these missions had a specific focus, being part
of an overall strategy of coordinated solar and helio-
spheric research. However, an important element of
this strategy has yet to be implemented. None of these
missions have been able to fully explore the interface
region where the solar wind is born and heliospheric
structures are formed with sufficient instrumentation to
link solar wind structures back to their source regions
at the Sun. With previously unavailable observational
capabilities provided by the powerful combination
of in-situ and remote-sensing instruments on Solar
Orbiter, and the unique inner-heliospheric mission
design specifically tailored for the task, Solar Orbiter
will address the central question of heliophysics: “How
does the Sun create and control the heliosphere?” This
primary, overarching scientific objective can be bro-
ken down into four interrelated scientific questions,
which are discussed briefly below. We then present an
overview of the mission implementation, including the
mission profile, the scientific payload and spacecraft
characteristics.
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25.2 Scientific Goals

The four top-level scientific questions being addressed
by Solar Orbiter are:

How and where do the solar wind plasma and mag-
netic field originate in the corona?

The solar corona continuously expands and develops
into a supersonic wind that extends outward, inter-
acting with itself and with the Earth and other plan-
ets, to the heliopause boundary with interstellar space,
far beyond Pluto’s orbit. The solar wind has pro-
found effects on planetary environments and on the
planets themselves. For example, it is responsible for
many of the phenomena in Earth’s magnetosphere and
is thought to have played a role in the evolution of
Venus and Mars through the erosion of their upper
atmospheres. Two classes of solar wind – “fast” and
“slow” – fill the heliosphere, and the balance between
them is modulated by the 11-year solar cycle. The fast
solar wind (∼700 km/s and comparatively steady) is
known to arise from coronal holes. The slow solar wind
(∼400–500 km/s) permeates the plane of the eclip-
tic during most of the solar cycle so it is important
to Earth’s space environment. The slow solar wind
shows different mass flux and composition than the
fast wind, consistent with confined plasma in the solar
corona (Zurbuchen 2007). The specific escape mech-
anism through the largely closed magnetic field is not
known since candidate sites and mechanisms cannot be
resolved from 1 AU. Fast and slow wind carry embed-
ded turbulent fluctuations, and these also display dif-
ferent properties compatible with different solar ori-
gins (Tu and Marsch 1995). It is thought that such
fluctuations may be responsible for the difference in
heating and acceleration between different solar wind
streams. Understanding the physics relating the plasma
at the solar surface and the heating and acceleration
of the escaping solar wind is crucial to understanding
both the effects of the Sun on the heliosphere and how
stars in general lose mass and angular momentum to
stellar winds.

How do solar transients drive heliospheric variability?

The largest transient events from the Sun are coro-
nal mass ejections (CME), large structures of mag-
netic field and material that are ejected from the Sun
at speeds up to 3,000 km/s (see Crooker et al. 1997,
and references therein). CMEs are also of astrophysical

interest since they appear to be the dominant way that
stars shed both magnetic flux and magnetic helicity
that build up as a result of the stellar dynamo. Inter-
planetary CMEs (ICME) are the major cause of inter-
planetary shocks, but the locations and mechanisms by
which shocks form around them is not known since
this occurs in the inner solar system. Similarly, the lon-
gitudinal structure of ICMEs is not observable from
the ecliptic, while its extent has a large impact on the
acceleration of energetic particles. ICMEs are a major
cause of geomagnetic storms but their effectiveness at
disrupting the magnetosphere is only loosely related to
the parent CME, because the evolution of the propagat-
ing cloud with the surrounding heliosphere is complex
and has not been well studied. These unknowns have
direct impact on our ability to predict transient (“space
weather”) events that affect Earth.

How do solar eruptions produce energetic particle
radiation that fills the heliosphere?

Like many astrophysical systems, the Sun is an effec-
tive particle accelerator. Large solar energetic par-
ticle (SEP) events produce highly energetic parti-
cles that fill the solar system with ionizing radiation
(Reames 1999). CME driven shocks can produce rel-
ativistic particles on time scales of minutes, and many
CMEs convert ∼10% of their kinetic energy into ener-
getic particles. Other processes produce high energy
particles on magnetic loops without involving shocks.
The multiple processes operating in SEP events are
not well understood or distinguishable from observa-
tions at 1 AU. In particular, particles accelerated in
the corona and inner heliosphere are scattered by inho-
mogeneities in the interplanetary magnetic field (IMF)
before they arrive at Earth, destroying much of the
information they carry about the processes that acceler-
ated them. Particle transport and scattering in the inner
solar system are poorly understood since the turbu-
lence properties cannot be determined from 1 AU. The
actual seed population of particles energized by CME-
driven shocks in the inner solar system is unexplored,
and needs to be understood to construct a complete pic-
ture of particle acceleration in shock-related events.

How does the solar dynamo work and drive connec-
tions between the Sun and the heliosphere?

The Sun’s magnetic field connects the interior of
the star to interplanetary space and is dominated by
a quasi-periodic 11-year sunspot cycle that modu-
lates the form of the heliosphere and strongly affects
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the space environment throughout the solar system
(Solanki et al. 2006). The large-scale solar field is gen-
erated in the Sun’s interior, within the convection zone,
by a dynamo driven by complex three-dimensional
mass flows that transport and process magnetic flux.
Despite notable advances in our knowledge and under-
standing of solar magnetism made possible by Ulysses,
SOHO, and Hinode observations, as well as by recent
theoretical models and numerical simulations, funda-
mental questions remain about the operation of the
solar dynamo and the cyclic nature of solar magnetic
activity. Of paramount importance to answering these
questions is detailed knowledge of the transport of
flux at high latitudes and the properties of the polar
magnetic field. To date, however, the solar high lati-
tudes remain poorly known owing to our dependence
on observations made from the ecliptic. In addition to
questions about the global dynamo and the generation
of the large-scale field, there are unanswered questions
about the origin of the small-scale internetwork field
observed in the quiet photosphere. Is this weak field
produced by turbulent local dynamo action near the
solar surface?

These are outstanding fundamental questions in
solar and heliophysics today. By addressing them, we
will make major breakthroughs in our understanding of
how the inner solar system works and is driven by solar
activity. To answer these questions, it is essential to
make in-situ measurements of the solar wind plasma,
fields, waves, and energetic particles close enough
to the Sun that they are still relatively pristine and
have not had their properties modified by subsequent
transport and propagation processes. This is one of
the fundamental drivers for the Solar Orbiter mission,
which will approach the Sun to ∼0.23 AU. Relating
these in-situ measurements back to their source regions
and structures on the Sun requires simultaneous, high-
resolution imaging and spectroscopic observations of
the Sun in and out of the ecliptic plane. The resulting
combination of in-situ and remote-sensing instruments
on the same spacecraft, together with the new, inner-
heliospheric perspective, distinguishes Solar Orbiter
from all previous and current missions, enabling break-
through science which can be achieved in no other way.

25.3 Mission Design

A mission profile for Solar Orbiter has been developed
that will, for the first time, make it possible to study

the Sun with a full suite of in-situ and remote-sensing
instruments from inside 0.25 AU and provide imag-
ing and spectral observations of the Sun’s polar regions
from out of the ecliptic. This proximity to the Sun will
also have the significant advantage that the spacecraft
will fly in near synchronization with the Sun’s rotation,
allowing observations of the solar surface and helio-
sphere to be studied from a near co-rotating vantage
point for almost a complete solar rotation. The base-
line mission is planned to start on 4 January 2017 with
a launch on a NASA-provided Evolved Expendable
Launch Vehicle (EELV) from Cape Canaveral, plac-
ing the spacecraft on a ballistic trajectory that will be
combined with planetary Gravity Assist Manoeuvres
(GAM) at Earth and Venus. The initial resonance with
Venus is 4:3, switching to 3:2 after the third Venus
GAM. The resultant operational orbit has an orbital
period of 150 days, a perihelion radius of 0.23 AU and
a solar inclination of 7.7◦. A series of Venus gravity
assists (every 450 days) will then increase the orbit
inclination. The end of the nominal mission occurs
7.5 years after launch, when the orbit inclination rel-
ative to the solar equator exceeds 25◦. The inclina-
tion may be further increased during an extended mis-
sion phase using additional Venus GAMs, to reach
a maximum of 34◦. The mission profile is shown in
Fig. 25.1.

25.4 Scientific Payload

The scientific payload of Solar Orbiter will be pro-
vided by the ESA Member States and NASA, and
has already been selected and funded for the defini-
tion phase through a competitive AO selection process.
The 10 Principal Investigator-led hardware investiga-
tions are:

The in-situ instruments

• The Solar Wind Analyser (SWA) instrument suite
(C. Owen, PI, UK) will fully characterize the major
constituents of the solar wind plasma (protons,
alpha particles, electrons, heavy ions) between 0.23
and 1.4 AU.

• The Energetic Particle Detector (EPD) experiment
(J. R. Pacheco, PI, Spain) will measure the proper-
ties of suprathermal ions and energetic particles in
the energy range of a few keV/n to relativistic elec-
trons and high-energy ions (100 MeV/n protons,
200 MeV/n heavy ions).
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Fig. 25.1 The Solar Orbiter mission profile, showing heliocen-
tric distance and solar latitude as a function of time since launch
for a launch in 2017. Also indicated are the times at which
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• The Magnetometer (MAG) experiment (T. Horbury,
PI, UK) will provide detailed in-situ measurements
of the heliospheric magnetic field.

• The Radio and Plasma Wave (RPW) experiment
(M. Maksimovic, PI, France) will measure mag-
netic and electric fields at high time resolution and
determine the characteristics of electromagnetic and
electrostatic waves in the solar wind from almost
DC to 20 MHz.

The remote-sensing instruments

• The Polarimetric and Helioseismic Imager (PHI)
(S. Solanki, PI, Germany) will provide high-
resolution and full-disk measurements of the pho-
tospheric vector magnetic field and line-of-sight
velocity as well as the continuum intensity in the
visible wavelength range.

• The Extreme Ultraviolet Imager (EUI) (P. Rochus,
PI, Belgium) will provide image sequences of the
solar atmospheric layers from the photosphere into
the corona.

• The Spectral Imaging of the Coronal Environment
(SPICE) EUV Spectrograph (D. Hassler, PI, US)
will provide spectral imaging of both the solar disk
and in the corona to remotely characterize plasma
properties of regions at and near the Sun.

• The Spectrometer/Telescope for Imaging X-rays
(STIX) (A. Benz, PI, Switzerland) provides imag-
ing spectroscopy of solar thermal and non-thermal
X-ray emission from 4 to 150 keV.

• The Multi Element Telescope for Imaging and
Spectroscopy (METIS/COR) Coronagraph (E.
Antonucci, PI, Italy) will perform broad-band and
polarized imaging of the visible K-corona and
narrow-band imaging of the UV and EUV corona.

• The Solar Orbiter Heliospheric Imager (SoloHI)
(R. Howard, PI, US) will image both the quasi-
steady flow and transient disturbances in the solar
wind over a wide field of view by observing visible
sunlight scattered by solar wind electrons.

25.5 Spacecraft

As illustrated in Fig. 25.2, the Solar Orbiter space-
craft is a Sun-pointed, 3-axis stabilized platform, with
a dedicated heat shield to provide protection from the
high levels of solar flux near perihelion. Feed-throughs
in the heat shield (with individual doors) provide the
remote-sensing instruments with their required fields-
of-view to the Sun. Two-sided solar arrays provide
the capability to produce the required power through-
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Fig. 25.2 Artist’s impression
of the Solar Orbiter spacecraft
in operational mode (Courtesy
of Astrium UK)

out the mission over the wide range of distances from
the Sun using rotation about their longitudinal axis
to allow switching between faces, as well as control
of the Solar Aspect Angle to allow management of
the array temperature throughout the mission, partic-
ularly during closest approach to the Sun. An articu-
lated High Temperature High Gain Antenna provides
nominal communication with the ground station, and
a Medium Gain Antenna and two Low Gain anten-
nas are included for use as backup. The design drivers
for the Solar Orbiter spacecraft come not only from
the need to satisfy the missions technical and perfor-
mance requirements, but also from the need to mini-
mize the total cost of the mission. The adopted philos-
ophy is therefore to avoid technology development as
far as possible, in order to maintain the cost-cap of the
mission in keeping with its M-class (“Medium”-cost
Cosmic Vision mission) status. The design of Solar
Orbiter has therefore incorporated technology items
from ESA’s BepiColombo mission where appropri-
ate. Furthermore, design heritage from ESA’s Express
series of missions, with their goal of rapid and stream-
lined development, has also featured heavily in the
Solar Orbiter spacecraft design. The key features of the
spacecraft, in particular the thermal control subsystem,
are shown in Fig. 25.3.

25.6 Mission Operations

As noted above, one of the strengths of the Solar
Orbiter mission is the synergy between in-situ and
remote-sensing observations, and each science objec-
tive requires coordinated observations between sev-
eral in-situ and remote sensing instruments. Another
unique aspect of Solar Orbiter, in contrast to near-
Earth observatory missions like SOHO, is that Solar
Orbiter will operate much like a planetary encounter
mission, with the main scientific activity and plan-
ning taking place during the near-Sun encounter part of
each orbit. Specifically, observations with the remote-
sensing instruments will be organized into three 10-day
intervals centered around perihelion and either maxi-
mum latitude or maximum co-rotation passages. This
is illustrated in Fig. 25.4. As a baseline, the in-situ
instruments will operate continuously during normal
operations. Another important aspect of this mission,
from a science operations standpoint, is that every sci-
ence orbit is different, with different orbital charac-
teristics (Sun-spacecraft distance, Earth-spacecraft dis-
tance, etc.). Science and operations planning for each
orbit is therefore critical, with specific orbits expected
to be dedicated to specific science problems. This will
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Fig. 25.3 Exploded view of the Solar Orbiter spacecraft, showing details of the thermal control system
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Fig. 25.4 Schematic representation of the science operation
phases of the mission, showing a typical orbit with nominal 10-
day windows centred on maximum northern and southern heli-
olatitude, and perihelion during which operation of the full pay-
load is planned. As a baseline, only the in-situ instruments will
be operated outside these windows. Also shown (dashed line) is
the segment of the orbit below which the High Gain Antenna
must be stowed in the shadow of the spacecraft body for thermal
reasons (nominally below 0.3 AU heliocentric distance)

be similar to what has been used successfully in ESA’s
SOHO missions Joint Observation Programs (JOP).

25.7 Science Management and Data
Archiving

Planning for Solar Orbiter is already quite mature,
with science planning in particular already under way.
Science teams have been formed for each science
problem that include representatives from each instru-
ment team, as well as theorists and modelers from
the broader international scientific community. Data
archiving will follow the same model as previous ESA
PI-led solar and heliospheric missions, such as SOHO,
with data made available to the scientific community
through the ESA science data archive.

25.8 International Cooperation

Solar Orbiter is an ESA-led mission, but has strong
NASA participation and substantial funded commit-
ment. Specifically, NASA will provide the launch on
an EELV, and significant parts (2 complete instru-
ments, and portions of 2 instrument suites) of the sci-

entific payload. The mission also has important syner-
gies with NASA’s Solar Probe Plus mission (McComas
et al. 2007), and coordinated observations are expected
to enhance greatly the scientific return of both mis-
sions. In the overall international context, Solar Orbiter
has long been considered to be ESA’s primary contri-
bution to the International Living With a Star (ILWS)
initiative, and joint studies incorporating data from all
missions operating in the inner heliosphere (or provid-
ing remote-sensing observations of the near-Sun envi-
ronment) will contribute greatly to our understanding
of the Sun and its environment.

25.9 Status Update April 2010

At its meeting in February 2010, ESA’s Science Pro-
gramme Committee (SPC) selected Solar Orbiter as
one of the three missions that will compete for the first
two medium-class mission launch slots in its Cosmic
Vision programme. The final decision as to which mis-
sions to implement will be taken after the completion
of definition phase activities, foreseen for mid-2011,
with the first launch no earlier than 2017. In order to
reduce the technological risk, SPC stipulated that Solar
Orbiter re-use solar generator technology that will be
qualified for the BepiColombo mission to Mercury.
This in turn required that the minimum perihelion dis-
tance for Solar Orbiter be increased from 0.23 to 0.28–
0.29 AU. A revised mission profile that satisfies this
new constraint while at the same time allowing all the
key science goals to be accomplished is currently being
designed.

25.10 Conclusion

Solar Orbiter is an exciting and mature mission with
focused and timely scientific objectives directly rel-
evant and important to the Cosmic Vision science
programme. Its powerful combination of in-situ and
remote-sensing instruments and unique mission design
make Solar Orbiter ideally suited to answer several
of the outstanding, fundamental questions in solar and
heliophysics today. By addressing them, Solar Orbiter
achieve make major breakthroughs in our understand-
ing of how the inner solar system works and how it is
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driven by solar activity, as well as improve our under-
standing of fundamental physical processes common
to all solar, astrophysical, and laboratory plasmas.
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Chapter 26

Scientific Objectives of the Canadian CASSIOPE Enhanced
Polar Outflow Probe (e-POP) Small Satellite Mission

Andrew W. Yau and H. Gordon James

Abstract CASSIOPE is a Canadian small satellite
scheduled for launch in 2011 into a polar orbit (325 ×
1500 km, 80◦ inclination). The mission scientific
objective of its Enhanced Polar Outflow Probe (e-POP)
payload is to make observations of mesoscale and
microscale plasma processes in the topside polar iono-
sphere at the highest-possible resolution, specifically
to study the microscale characteristics of plasma out-
flow and related acceleration processes, the occurrence
morphology of neutral escape, and the effects of auro-
ral currents on plasma outflow and those of plasma
microstructures on radio propagation. The e-POP pay-
load will carry a suite of 8 scientific instruments,
including imaging plasma and neutral particle sen-
sors, magnetometers, dual-frequency Global Position-
ing System (GPS) receivers, charge-coupled-device
(CCD) cameras, a radio wave receiver and a beacon
transmitter. It will utilize a large (terabyte) data storage
and downlink capacity onboard to support the planned
high-resolution observations. The imaging plasma sen-
sors will measure particle distributions and the magne-
tometers will measure field-aligned currents on a time
scale of 10 ms and spatial scale of ∼100 m. The CCD
cameras will capture auroral images on a time scale of
100 ms. The GPS and radio-wave receivers will per-
form imaging studies of the ionosphere in conjunc-
tion with ground-based transmitters, as will the beacon
transmitter in conjunction with ground receiving sta-
tions. In this chapter, we discuss the planned investiga-
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tions of plasma outflow, wave propagation, and related
plasma processes in the e-POP mission in the context
of its mission scientific objective.

26.1 Introduction

The Enhanced Polar Outflow Probe (e-POP) is a part
of the multi-purpose Canadian CASSIOPE small satel-
lite mission.1 One of its primary scientific targets is
the in-situ observation of micro-scale characteristics
of plasma outflow and related micro- and meso-scale
plasma processes in the polar ionosphere. Its other two
primary targets are the occurrence morphology of neu-
tral escape in the upper atmosphere, and the effects of
auroral currents on plasma outflow and those of plasma
microstructures on radio propagation.

The escape of plasma from the polar ionosphere –
its acceleration and subsequent transport towards the
magnetosphere – is one of the most important pro-
cesses in the ionosphere-thermosphere-magnetosphere
system. This is because ion outflow from the auro-
ral and polar ionosphere plays a very important role
in magnetosphere-ionosphere coupling: it provides a
significant source of plasma for the inner magneto-
sphere and the plasma sheet (Chappell et al. 2000),
and is believed to influence the onset of magnetic
reconnection on both the dayside and the nightside
(Winglee 2004).

1 A list of acronyms used in this paper is provided in the
Appendix.

355M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_26, c© Springer Science+Business Media B.V. 2011
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A number of recent studies of ion acceleration and
outflow, for example Peterson et al. (2001) and Abe
et al. (2004), point to the importance of polar wind and
auroral bulk upflow as a source of cold plasma for ener-
getic ions at higher altitudes. These studies also under-
score the scarcity of low-energy ion outflow obser-
vations below 3,000-km altitude relative to those at
higher altitudes, and the need for such observations at
high resolution to complement the considerable body
of observations from Freja (Andre et al. 1998) and
FAST (Strangeway et al. 2000), which were made at
higher ion energies.

The observations on FAST demonstrate the impor-
tant roles of the Poynting flux and precipitating soft
electrons in controlling auroral ionospheric ion accel-
eration, and the connection between electromagnetic
(EM) energy transmission from the magnetosphere
along auroral field lines, via the Poynting flux, and
energy dissipation in the auroral acceleration region.
In the topside ionosphere, in particular, the Poynt-
ing flux is converted to heat through Joule dissi-
pation, and ion-neutral collisions result in both the
neutrals and ions being heated, and lifted to trans-
verse heating altitudes because of increased scale
height.

An important question is the micro-scale relation-
ship between auroral ion bulk upflow, heating, and
acceleration in the topside ionosphere on the one hand,
and the associated auroral emissions, field-aligned cur-
rents, and plasma waves on the other. There are a num-
ber of latitudinal spatial scales associated with auroral
arcs, from the 10–100 km wide band system that often
appears as one single broad arc from space, to the 0.1–
1 km thin curtain that can be observed using ground
based high-resolution imaging (Borovsky 1993). A
large variety of highly dynamic small-scale struc-
tures exist within the visible aurora, including auro-
ral filaments, curls, and spirals, and features associated
with extremely rapid motions (>10 km/s) and tem-
poral variations (time constants of 1–60 s) (Trondsen
and Cogger 1998) that have apparent widths on the
order of 10–100 m at the magnetic zenith. Such fea-
tures suggest the presence of auroral acceleration pro-
cesses of electron inertial or ion gyroradius scale
size.

As the polar wind and other low-energy ions flow
upward along the geomagnetic field lines in the topside
ionosphere, they undergo charge exchange reactions
with background thermal neutrals and hot geo-coronal

atoms. Such reactions involve the transfer of an elec-
tron from the neutral to the ion, and produce a stream-
ing neutral atom, which will escape the Earth’s grav-
itation if the original ion had sufficient energy before
the reaction. The aforementioned microscale structure
is embedded in characteristic mesoscale topology. Sig-
nificant horizontal density gradients exist in the cusp,
auroral-oval and adjoining regions, in structures such
as troughs, polar patches and traveling ionospheric
disturbances. It will be important to understand the
ionospheric dynamics that couple the comparatively
large scales to smaller ones associated with aurora.
The radio propagation experiments in e-POP will be
used to study ionospheric dynamics in the large-scale
domain.

Depending on the local state of the ionosphere, the
polar ionosphere can refract, scatter, amplify or damp
EM waves passing through it, as well as decompose
the waves through non-linearity. Through the collab-
orative use of a ground-based radio source in con-
junction with a spacecraft over-flight, it is possible
to conduct a 2-point high-frequency radio propaga-
tion experiment to study wave propagation through the
ionosphere between the spacecraft and various ground
transmitters, using various measured wave parameters
to reconstruct the shapes of irregularities in the iono-
sphere.

The observation of spontaneous radio emissions of
the ionosphere-magnetosphere system is of continuing
interest, from ultra low frequencies characteristic of
ions to electron processes at medium frequencies. The
relation of these emissions to e-POP particle obser-
vations will be investigated. It will also be important
to apply the detection of very low frequency – high
frequency (VLF-HF) ground transmissions on e-POP
to the understanding of the structure of the magneto-
sphere.

26.2 Instrument Complement

To achieve the science objectives of the mission,
the e-POP mission will focus on in-situ measure-
ments of small-scale plasma, waves, and fields, at the
highest possible spatial-temporal resolution, and on
imaging and tomographic measurements of the meso-
and large-scale auroral morphology and ionospheric
topology.
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The CASSIOPE spacecraft will be placed in an
elliptical polar orbit, and will have a perigee of 325
km, an apogee of 1,500 km, and an inclination of 80◦,
to achieve optimum altitude, local time and seasonal
sampling for the respective planned science investiga-
tions. It will be 3-axis stabilized, to facilitate the high-
resolution in-situ measurements and auroral imaging
onboard. In addition, it will utilize the large (terabyte)
onboard data storage and (350-megabits-per-second)
telemetry downlink capacity of its communications
payload to transmit the large volume of e-POP science
data to ground.

To meet these measurement objectives, the e-POP
science instrument payload will have a complement
of 8 in-situ, imaging, and tomographic science instru-
ments, including imaging plasma and neutral particle
sensors, magnetometers, radio wave receivers, dual-
frequency Global Positioning System (GPS) receivers,
charge-coupled-device (CCD) cameras, and a bea-
con transmitter. Table 26.1 lists the respective instru-
ments and their measurement characteristics, and
Fig. 26.1 depicts their layout on the CASSIOPE space-
craft.

The two imaging plasma sensors – the imaging
and rapid-scanning ion mass spectrometer (IRM) and
the suprathermal electron imager (SEI) – will mea-
sure ion and electron distributions, respectively, on the
time scale of 10-ms, which corresponds to an orbital
distance of ∼70 m. The measured ion distributions
will cover the thermal and suprathermal energy ranges
(0.5–100 eV) and will be used to derive the compo-
sition (density) of major and minor ions and the drift
velocity and temperature of major ions. The measured

Fig. 26.1 e-POP instrument layout on CASSIOPE spacecraft

electron energy and angular (pitch-angle) distributions
will include thermal electrons, atmospheric photoelec-
trons, and soft electrons in the 1–200 eV range.

The magnetic field instrument (MGF), which con-
sists of two spaced fluxgate magnetometers, will mea-
sure the vector magnetic field at 160 samples s−1; from
the measured field, field-aligned current structures will
be inferred at ∼90-m spatial resolution.

The neutral mass and velocity spectrometer (NMS)
will measure the density and velocity distributions of
major neutral atmospheric species, particularly O and
N2, and attempt to detect the possible presence of fast
or hot atmospheric atoms or molecules resulting from
charge exchange with outflowing ions or from other
non-thermal processes.

The fast auroral imager (FAI) consists of two cam-
eras, which will perform auroral imaging and measure
the temporal and spatial distributions of auroral emis-
sion intensity at 630 nm and in the near-infrared (NIR)
up to 850 nm, respectively. The NIR images will have
an exposure time of 100-ms and a maximum pixel res-
olution of 400 m at spacecraft perigee.

The radio receiver instrument (RRI) consists of four
3-m monopole antennas, which will be mounted on
the ram-facing side of the spacecraft, and will measure
the electric field amplitude and polarization of natu-
rally occurring VLF and HF waves as well as man-
made EM radio waves from ground transmitters such
as the SuperDARN and the Canadian Advanced Dig-
ital Ionosondes (CADI) ground facilities. The GPS-
receiver based position, attitude and profiling instru-
ment (GAP) consists of an array of 5 dual-frequency
GPS receivers connected to a network of 4 patch anten-
nas and an occultation antenna. The GPS receivers
will measure the pseudo-range and carrier phase of the
incoming GPS signals in the L1 and L2 bands, from
which the spacecraft position, velocity and attitude and
total electron contents will be derived. The spacecraft
velocity data will have a precision on the order of
1 cm/s and will be used for accurate spacecraft ram
velocity correction in the IRM ion drift velocity and
corresponding convection electric field data. The radio
occultation measurements in GAP will have a compa-
rable time scale (50 ms) to that of the auroral images.
The coherent electromagnetic radiation tomography
instrument (CER) beacon transmitter will transmit at
3 VHF frequencies to perform total electron content
measurements in conjunction with ground receiving
stations.
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Table 26.1 e-POP Instrument Complement

ID Instrument Investigator Institutea Measurementsb

IRM Imaging and
rapid-scanning mass
spectrometer

P.V. Amerl Calgary 0.5–100 eV, 1–60 AMU
ions

SEI Suprathermal electron
imager

D.J. Knudsen Calgary 1–200 eV electrons

NMS Neutral mass and velocity
spectrometer

H. Hayakawa JAXA/ISAS 0.1–2 km/s, 1–40 AMU
neutrals

FAI Fast auroral imager L.L. Cogger Calgary 630 nm, NIR
RRI Radio receiver instrument H.G. James CRC ELF-HF E(ω) and k(ω)
MGF Magnetic field instrument D.D. Wallis Calgary ΔB, j‖
GAP GPS-receiver based

attitude, position, and
profiling instrument

R.B. Langley UNB spacecraft position,
velocity, attitude; TEC

CER Coherent EM radiation
tomography instrument

P.A. Bernhardt NRL TEC and scintillation

a CRC = Communications Research Centre; JAXA/ISAS = Japan Aerospace Exploration Agency, Institute of Space and Astronau-
tical Science; NRL = Naval Research Lab; UNB = University of New Brunswick.
b NIR = near infrared; E = electric field; k = wave vector; ω = frequency; ΔB = magnetic field perturbation; j‖ = field-aligned
current; TEC = total electron content, AMU = atomic mass unit.

26.3 Planned Investigations

An initial operational phase of 12 months is planned
for the mission. Science measurements will be made
primarily during polar passes and less frequently over
specific ground locations at lower latitudes, at various
spacecraft altitudes between the perigee and apogee.
The instrument complement will operate in a number
of science operation modes targeted at specific scien-
tific investigations.

In each investigation, the spacecraft will be placed
in a specific attitude mode. In nadir-pointing mode,
the FAI cameras will be viewing in the nadir direc-
tion. In ram-pointing, the RRI antennas will be nor-
mal to the spacecraft ram direction, and the entrance
aperture planes of both IRM and SEI will be in the
ram direction, to facilitate low-energy ion measure-
ments in the ram direction. In inertial-pointing, the
spacecraft will maintain its orientation so that a spe-
cific instrument will be viewing a certain inertial direc-
tion, e.g., in limb-pointing, FAI will view the limb
to obtain aurora or airglow emission altitude profiles.
In slew-pointing, the spacecraft will slew its attitude
slowly while traversing a specific target on the ground
or in space, so that one of the instruments will point
continuously at the target; this will enable, for exam-
ple, the FAI cameras to image the auroral emission in a
localized region continuously or the RRI antenna plane

to remain normal to the direction to a ground-radar or
an ionospheric-heater transmitter.

Each of the instruments on e-POP is capable of
operating in a number of instrument operation modes
that are tailored to support specific investigations. In
each investigation, selected instruments will operate in
specific instrument modes and acquire measurement
data at maximum data rate and resolution while oth-
ers will acquire data at a reduced rate, depending on
the scientific objective of the investigation. A central
data handling unit will be used to coordinate the col-
lection of data from the respective instruments dur-
ing a pass and the subsequent data processing and
storage.

Typically, up to 15 GB of data will be produced and
transmitted to ground each day. The e-POP payload
will use the terabyte data storage and Ka-band down-
link telemetry system of the companion CASCADE
payload onboard, to transmit downlink telemetry data
to ground in a single 10-min pass at data rates exceed-
ing 300 megabits-per-second (Mbps). Thereafter, the
data will be processed at the e-POP Science Opera-
tions Center (eSOC) at the University of Calgary, and
made available to the scientific community for access
via the Canadian Space Science Data Portal (www.
cssdp.ca).

The planned investigations will include the study
of: sub-decameter ionospheric structures in the topside
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Fig. 26.2 Schematic depiction of planned investigation of
important ion outflow populations in the polar ionosphere

ionosphere; small-scale aurora structures using auroral
tomography; 3-dimensional polar wind velocity distri-
butions; neutral upwelling; plasmasphere mass load-
ing; ion outflow tomography; coordinated radio prop-
agation experiments; and coordinated active heating
experiment, to name a few. Figure 26.2 depicts the
important ion outflow populations in the polar iono-

sphere that will be the focus of our investigation on
e-POP. Figure 26.3 depicts the coordinated observation
of radio propagation using the radio receiver instru-
ment on e-POP in conjunction with ground HF and
VHF transmitters.

Sub-decameter structures are frequently observed
in the topside auroral ionosphere on sounding rock-
ets. For example, LaBelle et al. (1986) reported
highly localized packets of large-amplitude electric
field waves in the 500–600 km altitude region dur-
ing the activation phase of a large auroral substorm.
These structures were termed spikelets and were sub-
sequently interpreted as localized lower hybrid waves
and in some cases lower hybrid solitary structures
(LHSS), and they coincided with localized regions of
transversely accelerated ions – the so-called perpendic-
ular ion conics.

On sounding rockets, the spikelets were typically
observed for only 1–2 ms each. This suggests that they
have a lifetime or temporal scale on the order of 1 ms,
or a vertical or horizontal spatial scale on the order of 1
m. This may explain why they have not been observed
on satellites in the past, where the spatial resolution of
measurements is typically no better than tens or hun-
dreds of meters.

Burchill et al. (2004) recently reported the distribu-
tion of heating and density depletion widths of LHSS
observed on the Geodesic sounding rocket. The heat-

Fig. 26.3 Schematic
illustration of coordinated
observation of radio
propagation using e-POP in
conjunction with ground
transmitters



360 A.W. Yau and H.G. James

ing width for each individual LHSS was calculated
from the time difference between the first and the last
perpendicularly heated ion distributions observed in
each structure and the perpendicular rocket velocity.
The width ranged from 13 m, which corresponds to the
spatial resolution of the ion velocity measurements, to
190 m, which corresponds to the gyro-radius of a ∼180
eV O+ ion. The average width was 63 m, which is
about 3 times larger than the average density depletion
width of LHSS. The reason for the factor-of-3 differ-
ence between the heating and density depletion width
is not clear.

On e-POP, high-resolution measurements of ions,
electrons, field-aligned currents and electric field
waves using IRM, SEI, MGF, and RRI, respectively,
will be used to study the occurrence morphology of
LHSS at various magnetic local times in the auroral
ionosphere and the possible connection between the
plasma and the electric field and currents inside LHSS.

Small, km- or sub-km scale structures in the aurora
are presumably linked to sub-decameter structures in
the plasma (density) and electric field observed in-situ.
It is known that auroral arcs are associated with several
latitudinal spatial scales, ranging from 10-100 km wide
auroral band systems that often appear as a single arc,
to 0.1–1 km wide (thin) curtains. Of the different types
of dynamic small-scale structures in the visual aurora,
auroral curl is probably one of the most interesting
in terms of the physics of the instabilities involved.
Trondsen and Cogger (1998) reported high-resolution
ground-based television observations of auroral curl
systems within breakup aurora and westward traveling
surges, in which multiple curls of 1–2 km in scale size
were evident within the ∼10 × 14 km field-of-view of
the television camera and would evolve at a time scale
of ∼1 s. The rotational shape and motion of the curl
were counter-clockwise as viewed anti-parallel to the
magnetic field.

On e-POP, auroral and airglow imaging will be per-
formed using FAI at a number of spacecraft attitudes.
As noted above, when FAI will be in nadir-viewing
mode, the NIR images will have a pixel resolution of
400 m at perigee, which will be sufficient to resolve
small, km- or sub-km scale spatial structures in the
aurora. At apogee, FAI will be capable of viewing
a scene element repeatedly in up to 120 consecutive
frames. As illustrated in Fig. 26.4, this makes it pos-
sible to resolve dynamic auroral structures on time
scales of 1 s or greater. Similarly, when FAI will be

Fig. 26.4 Schematic illustration of FAI nadir-viewing imaging
at apogee at a frame rate of 1 frame per second, resulting in up
to 120 frames over a scene element

in slew-viewing mode, it will be able to image fast
small-scale auroral structures to sub-km spatial and
1-s time resolution. In addition, in limb-viewing mode,
FAI will be used to obtain auroral emission altitude
profiles, which will provide information on the aver-
age energy characteristics of the precipitating auroral
electrons.

Convection is believed to play an important role
in the dynamics of the polar wind. The anti-sunward
convection of plasma into the central polar cap brings
the polar wind ions into regions of large magnetic
field curvature as the polar wind reaches high altitude,
where the process of centrifugal acceleration can result
in accelerating the ions up to keV energies (Cladis
and Francis 1985; Horwitz et al. 1994). On e-POP,
measurements of 3D polar wind ion velocity will be
made using IRM, and used to study the distribution
of polar wind velocities in conjunction with measure-
ments using the PolarDARN radars at Rankin Inlet and
Inuvik, Canada (which cover the full polar cap) and the
SuperDARN radars at auroral latitudes.

Using accelerometer measurements on the CHAMP
satellite, Liu (2005) inferred neutral mass density
enhancements near the cusp or the cleft at 410 km alti-
tude. During times of large geomagnetic storms, such
enhancements are often as large as 200%, and they
strongly suggest the occurrence of neutral upwelling.
The possible drivers of the upwelling include large-
scale Joule heating in the E- and F-region, which
results in enhancement in the neutral temperature
and expansion in thermospheric density; soft elec-
tron precipitation, which results in auroral bulk ion
up-flow and subsequent charge exchange between the
upflowing ions and the ambient neutrals; and small-
scale field-aligned current (FAC) structures. On e-POP,
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high-spatial-resolution measurements of ions, elec-
trons, and neutrals using IRM, SEI and NMS, respec-
tively, will be combined with corresponding FAC mea-
surements using MGF to study the drivers for neutral
upwelling and their possible auroral connections.

Ion composition measurements from DE-1 and
other satellites have shown that helium is usually the
second most abundant ion in the plasmasphere after
H+ at about 20% concentration, but just inside the
plasmapause heavy ions such as O+, O++ and N+
sometimes increase by a factor of 10 or more in density
when there is no corresponding variation in H+ or He+
ions. Fraser et al. (2005) showed mass loaded density
profiles for the two component (H+ and He+) and three
component (H+, He+ and O+) plasmas, and found that
the inclusion of He+ doubles the mass density over
L = 3–4 while the further addition of O+ increases it
by over one order of magnitude and essentially elimi-
nates the plasmapause at L = 2.5. The increase in mass
loading resulting from the presence of significant pop-
ulations of He+ and O+ ions has a profound effect
on the ULF wave field line resonance (FLR) harmonic
structure. Normally, the decrease in H+ and He+ den-
sities across the plasmapause would create a region
of increasing FLR frequencies. However, the addition
of O+ can in some cases completely or significantly
suppress the increase in resonance frequency across
the plasmapause. On e-POP, ion composition measure-
ments on outer plasmaspheric field lines using IRM
will be used in conjunction with ground magnetic field
and FLR frequency measurements to study mass load-
ing in plasmaspheric refilling.

Using its side-viewing occultation antenna, the
GAP instrument will be used to measure the total elec-
tron content (TEC) between e-POP and the GPS satel-
lites occulted by the Earth’s ionosphere or atmosphere
below the e-POP horizon. The ionosphere refracts the
L1 and L2 waves from the GPS satellites and affects
their phase and amplitude in a manner that varies with
the plasma density distribution. The relative motion
between the GPS satellites and e-POP results in a
tomographic sweeping of the ionosphere, and the TEC
data may be de-convolved into an altitude distribu-
tion of plasma density below e-POP using tomographic
techniques.

Using its four zenith-viewing patch antennas, the
GAP instrument will also be used to measure the TEC
between the e-POP spacecraft and GPS satellites above
the e-POP spacecraft horizon, effectively turning the

TEC mapping technique on its head. The TEC data
will then be used to reconstruct an electron density map
above the spacecraft and the electron density distribu-
tion along magnetic field lines can be used to infer the
corresponding ion outflow distribution. This technique
was successfully applied to the GPS data onboard Fed-
Sat (Yizengaw et al. 2006). The ion outflow tomogra-
phy data on e-POP will be correlated with in-situ ion
outflow measurements from IRM and with measure-
ments using GPS receivers in the Canadian High Arctic
Ionospheric Network (CHAIN). In addition, the TEC
mapping of electron density above the spacecraft will
be complemented by the CER TEC tomography below
the spacecraft.

Many of the planned e-POP investigations will
entail coordinated observations using Canadian and
foreign ground facilities, including magnetic and
optical observatories, radars, receivers and heaters.
The RRI on e-POP will conduct trans-ionospheric
propagation studies, in conjunction with Super-
DARN and CADI transmitters on the ground. It
will receive HF signals transmitted from these trans-
mitters and refracted or diffracted by the underly-
ing plasma irregularities. The inversion of the mea-
sured RRI data will be used to study the dis-
tribution of electron density irregularities on the
order of 100 km or less in spatial scale, by
comparing SuperDARN and CADI measurements
on the ground with simultaneous measurements on
e-POP.

The RRI will measure the electric field strength,
direction of arrival, Doppler shift and signal delay
of refracted waves as a function of wave frequency
and the e-POP orbital position. The measurements
will then be inverted mathematically to infer the 2-D
shape of the refracting structure. The independent
measure of refracting structure by other means such
as incoherent scatter radar (e.g., Nicolls and Hein-
selman 2007) or CER tomography is attractive for
checking the HF imaging. The RRI will also mea-
sure coherent backscatter from small-scale structure,
in coordination with SuperDARN. The measurements
will allow us to search for instances of oblique scatter
that can be compared with the ground measurements.
Also, the measured angular spectrum of scatter will
allow us to test our concept of the coherent backscatter
mechanism.

The RRI will also make measurements in coordi-
nation with HF ionospheric heaters such as the High
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Altitude Auroral Research Program (HAARP) facility
in Alaska during flights in or near the heater beams, to
provide new understanding about the nonlinear interac-
tion of HF waves with E or F-region plasma. Thanks to
the slew-pointing attitude mode, RRI and FAI are ideal
remote sensing tools of fixed targets. In one heating
experiment, a high-powered EM wave is modulated
at ELF or VLF frequency and launches a VLF wave
that produces energetic electron flux near the equa-
tor, and subsequent ohmic heating of the ambient elec-
trons in the ionosphere. This energization has already
been clearly identified in observations on the DEME-
TER satellite of energetic fluxes linked to a high-power
ground VLF transmitter (Gamble et al. 2008). Elec-
tron acceleration is also possible at HF via the para-
metric decay of Langmuir waves or the collapse of
cavitons that may be formed by strong Langmuir tur-
bulence. On e-POP, the upgoing EM waves may be
observed using RRI and the artificial airglow (Kagan
et al. 2005) or auroral emissions may be imaged using
FAI. In addition, suprathermal electron fluxes result-
ing from the modulated EM beam may be detected
using SEI.

In addition to these radio studies, other coor-
dinated studies include investigations involving the
EISCAT radar and the NSF Antarctic Polar Exper-
iment Network for Geospace Upper Atmosphere
Investigations (PENGUIN) facility. Investigations are
also being planned involving conjunction opportu-
nities with other operating spacecraft, for exam-
ple Reimei, COSMIC (FORMOSAT 3), DSX and
THEMIS.

26.4 Conclusion and Discussions

In conclusion, e-POP is a part of the multi-purpose
CASSIOPE small satellite mission. Its goal is to study
plasma outflow and the associated radio wave propaga-
tion and neutral escape. The e-POP mission is focused
on the micro-scale physics of ion outflow and accel-
eration, and therefore requires in-situ plasma and field
observations at the highest possible resolution, as well
as detailed studies of 3D wave propagation and fast
auroral imaging.

The e-POP payload has a complement of 8 plasma,
magnetic field, optical, and radio instruments. The

planned investigations will include the study of
sub-decameter ionospheric structures in the top-
side ionosphere, small-scale aurora structures using
auroral tomography; 3-dimensional polar wind
velocity distributions; neutral upwelling; plasmas-
pheric mass loading; ion outflow tomography; and
coordinated radio propagation and active heating
experiments.

Understanding the multi-scale coupling arising
from the competing (gravitational versus EM) forces
and multiple species in the topside ionosphere is
an important prerequisite to solving the problem of
magnetosphere-ionosphere coupling. The energy gen-
erated through the large-scale dynamo in the magne-
tosphere is funneled in meso-scales through the top-
side ionosphere and ultimately dissipated in small
scales through wave-particle interactions or classi-
cal collisions with the atmosphere. Some of the
most important meso-scale processes take place at
spatial scales of approximately 1–100 km, between
the kinematic scale of particles (∼100 m) and
the scale of the transition region (∼1,000 km).
A notable example is field-line resonance (FLR),
which results from the concentration of large-scale
waves into a narrow shell of resonant oscillation in
the magnetosphere and the nonlinear kinetic mod-
ification of incident Alfven waves on the electron
inertial scale, and has latitudinal width between
10 and 100 km.

The question of how the topside ionosphere pro-
cesses the large-scale magnetospheric energy inputs
and how the resulting nonlinear wave-particle interac-
tion may produce the small-scale structures and par-
ticle acceleration processes is central to the planned
small-scale investigations in the e-POP mission. To
understand the physics of the Sun-Earth system
and the cause-and-effect relationships between its
multi-scale processes requires a concerted approach
involving investigations over a wide spectrum of mul-
tiple temporal and spatial scales: the e-POP mis-
sion is focused at the smallest end of the scale
spectrum.
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Appendix

Table 26.2 lists the acronyms used in this chapter.

Table 26.2 List of acronyms

2D 2-dimensional
3D 3-dimensional
AMU Atomic mass unit
CADI Canadian Advanced Digital Ionosonde
CASSIOPE Cascade, Small Satellite, Ionospheric Polar Explorer
CCD Charge coupled device
CER Coherent EM radiation tomography instrument
CHAIN Canadian High Arctic Ionospheric Network
CHAMP Challenging Mini-Satellite Payload (German satellite)
COSMIC Constellation Observing System for Meteorology, Ionosphere and Climate
CRC Communications Research Centre
CSA Canadian Space Agency
CSSDP Canadian Space Science Data Portal
DE-1 Dynamic Explorer-1 (NASA satellite)
DEMETER Detection of Electro-Magnetic Emissions Transmitted from Earthquake Regions
DSX Defense Space Experiment
ELF Extremely low frequency
EISCAT European Incoherent Scatter Radar
EM Electromagnetic
e-POP Enhanced Polar Outflow Probe
eSOC e-POP Science Operations Center
FAI Fast auroral imager
FAST Fast Auroral Snapshot (NASA satellite)
FLR Field line resonance
GAP GPS-receiver based attitude, position, and profiling instrument
GPS Global Positioning System
HAARP High Altitude Auroral Research Program
HF High frequency
IRM Imaging and rapid-scanning mass spectrometer
ISAS Institute of Space and Astronautical Science
JAXA Japan Aerospace Exploration Agency
LHSS Lower hybrid solitary structure
Mbps Megabits per second
MGF Magnetic field instrument
NIR Near infrared
NMS Neutral mass and velocity spectrometer
NRL Naval Research Lab
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Table 26.2 (continued)

NSERC Natural Science and Engineering Research Council
NSF National Science Foundation
PENGUIN Polar Experiment Network for Geospace Upper Atmosphere Investigation
PolarDARN Polar Dual Auroral Radar Network
RRI Radio receiver instrument
SEI Suprathermal electron imager
SuperDARN Super Dual Auroral Radar Network
TEC Total electron content
THEMIS Time History of Events and Macroscale Interactions during Substorms
ULF Ultra low frequency
UNB University of New Brunswick
VLF Very low frequency
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Chapter 27

The Sun-Climate Connection Through Measurements
and Modeling: The Picard Investigation

Gérard Thuillier, Steven Dewitte, Werner Schmutz, and the PICARD team

Abstract In order to understand and model the
mechanisms that drive the changes observed in the Sun
on several time scales, the PICARD mission will carry
out several simultaneous measurements that include
the total and spectral solar irradiance, solar diameter,
limb shape and solar oscillations. The instruments con-
sist of two radiometers, three four-channels sunpho-
tometers, a bolometer, and a metrological imaging tele-
scope. This set of instruments will be placed on board a
microsatellite developed under the responsibility of the
Centre National d’Etudes Spatiales. Picard is now in
orbit: PICARD was launched on 15 June 2010. Since
the instrumentation has already been described else-
where, in this chapter we focus on related measure-
ments, and solar and climate models developed within
this mission.

27.1 Introduction

27.1.1 Global Solar Data

Global stellar measurements are high level informa-
tion, which characterize the functioning and the prop-
erties of a star as whole. For the Sun, an impor-
tant global property is the total solar irradiance (TSI),
which allows computing the solar luminosity, and con-
sequently the temperature of the corresponding emis-
sive layer. Another important global measurement is

G. Thuillier (�)
LATMOS-CNRS, Bp3, 91371 Verrières-le Buisson, France
e-mail: gerard.thuillier@latmos.ipsl.fr

the solar spectrum, which allows us to retrieve the solar
atmosphere composition, and temperature of regions
from which photons are emitted thus permitting to
identify the properties of the photosphere, the chromo-
sphere and the corona.

Helioseismology allows us to investigate the solar
interior properties, in particular its temperature and
rotation speed as a function of depth. Most of the
pressure modes (p-modes) have been detected with
the SoHO instruments and GONG and other ground-
based networks. Gravity modes (g-modes) are sug-
gested by the helioseismologic measurements on board
SoHO. However, a definitive proof of their existence
remains to be obtained. Their observations would per-
mit the study of the dynamics of deep solar interior
down to the core. The solar diameter is a fundamental
quantity, which results from temperature, composition
(through opacity of the solar atmosphere), magnetic
field, dynamics and turbulence of the entire star, but
primarily of the convective zone. Any change affect-
ing these quantities will result in a change of diameter
and limb shape (Thuillier et al. 2010), as well as the
solar asphericity. The particular role of the turbulence
within the convective zone has been pointed out by
Sofia et al. (2005). Despite the fact that the solar diam-
eter has been measured since the pioneering work of
Jean Picard (1620–1682), no conclusion can be drawn
concerning the its variation on the long term, or its
relationship with solar activity from the entire data
set essentially gathered from ground. Perhaps the most
reliable information was obtained with the Solar Disk
Sextant flown on board stratospheric balloons during
the decreasing phase of cycle 22, which showed an
increase of the diameter of about 200 milliarcseconds
(Egidi et al. 2006; Djafer et al. 2008). Solar model-
ing includes all physical processes, which have been

365M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
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invoked to explain the observations. Using laws of
Physics and Chemistry, a model attempts to mimic the
Suns properties, and in particular its variability. This
is why, information as a function of solar activity is
of prime interest. More information allows for a better
validation of the model by comparison between obser-
vations and predictions made at different level of solar
activity.

27.1.2 Global Available Measurements

Table 27.1 shows some of the most important global
solar data available. Given the effect of the atmo-
sphere on the optical measurements (absorption, scat-
tering, . . . ), the most reliable solar data are obtained
from space. TSI measurements started in 1978, and
thanks to overlapping missions, continuity of obser-
vations was achieved. However, the TIM instrument
(Kopp et al. 2005) on board SORCE (Rottman 2005),
has measured a TSI having a difference of 5 W/m2

(Kopp et al. 2005) with respect to the value provided by
the radiometers on board SoHO as well as by those on
board the International Space Station (SOLAR). This
difference is presently not understood, and more mea-
surements are needed to help in solving this problem,
which is of importance for solar physics as well as for
climate physics.

Spectral irradiance measurements are regularly per-
formed since the launch of UARS, followed by
SORCE, the SOLAR payload (Schmidtke et al. 2005)
on board the International Space Station, and the
Extreme ultraviolet Variability Experiment (EVE,
Eparvier et al. 2004) on board Solar Dynamics Obser-
vatory (SDO). A similar situation exists with the helio-
seismic measurements thanks to SoHO, several ground
based networks, with an ensured continuity with the

Helioseismic and Magnetic Imager (HMI) instrument
(Scherrer 2002) on board SDO, and PICARD.

It appears that the least reliable available data con-
cerns the solar diameter. Thuillier et al. (2005) have
pointed out several causes explaining the existing dis-
crepancies. The main reason is the absence of metro-
logical measurements due to a lack of geometrical
references included in the instrument. The only reli-
able information has been produced by the SDS (Sofia
et al. 1992; Egidi et al. 2006; Djafer et al. 2008), but is
only based on four flights. For this reason, the principal
scientific objective of PICARD is to carry out accurate
diameter measurements.

27.1.3 PICARD Scientific Objectives

The PICARD mission includes:

• a spacecraft carrying several instruments,
• several investigations from the ground and from

balloons,
• the development of solar models to interpret the

measurements,
• the development of climate models.

PICARD will perform measurements of the follow-
ing quantities and their variability (Table 27.2).

From space:

1. the solar diameter, asphericity, and limb shape in
the photospheric continuum and in presence of
Fraunhofer lines,

2. differential rotation,
3. solar oscillations to study the Sun internal structure,
4. total solar irradiance,
5. radiance/irradiance in UV and visible domains,

Table 27.1 Available solar data in relation with the PICARD mission

Total solar irradiance
photosphere temperature

Solar luminosity UARS, SoHO, SORCE,
SOLAR, PSPT

Solar oscillations
asphericity, dif. rotation

Internal structure SoHO and ground
network, SDO

Solar spectrum Solar limb Composition temperature ATLAS, UARS, SORCE,
SOLAR

Solar diameter Internal structure SDS, ground-based
instruments
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Table 27.2 Measurements carried out during the PICARD mis-
sion in orbit and on the ground. SODISM I: diameter measure-
ment in orbit. SODISM II, diameter measurement on the ground.
SOVAP and PREMOS: measurement of the absolute Total Solar

Irradiance (TSI), PREMOS: measurement in 5 spectral domains.
MISOLFA: measurement of the local atmospheric turbulence
from the ground

Themes Measurements Instruments

Solar physics Variability diameter/luminosity SODISM I, SOVAP, PREMOS
Asphericity, limb shape SODISM I
Differential rotation SODISM I
Diameter/stellar reference SODISM I
Helioseismology SODISM I, PREMOS

Climate Diameter/luminosity SODISM I, SOVAP, PREMOS
Luminosity SOVAP, PREMOS
UV Variability PREMOS, SODISM I

Atmospheric physics Diameter and limb shape at
ground Ozone photochemistry

Ground-based instruments:
SODISM II, MISOLFA,
PREMOS

Space weather Images @ 215 and 393 nm (Ca II) SODISM I

6. solar activity with specific measurements in the
chromosphere,

7. solar diameter, asphericity, and limb shape in the
photospheric continuum.

Our objectives are:

(1) Modeling of the solar machine using simultaneous
measurements of several fundamental solar param-
eters and their variability. This study is aimed to
understand the role of the magnetic field and the
origin of the solar variability.

(2) For the climate modeling, the luminosity has to
be reconstructed especially for the Maunder and
Dalton minima. For that, it is expected that the
solar model being well validated, will allow us
to reconstruct the luminosity at certain periods.
One way consists in using the relationship between
diameter and luminosity determined by PICARD.
Assuming that this relationship is not time depen-
dent, it will be applied to the solar diameter deter-
mined from past solar eclipses starting in 1,715.
This is an interesting time, where the solar activ-
ity resumes following the Maunder minimum, and
where current luminosity reconstructions diverge
most.

(3) The PICARD mission has a nominal duration of
three years, and cannot obviously provide diameter
long term trend. However, since the measurements
are referred to angular distances between pairs of
stars, by repeating the same measurements after
10 or 20 years, and taking into account the stars

proper motions, the long term diameter trend will
be derivable. The long term proper motions of the
stars will be derived from the Hipparcos and GAIA
missions.

(4) PICARD also aims at understanding the ground
based measurements by using solar images gath-
ered in space and on the ground.

(5) Since the solar activity has a stronger effect in
the chromosphere than in the photosphere, the
images at 215 and 393 may contribute to the study
of Space Weather depending on the capability of
retrieving these data with sufficient speed.

27.1.4 PICARD Measurements

• Solar diameter, limb shape and asphericity in the
continuum at 535.7, 607, 782 nm,

• Solar diameter at 215 and 393 nm (Ca II),
• Solar activity at 215 and 393 nm,
• Solar spectral irradiance in several bands, with

redundancy. All the above wavelengths are
observed, plus some others including two channels
dedicated to ozone photochemistry,

• Total Solar Irradiance measured by two independent
radiometers as on SoHO, and one bolometric chan-
nel. This will be an important contribution to the
discrepancy SORCE-TIM/SoHO,

• Solar oscillations on limb, macropixels at 535.7 nm
and spectral channels.
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27.2 Modeling

27.2.1 Convective Zone Modeling

From a stellar viewpoint, any variation of the global
properties of the Sun on timescales shorter than evo-
lutionary periods (which are measured in hundreds
of million years) must be located within the outer
convection zone. The principal reason for this is that
within the convection zone there is a driving force
(the dynamo magnetic field) with a short timescale
(11 or 22 years), and it can itself readjust quickly.
For example, hydrostatic equilibrium is established
with the speed of sound (at most minutes), and sig-
nificant energy can be transferred within a convec-
tive turnover timescale that is of the order of months.
Because those effects are very small for the Sun (parts
in 106), to adequately represent them requires mod-
els far more sophisticated than those used in stellar
studies. In particular, the models must be formulated
with a precision of better than a part in a million,
and include processes that are neglected in routine
modeling of stellar interiors (e.g. rotation, magnetic
fields and turbulence). These upgraded models usu-
ally require multi-dimensional codes. Finally, they
must take into account the fact that thermal equi-
librium is not necessarily established during each
time step, thus requiring an accurate accounting of
energy inflow and outflow for each zone in the model.
These studies were started by the Sofia group at
The NASA/Goddard Space Flight Center in the late
1970s (cf. Endal et al. 1985), and are continuing at
the present time (cf. Li et al. 2009, and references
therein). The most significant results obtained to date
include a significant role for turbulence, a feature not
treated by the standard mixing length theory of con-
vection, and the fact that changes of the solar diam-
eter are highly inhomogeneous, being concentrated
in the shallowest solar layers (Sofia et al. 2005).
Moreover, exploratory studies conducted with these
models indicate that in order to obtain an accurate
model for the mechanism that drives solar variability
at the years to millennia timescales requires simul-
taneous observations of all the global solar proper-
ties, plus oscillations. All those observations will be
carried out by the instruments onboard the PICARD
satellite.

27.2.2 Climate Modeling

One of the most critical aspects of the climate sys-
tem, is that it naturally varies on a large range of
time scales. Among the sources of natural variabil-
ity in the Earths climate, is the change in the solar
energy output. While the atmosphere is the fastest
responding component of the climate system, it is also
a challenge in itself in terms of modeling: the com-
plex coupling between different levels of the atmo-
sphere and the variety of feedback mechanisms oper-
ating make the problem highly non-linear. Recently
the inclusion of the stratosphere in climate models has
led to a new generation of models (chemistry-climate
models, referred as CCMs). In fact, newer CCMs ver-
sions including some representation of solar variabil-
ity forcing (for example Schmidt et al. 2006; Nissen
et al. 2007; Marsh et al. 2007; Tsutsui et al. 2009) show
better agreement with observations, thus encourag-
ing further developments. Within the PICARD project,
we work with four existing chemistry-climate models:
the Canadian Middle Atmospheric Model (CMAM)
in its various versions, (de Grandpré et al. 1997;
Fomichev et al. 2002) the IGCM-FASTOC model
(Taylor and Bourqui 2005) developed at McGil Uni-
versity, the LMDz-REPROBUS, a three-dimensional
chemistry-climate model being developed by the Lab-
oratoire de Météorologie Dynamique and LATMOS
(Jourdain et al. 2008), and the SOCOL model being
developed at PMOD/WRC (Egorova et al. 2005;
Schraner et al. 2008). Those models represent differ-
ent approaches to mimic the atmosphere. The CMAM
contains a detailed representation of the middle atmo-
sphere chemistry and dynamics from the ground to
about 120 km altitude. With such a model we can
study couplings among different altitude layers in the
atmosphere. The IGCM-FASTOC is a model focus-
ing on the stratosphere with a detailed representation
of the dynamics and that incorporate a fast chem-
istry scheme allowing for non-expensive long term
runs. The LMDZ-REPROBUS is a model with a real-
istic representation of the tropospheric chemistry and
a detailed representation of the chemistry and dynam-
ics of the middle atmosphere. The SOCOL model has
detailed ion chemistry in the D region of the atmo-
sphere allowing for studies of the effect of ionization
particles to be done from the first principles and min-
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imizing the need for parameterizations. While distinct
in their approach to represent the atmosphere, the four
models are very complementary in their capabilities.
For all of them, we are implementing solar variability
to study their capability of response, and in particular
the dynamical coupling between stratosphere and tro-
posphere. PICARD data will allow us to reconstruct
the sun luminosity at certain specific periods (eigh-
teenth to nineteenth). These reconstructions will be
used to determine the climate of that time and compare
with observations.

27.3 Instruments and Measurements

27.3.1 Instruments on Board PICARD
Spacecraft

There are four PICARD instruments on board the
spacecraft (Fig. 27.1):

SOVAP is a two-head radiometer measuring the
total solar irradiance. This instrument has been

developed by the Royal Institute of Meteorology of
Belgium. PREMOS is composed of two radiome-
ters of type PMO6 to measure the total solar irradi-
ance and three four-channel sunphotometers observing
the solar spectrum irradiance at several wavelengths.
PREMOS has been built and characterized at the
Physikalisch-Meteorologisches Observatorium Davos
and World Radiation Center, Switzerland. Absolute
spectral UV irradiance sensitivities have been cali-
brated at PTB Berlin with an expanded uncertainty
of 3%, and the visual and IR channels have been
calibrated at PMOD/WRC against a PTB calibrated
lamp with an expanded uncertainty of 4% (Schmutz
et al. 2009). The two types of radiometers (DIARAD
and PMO6) ensure the continuity with SoHO radiome-
ters. The DIARAD radiometers have a stability and
accuracy of 0.04 and 0.8 Wm−2, respectively. The
PREMOS experiment will carry the first absolute
radiometers into space that were calibrated in vac-
uum against the SI radiant power scale. The PRE-
MOS radiometers are absolutely characterized to 300
ppm expanded uncertainty or 0.4 Wm−2 for one solar
constant, respectively, and the SI traceable power

Fig. 27.1 This picture shows the PICARD satellite with the
instruments mounted on the top. The PREMOS instrument is
visible at the upper left. The SODISM instrument is placed at the

upper right with its main door in the closed position. Between
these two instruments, there are the SOVAP and BOS radiome-
ters. At the lower right, we can see one of the two stars sensors
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Table 27.3 Wavelength, nature of the data (full image, ring, one channel measurement), sampling. The measurements are synchro-
nized by a one minute signal

Objectives Measurements λ(nm) Sampling Instruments

Diameter, asphericity, limb shape Ring (40 pixels) 215, 393, 535.7, 607, 782 2/orbit/ λ SODISM I
Helioseismology Ring (22 pixels) 535.7 2 min SODISM I
Helioseismology Macropixels 535.7 1 min SODISM I
TSI 1 channel Full spectrum 2 min PREMOS
TSI 1 channel Full spectrum 3 min SOVAP
Bolometric measurements 1 channel Full spectrum 10 s BOS
Spectral irradiance (SSI) 11 channels 215, 268, 535.7, 607, 782 10 s PREMOS
SSI 1 channel 215 0.1 s PREMOS
Activity Full images 215, 393 1/orbit/ λ SODISM I
Calibration Full images All λ 1/day All instruments

calibration has an expanded uncertainty of 600 ppm
(Schmutz et al. 2009).

A bolometric detector of high sensitivity will allow
us to increase the sampling of the TSI measurements.
This instrument has been built and characterized by the
Royal Observatory of Belgium.

The fourth instrument, named SODISM, is a metro-
logical imaging telescope especially designed to mea-
sure the solar diameter, limb shape and asphericity.
This instrument is the first space instrument including
an angular reference calibrated on stars angular dis-
tances. Its precision is 3 mas per single image, and the
solar diameters, will be referred to stars angular dis-
tances with an accuracy of 2 mas (that value depends
of the dark current value and platform stability).

The four instruments have their measurement syn-
chronized by a one minute signal. The details of the
measurements and sampling, as well as the role of
each, are shown in Table 27.3.

These instruments are described in detail by Thuil-
lier et al. (2006).

27.3.2 Associated Measurements
and Missions

27.3.2.1 Measurement of the Diameter and Limb
Shape from SDS

The Solar Disk Sextant (SDS) is an instrument
designed to measure diameter variation, which
includes an angular reference made by a wedge. Placed
on stratospheric balloons, the SDS (Sofia et al. 1984)
flew four times from 1992 to 1996 taking advantage of

the solar activity decrease during that period. A diam-
eter variation of 200 mas was measured in antiphase
with the solar activity (Egidi et al. 2006; Djafer
et al. 2008).

The instrument was refurbished, and had another
flight on October 17, 2009. Plans exist for an addi-
tional flight per year starting in 2010. These flights
will ensure an appropriate correlation and validation
of the space measurements, and will allow to extend
the PICARD measurements after the completion of the
mission.

27.3.2.2 Measurement of the Solar Diameter
and Limb Shape from the Ground

Comparison of a limb shape measured on the ground
with one measured outside the atmosphere shows two
significant differences (i) the ground based solar edge
measurement is generally noisier than the one in space,
(ii) the slope of the limb measured on the ground is
weaker than the one measured in space. These effects
are attributed to the scattering of the photons and
to the turbulence of the Earth’s atmosphere. Addi-
tionally, the ground based measurements differ sig-
nificantly from each other. Among several reasons
contributing to explain those discrepancies are dif-
ferences in the instrument characteristics (psf, sam-
pling, . . . ). This is why the PICARD mission was
originally proposed to include ground based measure-
ments made with the same instrument as in space.
On the ground, the Qualification Model of the space
instrument will be installed to run simultaneously with
another instrument, named MISOLFA, to measure the
local turbulence. Comparing the data gathered by these
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two instruments with observations at the same wave-
length from space will allow us to quantitatively eval-
uate the role the atmosphere, to validate the numerical
corrections, and explore the origin of the existing resid-
ual (if any) after correction.

27.3.2.3 Measurement of the Diameter and Limb
by Eclipse Method

The very precise knowledge of the Moons shape and
motion allows us to determine the solar diameter
between the first and the second contact, as well as the
limb shape. This method uses spectrometric recordings
at high speed. The limitation of the method remains the
atmosphere and the knowledge of the Moons moun-
tains and valleys. Preliminary results were obtained at
the 22 July 2008 eclipse.

27.3.2.4 Measurement of the Diameter by Solar
Transit

The measurement is made at noon culmination using
a high speed image recording. The weakness of the
method is the presence of the atmosphere. Its advan-
tage is the possibility of long term observations. The
instrumentation will be first validated at Observatoire
de Paris, and then moved to the Observatoire de Haute
Provence.

27.3.2.5 Other Sources of Images

The PSPT imager records images in the Ca II (393 nm)
and 607 nm, which will be provided to the PICARD
data processing center. These images will be used for
validation and to develop algorithms for corrections.
Similarly, Observatoire de Meudon will provide Ca II
images, however with 0.1 nm resolution.

27.3.2.6 SDO and SOLAR

The Solar Dynamics Observatory (SDO) was launched
in February 2010, it will allow us to compare results of
the oscillation modes measured by two different tech-
niques: velocity variations, and photometric variations.

SOLAR will still be running on board the Inter-
national Space Station. Two spectrometers measure
the solar spectrum from 17 to 3000 nm. These mea-
surements will be used to verify the stability of the
PICARD instrumentation, and to provide data to the
Climate Modeling Group.

27.4 Mission Preparation

The mission preparation is mainly concerned by the
commissioning phase and the data processing center.
Its duration is about three months, with one month ded-
icated to the outgassing of the spacecraft and the pay-
load. During this period, the door will remain closed
to protect the instruments entrance. However, several
operations will be conducted:

• Unlocking the covers of each instrument,
• check commanding of each instrument,
• verify the functioning of all mechanisms (shutter,

filters wheels),
• cleaning of the CCD by heating,
• establish the particles precipitation map to deter-

mine the best condition for measuring the solar
diameter,

• adjust the coefficients for the thermal regulation of
each instrument,

• check the data compression code using dark current
images.

When the door will be open, we will adjust the off-
set angle to place the solar image at the imaging tele-
scope detector center. Then, we will run the following
sequence:

• record of SODISM images of reference for each
wavelength,

• record of signals of reference for each filters and
each channel,

• record reference dark current for each instrument
• run the helioseismologic and diameter measure-

ments sequence,
• run specific sequence of measurements for radiome-

ters and photometers,
• check the compression coefficients on real images,
• measure the instruments flatfield,
• measure the SODISM optics distortion,
• calibrate the SODISM detector using the star field.
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The data processing center, located in Brussels, will
receive the raw data, send commands and run the soft-
ware up to level 2A, allowing us to evaluate the perfor-
mance of the instruments. Higher levels will be gener-
ated by data processing centers located at each of the
institutes that have developed the instrumentation.

27.5 Conclusion

The PICARD investigation is now ready for opera-
tions, as is the data processing software. This mission
will benefit from information obtained with the Solar
Dynamics Observatory, the SOLAR platform on the
International Space Station, and several other investi-
gations either on the ground or on stratospheric bal-
loons.
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Chapter 28

The International Space Weather Initiative (ISWI)

Joseph M. Davila, Nat Gopalswamy, Barbara J. Thompson, Tom Bogdan,
and Mike Hapgood

Abstract The International Heliophysical Year (IHY)
provided a successful model for the deployment of
arrays of small scientific instruments in new and scien-
tifically interesting geographic locations, and outreach.
The new International Space Weather Initiative (ISWI)
is designed to build on this momentum to promote
the observation, understanding, and prediction space
weather phenomena, and to communicate the scientific
results to the public.

28.1 Introduction

The International Heliophysical Year (IHY) was
an international program of scientific collaboration
involving thousands of scientists from more than 70
countries, which was conducted from February 2007 to
February 2009. Along with programs of research, out-
reach, and IGY history preservation, activities included
the deployment of new instrumentation arrays espe-
cially in developing countries. A detailed account of all
IHY activities is reported by Thompson et al. (2009).

It was recognized early in the planning of the IHY
that the understanding of the global ionosphere and its
linkage to the near-Earth space environment was lim-
ited by the lack of observations in key geographical
areas, e.g. near the magnetic dipole equator. To address
this need, a series of workshops were held to facilitate
collaborations between research scientists in scientifi-
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cally interesting geographic locations, and researchers
with the expertise to build scientific instrumentation.
From these meetings scientific teams emerged. Each
team consisted of a lead scientist who provided the
instruments or fabrication plans for instruments in the
array. Support for local scientists, facilities and data
acquisition was provided by the host nation. All sci-
entists participate in the analysis of the data from
the instrument array. As a result of the this program,
scientists from many countries now participate in the
instrument operation, data collection, analysis, and
publication of scientific results, working at the fore-
front of science research.

The instrument deployment program was one of the
major successes of the IHY. Arrays of small instru-
ments such as magnetometers to measure Earth’s mag-
netic field, radio antennas to observe solar coronal
mass ejections, GPS receivers, VLF radio receivers,
and all-sky cameras to observe the ionosphere, and
muon particle detectors to observe energetic particles
were installed around the world. These arrays continue
to provide global measurements of heliospheric phe-
nomena.

An interesting side benefit of the instrument pro-
gram was the seeding of heliophysics research groups
in universities where there had been none before,
and the strengthening of existing heliophysics research
groups where new instruments were installed.

Building on this concept, in February 2009 the
International Space Weather Initiative (ISWI)was pro-
posed to the Science and Technology Subcommit-
tee (STSC) of the United Nations. The program
will continue the study of universal processes in the
solar system that affect the interplanetary and ter-
restrial environments, and to continue to coordinate
the deployment and operation of new and existing

375M.P. Miralles, J. Sánchez Almeida (eds.), The Sun, the Solar Wind, and the Heliosphere, IAGA Special Sopron
Book Series 4, DOI 10.1007/978-90-481-9787-3_28, c© All Rights Reserved, 2011
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Fig. 28.1 The top panel shows countries where IHY planning committees were established (darker grays), the bottom panel shows
the location of instruments participating in the instrument deployment program

instrument arrays aimed at understanding the impacts
of Space Weather on Earth and the near-Earth envi-
ronment. The ISWI was adopted by the Committee
for the Peaceful Uses of Outer Space (COPUOS) in
June 2009, and approved the UN General Assem-
bly in the Fall of 2009. In addition to the United
Nations, ISWI is supported by the National Aeronau-
tics and Space Administration (NASA), the European
Space Agency (ESA), the Japan Aerospace Explo-
ration Agency (JAXA), and the International Com-
mittee on Global Navigation Satellite Systems (ICG).

Additional information on the ISWI is available at
http://iswi-secretariat.org.

In this chapter, we describe the goals and objectives
of the ISWI program as it is currently envisioned.

28.2 Goals and Objectives

The ISWI will help develop the scientific insight nec-
essary to understand the physical relationships inherent
in space weather, to reconstruct and forecast near-Earth
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space weather, and to communicate this knowledge to
scientists and to the general public. This will be accom-
plished by (1) continuing to deploy new instrumenta-
tion, (2) developing data analysis processes, (3) devel-
oping predictive models using data from the instrument
arrays, and (4) continuing to promote knowledge of
heliophysics through education and public outreach.

28.2.1 Instrument Array Development

The ISWI will continue to expand and deploy new
and existing instrument arrays following the success-
ful model demonstrated during the IHY. The basic
principles of this model are simple. Each instrument

team is led by a single scientist. The lead scientist or
principle investigator, funded by his/her country, pro-
vides instrumentation (or fabrication plans) and data
distribution. In a few cases, where resources allow, the
hosting country will pay for the instrument. The host
country provides the workforce, facilities, and opera-
tional support necessary to operate the instrument. This
is typically at a local university or government labora-
tory. Host scientists become part of science team. All
data and data analysis activity is shared within the sci-
ence team, and all scientists participate in publications
and scientific meetings where possible.

The current list of instrument providers is shown in
Table 28.1. This list is not expected to remain static.
Through workshops and other means, the ISWI will

Table 28.1 Current list of instrument arrays active within the ISWI

Instrument Lead scientist Country Science objective

African Dual Frequency GPS
Network

C. Amory-
Mazaudier
(CETP/CNRS)

France To increase the number of
real-time dual-frequency GPS
stations worldwide for the
study of ionospheric variability,
response of the ionospheric
total electron content (TEC)
during geomagnetic storms
over the African sector.

African GPS Receivers for
Equatorial Electrodynamics
Studies (AGREES)

M. Moldwin
(U. Mich.) and
E. Yizengaw
(Bos College)

USA Understand unique structures in
equatorial ionosphere, low/mid
latitude plasma production,
effect of ionospheric and
plasmaspheric irregularities on
communications

African Meridian B-field
Education and Research
(AMBER)

M. Moldwin
(U. Mich.) and
E. Yizengaw
(Bos College)

USA Understand low latitude
electrodynamics, ULF
pulsations, effect of Pc5 ULF
on MeV electron population in
inner radiation belts

Atmospheric Weather Education
System for Observation
and Modeling of Effects
(AWESOME ) and SID
(Sudden Ionospheric
Disturbance Monitor)

U. Inan and
D. Scherrer
(Stanford)

USA Lightning, sprites, Elves, relation
to terrestrial Gamma Ray
flashes , whistler induced
electron precipitation,
conjugate studies,

Coherent Ionospheric Doppler
Radar

T. Garner
(UT, Arlington)

USA To tomographically reconstruct
the ionosphere and to provide
input to Data Assimilation
models

Compound Astronomical
Low-cost Low-frequency
Instrument for Spectroscopy
and Transportable Observatory
(CALLISTO)

A. Benz and
C. Monstein
(ETH-Zentrum)

Switz Study the magnetic activity of a
wide range of astrophysical
objects with emphasis on the
Sun and cool stars

H-alpha Telescope K. Shibata (Kyoto) Japan Solar activity, flares, filaments,
filament eruptions
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Table 28.1 (continued)

Instrument Lead scientist Country Science objective

Magnetic Data Acquisition
System (MAGDAS)

K. Yumoto
(Kyushu)

Japan Study of dynamics of geospace
plasma changes during
magnetic storms and
auroral substorms, the
electro-magnetic response of
iono-magnetosphere to various
solar wind changes, and the
penetration and propagation
mechanisms of DP2-ULF range
disturbances

Muon Detector Network K. Munakata
(Shinsu U)

Japan To identify the precursory
decrease of cosmic ray intensity
that takes place more than one
day prior to the Earth-arrival
of shock driven by an
interplanetary coronal mass
ejection

Remote Equatorial Nighttime
Observatory for Ionospheric
Regions (RENOIR)

J. Makela
(U. Illinois)

USA Study the equatorial/low-latitude
ionosphere/thermosphere
system, its response to storms,
and the irregularities that can be
present on a daily basis.

Scientillation Network Decision
Aid (SCINDA)

K. Groves (ARFL) USA Study equatorial ionospheric
disturbances to aid in the
specification and prediction of
communications degradation
due to ionospheric scintillation
in the earth’s equatorial region

South Atlantic Very Low
frequency Network (SAVNET)

J.-P. Raulin
(U Presbiteriana)

Brazil Study of the South American
magnetic anomaly region at low
ionospheric altitudes and its
structure and dynamics during
geomagnetic perturbations

Space Environment Viewing and
Analysis Network (SEVAN)

A. Chillingarian
(Aragats)

Armenia To improve short and long-term
forecasts of dangerous
consequences of space storms

actively seek to identify additional instruments, and
instrument providers that could benefit from the ISWI
process, as well as new instrument hosts.

28.2.2 Data Analysis

The ISWI program will promote the coordination of
data products in a form useful for input into physi-
cal models of heliospheric processes. These data will
be used for both retrospective analysis aimed at physi-
cal understanding of space weather, and for predictive
models to predict future space weather conditions.

To be useful for space weather prediction, data must
be available in near real-time. However, today internet

connections are intermittent or slow in many loca-
tions in the developing world, making near real-time
data return impossible. Eventually, as internet connec-
tivity improves, these data will be made available in
near real-time in a form where they can be ingested
into predictive models. In the near term, other strate-
gies like data transfer during selected time periods, or
on recorded media like DVDs and tapes are adequate
for the retrospective scientific studies of space weather
events, and the development of physical models.

Data from the instrument arrays will be deposited
in publicly available archives. For the most part, these
will be existing data archives, like the virtual observa-
tory systems which are currently under development,
similar to the Virtual Heliospheric Observatory (http://
vho.nasa.gov/) or the Virtual Solar Observatory
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(http://sdac.virtualsolar.org/cgi/search). This will
make data from ISWI instruments available to the
broader community of researchers.

28.2.3 Training, Eduction, and Outreach

During the IHY space science schools in US, China,
India, Brazil, and Nigeria provided training to hun-
dreds of graduate students and new researchers. The
ISWI will continue to provide support for space sci-
ence schools. The ISWI will continue to promote space
science and the inclusion of space science curricula in
universities and graduate schools. This has been most
effective when combined with the installation of instru-
mentation at the university.

The ISWI will continue to support public outreach
projects. It is essential to communicate the excitement,
the beauty, and the relevance of our science to scien-
tists from other disciplines, and to the public at large.
We will continue to develop public outreach materi-
als unique to the ISWI, and coordinate the distribution
these materials through individual contacts and out-
reach workshops.

28.3 Collaboration with Other Programs

The ISWI will continue to collaborate with other
programs like SCOSTEP/CAWSES, ILWS, ICTP
schools, scientific organizations, and funding agencies.

Through these collaborations the ISWI will maximize
the return from its programs and avoid duplication of
effort.

28.4 Summary and Conclusions

The ISWI will continue a portion of the IHY pro-
gram, providing a forum for the formation of scien-
tific collaborations between instrument providers and
instrument hosts. Initially data will be used primar-
ily for understanding the physical processes impor-
tant for space weather phenomena. Later, ISWI will
move toward near real-time data availability as internet
connectivity improves, allowing data ingest predictive
modeling. A robust program of outreach is envisioned,
with a continuation of the space science schools, sup-
port for university space science curricula, and a public
outreach program.
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