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Preface

The Community of European Solar Radio Astronomers (CESRA) organizes
workshops on investigations of the solar atmosphere using radio and other
observations. These workshops are intended to bring together different com-
munities of observers and theoreticians in order to discuss current problems
of the structure and dynamics of the solar atmosphere, its impact on, and
relationship with, the heliosphere. For the 2004 workshop, we decided to give
special emphasis to three topics, each of interest in its own right but also
feeding into our overall picture of the Sun: small-scale energy release and fast
particle acceleration and transport; large-scale disturbances, their origin and
consequences; and radio pulsations as diagnostics of solar atmosphere plasma
parameters. Radio observations offer a distinctive view of each of these phe-
nomena, but each benefits also from a multi-wavelength perspective drawing
particularly on findings from current space missions: RHESSI, TRACE, SoHO.
We invited a group of speakers who together represent the multi-wavelength
totality of these phenomena while concentrating on the role of radio wave-
lengths. They were encouraged to emphasize fundamentals and incorporate
a tutorial element into their presentations, so that this book, growing out
of the contributions to the Workshop, should have lasting value as well as
discussing topics that generate excitement at the moment. In particular it
highlights some of the areas of outstanding interest in solar radio astronomy
in the run-up to the FASR facility.

The CESRA workshop 2004 was organised by a scientific committee
composed of H. Aurass and G. Mann (Germany), M. Karlicky (Czech
Republic), K.-L. Klein (France), A. MacKinnon (United Kingdom), and
A. Stepanov (Russia), in close cooperation with the Solar Physics Section
of the European Physical Society (EPS) and the European Astronomical So-
ciety (EAS). The local organisers were A. MacKinnon, L. Bone, L.. Fletcher,
R. Galloway, J. Khan, E. Kontar, P. Mallik (University of Glasgow), and
P. Wood (University of Saint Andrews). The workshop was held at Sabhal
Mor Ostaig (Isle of Skye, Scotland). Carlotta Graham and the rest of the
staff there worked hard to foster a very pleasant atmosphere that will long be
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remembered by the participants. This meeting would not have been possible
without the financial support of the Royal Astronomical Society, the Highland
Council, the British Council, and the Observatoire de Paris. The Highland
Council in particular provided support aimed at simplifying the journey to an
outstanding, if slightly remote, location. Glasgow University’s Departments
of Physics and Astronomy and of Adult and Continuing Education provided
various sorts of logistical support. The editors are indebted to the referees

[. Cairns, C. Chiuderi, A.G. Emslie, B. Roberts, and M. Velli.

Meudon and Glasgow, Karl-Ludwig Klein & Alexander MacKinnon
February 2007 on behalf of the Scientific Organising Commitlee
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Introduction: The High-energy
Corona — Waves, Eruptions, Particles

Karl-Ludwig Klein' and Alexander MacKinnon?

! Observatoire de Paris, LESIA-CNRS UMR. 8109, 92195 Meudon, France
ludwig.kleinQobspnm. fr

? DACE/Physics & Astronomy, University of Glasgow, Glasgow G3 6NH,
Scotland, United Kingdom
a.mackinnon®@educ.gla.ac.uk

Flares and coronal mass ejections (CME) are the most violent manifestations
of solar activity. They are the consequence of the explosive conversion of en-
ergy stored in coronal magnetic fields into plasma heating, the kinetic energy
of supra-thermal to high energy particles and the mechanical energy of mag-
netic structures that are propelled through the corona and into interplanetary
space. The corona is the seat of activity on a large variety of spatial and tem-
poral scales, and presents us with a unique opportunity to sound the relevant
plasma phenomena with imaging and spectrographic observations, as well as
with in situ measurements near the Earth. This book addresses three key fea-
tures: eruptions of magnetic structures, associated large-scale perturbations

ch nronacatine waves and shocks nd enercetic narticles which ecarrv P
Dubll UAD PLUL}(A}B(A}ULLL& ywavoo aliu DllUbI\D’ Lbllu \Jllbl5bl}lb l_IUJL ULL/L\_/D \/Vlllbll \_;UALL‘)/ o

large part of the energy released during flare/CME events.

1 Particle Acceleration During Flares

The transient brightenings indicating the occurrence of a solar flare occur
across the electromagnetic spectrum and involve a wide range of heights in
the solar atmosphere. For many years the chromospheric Ha line was almost
the only tool for their study; hence the old name, “chromospheric flare”.
Flare X-ray, EUV and radio emissions extend the study of flares into coronal
regions where the flare originates, and also reveal the phenomena of particle
acceleration that seem to be a central part of the flare process.

In order to introduce concepts, we show in Fig. 1 a widely used cartoon dis-
playing key processes and the places and manners in which they are thought to
occur (see the chapter by Hudson & Vilmer for further cartoons). Details are
beyond doubt more involved, but this cartoon provides a useful framework for
discussion. Energy stored in stressed coronal magnetic fields is thought to be
explosively released in a current sheet, by magnetic reconnection of oppositely

K.-L. Klein and A. MacKinnon: Introduction: The High-energy Corona — Waves, Eruptions,
Particles, Lect. Notes Phys. 725, 1-11 (2007)
DOT 10.1007/978-3-540-71570-2_1 (©) Springer-Verlag Berlin Heidelberg 2007
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. dm-m-A
Particle
beams
e,p,0...
@pa..) cm-dm-A

hard X, v,
Ho

Fig. 1. Cartoon scenario of magnetic reconnection, energetic particles and radiative
signatures during a flare

directed magnetic field lines. As indicated by arrows, fast particles may travel
away from the acceleration region in both upward and downward directions.
Upward moving particles escape to interplanetary space; those moving down-
wards towards the chromosphere along magnetic field lines may also become
trapped in closed magnetic fields.

The particles interacting with the solar atmosphere can be remotely sensed
through different types of electromagnetic radiation. Key to tracing the paths
of electrons in the corona are the so-called “type III” radio bursts. They are
produced by electron beams, which excite Langmuir waves in the ambient
plasma through beam-plasma instabilities. These Langmuir waves are subse-
quently converted into electromagnetic radiation at the local electron plasma
frequency or its harmonic. If the electron beams propagate outward towards
interplanetary space, this emission consists of a short pulse whose frequency
decreases as the beams proceed to regions of decreasing ambient electron den-
sity. When the electron beams propagate downward from the acceleration site,
into a plasma of increasing electron density, the radio emission frequency in-
creases in the course of time. In opposition to type LIl bursts, these features
are called “reverse slope” bursts. In the solar corona type I1I bursts are mostly
seen al metric and longer wavelengths. They can be tracked to Earth orbit
at hectometric to kilometric wavelengths from space. Reverse slope bursts are
observed in increasing numbers as the wavelengths become shorter (decimetre
range). These kinds of radio emission therefore give an idea on the localisation
of the acceleration region. But the coherent radiation process implies that the
radiation spectrum carries little direct information on the energy content of
the radiating electrons.

In the low corona the regions of closed magnetic field lines in Fig. 1 are
characterised by magnetic field strengths >100 G (1072 T). In such fields,
mildly relativistic electrons (energies > 100 keV) radiate gyro-synchrotron
emission at centimetric and shorter wavelengths. Those electrons which pre-
cipitate into the dense chromospheric footpoints are thermalised and simul-
taneously emit hard X-rays through electron-ion and, at relativistic energies,
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electron-electron bremsstrahlung. The most widely used models of hard X-ray
emission, known as “thick target” models, assume that electrons stop in this
way effectively instantaneously. X-ray emission can also be produced in more
tenuous regions in the coronal loops. Similarly, protons and heavy ions accel-
erated in the corona to energies up to several tens of MeV/nucleon impinge
onto the dense chromosphere and emit gamma-ray lines in the (2-8) MeV
range when interacting with ambient nuclei. Relativistic protons create sec-
ondary particles, among them pions which decay into photons, electrons and
positrons. Pion decay products contribute to continuum emission above a few
tens of MeV.

Ha emission, as well as infra red and white light, come also from the
footpoints of flaring loops. These emissions are secondary signatures of the
energy release during flares, because they are excited by heat transport or
energetic particles coming from the primary acceleration site. The footpoints
of the 2D loops of Fig. 1 are expected to be bright in Ha, and to form elongated
ribbons if a series of such loops is involved in flaring. The most clearly defined
ribbons are observed in the aftermath of a filament eruption, where the coronal
current sheet sketched in Fig. 1 is thought to be formed as the filament rises
and leaves behind a region of low magnetic pressure.

Contributions in this volume address both theories of solar particle accel-
eration, and the observations that reveal its properties. Various acceleration
processes have been discussed in the literature. Plasma inflow into the current
sheet gives rise to a V' x B convective electric field, maintained throughout
the reconnection region by dissipative processes. This enables “DC” (i.e. not
rapidly varying) electric field acceleration. Turbulence and shocks generated
by magnetic reconnection, i.e. when jets flowing out of the reconnecting cur-

ront cheet 1Mmninoe onto t are further mechaniame which
rent sneectl limplnge onto i are muruner mecnanisms wnicn
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are frequently discussed.

Loukas Vlahos discusses the physics of particle acceleration in solar mag-
netic field configurations, emphasising the role of fine structure that develops
on scales far below those sketched in Fig. 1. He first presents and discusses
popular flare models, but stresses the point that all relevant scales are far
below those which are accessible to contemporary observations. In fact the
convective motions which make magnetic flux emerge into the corona and
shape coronal loops take place on small scales, and more or less randomly.
In such cases multiple current sheets are expected in the corona, rather than
a single one as depicted in Fig. 1. Such fine structure may also result as the
energy release process spreads in the corona in the “avalanche” manner. Vla-
hos presents numerical simulations of such structures and of the behaviour of
charged particles in such configurations.

He compares the predictions of these models with radio observations of
solar flares. Novel radio instrumentation should be able to localise multiple
small-scale sources especially at the start of flares. Coronal evolution with
multiple small-scale energy release events could also explain long-duration



4 K.-L. Klein and A. MacKinnon

(hours to days) radio emission that is observed in the aftermath of some
flares or even without a conspicuous flare.

Radio waves, gamma rays and (hard) X-rays are the clearest diagnostic
of energetic particles in the solar atmosphere. Hard X-ray (bremsstrahlung)
and microwave (gyro-synchrotron) emission in particular give the most de-
tailed diagnostics of the distribution function of flare accelerated electrons.
The Ramaty High Energy Solar Spectroscopic Imager (RHESSI) spacecraft
now provides for the first time images in the photon energy range from a few
keV to several MeV, including thermal emission at soft X-rays, hard X-rays
from energetic electrons and gamma-rays from energetic ions. RHESSI results
are discussed in the chapters by Dennis et al., Brown et al., and Hudson &
Vilmer.

A brief description of the instrument is given in the chapter by Brian
Dennis, Hugh Hudson and Sam Krucker. Because of its high spectral res-
olution RHESSI allows for the most convincing separation of thermal and
non thermal X-rays so far, with frequently observed thermal spectra from
coronal sources, and non thermal spectra, at photon energies above typically
20-30 keV, from footpoints. This is consistent with the “thick target” model.
The observation of a line complex from Fe and Ni ions near photon energies
of 7 keV constitutes a new diagnostic of plasma temperature and elemental
abundances during flares. Among new observations is the potential evidence
for reconnection in coronal current sheets, similar to the scenario depicted in
Fig. 1: RHESSI observed a pair of hard X-ray sources above the loop top, with
one source moving upward, the other downward, and maximum temperature
being measured in between. This corresponds to the scenario where freshly

reconnected field lines retract upward and downward from the reconnection
rocion url’n:\ro tomneratiire 1g 1ndeed evnected to he hioheat RHECST hag Q]Qo
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given new insight into gamma-ray spectroscopy. Dennis et al. summarise the
principles of the analysis, and illustrate how RHESSI’s spectral resolution e.g.
of the 511 keV electron-positron annihilation line allows new studies of the
dynamics of the low atmosphere during flares, thanks to the possibility to
measure details of the line shape.

The greatest surprise of RHESSI concerned the locations of emissions of
gamma-ray continuum sources, produced by mildly relativistic electrons, and
nuclear line emission from protons. The close similarity of time profiles of
hard X-ray and gamma-ray line emission had led to the expectation that
both emissions come from the same sources. But RHESSI showed that the
sources of bremsstrahlung gamma-rays from relativistic electrons and of 2.223
MeV line emission from neutron capture by ambient protons are different. The
energetic neutrons result from nuclear interactions in the dense chromosphere.
[t seems that this intriguing observation holds a clue to the understanding of
the particle acceleration process itself.

But surprises come not only from imaging. Traditional methods of spec-
tral analysis may also be questioned by the new observations. These problems
make John Brown, Eduard Kontar and Astrid Veronig wonder about the need
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to rethink well-known ideas on hard X-ray emission. Until recently, observed
hard X-ray spectra were adequately represented by power laws in photon en-
ergy. RHESSI data reveal details apparently implying local minima in emitting
electron energy distributions, irreconcilable with the thick target model. Pure
thick target modelling of hard X-rays is also shown to be a problem when
the spectra are compared with those of electrons measured directly in space.
Another concern for our understanding of the emission are the huge amounts
of electron fluxes that are qu‘di‘fed to account for the observed emission. This
may be in conflict with the narrow traces of the presumed footpoints of flar-
ing loops observed at UV wavelengths, if these emissions are explained by
the excitation by electron beams guided by the freshly reconnected loop field
lines. So while RHESSI-observed morphologies confirm the picture of particle
acceleration during magnetic reconnection and of non thermal hard X-ray and
gamma-ray emissions from particles guided along the reconnected loops into
the dense chromosphere, the attempts at quantitative understanding reveal
new questions on the radiation process itself.

Hugh Hudson and Nicole Vilmer discuss recent and ongoing research in the
field of X-ray, gamma-ray and radio analyses of particle acceleration during
flares. They give a qualitative overview of flare scenarios and indicate observa-
tional consequences, such as flare ribbons outlining the footpoints of an arcade
of freshly reconnected magnetic loops. Basics of type 111 emissions and of gyro-
synchrotron radiation are presented. Ongoing research work addresses radio
diagnostic of time-extended particle acceleration (tens of minutes), spectro-
graphic and imaging diagnostics (radio, X-rays) of energy release during flares
and of particle trapping. The young and developing field of sub-millimetre ob-
servations is highlighted. It is of importance for the detection of relativistic

o]or'frnnc f]'l]f‘]'l’l(f ﬂQT‘DQ QY\F] ﬂF fl’n:\rma] Qm]QQ]f\Y\ frnm fl’lﬂ ]f\‘IT Qfmﬂchhﬂf‘ﬂ Thﬂ
CLCLULIVILS MUl il 1AL U0, Qiitd V1 VLI 111 GQus CLIinoo1Vnl 11 U0l viie 1UYY QULLIVopici . 1 v

first observations show some unexpected spectral features. Besides individual
large flares, small flares are important because they are probably a much more
frequent phenomenon which could be related to quasi-continuous energy re-
lease in the corona. New insight is brought by RHESSI on the locations and
distribution of these events over the solar activity cycle. It is pointed out that
the energy content of the microflares detected in the first months of RHESSI
observations, i.e. in a period of high activity, is surprisingly high. This will be
a major topic during the present phase of low solar activity.

2 Large-scale Disturbances

In relationship with flares and coronal mass ejections (CMEs), a variety of
travelling disturbances is observed in the solar atmosphere. At radio wave-
lengths (dm and longer) type Il emission is the longest known feature at-
tributed to coronal shock waves. The emission consists of one or two narrow
spectral bands that gradually drift towards lower frequencies. The drift rate
is much slower than for type LIl bursts, and this is ascribed to an exciter that
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propagates at much lower speed than the type III emitting electron beams.
An example of both burst types is shown in Fig. 2. The frequency drift can be
translated into the speed of the exciter propagating through a plasma of de-
creasing electron density, by use of a density model inferred from independent
observations. For type Il bursts in the corona typical speeds are of the order
of 1000 km/s, consistent with super-alfvenic MHD motion. The type Il burst
of Fig. 2 consists of two bands with a frequency ratio of about 2:1, which are
interpreted as electromagnetic emission at the local electron plasma frequency
and its harmonic.

Large-scale perturbations that propagate away from a flare were also ob-
served in the Ha line since the 1960s and are referred to as “Moreton waves”.
They were interpreted as the trace in the chromosphere of three-dimensional
shock waves whose coronal parts generate the type Il burst radio emission.
Later the EUV imager EIT aboard the SoHO spacecraft revealed the exis-
tence of large-scale travelling disturbances in this spectral range, too. They
are termed “EIT waves”.

Historically, two alternative explanations were offered for the occurrence
of a coronal shock. Waves launched by an explosion may subsequently travel
away from the site of their generation without further energy input. This type
of shock is commonly called a blast wave, and the explosion atl its origin is
often thought to be the explosive energy release during a flare. Alternatively,

OSRA- Tremsdorf—Germany L cEm s
Event date: 18.11.2000 o w0 r;ﬂ;odmm;?[wﬂiblm 80 W 0
13:12 13:14 13:16
40 =t i : ;
m —
100 —| L

Frequency [MHz]

800 =

Universal time

Fig. 2. Dynamic spectrogram of a radio event (dark shading shows bright emission)
comprising a slowly drifting type I burst and fast-drifting type 1l bursts (Tremsdorf
Observatory, Potsdam Astrophysical Institute)
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shocks that are formed at the interface of a propagating plasma structure like
a loop or a coronal mass ejection and the ambient plasma are referred to as
“piston-driven” shocks. Discussions of these concepts are given in the chapters
by Warmuth and by Mann & Vrsnak.

Alexander Warmuth gives an extensive overview of large-scale perturba-
tions, describing observations in the Ha and He I lines, at EUV and soft
X-ray wavelengths, and in the radio domain. MHD waves, simple waves and
shocks are briefly discussed. Warmuth concludes that the wave-like manifes-
tations observed in different spectral ranges are physically related, and that
the fastest perturbations reveal a common underlying disturbance with prop-
erties suggestive of MHD shocks. Alternative interpretations are also invoked,
such as the idea that the “waves” could actually be signatures of plasma
and magnetic field compression at the border of large-scale structures which
are opened in the course of a CME. Such a scenario could account for EUV
perturbations with irregular shapes or irregular propagation.

Shock waves are widely advocated as the accelerators of energetic par-
ticles in astrophysical plasmas. The Heliosphere is a particular laboratory
where shocks and the associated waves and particle populations can be stud-
led in detail, combining remote sensing and in situ measurements. In the
solar corona shock waves may accelerate particles in flaring active regions
(i.e. at the outflow jets of a reconnecting current sheet) or at remote sites.
For example, fast coronal mass ejections are expected to drive shock waves
through the corona and interplanetary space, and these shocks may accel-
erate energetic particles that are detected in space. The type III bursts
emanating from the high-frequency type II band in Fig. 2 suggest that elec-
tron beams were accelerated at this coronal shock, as they are at the Earth’s
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Nat Gopalswamy discusses the origin of large-scale coronal and interplan-
etary shock waves, as revealed by metric-to-kilometric type Il burst emission,
and their role in accelerating energetic particles that escape to interplanetary
space. From statistical studies he concludes that the related shocks are all
driven by fast coronal mass ejections. He further argues that large solar en-
ergetic particle events — i.e. conspicuous enhancements of energetic particle
fluxes in space — are accelerated by such shocks. This is indicated by their
assoclation with fast and broad CMEs, and with type II bursts at decametre-
to-hectometre wavelengths that show the presence of shocks while the CME
travels through the high corona and interplanetary space. In Gopalswamy’s
view the combination of a high Alfvén speed in an active region and the ac-
celeration of a CME in the corona could explain the formation of a shock
at relatively high coronal altitudes, leading to a preferred correlation of fast
CMEs and type II emission at relatively long wavelengths, and to the ab-
sence of metric type Il emission (i.e. emission from coronal heights below
1 Rg) in some fast CMEs. Further statistical investigations suggest that par-
ticle fluxes in space are enhanced when a fast CME interacts with a previous
slower CMLE. Gopalswamy discusses possible physical mechanisms that could
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explain this. An important conclusion from these investigations is the role of
shock structure and of seed populations for the efficiency of shock acceleration.

The best studied example of a large-scale shock wave in the Heliosphere
is the FEarth’s bow shock. It is collisionless and therefore produces a variety
of signatures of instabilities, plasma waves and non thermal particle popu-
lations. David Burgess gives an overview of recent observations of particles,
especially electrons, waves and radio emission, emphasising results from the
four- spacecraft Cluster mission and buulpauug them with numerical simula-
tions. Diffusive particle acceleration in the quasi-parallel part of the shock
(Fermi acceleration) is discussed. This is also often invoked as the acceler-
ating process at travelling shocks related to CMEs. The observations show
many features predicted by theory, such as the exponential falloff of the ac-
celerated particle density with distance from the shock. As the shock normal
approaches the direction perpendicular to the upstream magnetic field (quasi-
perpendicular shock), particles are accelerated to ever higher energies by mir-
roring, but this concerns mostly the particles in the tail of the distribution
function. This shows that the energy distribution of the seed population is
important for the efficiency of particle acceleration. The importance of seed
populations for the shock acceleration is outlined e.g. by hot flow anoma-
lies, a feature related to the interaction of the bow shock with a tangential
discontinuity in the solar wind. They show that shock acceleration should
be expected to depend critically on detailed features of the shock structure.
Numerical simulations show the importance of structuring of the shock for
electron acceleration, be it through the non-stationarity, the rippling caused
by waves, or the curvature of the shock front.

A major problem for the interpretation of remote sensing observations as

Um:\” ag for the ninderctandine of narticle acceloration 1in the corana 1g onr iono-
well as Ior Uhe understanding ol partlicie acceleralloll 1n tne corolla Is our 1gno

rance of the distribution functions of the “quiet” plasma. The importance of
seed populations for the efficiency of particle acceleration at shocks has been
outlined. It is customary in the analysis of stellar atmospheres to suppose that
the particle distribution functions are not far from maxwellians. Milan Maksi-
movic addresses the signatures of non-maxwellian electron distributions in the
solar wind, i.e. in some sense the seed population of any particle acceleration
process. Spacecraft measurements in the interplanetary medium often show
that the distribution functions have superhot components or suprathermal
tails. These are indeed expected because for particles at high speeds the inter-
planetary medium and large parts of the solar atmosphere are non-collisional.
Maksimovic gives an overview on the measurements in the solar wind and then
discusses how suprathermal tails can affect our understanding of the accelera-
tion of the solar wind and the heating of the solar corona. For the time being
we can only speculate on the particle distribution functions in the corona, but
we know that they are crucial and a better understanding of non-maxwellian
features will be essential for further progress in understanding the corona.
Gottiried Mann and Bojan VrSnak describe aspects of current research
on CMEs and shock waves. They introduce elementary scenarios of magnetic
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field evolutions that can lead to a CME. Interesting new results include a
much closer relationship between CMEs and flares, such as the hint of cor-
relations between CME parameters (speed) and flare intensity (see also the
discussion by Gopalswamy) or reconnection rate in the CME-associated flare.
A crucial question here, how the speed relevant to the reconnection rate can
be extracted from the observations, still proves somewhat controversial. So is
the nature of coronal shocks. The chapter concludes, unlike Gopalswamy (see
above), that not all coronal shocks seem to be CME-driven. Controversy also
surrounds particle acceleration at coronal shocks, since case studies may show
coronal shocks without conspicuous acceleration of electrons or protons (see
also the discussion by Gopalswamy). This does not exclude that shock waves
may be eflicient accelerators in active regions, notably at the interface of re-
connection jets and the ambient plasma. Radio evidence for acceleration at
these “termination shocks” is abundantly discussed in this chapter, as well as
other processes related to turbulence and magnetic field retraction (betatron
acceleration) in freshly reconnected magnetic loops.

3 Waves in Coronal Magnetic Field Structures
and Plasma Diagnostics

Interest in wave phenomena in coronal magnetic structures has renewed in
recent, years, particularly in response to EUV and X-ray observations. In ra-
dio astronomy the search for periodicities in the emission of active regions
and flares has a long tradition which has been re-invigorated by new imag-
ing observations. A plausible interpretation of oscillations on minute scales
are MHD waves propagating in limited spatial structures, i.e. magnetic flux
tubes. Waves are interesting for many reasons: they transport energy, pos-
sibly playing a role in heating the corona; in the conditions of a flare they
may accelerate particles. They are a potentially powerful diagnostic of coro-
nal magnetic fields. These may be inferred from radio observations, or from the
Hanle effect in spectral lines, but such deductions depend most often critically
on assumptions on the geometry used to correct for line-of-sight integration.
Dispersion relations for waves in coronal structures depend on characteristic
plasma parameters such as the Alfvén and sound speeds. Thus the observa-
tion and analysis of pulsations opens up a new and fruitful window on these
parameters: coronal seismology.

Valeri Nakariakov and Alexander Stepanov present formalisms describ-
ing MHD wave propagation in magnetic flux tubes. The dispersion relations
derived for different wave modes in such configurations are applied to solar
observations to infer key plasma parameters such as the density, temperature
and magnetic field strength. An alternative approach using electric circuit
models is then described, where coronal magnetic structures are represented
by analogues of circuits from classical electrodynamics. Both approaches de-
scribe oscillations in loop systems but their physical content is rather different.
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MHD dispersion relations represent in the first instance the linear response of
the medium and reduce in the large wavenumber limit to the familiar Alfvén
etc. waves. Circuit models on the other hand represent a sort of oscillation
that is intrinsically nonlinear. From the comparison of predicted and measured
pulsation periods, the authors derive electric currents and energies involved
in some flare events on the Sun and in the flare star AD Leo. In this view the
oscillations are intrinsic to the energy release process, rather than a secondary
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Alexander Nindos and Henry Aurass give a detailed overview of ongoing
research in the field of radio pulsations. Pulsations are reviewed in all ranges
of the radio waveband. Quasi-periodic phenomena in metric radio emission
have been known for some time, but can now be studied with more sensitive
spectrographs and with imaging observations. Modulations of broadband con-
tinua such as fiber bursts or zebra patterns are supposed to be closely related
with magnetic fields, and allow one to estimate values of the otherwise elusive
magnetic field strength. But quasi-periodic features are shown to exist not
only in flare-related emission, but also in radio emission of active regions, the
so-called “slowly-varying” component of solar radio emission.

Oscillations in the radio range may result from a variety of physical pro-
cesses. The authors discuss different kinds of interpretation, including MHD
waves, but also kinetic plasma instabilities related to the acceleration and
trapping of energetic electrons. The possibility of limit cycle in wave-particle
interactions has been demonstrated theoretically, and oscillatory behaviour
may be intrinsic to coherent radiation mechanisms.

The contents of this book reflect key topics of contemporary research in the
physics of the solar atmosphere. The relationship between flares and CMEs,
i.e. the question how the Sun decides to partition energy between heating
and particle acceleration on one hand, large-scale motions and ejections of
magnetic structures on the other, is a field of vigorous research, where new
observations are required. In the coming years a fleet of instruments on ground
and in space will continue observations, but new diagnostics will be added:
vector magnetic field measurements from space with Hinode, stereoscopic ob-
servations with STEREO that will allow us for the first time e.g. to observe
CMEs and the underlying regions of the corona. The combination of radio
imaging and spectrography remains a necessary complement because of the
sensitivity to non-thermal particles and to the unique constraints it provides
for coronal plasma parameters, including the magnetic field.

Narrow-band and short-lasting spectral features in the radio band give
us information on processes far beyond the scales which can be directly
imaged. In many respects, including the systematic measurement of mag-
netic fields in the corona and the localisation of sites of fragmented radio
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emission related to particle acceleration in flares, broadband spectral imag-
ing from centimetre to metre wavelengths will be an invaluable tool by
which radio techniques will further our understanding of the active so-
lar atmosphere. This is the objective of the Frequency Agile Solar Radio
Telescope (FASR, http://www.ovsa.njit.edu/fasr/). A radioheliograph at
centimetre-to-decimetre waves is under construction in China. At long metre
wavelengths, the multi-purpose Low Frequency Array (LOFAR) will provide
a considerable extension of our ability to track electron beams and shock
waves through the corona. Observations in the mm and sub-mm range have
opened a new window on highly energetic flare electrons, and on the re-
sponse of the deep atmosphere to heating. Exactly how to interpret these
observations is not yet clear and we may expect major advances in under-
standing from both ongoing development of instrumental facilities and new
theory driven by these new observations. Extremes of solar particle acceler-
ation may be further probed in the forthcoming GLAST gamma-ray mission
(http://glast.gsfc.nasa.gov/).

The high efficiency of flare electron and ion acceleration implied by X-ray
observations remains a major unsolved problem. At least on some occasions
lon acceleration seems to pose similar problems. Continuing interrogation of
the accumulating RHESSI data may help to resolve this, together with the
unique sensitivity to higher electron energies afforded by observations in the
10s of GHz range.

Introductory and complementary information on the subjects discussed
here can be found in the books cited in the list of references below.
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Abstract. The most popular flare model used to explain the energy release, parti-
cle acceleration and radio emission is based on the following assumptions: (1) The
formation of a current sheet above a magnetic loop, (2) The stochastic acceleration
of particles in the current sheet at the helmet of the loop, (3) the transport and trap-
ping of particles inside the flaring loop. We review the observational consequences of
the above model and try to generalize by putting forward a new suggestion, namely
assuming that a complex active region driven by the photospheric motions forms
naturally a large number of stochastic current sheets that accelerate particles, which
in turn can be trapped or move along complex field line structures. The emphasis
will be placed on the efficiency and the observational tests of the different models
proposed for a flare.

Radio emission from solar active regions during flares is closely related with
two factors, (a) the rate of electron acceleration before, during and after the
impulsive phase of the flare, and (b) the topology of the magnetic field in the
active region hosting the flare. None of the main “actors” responsible for the
characteristics of the radio emission is well known and this makes the direct
modeling and interpretation of the radio observations extremely difficult.

High energy particles are also responsible for hard X-rays and ~v-ray bursts
emitted from the same active region, and which are less dependent on the
details of the magnetic field topology. The combined analysis of the high
energy emission (including Hard X-rays, v-rays and radio) from the same
event is an extremely valuable tool for our understanding of the physical
processes behind the flares. Unfortunately, the events covered simultaneously
in all wavelengths are only a few, and no conclusive results can be drawn for
the source of energetic particles or the topology of the magnetic fields.

We can then conclude from the above that the direct reconstruction of the
velocity distribution and the magnetic topology from the data is not possible,
which has led many researchers to very simplistic models (Maxwellian with

L. Vlahos: Magnetic Complexity, Fragmentation, Particle Acceleration and Radio Emission
from the Sun, Lect. Notes Phys. 725, 15-31 (2007)
DOT 10.1007/978-3-540-71570-2_2 (©) Springer-Verlag Berlin Heidelberg 2007
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power law tails, simple magnetic loops, single current sheets, etc). The alter-
native road is to estimate the high energy emission from the proposed flare
model (direct modeling) and then compare the results of the model with the
available data. This road seems more straightforward, but there is a funda-
mental obstacle, the scales of the physical processes involved in the formation
of the unstable magnetic topology responsible for the flare are very differ-
ent from those responsible for the dissipation of the magnetic energy and the
acceleration of high energy particles.

MHD models can follow successfully the large scale evolution of the mag-
netic field, but the dissipation of magnetic energy (responsible for flares) is
not necessarily an MHD processes (resistivity plays a crucial role). The accel-
eration of particles is a kinetic phenomenon appearing on all scales. Therefore,
all attempts made so far to explain the flare and the coronal mass ejection
(CME) inside the framework of the MHD theory have failed to explain the
high energy phenomena.

In the past, high energy particles (energies above 25 keV) were assumed
to carry a small percentage of the energy released in explosive phenomena.
Recent estimates show that this is not true and more than 40% of the energy
released in solar flares is going to high energy particles [1, 2, 3, 4, 5]. This
leads us to the conclusion that kinetic phenomena play a crucial role in the
understanding of solar flares.

Hybrid codes, following both the evolution of the MHD and kinetic aspects
of a flare on all scales (from meters to thousands of kilometers) are not feasible
today and the detailed modeling of solar flares remains an open problem for
the future generation of computers. We then conclude that, since both the
reverse and forward modeling are not possible today, we will go ahead with
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during flares and follow their implications.

Two broad classes of flare models are widely used today: (a) The break-
up type of models, representing mainly the flares which show close association
with large scale events leading to CMEs [6, 7, 8], and (b) the loop models,
which explain better the compact and relatively small flares which are not
associated with CMEs. The splitting of the physical processes in categories
is a useful tool for detailed studies, but it may lead us to wrong conclusions
when the magnetic topologies, where the flares start, are extremely complex.

The mechanisms for the acceleration of particles and their transport are
different in the two models. The expected radiation signatures are also very
different and it is worth reviewing briefly the main features.

Our goal in this review is to present the current status of the energy release
processes for solar flares and the associated acceleration mechanisms and to
sketch the expected radio emission. Moreover we introduce a third type of
flare model, which is based on the complexity of the magnetic topologies and
the fragmentation of the magnetic energy release, which is associated with the
turbulent photospheric motions and which results in complex magnetic fields
and the formation of many current sheets of all scales.
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In Sect. 2, the main “traditional” models (break up and loops) for the
energy release and the expected acceleration of particles will be sketched. In
Sect. 3, the energy release and the acceleration of particles in more realistic
complex magnetic topologies will be analyzed and in Sect. 4 the expected
radio emission from all three types of models will be discussed briefly. Our
results will be summarized in Sect. 5.

2 Classical Models for Energy Release
and Particle Acceleration

2.1 The Break-up Model for Flares/CME

A large variety of models demonstrates the connection bhetween the flare and
the CME (9, 10, 11, 12, 13, 14, 15]. All the above models start from sim-
ple magnetic topologies (2D or 3D) which are driven to instability by the
shear along or perpendicular to a neutral line or by emerging magnetic flux.
The schematic view of the models emerging from the proposed scenarios and
corresponding simulations are shown in Fig. 1. There are several variants of
the break-up model, according to the details of the initial magnetic field and
the photospheric motions, these details are though beyond the scope of this
article (see [16]).

The cartoon presented in Fig. 1 (top) shows that the high energy particles
are covering a small portion (labeled with red/light gray) of the volume cov-
ered by the unstable structure. There are several acceleration regions in this
model: (1) the current sheet, (2) the turbulent outflows, (3) the slow and fast
shocks. In Fig. 1 (bottom), the emphaas is given on the presence of several
bllUCl&S Suuuu‘ﬂdlﬂg tlle ]101’15 CU.J.U LJ.J.J.J.]. bu.lltfll.b Slﬂleeb CLUUV':’ bl].':' CLOSGU_ ].Tla;gflehlb
topology.

We could point out several weak points of the break up model, we will
though focus our attention on the so called “number problem”. It is well
known that during a flare the required rate of particles accelerated is 1037
particles/sec, so for a flare lasting 100 secs more than 10%Y particles will
be accelerated. Translating this number to coronal conditions (mean density
10% — 10® particles/cm®), we conclude that the current sheet and the sur-
rounding parts (fast jets, shocks etc) (see Fig. la) should cover a volume
comparable to 10?em?. Assuming that the thickness of the current sheet is
several ~ 10 km we can reach the conclusion that the current sheet should
be huge (10''cm x 10'tem) and should remain stable for 100s of secs. The
plasma inside this volume should be replenished and accelerated to high en-
ergies with extraordinary efliciency. We believe that it is hard to prove that
this huge structure will remain stable and active for so long inside an unstable
magnetic topology. The break up of the current sheet and the formation of
several fragments will be a natural consequence [17].

The 3D evolution of a simple bipolar photospheric magnetic field leads also
to the break up model, but the magnetic topology is extremely complex [15].
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Fig. 1. The break up model. (a) The schematic representation [11], (b) A 2-D
simulation [12]
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The formation of a large number of stressed magnetic field lines (see Fig. 2)
with numerous current filaments and fragments is apparent and can be the
answer to the high energy emission observed. The simple magnetic topology
for the current sheet, presented earlier and the associated simple accelerators
(Direct E-field, constant flows and shocks) are replaced with much more com-
plex topologies, which host a variety of accelerators in the 3D configurations.

The most prominent accelerators in the stressed 3D topologies mentioned
above are the stochastic electric fields due to the sheared field lines. The
expected electric fields are

E(r.t)= —V(r,t) x B(r, i) + nJ(r, 1) (1)

where V (7, 1) is the plasma velocity, 7 is the resistivity, B(»,t) the magnetic
field and J(v, &) ~ ¥ x B(r,t) the current. In the 3D representation of the
break up model the monolithic current sheet disappears and new, more ad-
vanced and interesting models for particle acceleration appear. We will come
back to these models in the next section.

(c) (d)

Fig. 2. Using the 3D MHD equations, even by starting from a simple magnetic
geometry, the loop is led to a break up state with a very complex magnetic topology.
The formation of numerous current sheets on all scales is apparent [14, 15]
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2.2 The Loop Model

Nordlund and Galsgaard [18] solved numerically the non-ideal MHD equations
to follow the evolution of photospheric stresses on a simple magnetic loop.
The magnetic field initially was assumed to be uniform and anchored in the
photosphere. The boundary velocity consists of a sinusoidal shear with a wave
length equal to the length of the boundary. The orientation of the shear, the
phase, the velocity amplitude and the duration of the individual driving events
are random, with various limitations on the parameters [19].

As the boundaries of the loop are stressed by the randomly changing
boundary flows, the loop is stressed into a state where numerous Unstable
Current Sheets (UCS) are formed and distributed along the length of the
loop (see Fig. 3).

Turkmani et al. |20] used the above model to study its efficiency to accel-
erate particles. A snapshot of the coronal magnetic field was used. The 3D
structure of the electric field was estimated with the use of Eq. 1 (see Fig. 4).
The scattered electric field accelerates ions and electrons in very short times
(< 0.1 sec). The electrons and ions are stochastically accelerated forming
energy distributions similar to the ones needed to reproduce the observations.
So far we have analyzed the random formation of stresses inside the loop. The
loop is also disturbed by Alfvén waves propagating along the magnetic field.
It is well known that weak MHD turbulence is a very efficient accelerator [21].
Diffusive acceleration of particles by MHD waves was contrasted and com-
pared to direct E-fields and shocks formed by large scale current sheets in the
break-up model. Several recent articles showed that the non linear evolution
of the MHD waves forms small scale structures, which act also as shocks or
UCS [22, 23, 24].

Arzner and Vlahos [23] discuss the efficiency of particle acceleration in the
presence of isotropic MHD turbulence with anomalous resistivity as a proxy

Fig. 3. The loop is stressed by random photospheric Hows and is led to a state where
numerous current sheets are present. A vertical cross section through the middle of
the loop shows the formation of current sheets [18]
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Fig. 4. The resistive electric field within the coronal loop, as caleulated by the MHD
model [20]

for the solar corona. The model for the MHD turbulence was relatively simple.
They assume that the vector potential A was a superposition of Alfvén waves
propagating along the external magnetic field By

A= Z a(k)cos(k -x — w(k)t — ¢y)

in axial gauge, a(k) - va = 0 and with the dispersion relation w(k) = v, - k,
which is an exact solution of the induction equation with constant velocity v 4.
The A(z,t) is taken as Gaussian with random phases ¢y and (independent)
Gaussian amplitudes a(k), with zero mean and variance.

They analyze the evolution of a collisonless test particle in evolved homo-
geneous MHD turbulence with electromagnetic fields

B=VxA

E = —3,A+n()J

where pod = ¥V x B and the resistivity switches on to anomalously high values
when the current exceeds a critical value

n(J) = mb6(|J| — Je)

where 6(x) is the step function. The wave vector represents the random fluctu-
ations along the external magnetic field. The formation of UCS inside the 3D
topology of the magnetic field is a consequence of the non linear interaction
of MHD waves with the plasma (see Fig. ba).

Particles crossing the localized UCS will experience a sudden acceleration
(or deceleration) (see Fig. 6b). These jumps are random and their characteris-
tics are shown to be beyond the quasilinear analysis described by the standard
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Fig. 5. (a) Location of the UCS. (b) Evolution of the electron momentum. Samples
of trajectories show that the particles perform random walks and a few particles
undergo very fast acceleration. All particles visit a sample of UCS [23|

Fokker-Planck equation [25]. We can then conclude that for high amplitude
MHD waves the simple division between waves, shocks and large scale UCS is
lost, and it is replaced with particle acceleration in a mixture of waves, UCS
and shocks.
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3 Energy Release and Particle Acceleration
in Complex Magnetic Topologies

The initial magnetic topologies used so far in all the models discussed above
were relatively simple bi-polar regions. The initially stable magnetic topologies
were forced to instability by the continuous or random stressing from the
photospheric motions. The evolution of the large scale mstability led to the
formation of a complex, fragmented structure.

The next level of complexity is to use a realistic magnetic field topology
borne out from the linear and non linear force free extrapolation of the
observed photospheric magnetic fields.

Vlahos and Georgoulis [26] use as the starting point of their analysis the
magnetograms from a non flaring active region. Using the simplest possible
method for the force free extrapolation [27|, they determined the 3D magnetic
field topology inside the active region. The real magnetic topologies are even
more complex than the magnetic fields predicted by the linear force free state,
but for the statistical analysis presented in their article the linear force free
extrapolation is probably suitable. Using simple criteria for the potentially
unstable currents, e.g the angular difference between two adjacent magnetic
field vectors, B, and B, to exceed a certain value, since the steep magnetic
field gradients favor magnetic reconnection in 3D magnetic topologies 28|,
they were able to define the location of the UCS. They concluded that active
regions form naturally UCS even during their formation stage (Fig. 6). The
free energy available in these unstable volumes follows a power law distribution
with a well defined exponent (Fig. 7) [26]. We can then conclude that active
regions store energy in many unstable spots forming UCS of all sizes. The
UCS are fragmented and distributed inside the global 3D structure.

W

Fig. 6. (a) Linear force free field extrapolation m NOAA AR 9114, (b) Lower part
of the active region atmosphere. Shown are the magnetic field lines (red or light
gray) with the identified discontinuities for critical angle 10° [26]
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Fig. 7. Typical distribution function of the total free energy in the selected volume,
on using a critical angle 14° [26]

The only approach which is capable to capture the full extent of the
interplay of highly localized dissipation in a well-behaved large scale topology
(“sporadic flaring”) is based on a special class of models which use the con-
cept of Self-Organized Criticality (SOC) [29]. The main idea is that active
regions evolve by the continuous addition of new or the change of existing
magnetic flux on an existing large scale magnetic topology, until at some
point(s) inside the structure magnetic discontinuities are formed and the cur-
rents associated with them reach a threshold. This causes a fast rearrange-
ment of the local magnetic topology and the release of the excess magnetic
energy at the unstable point(s). This rearrangement may in turn cause the
lack of stability in the neighborhood, and so forth, leading to the appear-
ance of flares (avalanches) of all sizes that follow a well defined statistical law
[30, 31, 32], which agrees remarkably well with the observed flare statistics
[33]. We can then conclude, after many years of studies, that a possible model
for the dynamic evolution of the active region is the following: The 3D mag-
netic field is stressed from the photospheric motions, forms continuously UCS
which relax, re-arranging the local magnetic field and causing flares of all sizes
(Fig. 8).

The acceleration of particles inside a complex active region being in Self-
Organized Critical state has been analyzed in numerous articles [35, 36, 37].

We now pose a new question: Can the UCS become the local nodes for
a large evolving network and accelerate stochastically electrons and ions? In
this case the accelerator is not located in a single volume but it is distributed
along the trajectory of the particle (see Fig. 9).

Vlahos, Isliker and Lepreti [37] study the statistical properties of an
ensemble of isolated UCSs, and investigate the statistics of the energy gain
when an entire distribution of particles moves through spatially distributed
UCSs, all particles having random initial conditions. This question belongs to
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Fig. 8. (a) Simulated magnetogram of a photospheric active region and force free
magnetic field lines, extrapolated into the corona (see [34]), (b) Subcritical current
isosurfaces in space, as yield by the X-CA model [32], a particular SOC model,
which models a subvolume of a coronal active region. (¢) Same as (b), but zoomed.
(d) Temporal snapshot of the X-CA model during a flare, showing the spatial dis-
tribution of the UCS inside the complex active region [37]

Fig. 9. A particle (spiraling line) follows the magnetic filed lines (solid lines), travels
freely a distance s; until it enters a UCS (filled circle) where il is accelerated by the
associated effective DC field F;;. After the acceleration event the particle again
moves freely till the particle meets the next acceleration event [37]
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the field of MHD in combination with kinetic plasma physics (in what refers
to anomalous resistivity). Also needed is an understanding of the spatial or-
ganization of an ensemble of co-existing UCSs and of their connectivity and
evolution. A first hint to how the UCS might be organized spatially comes
from the cited inquiries of SOC models, which are in favor of a global fractal
structure with dimension around 1.8. The problem actually concerns the na-
ture of 3-D, large scale, magnetized MHD turbulence, and it involves theory
as well as observations.

With the concrete specifications of the random walk to the solar flare
problem they made, they were able to achieve hard X-ray spectra which are
compatible with the observations. Important is that the model naturally leads
to heating of the plasma, or, more precisely, it creates a heated population
in the plasma. This heated population can be expected to heat the entire
background plasma through collisional interactions on collisional time-scales,
explaining in this way the observed delay between the thermal soft X-ray and
the non-thermal hard X-ray emission.

4 Radio Emission from Simple
and Complex Magnetic Topologies

We are now ready to pose a very important question: Is it possible to iden-
tify the concrete radio signatures from the complexity of the magnetic field
lines, the energy release and particle acceleration? The exact modeling of
the radio emission from the structures presented above is still lacking but
we can make several preliminary comments, hoping that both the new de-
velopment in the theory and more importantly the new data expected from
the Frequency Agile Solar Radiotelescope (FASR) [38] will give a new input
to the analysis presented in this review. Let us discuss separately the well
known parts of the flare related radio emission, starting from the microwave
bursts.

Microwave Bursts

Microwave bursts are currently interpreted as the sighature of mildly relativis-
tic electrons trapped inside a magnetic loop [39, 40|. Acceleration of electrons
and ions inside the loop can be a natural explanation for several well known
high energy emissions: (1) The precipitating, mildly relativistic electrons pro-
duce the hard X-ray bursts forming the well known foot point emission, (2) the
trapped mildly relativistic electrons produce the microwave bursts, forming
large scale sources at the “loop top”, (3) the precipitating relativistic electrons
and lons are responsible for the ~-ray bursts.

Trapped and precipitating populations will also be present in more com-
plex magnetic topologies. The fragmented energy release inside the loop will
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accelerate the electrons to almost relativistic energies [20]. The accelerated
particles will cover large distances (thousands of kilometers) in relatively short
time scales (fraction of a second), therefore microwave emission is not frag-
mented because the particles fill in a short time large parts of space, having
moved away from the acceleration regions.

Radio instruments able to map the flaring region on a fast time scale (sub
sec) can probably record, at the start of the flare, many small sources (dm

spikes?), but eventually this will give away to a large and almost uniform
source at later times.

The simple version of the break-up model will easily provide the precipitat-
ing particles and explain the Hard X-rays and +y-ray bursts but the trapping of
particles inside the closed loop below the helmet is difficult to explain (cross
field diffusion is rather difficult for these energies). Therefore we should expect
a relatively long delay (several minutes) between microwave bursts and hard
X-rays (such delays have not been recorded). The 3D analog of the break-up
model leaves more room for precipitating and trapped particles with much
less delay. Nobody has attempted so far to follow particles in a 3D magnetic
topology resulting from the break-up model and hosting many reconnection
sites.

We can then conclude that hard X rays, microwaves and ~-rays can easily
be accommodated from the third type of flare models, which incorporates
the fragmented energy release. We predict that the new generation of radio
instruments will record many isolated microwave sources at the start of the

flare.

Dm Spikes, Type II1 Bursts

The simple versions (assuming monolithic current sheets) of both flare models
(loop model and the break-up) cannot account for the above bursts. Type Ills
appear usually in groups (isolated type IIls are rare) at the rising phase of a
flare.

These bursts can be explained from the fragmentation of the energy release
in realistic magnetic topologies reconstructed from the extrapolation of the
observed photospheric magnetic fields. Both types of magnetic field lines are
present (closed and open, see Fig. 6). Therefore complex magnetic topologies
and fragmentation are probably the explanation for the groups of type llls
and dm spikes (see more in [41]).

A stochastic model for type LIl bursts was introduced and compared with
observations [42]. In this model the active region is assumed inhomogeneous
with a very large number of fragmented energy release regions (UCSs) con-
nected to magnetic fibers. At the base of the magnetic fibers, random energy
release events take place, in the course of which electrons are accelerated,
travel along the fibers and eventually undergo bump-on-tail instability. Their
main conclusion was that the observations are comparable with this model
(see Fig. 10).
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Fig. 10. (a) Spectrogram of type III event on 1980/06/27, 16:14:18 UT (time
resolution (.1 sec, shown duration 200 secs (b) 200 secs of a spectogram gener-
ated by the model with a time resolution 0.02 sec and frequency resclution 55.9
MHz. [42]

Type II Bursts

The break up model can easily account for the type Il emission. Il predicts
several shocks, traveling in all directions, but type II bursts (forward and
reverse) are not so common during flares. We can then ask: Why are type 11
bursts not always part of the flare/CME complex? The loop model on the
other hand is not an efficient source of type Il bursts.

Emission Before and After the Flare

The 3D version of the break up model can explain the pre-event radio emission
as an expression of the build up of stresses leading to the instability, but it has
difficulties to explain the long lasting (sometimes lasting for days) emission
after the flare. The compact flare model can explain both since the loop is
constantly under stress and the flare is a stronger explosion out of a series of
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explosions of all sizes. The fragmented complex loops model can explain these
emissions much more easily. The realistic magnetic topologies easily predict
both types of activity (pre flare and post flare). It is a challenge for the new
radio instruments to investigate deeper this part of the flare problem.

Type I Bursts and Noise Storm Continuum

Type I bursts and noise storm continua can be the result of fragmentation of
the energy release in large scale coronal magnetic complexes. The fragmented
acceleration sources are responsible for the type I bursts. We propose that
type I bursts are closely connected with the UCSs in the upper corona. Par-
ticle acceleration from the ensemble of the UCSs and subsequent trapping
are responsible for the noise storm continuum. The type I bursts/noise storm
continuum are analogous to the dm spikes/microwave bursts for the upper
corona. The fundamental difference between the two types of bursts is that
the dm spikes/microwaves are powered by a flare and the type I bursts/noise
storm continuum are related with the micro flares appearing in the upper
corona.

5 Summary

We have suggested in this review that flare models can be split into three very
broad classes. The break-up model is responsible for the flares associated
with CMEs and the loop model is connected with the compact flares. The
complex model is an extension and generalization of the two classical models.

In 3D simulations of the break up model and of a randomly stressed loop
the initial simple magnetic topology is forced to create many reconnection
sites, and large scale current sheets collapse into many fragments.

Acceleration of particles is much simpler in an environment of fragmented
energy release since the presence of stochastic I-fields, appearing in stressed
magnetic topologies, naturally produces many UCS which collectively act to
accelerate particles.

The next step in the development of realistic models is to consider the
loop model and the break-up model in magnetic topologies borne out from
the observed photospheric magnetic topologies (using linear or non linear force
free extrapolation as the basic tool). In these cases the sharp division between
the break-up and the loop flare model starts to disappear and a third type of
model based on the fragmentation of energy release emerges, as shown here.

Current observations give only partial support for the break-up or the loop
flare model. There are observations fitting naturally in the one or the other
model and others which are hard to fit in any. We believe that the extrapo-

latad mmaonatie finldc fo‘c\coc\f*] ]’\17 f111‘]’\11]c\1ﬂ+ nhatananherie mntinne will croats a
Lu;ubu ERE R S R AWLVE AW llbLuD [Vl SwelelwiV LIJULCLLIY lJLlUUUDlJLl\_,LL\J LIV ULIVJLILS WILL UL COUuT

mixture of closed and open ﬁeld lines populated by randomly placed E-fields
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and they will be able to model the known observations. These topologies have
the following characteristics:

— they are efficient accelerators;
— they have a mixture of open and closed magnetic filed lines;
— they can explain most types of bursts.

We believe that soon the next generation of flare models will emerge, where
the current sheets will be hosted in a mixture of open and closed field lines.
Forward modeling of the well known bursts inside these topologies will be an
important diagnostic tool that will allow comparison to results from the radio
instruments which are currently under development.
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Abstract. We review selected science results from RHESSI solar observations made
since launch on 5 February 2002. A brief summary of the instrumentation is given
followed by a sampling of the major science results obtained from the soft X-ray,
hard X-ray, and gamma-ray energy domains. The thermal continuum measurements
and detection of Fe-line features are discussed as they relate to parameters of the
thermal flare plasma for several events, including microflares. Observations of X-ray
looptop, and rising above-the-loop sources are discussed as they relate to standard
models of eruptive events and the existence of a current sheet between the two. Hard
X-ray spectra and images of footpoints and coronal sources are presented, showing
how they can be used to separate thermal and nonthermal sources and determine
the magnetic reconnection rate. Gamma-ray line images and spectra are presented
as they relate to determining the location, spectra, and angular distribution of the
accelerated ions and the temperature of the chromospheric target material. Finally,
we discuss the overall energy budget for two of the larger events seen with RHESSI.

1 Introduction

With its broad energy coverage from 3 keV to 17 MeV, the Reuven Ramaty
High Energy Solar Spectroscopic Imager (RHESSI) is providing definitive ob-
servations of the three major components of solar flares: plasma at >10 MK,
electrons accelerated to >10 keV, and ions to >1 MeV. During a large flare,
thermal bremsstrahlung from heated plasma dominates the observed soft
X-ray emission to energies often as high as a few tens of keV; nonthermal
bremsstrahlung continuum from accelerated electrons is observed at higher,
hard X-ray (and sometimes gamma-ray) energies; and line emission from nu-
clear transitions caused by accelerated ions is observed in gamma-rays from
~400 keV to ~8 MeV. In all of these spectral domains, RHESSI has superior
capabilities compared to previous instruments. In each case, new and inter-
esting results have already been obtained and many more are promised as the

knowledge of the instrument improves, the analysis software is extended to
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fully exploit RHESSI’s imaging spectroscopy capabilities, and observations of
the over 14,000 flares recorded to date are fully interpreted.

The impact of the RHESSI observations has been greatly amplified by
the contemporaneous observations made with the vast array of other solar
instruments currently in operation. These include observations over a broad
spectrum of wavelengths from soft X-rays, KUV, UV, and optical, to radio.
They provide thermal, magnetic, and morphological context information that
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with the in situ particle and field measurements in the near-Earth environ-
ment, they also provide information on coronal mass ejections (CMEs), the
other great energetic solar phenomenon that is often, but not always, associ-
ated with flares.

In this review, we summarize some of the early results obtained with
RHESSI from its first two years in orbit. The paper is organized by energy
into the basic domains of soft X-rays from about 3 to 20 keV, hard X-rays
from about 20 to 400 keV, and gamma-rays from about 400 keV to 17 MeV.
These roughly correspond to the energy ranges dominated by emissions from
thermal plasma, nonthermal electrons, and nonthermal ions, respectively, but
there are clearly some overlaps in these interpretations as will become evident
in the different sections of the paper.

2 Instrumentation

As described more fully by [36], RHESSI is a single instrument mounted
on a spinning spacecraft with the spin axis pointed close (within ~10 arc
minutes) to the center of the solar disk. The instrument consists of an
X-ray/gamma-ray spectrometer that views the Sun through a set of mod-
ulation collimators. The spectrometer has nine cylindrical germanium de-
tectors, each 7.1 cm in diameter and 8.5 cm long. They detect photons
from 3 keV to 17 MeV with fine energy resolution varying from ~1 keV
(FWHM) at the low energy end to ~4 keV at 2 MeV. Above each detec-
tor sits a modulation collimator made up of two identical grids separated
from one another by 1.55 m. All the grids consist of parallel slats sepa-
rated by slits of comparable width. All the grid slats are tungsten except
for those on the finest grid pair, which are molybdenum. As the spacecraft
rotates at ~15 rpm, the modulation collimators convert the spatial infor-
mation about the source that is contained in the photon arrival directions
into temporal modulation of the germanium detector counting rates. Smith
et al. [70] and Hurford et al. [26] describe how the resulting telemetered en-
ergy and timing information about each photon recorded in all nine detec-
tors is used on the ground with specialized analysis software [63] to give
RHESSI its imaging spectroscopy capabilities. Angular resolutions as fine
as 2 arc seconds are possible, and sources as large as 180 arc seconds can
be imaged anywhere on the solar disc and up to several arc minutes above
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the limb. Several innovations have been incorporated into the instrument de-
sign to increase the dynamic range of flare intensities that can be recorded
with RHESSI so that weak microflares are detected at times of low activ-
ity while detector saturation and spectral distortion are minimized during
the most intense gamma-ray line flares. These innovations include detec-
tor segmentation, movable shutters, and high-rate electronics with pile-up
suppression [70].

3 Soft X-rays

The soft X-ray spectral range from RHESSI’s low energy limit of ~3 keV
to about 20 keV is of great interest since, in many flares, it is the region
of transition from thermal to nonthermal emission. Thermal bremsstrahlung
continuum and line emissions are seen in this energy range from flare plasmas
with temperatures as low as ~7 MK and as high as many tens of MK. Study-
ing this thermal component can reveal not just the total energy in the hottest
flare plasma throughout the flare but also information about the composi-
tion of the plasma, its density, and possibly any departure from ionization
equilibrium. Nonthermal X-ray emission with a flatter power-law spectrum
(e~ where € is the photon energy) is also seen above ~10 keV, particularly
during the impulsive phase of a flare, from electrons accelerated to tens of
keV and higher. Many observations have shown that these accelerated elec-
trons carry a large fraction of the total energy released in many flares, thus
heightening the interest in the nonthermal component. Because these accel-
erated electrons have a steep power-law energy distribution (Eid where E is
the electron energy) with 6 generally >2, most of the energy resides in the
lower energy electrons. Indeed, for such a steep power-law spectrum, a lower
energy flattening or cutoff must exist to keep the total nonthermal energy
finite. The determination of the cutoff energy is critical for any evaluation of
flare energetics.

The RHESSI instrument provides much higher sensitivity in the soft X-ray
energy range above ~3 keV than has previously been available. Farlier solar
hard X-ray instruments, such as the Hard X-ray Burst Spectrometer (HXRBS)
on the Solar Maximum Mission (SMM) and the Hard X-ray Telescope (HXT)
on Yohkoh, had entrance windows that absorbed emission below ~15-25 keV
to avoid saturation from the intense thermal emissions in large flares. RHESSI
accommodates medium and large flares by automatically inserting shutters
(aluminum discs) in front of detectors to absorb low energy solar photons
and hence avoid saturation. Thus, when no shutters are in the detector lines
of sight to the Sun, RHESSI is about 100 times more sensitive than previous
instruments at around 10 keV. Even with the shutters in front of the detectors
during the largest flares, thin areas in the aluminum discs forming the shutters
allow small fractions of the photons to pass through, making spectroscopy still
possible down to about 5 keV.
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3.1 Thermal Plasma

RHESSI observes emission from thermal plasma with temperatures above
~7 MK. This includes thermal free-free and free-bound continua plus line
emission, primarily from highly ionized iron and nickel. The continuum, with
its pseudo-exponential shape, allows RHESSI to provide accurate determina-
tions of the emission measure EM = [ N? dV" (where N, is the electron den-
sity and 17 is the emitting volume) and temperature T assuming an isothermal
plasma. Differential emission measure analysis is also possible by combining
BHESSI data with observations from other instruments in different wave-
length ranges. With its ~1-keV FWHM energy resolution, RHESSI does not
resolve the satellite-line structure of the Fe and Ni lines between ~6.4 and
10 keV described by [49]. Instead, it sees two broad Gaussian-like features
when the plasma temperature is >10 MK, one centered at ~6.7 keV and the
other weaker feature at ~8 keV. These features are made up of a large num-
ber of FeX XV lines and FeXXIV dielectronic satellites, with other lines due to
FeXXVI and Ni XXVII contributing at higher temperatures. Such a spectrum
is shown in Fig. 1, where data from the RESIK Bragg crystal spectrometer
[75| on the Russian CORON AS-F spacecraft have been added to the spectrum
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Fig. 1. X-ray spectra determined from RESIK and RHESSI observations for a
time (03:00 UT) just preceding the main M2 flare on 2003 April 26. A temperature
of 18.6 MK and an emission measure of 2 X 1077 cm™? are obtained from a fit to
the RHESSI spectrum assuming the existence of two line complexes with Gaussian
profiles. (From [12])
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derived from RHESSI observations for the early stages of an M2 flare seen by
both instruments on 2003 April 26.

The two line features in the RHESSI spectra provide information on the
plasma temperature and iron abundance that is independent of similar in-
formation derived from the continuum. A convenient way of expressing the
intensities of the two line features is through the equivalent width, i.e. the
energy width of a portion of the continuum at the line’s energy with flux
equal to that of the line feature. The variation of equivalent width with 7T
is given in Fig. 2 (smooth curve) based on CHIANTT version 5 [13], with
“coronal” element abundances ([Fe/H|~1.6 x 10~*) and recent ion fraction
calculations. This should be compared with values determined from RHESSI
spectra similar to that shown in Fig. 1 for the flare on 2003 April 26. As can
be seen, for observations in the Al attenuator states (thin shutters in place
over the detectors) on the rise and decay of the flare, the observed equivalent
widths of the Fe-line feature lie close to the theoretical curve, giving sup-
port for a coronal abundance of Fe in the flare plasma. However, some of the
equivalent widths measured in the A3 attenuator state (both thick and thin
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Fig. 2. Equivalent width (keV) of the Fe line feature at 6.7 keV plotted against
T (smooth curve) as calculated from CHIANTI assuming coronal abundances, i.e.
Fe/H and Ni/H equal to 4x photospheric, and [41] ion fractions. Observed RIESSI
values in attenuator states A0, Al, and A3 for the M2 flare of 2003 April 26 are
shown as points connected by lines (see legend for line styles and plotting symbols).
(From [12])
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attenuators in place) lie well above the predicted curve. This apparent dis-
crepancy has been encountered in the spectral analysis of several other flares.
It is possible that the presence of a multi-thermal or two-component emis-
sion measure spectrum contributes to this discrepancy or thatl plasma with
a higher iron abundance appears at this time, but instrumental explanations
for these anomalous variations are also under investigation.

Since both line features seen in RHESSI spectra are believed to be pro-
duced primarily from iron, it should be possible to obtain a measure of the
plasma temperature independent of the iron abundance from the flux ratio of
the two line features. Caspi et al. [7] analyzed RHESSI spectral observations
for several flares and determined this line ratio as a function of the temper-
ature derived from the continuum. The results for one flare are commpared
in Fig. 3 with the Chianti-predicted variation in this line ratio with plasma
temperature. There is general agreement between the measured and predicted
values suggesting that this is a viable alternative method for determining the
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Fig. 3. Results of RHESSI spectral analysis showing the ratio of the Fe to Fe/Ni
line fluxes at 6.7 and 8 keV, respectively, plotted as a function of the plasma tem-
perature derived from the continuum assuming a single temperature (from [7]). The
uncertainties on the temperatures are of the order of 1 MK. The solid curve is the
predicted variation from CHIANTT assuming icnization fractions given by [41]. Data
points are for the X4.8 gamma-ray line Hare observed on 2002 July 23 starting at
00:18 UT in various attenuator states
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plasma temperature. However, there are significant deviations from the pre-
dicted values at certain times during the flare. Analyses of other flares also
show similar significant deviations during a flare and from flare to flare. These
discrepancies may be the result of the multi-temperature nature of the flare
plasma, but possible instrumental interpretations are also under investigation
to explain these unexpected results.

3.2 Microflares

Figure 4 shows an example of RHESSI microflare observations (see also |15,
32, 39, 49]). Spectral investigations show the existence of a thermal and a
non-thermal component (Fig. 5). The power-law fits (¢e~7) to the non-thermal
component of the photon spectrum extend to below 7 keV with values of
between 5 and 8. They imply a total non-thermal electron energy content of
between 1076 and 10%7 ergs [15, 32]. Except for the fact thal the power-law
indices are steeper than those generally found in regular flares, the investigated
microflares show characteristics similar to large flares. Since the total energy
in non-thermal electrons is very sensitive to the value of the power-law index
and the energy cutoff, these observations will give us better estimates of the
total energy input into the corona. In earlier work with observations above
~25 keV, the cutoff energy was often set to 25 keV (e.g., [10]). For regular

counts '

counts g~
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Fig. 4. RHESSI observations of a series of al least 5 microflares in the space of about
30 minutes on July b, 2004. The top and middle time profiles are for the indicated
energyv ranges of 9-12 and 3-7 keV, respectively. The bottom plot is a spectrogram
representation of the same data
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Fig. 5. Fitted spectrum of the hardest microflare shown in Fig. 4 at around
20:49 UT. A thermal (red or dark gray) and non-thermal (power-law) fit (blue or
black) is shown. A spectral index + of 1.7 was assumed below the ~7 keV break
energyv. A fit with two thermal components gives a slightly worse, but still accept-
able, fit. It gives a high temperature of ~35 MK for the hotter component with an
emission measure about 130 times smaller than that of the cooler component

flares, the use of 10 keV instead of 25 keV gives energies larger by a factor
of ~10. For the microflares present in this work, the factor is ~500, since
the spectra are steeper and the cutoff energy lower. Hence, the correction for
smaller events seems to be larger. This would require renormalization of the
flare frequency distribution published by [10] and would lead to a re-evaluation
of the microflare contribution to coronal heating.

3.3 Evidence for a Current Sheet

Notwithstanding the observational problems for flare models based on large-
scale magnetic reconnection (e.g., |25]), several pieces of indirect evidence
for such models (e.g., [51]) have been reported, mostly using X-ray observa-
tions from the Yohkoh Soft X-ray Telescope (SXT) and Hard X-ray Telescope
(HXT). Cusp-shaped soft X-ray flare loops were reported by [76] and [77],
with high-temperature plasma along the field lines mapping to the tip of
the cusp. However, [15] questioned the reality of the cusps in at least one
flare. Tsuneta et al. [76] reported the expected increase of loop height and
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footpoint separation with time. Masuda et al. |[40| discovered a hard X-ray
source above the soft X-ray loops. Evidence has been presented for horizontal
inflow above the cusp region by [80], downflow above the loop arcades by [42],
and an upward-ejected plasmoid above the loops by [68] and [53].

New evidence for magnetic reconnection has been obtained with RHESSI
observations. Sui & Holman [72] analyzed a series of flares in April 2002, all
from the same active region, showing bright flare loops and coronal X-ray
sources above them. Such an X-ray source structure is shown in Fig. 6, where
RHESSI contours are overlaid on a contemporaneous TRACE image taken
during the impulsive phase of one of these flares on 15 April. Both a bright
loop and a source above the loop are evident in this image. The projected
altitudes of these X-ray sources vs. time and energy are plotted in Fig. 7, along
with the X-ray light curves in different energy bands. Initially, the centroid
of the bright loop-top source appeared to move to lower altitudes at about
~9 kms~'. Similar initial decreases in apparent height have been reported
for other flares |73|. The reason for this initial fall is not known or predicted
by any of the reconnection models. Sui et al. speculate that it could be the
result of the newly reconnected field lines relaxing to a near semicircular state.
Alternatively, it could be support for implosion [23].

TRACE 1600A: 15-Apr-2002 23:10:52.000 UT TRACE 16004: 15-Apr-2002 23:10:52.000 UT
400 - 400 | d
380 | . 380 | -
i !
% 360 - . = 360 | J
‘E' el
- >
340 - 340 d
+ 10-12 keV
aso [ 10-15 keV ; aoo | 1214 keV ]
25-50 keV A 14-16 keV
840 860 880 S00 920 840 860 880 900 920
X (arcsecs) X (arcsecs)

Fig. 6. Left image: TRACE 1600-A image of the flare that started at 23:07 UT on
April 15, 2002, overlaid with RHESSI contours for the indicated energy ranges. Note
the loop-top structure in the 10-15 keV source (red or dark gray contours) with a
separated source around [905/360] arcsec. HXR emission (dashed blue or gray) is
seen from two footpoints ([840/370] and [865/350]), plus a third source around
[880/355] that is most probably located in the corona. Right image: same as the
left image but showing only the 10- 15 keV contours. The centroids of the looptop
and coronal sources are shown for the different energies as indicated. Note that the
higher energies of the looptop source are at higher altitudes (1 Mm = 1.3 arcsec)
whereas the higher energies of the coronal source are at lower altitudes. This suggests
that the flare energy must have been released between the two sources. (After [72])
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Fig. 7. Top panel: RHESSI light curves in three energy bands (from top to bottom):
3-12, 12-25, and 25-50 keV scaled by factors of 2.0, 0.5, and 1.0, respectively.
Middle panel: Time histories of the loop height (obtained from the 10-12 keV
images) and the coronal source height (obtained from 10-25 keV images). Bottom
panel: Height of the loop and the coronal source at different energies at 23:11:00
UT. After [72]

After the impulsive rise, the upper part of the coronal source separated
from the underlying flare loop. Sui and Holman [72] speculate that this is the
result of the initial X-type magnetic configuration evolving into a current sheet
with a Y-point at each end [51]. The X-ray bright underlying loops appeared to
rise at ~8 kms ™~ after the HXR emission had peaked. The separated coronal
source was stationary at first but then moved out of the RHESSI field of view
at ~300 km s~ 1.

When this result was first presented, the reality of the relatively weak
coronal source above the loop top was questioned since it was only ~20%



Review of Selected RHESSI Solar Results 43

as intense as the looptop source, i.e., close to the current RHESSI dynamic
range capability. However, TRACE 195A difference images recently prepared
by Veronig (private communication) for a similar flare on 16 April 2002 show a
rapidly moving structure, co-spatial and co-temporal with the RHESSI coro-
nal source, thus dispelling lingering doubts that this relatively weak source
might be an artifact of the RHESSI Fourier imaging technique.

The remarkable feature of the loop-top source and the overlying coronal
source reportcd oy [72} is their oppositely directed tClilPCl ature 51ad1c:ut:> as
determined from the RHIESSI images - the temperature of the underlying loops
increased with apparent altitude whereas the temperature of the separated
coronal source decreased with altitude. This is illustrated in Fig. 6 (right),
where centroid locations are shown for the two sources at different energies
during the peak in HXRs. This composite image shows that the highest tem-
peratures are located in the regions where the two sources are closest to one
another (Fig. 6 right). This effect can also be seen in the bottom panel of
Fig. 7, where the apparent altitudes of the two sources are plotted vs. photon
energy. Note the opposite dependence on energy of the looptop and coronal
sources. Sui & Holman [72] interpret this as strong evidence that the energy
must have been released between the two sources by magnetic reconnection
in a current sheet. This results in the formation of new bright structures both
above and below the current sheet. The new structures are hotter than those
formed earlier since the latter cool rapidly by both conduction and radiation.

How the newly formed magnetic structures become filled with hot X-ray
emitting plasma is not certain. In the classic flare model, the magnetic re-
connection accelerates electrons that propagate down the field lines to the
footpoints. There, they emit the observed HXRs and heat the chromospheric
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tion), filling the loop with hot plasma. Feldman [20] has pointed out significant
problems with this scenario and suggests instead that in situ heating of the gas
in the current sheet produces the bright loop-top thermal sources. This would
also explain the appearance of the hot source above the looptops, which is dif-
ficult to account for in the classic chromospheric evaporation model. Clearly,
observations of other flares are needed to resolve these issues.

4 Hard X-rays

At energies above the thermal emissions, the hard X-rays provide the most
direct information about the electrons accelerated during the flare. An early
flare observed with RHESSI on 20 February 2002 provides a relatively simple
example of the information that is available and how it can be interpreted
[32, 2, 74]. RHESSI images at the HXR. peak of this flare are shown in Fig. 8.
They are interpreted as showing both thermal emission from a hot loop at
low energies and nonthermal emission from footpoints at high energies. Even
in this simple case, however, the situation is more complicated since a weak
but significant source is seen closer to the limb, particularly in the 16-18 keV
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6—10 keV 10-12 keV

Fig. 8. RHESSI Cleaned images in different energy ranges hetween 6 and 80 keV for
the flare on 20 February 2002 from 11:06:000 to 11:06:39.6 UT. The thermal source
can be seen at low energies, below ~15keV, between the two footpoint sources that
are clearly separated at higher energies. The contour levels are at 20, 40, 60, and
80% of the peak value in each image. The plus signs (+) in the 6-10 keV image
mark the peaks of the two sources seen at 30-80 keV

image in Fig. 8. Sui et al. [74] interpreted this as a high altitude source around
the top of a larger loop or arcade of loops.

The spatially integrated spectrum of this same flare on 2002 February 20
shown in Fig. 9 provides for a clean separation between the thermal and non-
thermal emissions. It supports the view suggested by the images of Fig. 8 that
thermal emission dominates below ~10 keV. The nonthermal spectrum seems
to extend down to ~10 keV. This means that the energy in the accelerated
electrons is significantly higher for this event than would have been estimated
previously by arbitrarily assuming a lower cutoff energy of 20 or 30 keV. This
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Fig. 9. RHESSI spatially integrated photon spectrum of the flare on 20 February
2002 for a 14-s time interval starting at 11:06:10 UT (after [74]). The indicated
thermal and nonthermal curves give the best fit to the count-rate spectrum. The
thermal continuum spectrum is for a temperature of 15 MK and an emission measure
of 2 x 10*® cm*. The nonthermal spectrum is the photon spectrum that would be
produced by a double power-law electron spectrum assuming thick-target interac-
tions. The spectral index (8) of the electron spectrum used for the fit is 4.4 below a
break energy of 100 keV and 5.5 at higher energies

becomes increasingly important for steep nonthermal spectra and can have
major implications in estimating the importance of the accelerated electrons
in the overall flare energy budget as discussed below in Sect. 6.

The fitted spectrum shown in Fig. 9 was determined using a forward-
folding method starting with a double power-law electron distribution having
a low-energy cutoff. The resulting bremsstrahlung photon spectrum was com-
puted assuming thick-target interactions. A thermal spectrum was then added
to it and the combination folded through the RHESSI instrument response
matrix to give a predicted count-rate spectrum. The parameters of the elec-
tron distribution and the thermal spectrum were then modified iteratively
to minimize the value of x? relating the predicted and measured count-rate
spectra.

Other spectral analysis techniques have been tried to avoid having to make
any assumptions about the form of the electron distribution. Kontar et al. [30]
have used an inverse regularization method to analyze RHESSI data for a flare
on 26 February 2002. They conclude that a suspected dip in the spectrum at
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~20 keV and a similar dip at ~55 keV reported by [50] for the 23 July 2002
flare cannot be confirmed but must, at present, remain a tantalizing mystery
(see also Brown et al., this volume).

RHESSI’s imaging spectroscopy capability allows us to determine inde-
pendent spectra for the spatially separated sources. This can be seen from
the images in Fig. 8. Sui et al. [74] showed that the footpoint photon spectra
can be fit with a power-law having v = 3, whereas the looptop region has
~v = 4. Krucker and Lin [32] obtain similar values for « but with a break at
about 20 keV early in the flare and softening with time after the peak. As-
chwanden [2| were able to determine the height of the footpoint sources as
a function of energy from the small arcsecond differences in the location of
the source centroids in different energy bands. They found agreement with
the predictions of the thick-target model assuming the very simple Caltech
Irreference Chromospheric Model (CICM, [19]).

The high resolution and statistical accuracy of the energy spectra being
measured with RHESSI allow more subtle effects to be investigated beyond the
simple thermal and power-law spectra. In particular, the albedo component
of the flux significantly modifies the measured spectrum, as pointed out by
[1, 3] and [5]. The extended ‘halo’ source around more compact HXR sources
reported by [61] and [62] may be interpreted as the albedo component. Other
interpretations are still possible, however, such as thin-target or thermal loops,
or other unidentified diffuse structures.

A second effect associated with the thick-target interpretation of the HXR
emission is the varying ionization along the electron paths [6]. It is expected
that the plasma will be fully ionized in the coronal magnetic loops but that the
ionization level will decrease with depth in the chromosphere. The long-range
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higher effective HXR bremsstrahlung efficiency. Consequently, the HXR emis-
sion at high energies (>100 keV) is a factor of 2.8 more intense for electrons
that penetrate down to the neutral gas target than for lower energy electrons
that stop in the fully ionized plasma in the corona. The predicted HXR spec-
trum from a power-law electron injection spectrum of the form E—° (where E
is the electron energy) has a power-law index of v = § — 1 at both low and
high energies but v < 4 — 1 in between.

As shown in Fig. 9, RHESSI photon spectra often show deviations from
a simple power-law in the range from 20-100 keV. Such spectral breaks may
be associated with an acceleration process that gives corresponding breaks
in the electron spectrum. However, [29] pointed out that they could be the
result of the effects of changes in the ionization level across the transition
region, and that the electron spectrum could still be a simple power-law as
expected from some acceleration models. Other effects, such as the albedo flux
discussed above and various instrumental effects, could also result in breaks
in the photon spectrum that are not an indication of breaks in the electron
spectrum. Important instrumental effects that remain uncertain are pulse pile
up at counting rates above ~10,000 counts per detector (complicated by the
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image-dependent modulation of the counting rates), uncertainties in the in-
strument response matrix, and uncertainties in the background that must be
subtracted from the measured count-rate spectrum. All of these effects are be-
ing actively investigated so that the full potential of the RHESSI observations
can be achieved.

4.1 Separation of Thermal and Nonthermal Emission

Conventionally, one separates the HXR spectrum into a thermal and a non-
thermal component. This is a most important, but often a very difficult task
in the analysis of RHESSI observations. It is critical in determining the rela-
tive energies in the thermal plasma and in the accelerated electrons; this will
be revisited in Sect. 6 on flare energetics.

Sometimes the separation of thermal and nonthermal emission can be rela-
tively easy, as, for example, when we see hard X-ray emission from two bright
sources that can be identified as the footpoints of magnetic loops or arcades.
This is the case in the images of the 20 February 2002 flare shown in Fig. 8.
Strong evidence that such footpoint emission is nonthermal comes from the
simultaneity to within 0.1 s of the peaks from the two footpoints for the flares
presented by [58] and [59] based on Yohkoh HXT observations. Convincing
indirect evidence comes from the close association of HXR footpoint emission
with low-temperature emissions such as the white-light continuum (e.g., [43]).

One can usually be safe in assuming that a coronal HXR source is thermal
but this may not always be true. For example, both [33] and [78] have argued
that coronal HXR sources seen in two different flares were, in fact, nonthermal.

The HXR time history in the impulsive phase is also an indicator of the
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thought more likely to be nonthermal. This cannot be demonstrated unam-
biguously, however, but it is often a useful clue that can support or oppose
assumptions made on the basis of other information.

Spectrally, there is often a clear distinction between the steep thermal
component at lower energies and the flatter, power-law function at high en-
ergies, as shown in Fig. 9. Frequently, however, especially during the early
stages of a flare, there is no clear spectral distinction, and a power-law with
a single index can fit the data from the lowest energies covered by RHESSI
up to the highest energies at which the flare emission is above the instrumen-
tal background level. Holman et al. [22] faced this problem in their analysis
of the HXR spectra for the 23 July 2002 gamma-ray line flare. Before the
main impulsive rise in HXRs, the count-rate spectrum could be fit equally
well above 10 keV with a double power-law electron spectrum alone or with
an isothermal component and a double power-law function above an electron
energy of 18 keV. Also, it could be fitted with a multi-temperature thermal
function over the full energy range. If they assumed that all of the emission
above 10 keV was from a nonthermal distribution of high energy electrons,
then they arrived at the unlikely conclusion that most of the flare energy was
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released prior to the major HXR burst. Thus, it seems likely that at least
some of the emission may have been from plasma at temperatures as high as
several tens of MK.

The separation of thermal and nonthermal emission can be aided by the
analysis of the Fe-line features in the spectrum below 10 keV as discussed in
Sect. 3.1, since it is safe to assume that the Fe-line emission is from thermal
plasma. While it is possible that inner-shell lines (Ko, K3) can be generated
by impact ionization with high-energy particles, no evidence for such a produc-
tion process has ever been detected using the various high-resolution crystal
spectrometers on SMM, Yohkoh, and Coronas-F (Phillips, private communi-
cation; see [14] for a possible counter-example). This, then, has consequences
for the continuum that must accompany the line emission. The temperature,
iron abundance, and line flux that can be obtained from the RHESSI obser-
vations of the iron-line feature can be used to constrain the possible thermal
continuum, and, hence, allow the nonthermal component to be more accu-
rately estimated in the region of overlap.

4.2 Hard X-ray Flares and Escaping Electrons

Some of the electrons accelerated in a flare lose their energy by collisions in
the denser, lower solar atmosphere producing the HXR emission seen with
RHESSI, while others escape into interplanetary space. Consequently, an in-
teresting comparison can be made between RHESSI flare HXR measurements
and the in situ electron measurements made in the vicinity of the Farth.
Whether the HXR-producing electrons and the escaping electrons are ac-
celerated by the same mechanism is not known. Combining RHESSI HXR
observations with in situ observations of energetic electrons near 1 AU from
the WIND spacecraft [35] allows a detailed temporal, spatial, and spectral
study to be made for the first time. Farly results show that events with a
close temporal agreement between the HXR and the in-situ detected elec-
trons (taking the time of flight of the escaping electrons into account) show a
correlation between the HXR photon spectral index and the electron spectral
index observed in-situ [34] indicating a common acceleration mechanism. Fur-
thermore, the X-ray source structure of these events looks similar, showing hot
loops with HXR footpoints plus an additional HXR source separated from the
loop by ~15 arcseconds (Fig. 10 left). This source structure can be explained
by a simple magnetic reconnection model with newly emerging flux tubes that
reconnect with previously open field lines as shown in Fig. 10 (right).

4.3 Hard X-ray Footpoints

Solar HXR bremsstrahlung from energetic electrons accelerated in the impul-
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of magnetic loops (see Fig. 8 for an example). The mechanism that accelerates
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Fig. 10. EUV and X-ray sources of a flare that released energetic electrons into
interplanetary space that were later observed near the Earth. Left figure: RHESSI
contours at 6-12 keV (red or dark gray: thermal emission) and 2050 keV (blue or
black: non-thermal emission) overlaid on a TRACE 195A EUV image (dark region
corresponds to enhanced emission). Located at around [700, -245] arcsec, the X-ray
emission outlines a loop with two presumably nonthermal footpoints. The strongest
footpoint source however, is slightly to the southeast [683, -257] and shows a sur-
prisingly lower intensity thermal source. Right figure: Suggested magnetic field
configuration showing magnetic reconnection between open and closed field lines in-
side the red or dark gray box marked as the “acceleration region” where downward
moving electrons produce the HXR sources and upward moving electrons escape
into interplanetary space

the electrons is still not known but standard 2D magnetic reconnection mod-
els predict increasing separation of the footpoints during the flare (e.g., [61])
as longer and larger loops are produced. If the reconnection process results in
accelerated electrons [48], the HXR footpoints should show this apparent mo-
tion. The motion is “apparent” because it is due to the HXR source shifting to
footpoints of neighboring, newly reconnected field lines. Hence, the speed of
footpoint separation reflects the rate of magnetic reconnection, and should be
roughly proportional to the total HXR emission from the footpoints. Sakao,
Kosugi, & Masuda [60] analyzed footpoint motions in 14 flares observed by
Yohkoh HX'T, but did not find a clear correlation between the footpoint sepa-
ration speed and the HXR flux. Recently, however, [48] found some correlation
between the source motion seen in Ha and the HXR flux during the main peak
of a flare, but not before or after. Fletcher & Hudson [15| carried out simi-
lar analysis of footpoint motion using early RHESSI observations of several
GOES M-class flares. They found systernatic, but more complex footpoint
motions than a simple flare model would predict.

Footpoint motion can be best studied in the largest events that show
intense HXR emission lasting for many minutes. Krucker, Hurford, & Lin [33]
analyzed HXR footpoint motions in the July 23, 2002 flare (GOES X1.8).
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Fig. 11. Temporal evolution of the HXR. sources seen with RHESSI during the Hare
on 23 July 2002. The motions of footpoints f1 (black crosses), 12 (white crosses), and
3 at 30-80 keV and the coronal source (white crosses) at. 18-25 keV are indicated by
the increasing size of the symbaols to represent times from 00:26:35 to 00:39:07 UT.
The centroid positions of the different sources are shown everv 8s for the footpoints
and every 26 s for the coronal source. The semicircles connect simultanecusly bright-
ening footpoints. Note that the coronal source seems to be at a higher altitude than
the tops of these ad-hoc semicireles. The grey-scale image is an MDI magnetogram
in which the apparent neutral line is shown in white and the extreme line-of-sight
values of the magnetic field are £ 600G (from [33])

As can be seen in Fig. 11, at least three HXR sources above 30 keV can
be identified during the impulsive phase with footpoints of coronal magnetic
loops in an arcade. On the northern ribbon of this arcade, a source (1) is seen
that moves systematically along the ribbon for more than 10 minutes. On the
southern ribbon, at least two sources (f2 and f3) are seen that do not seem to
move systematically for longer than 30s, with different sources dominating at
different times. The northern source motions are fast during times of strong
HXR flux, but almost absent during periods with low HXR emission. This is
consistent with magnetic reconnection if a higher rate of reconnection of field
lines (resulting in a higher footpoint speed) produces more energetic electrons
per unit time and therefore more HXR emission. The absence of footpoint
motion in one ribbon is inconsistent with simple reconnection models.



Review of Selected RHESSI Solar Results 51

An additional correlation predicted from the simple theoretical reconnec-
tion model is between the footpoint motion and the rate of energy deposited
by the energetic electrons into the footpoints. The idea is that the higher
the reconnection rate, the more electrons are accelerated and the faster the
footpoints move apart. The rate of energy deposition into the footpoints can
be readily determined from the RHESSI imaging spectroscopy observations
of the 23 July 2002 event assuming thick-target interactions. Combining this
expected. Since this flare was close to the limb, the magnetic field strength
could not be well determined in the footpoints, but assuming a constant value
of 1000 G, we get the reconnection rates varying between ~1 and 5 x 10®
Mx s~ !'. These results are consistent with a model in which a higher rate of
magnetic reconnection makes the footpoints move faster and also accelerates
more electrons and deposits more energy at the footpoints.

5 Gamma Rays

The acceleration of ions to high energies in large solar flares has been estab-
lished by the detection of nuclear gamma-ray line emission (e.g., [9]). When
energetic ions collide with the solar atmosphere, they produce excited nuclei
that emit prompt nuclear de-excitation lines, as well as secondary neutrons
and positrons that result in the delayed 2.223 MeV neutron-capture line and
the 511 keV positron-annihilation line [54]. Because of Doppler broadening,
the line widths are dependent on the temperature or the velocity distribu-
tion of the emitting particles. High-energy protons interacting with the heavy
ions of the ambient atmosphere produce relatively narrow gamma-ray lines
characteristic of the different elements. High-energy heavier ions interacting
with ambient protons, on the other hand, produce much broader lines be-
cause of the high velocities of the emitting ions. Also, accelerated « particles
give detectable line features below 500 keV when they interact with ambient
helium nuclei, the so-called o-« interactions. Spectral observations of all of
these features, both the narrow and broad lines, provide information on the
energy spectrum and composition of the accelerated ions and on the compo-
sition of the ambient target atmosphere (e.g., [8, 64]). All of these gamma-ray
emissions are evident in the RHESSI spectrum shown in Fig. 12 for the X17
flare on 28 October 2003. The best-fit templates of the expected features are
also shown for clarity. For the first time, RHESSI has the energy resolution
necessary to resolve all of these gamma-ray lines, except for the intrinsically
narrow 2.223 MeV line, and to determine the detailed line shapes expected
from Doppler-shifts and the different possible velocity distributions. In addi-
tion, RHEESSI provides the first spatial information on the gamma-ray sources,
the only direct indication of the spatial properties of accelerated ions near
the Sun.
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Fig. 12. RHESSI count-rate spectrum recorded during the X17 flare on 28 October
2003 from 11:06:20 to 11:10:04 UT. Clearly evident in this spectrum is the promi-
nent neutron-capture line at 2.223 MeV, the positron annihilation line at 511 keV,
numerous other narrow lines from accelerated protons, broad lines from accelerated
heavy ions, and the features below 500 keV from a-a interactions. Underlying the
line features is the bremsstrahlung continuum from accelerated electrons. Fitted

templates of the expected spectra for the different components are also indicated.
(After |67])

5.1 The 511 keV Positron-Annihilation Line

Positrons are produced in solar flares from the decay of both radioactive nuclei
and pions that themselves are the result of interactions of the flare accelerated
ions in the solar atmosphere. The production of observable gamma-rays from
the positrons is not a straightforward process. A fortunate consequence of
the complications is that much unique information can be obtained about the
ambient medium through which the positrons pass from production to annihi-
lation. Before the positrons can interact with the ambient thermal electrons,
they must slow down by collisions until they have similar velocities. Then, a
positron can either annihilate directly with a bound or a free electron to pro-
duce two 511-keV photons traveling in opposite directions, or it can combine
with a bound or free electron to produce a hydrogen-like positronium ‘atom’
consisting of the positron and an electron in orbit around one another. After
a while, the positroninn decays in one of two ways depending on the rela-
tive spins of the two particles. If the spins are antiparallel (the singlet state),
then the two particles annihilate, again with the production of two oppositely



Review of Selected RHESSI Solar Results 53

directed 511-keV photons. If the spins are parallel (the triplet state), then
three photons are produced, all with energies below 511 keV. This latter case
is observable as a continuum below the 511-keV line. The continuum-to-line
ratio is called the 3/2+ ratio and its determination is an important goal of
the spectral analysis of RHESSI data for individual flares.

Further complications arise because the positronium can be formed either
by thermal charge-exchange when essentially at rest, or by charge-exchange in

fs T +lhn Frct macns +hia crrbhoamtianm + A~ P 11 _1-A\7
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line (~1.5 keV FWHM) In the second case, the resulting 511-keV line can be
Doppler broadened to ~7.5 keV FWHM, easily measurable with RHESSI. At
densities above ~10% cm 3, the 3+ continuum intensity is reduced as a result
of collisions that cause transitions from the triplet to the singlet state and the
breakup of the positronium, thus affecting the 3~ /2~ ratio.

Although the positron story is complicated, all the processes are well un-
derstood. Through careful modeling, the measured 511-keV line shape, the
3v/2+ ratio, and the time history can provide information on the temperature,
density, composition, and ionization state of the ambient medium in which the
positrons slow down, form positronium, and annihilate. In this sense, then,
the positrons act as a thermometer, a barometer, and an ionization gauge for
the ambient solar atmosphere.

RHESSI has now observed at least four flares with sufficient intensity
to provide useful diagnostics from the positron-electron annihilation line.
The first flare with high-resolution spectral observations of this line oc-
curred on 2002 July 23 [65]. In that case, the line had a Gaussian width
of 8.1+ 1.1 keV (FWHM). Two interpretations of this width are possible: ei-
ther the annihilations took place in a medium with temperatures as high as

(A 7\ % 1“5 V or the nogitroninm formation to nl( nlace hv charoe exvchanoe
1A Or Uie posiironium lorimatloll LoOoK place DY cllarge exchiange

in ﬂlght at temperatures near 6000 K.

Better statistics were obtained for the X17 flare that started at 09:51 UT
on 28 October 2003 [66]. The line profile is shown in Fig. 13 for two different
times during the flare. Early in the flare, the annihilation line was broadened to
841 keV(FWHM), suggesting temperatures of > 2 x 10° K if thermal. Later
during the flare, at a time when observations at other wavelengths show that
nothing unusual appears to be happening, the line becomes much narrower
(~1keV) on time scales of a few minutes, suggesting temperatures of less than
or ~1 x 10* K and high ionization levels. In fact, the line became the narrowest
that the RHESSI spectrometer has ever measured, in space or on the ground.
In Fig. 13, the change in the width of the 511-keV line is evident suggesting
a dramatic reduction in temperature of the annihilation region. However, this
sudden narrowing poses serious problems for a thermal interpretation. What
heats the chromospheric material with densities between 102 and 10 em—3
to such high temperatures and why does it cool so suddenly with no other
obvious manifestation?
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Fig. 13. Count spectra of the 511-keV positron-annihilation line, after subtracting
bremsstrahlung, nuclear, and induced 511-keV line contributions, for two different
times during the 28 October, 2003, X17 flare. The broad line was obtained between
11:06 and 11:16 UT, and the narrow line between 11:18 and 11:30 UT. The solid
curve in each case is the best-fitting model that includes a Gaussian line centered
at 511-keV and the positronium continuum at lower energies. (After [66])

5.2 Nuclear De-excitation Lines

RHESSI has obtained the first high-resolution measurements of nuclear de-
excitation lines produced by energetic ions accelerated in solar flares [71].
Narrow lines from high-energy proton interactions with ambient neon, mag-
nesium, silicon, iron, carbon, and oxygen, resolved for the first time, are shown
in Fig. 14 for the flare of 2002 July 23 at a heliocentric angle of ~73°. The
deviation of the lines from their rest-frame energy and the measured line
widths indicate Doppler redshifts of 0.1-0.8% and line broadening of 0.1-2.1%
(FWHM). These values generally decrease with the atomic mass of the emit-
ting nucleus, as expected, since heavier nucleir will recoil less from a collision
with a fast proton or a particle. The measured redshifts for this flare are
larger than expected for a model of an interacting ion distribution isotropic in
the downward hemisphere in a radial magnetic field. To explain these obser-
vations, either the ions are traveling along a magnetic loop inclined towards
the Earth at ~10° to the radial direction, or the ions are highly beamed. Bulk
downward motion of the plasma in which the accelerated ions interact can be
ruled out [71].

5.3 The 2.223 MeV Neutron-capture Line
Spectroscopy

The production of the intrinsically narrow gamma-ray line at 2.223 MeV, while
not as complicated as that of the positron annihilation line, is also subject to
various effects that make analysis difficult but potentially very informative.
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Fig. 14. RHESSI background-subtracted count spectra from 00:27:20 to 00:43:20
UT on 2002 July 23. Fach panel is labeled with the element primarily responsible for
the line shown. The carbon and oxygen lines also show the secondary peak from the
escape of a 511 keV positron-annihilation photon, which also eontains information on
the line shape. The thick curve shown in each panel is the Gaussian fit from Table 1
plus the underlying bremsstrahlung continuum and broad lines (see text), convolved
with the instrument response. The thinner line is the same fit forced to zero redshifi
for comparison. The error bars are 1o from Poisson statistics. (From [T1])

High-energy neutrons are the products of interactions of the accelerated ions
with the ambient solar atmosphere. Before they can be captured by ambient
thermal hydrogen atoms, however, they must have similar velocities. Conse-
quently, there is a delay while they lose their energy through collisions. Since
the neutrons are not constrained by the magnetic fields and can travel rela-
tively long distances. they can penetrate down to photospheric levels before
becoming thermalized. After a minute or two, they are captured by hydrogen
to form deuterium with the immediate release of a 2.223 MeV gamma-ray
carrying the excess binding energy. The line is intrinsically only ~0.1 keV
wide since the deuterium is essentially at rest when it is formed.

The first flare observed by RHESSI to show 2.223 MeV line emission oc-
curred on 23 July 2002. The measured FWHM line width was ~4 keV, as
expected from the germanium spectral resolution at that energy. The inten-
sity of the line was such that its time history could be determined for a period
of about 20 minutes with integration times of 20s. Murphy et al. [16] have
compared the measured timne histories with the predictions of a comprehen-
sive model for particle transport in a magnetic loop that includes Coulomb
collisional losses, magnetic mirroring, and pitch-angle scattering. The effects
of neutron capture by *He and the angular distribution of the accelerated ions
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that produce the neutrons are also factors that affect the time history. The
neutron production rate was assumed to be proportional to the observed flux
of 4- to -7.6 MeV gamma-rays produced primarily from nuclear de-excitation
of carbon and oxygen. The predicted and measured time histories of the 2.223
MeV line are shown in Fig. 15. Here, the free parameters are the power-law
spectral index (s) of the accelerated ions (taken to be 4.5), the mean free
path (A) to isotropize the particle distribution through pitch-angle scattering
(taken to be A = 2000 times the loop half length, i.e., moderate pitch-angle
scattering), and the *He/H ratio (taken as 7 x 10~7). The agreement with the
observations is remarkable and shows that the accelerated particles must have
suffered moderate pitch-angle scattering during their transport through the
coronal part of the loop. The derived *He/H ratio could be better constrained
for a Hare with stronger nuclear de-excitation line fluxes. Similar analysis is
being carried out for the intense flares that occurred during the three week
period in October and November 2003, when RHESSI observed and imaged
three further gamma-ray line flares.

1 N E_'_ v T st g e T v e Tl
) % measured 2.223 MeV flux
[ ‘ ot === bestfit (with +1-G uncertainties)
101 3
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bﬁ 10—2:_
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10-4 1 Li i | 1 | H
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Time on 2002 July 23 (UT)

Fig. 15. Measured time history of the 2.223 MeV neutron-capture line compared
with the best-fitting predicted line fluxes for s = 4.5 (obtained with A = 2000 and
3He/H = 7 x 10 °). The dotted lines indicate the time interval over which the model
was calculated (00:28:20 to 00:43:20 UT). The 4-to-7.6 MeV de-excitation line Huxes
are also shown, reduced by a factor of 100 for clarity. (After [46])
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Imaging

The highest sensitivity for gamma-ray imaging can be achieved by using the
2.223 MeV neutron-capture line. This is because of relatively good statistics
and the intrinsically narrow line width, which minimizes the bremsstrahlung
continuurm contribution and the non-solar background that must be included
compared to the broader lines. Hurford et al. [27] reported a single source
structure at this energy for the flare on July 23, 2002, the first gamma-ray-
line flare observed by RHESSI. The source was unresolved at the instrumental
resolution of 357; a diffuse source of greater extent than this was excluded by
the observations. Surprisingly, the 2.2-MeV source centroid was displaced by
20£6”" from the centroid of the HXR sources. The series of very large flares
occurring in October/November 2003 confirmed this finding [28]. For the event
with the best statistics, on October 28, 2003, the 2.2 MeV image in Fig. 16
shows two sources similar to the HXR footpoint sources separated by ~70

TRACE & RHESSI: 28-Oct-2003 11:06:46.000 UT
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Fig. 16. Imaging of the 2.223 MeV neutron-capture line and the HXR electron
bremsstrahlung of the flare on October 28, 2003. The red or gray circles show the
locations of the event-averaged centroid positions of the 2.223 MeV emission with
1o uncertainties; the blue or black lines are the 30, 50, and 90% contours of the
100-200 keV electron bremsstrahlung sources at around 11:06:46UT. The underlying
EUV image is from TRACE at 195A with offset corrections applied. The gamma-ray
and HXR sources are all located on the EUV flare ribbons seen with TRACE
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arcsec. However, both the gamma-ray sources appear to be displaced from
the corresponding HXR source by ~157.

The displacement of the gamma-ray and HXR sources suggests that en-
ergetic electrons and ions lose their energy at different places in the solar
atmosphere. This could be because the electrons and ions are accelerated at
different locations or because of different transport effects from a possibly com-
mon acceleration site. Emslie et al. [17] noted that a stochastic acceleration
model based on cascadmg MHD turbulence p’fOpOSGd (0)'4 l‘i‘iJ Pr redicts that ion
acceleration takes place in the vicinity of large loops or where the Alfven speed
is low, while the electron acceleration originates in shorter loops or where the
Alfven speed is high. Ion acceleration in long loops and electron acceleration
in short loops would explain the different source locations seen in the 23 July
flare. However, the October 28, 2003 observations showed similar separations
between the two sources seen in HXRs and between the two seen in the 2.2
MeV emission (Fig. 16) suggesting acceleration in similar sized loops. The al-
ternate explanation that electrons are accelerated in regions with high Alfven
speeds and ions in regions with low Alfven speeds could apply in both cases.

It is noteworthy that the brightest EUV emission, as indicated by the
origin of the TRACE diffraction pattern seen in (Fig. 16}, comes from the
same location as one of the two HXR footpoints, rather than from one of
the gamma-ray sources. Does this indicate that there is more energy in the
accelerated electrons than in the ions? Another possible explanation is that
the i1ons will penetrate more deeply into the chromosphere than the electrons
and consequently the heated plasma will be cooler and emit preferentially in
the UV rather than in the TRACE 195A passband. Tt is unlikely that the

different locations of the X-ray and gamma-ray sources is the result of the
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of the accelerated ions interact to the place where they become thermalized;
this separation is estimated to be only ~500 km.

6 Flare/CME Energetics

With RHESSI X-ray and gamma-ray observations covering such a broad en-
ergy range, it is possible to determine the flare energy distribution with greater
precision than previously possible. The energy in the hottest plasmas, the ac-
celerated electrons, and the ions can all be estimated from RHESSI observa-
tions with better than the order-of-magnitude accuracy that has previously
been possible. Saint-Hilaire and Benz [56] obtained an energy budget for a flare
on 26 February 2002 using RHESSI and TRACE observations. They found
that the energy in the nonthermal electrons producing the HXRs was more
than an order of magnitude greater than the thermal and radiated energy
in the flare kernel plus the kinetic energy of the jet seen with TRACE. This
rather surprising result is consistent with similar conclusions reported by [11]
based on earlier SMM observations and analysis of the RHESSI observations of
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the 20 February 2002 flare shown in Figs. 8 and 9. Saint-Hilaire and Bengz [57]
have recently reported on the analysis of RHESSI observations for 9 medium-
sized flares, and find that the thermal and nonthermal energies are of the
same magnitude.

By combining the RHESSI spectral results with flare observations at other

wavelengths, a differential emission measure analysis is being pursued using
the Markov-Chain Monte Carlo (MCMC) method described by [32]. This will

allow the energetic contributions of the lower temperature gas to be estimated
and hence, to determine if it provides a significant contribution to the thermal
energy of a flare.

Emslie et al. [17] report on the first attempt to obtain comprehensive en-
ergy budgets for two X-class flares and the associated CMEs, one on 21 April
2002 and the second on 23 July 2002. In addition to the RHESSI flare data, the
energetics of the associated CMEs were determined from the SOHO/LASCO
observations, and the energy in high-energy particles in space was estimated
from the in situ measurements with instruments on ACE, SOHO, and Wind.
Unfortunately, the uncertainties on all the different components of the en-
ergy are large. The major limitations are that the quoted energies obtained
from the RHESSI X-ray and gamma-ray observations are all lower limits. Al-
though reducing the filling factor from the assumed value of f =1 to a possible
value as low as 10~% reduces the energy estimate by /f, the thermal energy
is probably a lower limit because of the underestimate of the radiative and
conductive cooling losses. The energy in electrons is a lower limit because of
uncertainties in the low-energy cutoff to the electron spectrum. The energy
in accelerated ions is a lower limit for the 2002 July 23 flare because of the

unknown contribution from ions below a few MeV. (No gamma-ray lines were
on durino the 2002 Anril 21 ﬂaro\
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Despite these limitations, [17] drew the following tentative conclusions
from the results:

1. For the 23 July 2002 flare, the energy in accelerated electrons is compa-
rable to the energy in accelerated ions, in agreement with the conclusion
reached by [55] based on SMM results for 19 flares.

2. The CME energy dominates over the combined flare energies in both
events.

3. The CME energy is a substantial fraction (~30%) of the available mag-
netic energy in both events.

However, conclusion (2) was based on the assumption that the radiant
energy from each of the two flares under study was only a factor of two greater
than the peak energy in the thermal X-ray emitting plasma. This is contrary
to the factor of ~5-20 obtained from the estimate based on the relationship
between the soft X-ray (Lsopix —rays) and total (Lipse:) luminosities given by
[24] and corrected by [69], i.e. Lo, pex —rays/Liotar = 2/30. This relationship for
the 21 April 2002 flare gives a total radiant energy of 103%7 ergs. This must

be compared to the Fmslie et al. values for the available magnetic energy of
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1032:3+03 args the peak energy in the thermal plasma of 103! ergs, and

radiative losses of 1033 ergs. If the higher value of the radiant energy is
accepted, then the flare and CME energies are comparable both to one another
and to the available magnetic energy. Clearly, given the order-of-magnitude
uncertainties in the flare energies, the energetic dominance of the flare or the
CME has not been established by the current estimates for these events. The
recent measurement of the total luminosity of the X28 flare on 2003 November
5 |79] should provide an accurate normalization of the L, pex — rays/Litotar ratio

for that event.

7 Conclusions

We have tried to provide a representative sampling of the science results from
RHESSI solar X-ray and gamma-ray observations. We have not attempted
to summarize all of the over 180 RHESSI-related papers that have already
been published according to the compilation maintained by Aschwanden at
http://www.lmsal.com/~aschwand/publications/hessi.html.

Many of the early results were as expected based on previous observations
but some have been particularly surprising. Perhaps the most surprising is the
apparent displacement between the source of the neutron-capture gamma-ray
line and the source of bremsstrahlung X-rays suggesting differences in the
acceleration and/or transport of the energetic ions and electrons. The mea-
sured gamma-ray line redshifts were expected but their higher than predicted
magnitude suggests that the energetic ions were highly beamed or that they
traveled along a highly inclined magnetic loop. The intensity of the 511-keV
positron annihilation line shows that ~1 kg of antimatter was produced in
the 23 July flare, but how can we interpret the initial heating of the target
chromospheric material to such high temperatures that is apparently required
by the measurements of the line width. Perhaps a more difficult question is,
how does the target material cool so suddenly?

In the hard X-ray domain, RHESSI's high energy resolution has allowed
for the most convincing separation to date of the thermal and nonthermal
components of the emission. In some cases, the nonthermal spectrum extends
down to as low as 10 keV, thus increasing our estimates of the nonthermal
energy based on a 25-keV cutoff energy by an order of magnitude or more for
average events and by a factor of ~500 for microflares. The flare energy budget
calculations have been aided by RHESSI observations in this way but the
energy estimates for the different components are still bedeviled by unknown
filling factors and cooling terms. At higher HXR energies, the interest has
been on the downward break in the hard X-ray spectrum often seen between
~20 and ~100 keV, suggesting that the electron acceleration process must
produce a corresponding break in the electron spectrum. The significance of
this for acceleration models has not yet been fully explored.
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In its lowest energy domain, RHESSI has provided many interesting obser-
vations, thanks to its great sensitivity and sufficient energy resolution to mea-
sure the very steep spectra and detect the Fe-line features, even in the more
intense flares. The most remarkable result is perhaps the evidence of magnetic
reconnection in a current sheet above the flare loops based on the observation
of an above-the-looptop source that had a temperature gradient with altitude
opposite to that of the underlying loop source. The initial apparent downward
motion of this coronal source observed in several flares was a surprise.

Clearly, RHESSI observations are fulfilling the objectives of helping to un-
derstand energy release and particle acceleration in solar flares. Much remains
to be done in analyzing the many flare observations already made. The instru-
ment is still fully operational and continues to make new flare observations,
even as we move towards solar minimum. RHESSI has no consumables, mean-
ing that, barring some unforseen failure of a critical function, it can continue
to operate until it re-enters the atmosphere. This will not be, at the earliest,
until the rise in solar activity again heats and expands the outer atmosphere.
Thus, it is hoped that RHESSI can be kept operating well into the next max-
imum of activity, allowing it to continue making unique observations of flares
over a complete solar cycle and detecting more of the very rare gamma-ray-line
events that are so revealing.
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Abstract. Hard X-rays and ~-rays are the most direct signatures of energetic elec-
trons and ions in the sun’s atmosphere which is optically thin at these energies and
their radiation involves no coherent processes. Being collisional they are complemen-
tary to gyro-radiation in probing atmospheric density as opposed to magnetic field
and the electrons are primarily 10-100 keV in energy, complementing the (>100 keV)
electrons likely responsible for microwave bursts.

The pioneering results of the Ramaty High Energy Solar Spectroscopic lmager
(RHESSI) are raising the first new major questions concerning solar energetic parti-
cles in many years. Some highlights of these results are discussed — primarily around
RHESSI topics on which the authors have had direct research involvement — par-
ticularly when they are raising the need for re-thinking of entrenched ideas. Results
and issues are broadly divided into discoveries in the spatial, temporal and spectral
domains, with the main emphasis on flare hard X-rays/fast electrons but touching
also on ~-rays/ions, non-flare emissions, and the relationship to radio bursts.

1 Introduction

Major observational results from RHESSI and instrumental details have been
extensively described elsewhere (e.g. [1] and other articles in that volume,
and [2]) and will not be repeated here. Based on results from numerous ear-
lier spacecraft from OGOs, OSOs and TD1A through SMM, Hinotori and
Yohkoh (these three giving the first HXR images), the conventional wisdom
prior to RHESSI envisaged electron and ion acceleration high in a loop near
a reconnection site. Most of the hard X-rays (HXRs) and ~-rays were be-
lieved to originate in two bright loop footpoints by collisional thick target
deceleration of fast particles with a near power-law spectrum in the dense
chromosphere [3], plus occasional fainter emission at or above the looptop as
seen in Yohkoh [4] and sometimes even higher as seen in limb occulted flares
[5]. Until RHESSI, apart from one balloon flight [6], spectral resolution was
very limited, particularly in images and in (non-imaged) ~-rays. RHESSI has

J. C. Brown et al.: RHESSI Results — Time for a Rethink?, Lect. Notes Phys. 725, 65-80
(2007)
DOT 10.1007/978-3-540-71570-2_4 (©) Springer-Verlag Berlin Heidelberg 2007
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transformed this via Ge detector spectrometry, yielding high resolution spec-
tra and spectral images in HXRs, high resolution ~-ray line spectroscopy, and
the first y-ray line images. RHIESSI also excels in having an unsaturated spec-
tral range from a few keV to ten of MeV, thus yielding data on the hot SXR
plasma as well as on fast particles (see articles in special issues of Solar Phys.
Vol. 210, 2002 and Astrophysical Journal Letters Vol. 595, 2003). While many
of the RHESSI data show events with some resemblance to the canonical thick
target footpoint scenario, with near power-law spectra, there are many exam-
ples deviating from this simple picture. Here the main emphasis is on these
new features as they are the driving force behind the need for a rethink.

2 Imaging Discoveries and Issues

Probably the most exciting imaging discovery by RHESSI is the fact that,
in at least one of the few strong ~-ray line events seen by RHESSI, the 2.2
MeV neutron capture line comes from a spatial location quite distinct from
the source of HXRs — Fig. 1 [7]. Cross-field transport is unable to explain this
spatial separation and it seems it must be due to acceleration of electrons and
of ions in or into quite distinct magnetic loops. The only explanation offered
to date is that by Emslie, Miller and Brown [8| where the longer/shorter
Alivén travel time in larger/smaller loops favours respectively the stochastic

Fig. 1. Hard X-ray (electron) emission versus 2.2 MeV (nuclear) gamma-ray line
emission centroid location for July 23, 2002 with TRACE context, based on [7]. The
displacement of the fast ions from the fast electrons was one of the biggest surprises

in RHESSI data
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acceleration of ions/electrons. The Doppler profiles of the ~-ray lines also help
constram the geometry of the loop in which the same ions move.

Those events which do show a classic 2-footpoint structure (e.g. Fig. 2
(left)), at least within the spatial resolution limits of RHESSI, can in prin-
ciple be compared with the predictions of the thick target model in terms
of the spectral variation of the footpoint structure. Qualitatively, the high-
est energy electrons penetrate deepest so that the hardest HXR footpoints
should lie lowest, and furthest apart in the loop, to an extent depending on
the variation of electron energy loss rate with electron energy. On the conven-
tional assumption of collision-dominated energy losses, Brown, Aschwanden
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Fig. 2. Left: Simple ‘classic’ 2-fuotpoint flare seen by RHESSIL. While there may
be other interpretations, such a structure is expected if the field approximates to
a simple bipolar loop without strong field convergence. Then electrons accelerated
anywhere in the upper, low-density, loop can reach the dense chromosphere at the
loop ends (“footpoints’) where they emit bremsstrahlung very strongly compared
with in the tenuous corona. Such high “footpoint contrast’ was discussed as early
as Brown and McClymont [9] and MacKinnon, Brown and Hayward [10]. Right:
Height distribution of hydrogen and other densities, as labelled, in numerous solar
atmospheric models with superposed that required for a collisional thick target to
match the RHESSI data for the flare of 2002, February 20 from [12]. The basis of
[12] is to assume that ‘footpoint flares’ like that in Fig. 2 confirm the collisional
thick target model of injection of electrons from the corona down the legs of a
loop where they undergo purely collisional transport as they radiate. Since high
energv electrons penetrate deeper, the footpoint centroid height should decrease
with increasing energy and at a rate depending on the plasma density there. For an
assumed electron injection spectrum one can then use the energy dependence of the
HXR centroid height to infer the density as a function of height, the beam acting
as a probe of the target
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and Kontar [11] and Aschwanden, Brown and Kontar [12|, determined the
atmospheric density structure n(k) needed for the thick target model to pro-
duce the observed spectral image structure, with the results shown for one
event in Fig. 2 (right; February 20, 2002; for a HXR map see Fig. 2 (left)).
These show that collisions are a substantial factor in electron transport and
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Fig. 3. Complex HXR spectral image of the 2002 July 23 flare from [13]. This event
seems to show four distinct sources and does not conform to the simple bipolar
pattern of Fig. 2. If, for example, the two rightmost patches were footpoints of a
single loop and the leftmost one the looptop, then their local spectral indices —
measurable accurately for the first time by RHESSI spectrometric imaging — are
inter-related roughly as expected in the collisional thick targei model, the footpoint
spectra being roughly 2 powers harder than the looptop. But the looptop source is
higher than expected and the fourth source is hard to explain in any simple way — ef.
[13]. RHESSI’s spectral resolution, sensitivity, and large dynamic range are enabling
such questions to be asked for the first time. The evolution of the different RHESST
sources superposed on an MDI magnetogram is shown in Fig. 11 of the article by
Dennis et al. [2] in this volume
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may be the dominant factor if flare n(h) is similar to spicules (Fig. 2, right).
A lower n(h) structure requires some non-collisional energy losses to fit the
model to the data. This modeling needs improving to allow for pitch angle
changes and for the variation of collision cross section as the target ionisation
decreases, before firm conclusions are drawn.

Some events show more complex HXR structure though this is in part due
to higher photon fluxes enabling detection of fainter components. An example
is the extensively studied event of July 23, 2002, already shown in broad
context in Fig. 1. Figure 3 shows that in the deka-keV HXR range the source
comprises two bright footpoints, with hard spectra, and possibly a third, or
at least one extended, footpoint, with a distinct fainter and softer source,
possibly at or near the looptop. This event is one of those subjected most
thoroughly so far to spectral image reconstruction [13| though that facet of
RHESSI data reduction is still being refined.

Fletcher and Hudson [14] have studied the location and motion of RHESSI
HXR “footpoints’ and compared them with those seen by TRACE in the XUV
range and at other wavelengths (Fig. 4). This reveals a relatively complex sit-
uation, as yet to be properly understood. The HXR patches are rather large,
being seen as extended even at this limited resolution (~8") but nevertheless
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Fig. 4. Left: RHESSI 30-50 keV contours overlayed on a TRACE 171 A image
of the peak of the Mb5.4 flare of 14 March 2002 from [14]. The RHESSI images
were reconstructed with CLEAN using grids 3 to 9 giving an angular resolution of
~8"”. At the available spatial resolution, there is a good correspondence between the
HXR sources and the TRACE 171 A kernels though the HXR patches are rather
large, and at any moment occupy only a small part of the overall flare ribbon extent
observed in TRACE. Right: Hard X-ray footpoint centroid motion in the flare from
[14]. Footpoeint locations derived from RHESSI 30-50 keV images are color-coded in
time. Comparison with TRACE XUV images (cf. [14]; see also Figure on the left)
reveal that the HXR source motions are perpendicular to as well as along the XUV
flare ribbons indicating that the HXR footpoint progression is much more complex
than expected from simple 2D reconnection models
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at any moment occupied only a small part of the overall flare ribbon extent
(Fig. 4, left), their centroids moving along it as the flare progressed (Fig. 4,
right). The TRACE brightpoints are much smaller /better resolved and some
of them more or less track the HXR patch centroids. Fletcher and Hudson
interpret this motion as reflecting the progression of the momentarily recon-
necting field lines which direct particles to the chromosphere. While this may
be true, and their observed sizes the result of ‘motion’ of even smaller sources
during the integration time, it is impossible in the conventional thick tar-
get model for HXR source electrons to be concentrated in regions anywhere
near as small as a bundle of field lines near the very thin reconnection sheet.
An intense burst requires a beam rate npuy A ~ 10°°s~1 or a beam density
ny =~ 1011 /A5 where A = 10" A5 em? is the beam area which requires an
impossible large ny, for A < 101° em? (~1" square).

Veronig and Brown [15] discovered a new class of bright coronal HXR
source in which the loop (top) emission is hard and dominates to high energies,
with little or no emission from the footpoints, in sharp contrast to Masuda
coronal sources where the footpoints still dominate — Fig. 5. Similar RHESSI
events have been also studied by Sui et al. [16].

Veronig and Brown interpret this as due to a high loop density (> 10!
cm %), consistent with the soft X-ray emission measure estimate (FA/V)Y/2,
the coronal loop being then a collisionally thick target at electron energies up
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Fig. 5. RHESSI image sequence for the M3.2 flare of 2002 April 14/15, from [15].
The images show 6-12 keV, the contours 25-50 keV RHESSI maps reconstructed
with CLEAN using grids 3 to 8 (except 7). The soft 6-12 as well as the hard 25-50
keV emission are concentrated near the loop top. Only during the impulsive rise
(00:01-00:06 UT) and briefly during the late highest peak (00:10:22 UT), is weak
footpoint emission detectable in the 25-50 keV band. Note that throughout the event
the loop top is the predominant HXR source, whereas in ‘normal’ events footpoint.
emission prevails at high energies
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to 50-60 keV. The high loop density is also consistent with conductive evapo-
ration driven by collisional heating in the loop top. Such an interpretation had
in fact previously been hinted at for Yohkoh data [17] but such events seem to
be rare and more easily seen with RHESSI’s large dynamic and spectral range.

An even more extreme class of high altitude source has been reported
by Kane and Hurford [18] where there is an elevated, long lasting, HXR
source seemingly ‘detached’ from chromospheric emission. Kane, McTiernan
and Hurley [19] repor t
sion seen by RHESSI for an occulted flare behind the limb, but wholly seen
by Ulysses which was behind the sun.

The coronal source yields a significant fraction of the total flare HXR flux
showing the presence of copious fast electrons somehow confined high in the
atmosphere, somewhat akin to the long duration high altitude ~-ray events
studied earlier by Ramaty et al. in [20]. Much work remains to be done on
the detailed quantitative modelling and physical interpretation of this class of
HXR event, using the much more comprehensive data available from RHESSI,
Nobeyama etc. than was possible in Kane’s earlier ground-breaking stereo
event studies [5].

3 Temporal Domain Discoveries and Issues

The most important temporal information in RHESSI data is bound to be in
the evolution of the spatial and spectral characteristics, as opposed to global
light curves in single energy bands. Unravelling the raw data to produce an
X-ray ‘multi-colour’ movie at high spectral and spatial resolution is compu-
tationally very demanding and can only be even remotely contemplated for
intense events with ample photons. However, a great deal can be gleaned
from more rudimentary temporal information such as comparison of image
sequences in two well separated energy bands, whole sun light curves as a
function of energy over hitherto unexplored energy ranges, and comparison
of light curves/image sequences at soft and hard X-ray energies with data at
wholly different energies. In these categories, among the ‘rethink’ provoking
RHESSI discoveries are the following.

There has long been interest in the possibility of ‘nano’- or ‘micro’- flares
being an ongoing solar coronal phenomenon, possibly involved in coronal heat-
ing. Much research in this area has been statistical in character but some
papers have addressed the physics of micro-events including their possible
role in supplying mass to the corona, as well as heating it. Brown et al.
[21] claimed that micro-events in loops were not hot enough to provide their
emission measure increase by conductive evaporation of the chromosphere.
They proposed that energetic electrons of around 10 keV might instead be
responsible and predicted that RHESSI might detect frequent low energy
‘hard” X-ray micro-events from the non-flaring sun. One of RHESSI’s early
discoveries was indeed that the ‘non-flaring” sun exhibits micro HXR events
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of minutes’ duration at intervals of several minutes — Fig. 6 [22]. The detailed
physics of these remains to be investigated quantitatively but Krucker’s movies
(http://sprg.ssl.berkeley.edu/ krucker) show them to be related to XUV
surges seen by TRACE, and to Type III radio bursts and associated plasma
waves, originating near the boundaries of HXR sources.

The interplay of spectral, spatial and temporal information from RHESSI
is particularly clearly shown in the study by Veronig et al. [23] of the Neupert
effect. The empirical Neupert effect is that the SXR light curve of a flare
is well correlated with the time integral of the HXR light curve [24, 25].
The canonical interpretation is that the SXR plasma is heated by cumula-
tive energy input from HXR emitting fast electrons. The Neupert effect has
been observationally established for the impulsive phase of many flares, but
in general the correlations are far from being perfect [25, 26, 27, 28|. These
deviations were interpreted as the effect of plasma cooling and/or grounded
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Fig. 6. Low energy HXR micro-events reported by [22| showing an early RHESSI
discovery that even the non-flaring sun undergoes impulsive low energv but spec-
trally hard ‘HXR? events quasi-continuously (intervals ~ minutes)
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on the idea that the physical Neupert effect should exist between the nonther-
mal and thermal energies and not between the HXR and SXR lightcurves.
Veronig et al. quantitatively addressed this issue and suggested that the im-
perfect temporal correlation may be due to the fact that SXR flux depends
on density and temperature, and not just on energy content, that HXR flux
depends on beam spectrum as well as power, and that one must take ac-
count of plasma cooling by radiation and conduction during the event. There
has of course been considerable theoretical/numerical work [29, 30| to see
whether and how a Neupert effect is seen when one runs a model of the im-
pulsive heating of a loop and follows its evolution allowing for hydrodynamics,
evaporation, radiative and conductive cooling etc. The broad answer is, un-
surprisingly, the Neupert effect being clearest when the loop takes longest
to cool. However, such theoretical models are not the same thing as testing
to see if the Neupert effect in real data can be physically attributed solely
to beam heating of the hot gas after allowance for evaporation, cooling etc.
That is, does the energetics of the beam imput implied by real HXR data
tally with the heating (or cooling) of the gas as inferred from real SXR
data.
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Fig. 7. Empirical Neupert effect in SXR and HXR light curves for the M3.2 flare of
2002 April 14/15 translated into SXR plasma power-in and power-requirement for
a single loop, according to [23]. Top panels: Comparison of the actual power in the
hot plasma Fpjasma required to explain the observed SXR flux (minimum-maximurm
estimate: shaded area) and the electron beam power Pocam (solid line) calculated
for different values of the low cutoff energv F.. No value for E. vields a good match
between the Fpjaema(t) and FPicam(t) curves. Bottom panel: If we allow the low
cutoff energy F. to change during a flare and see how it has to vary in order that
Priasma(t) and Poeam(t) derived from observations exactly match at each time step,
then it is found that only small changes in F,. are necessary
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Using a rather crude model of energy transport, but one which should
correct the light curves in the right sense at least, Veronig et al. [23] studied
this for several flares and found the surprising result that the power into the
SXR plasma is less well correlated with the beam power than are the raw
SXR and HXR. light curves — Fig. 7. They then discuss reasons for this re-
sult including the possibility that models involving beam-heating of a single
monolithic loop structure may be invalid. In line with the findings of Fletcher

AAAAAA

fer an alternative and more realistic description of the global flare emission.
These, however, also face serious problems since the instantaneous electron
rate (s~ 1) is fixed by the HXR burst intensity and if one decreases the in-
stantaneous area of injection to that of a small subloop elements one quickly
reaches the point where there are simply not enough electrons for imagin-
able densities. In fact, filamentary beams cannot be less than around 0.1 of
the loop radius thick for this reason, as well as such beams and/or their re-
turn currents being unstable. This is far thicker than the scale of current
sheets.

4 Spectral Discoveries and Issues

Figure 8 shows dramatically the sea-change which RHESSI’s Ge detectors
have brought to flare HXR spectrometry, namely an increase in resolution
from tens of keV to around 1 keV, enabling detailed spectral analysis of the
bremsstrahlung continuum and resolution of individual -ray lines. The impor-
tance of this, emphasised for decades (e.g. [31]) lies in the fact that the mean

source electron spectrum is essentially the derivative of the photon spectrum
(deconvolved through the bremsstrahlung cross-section) and that the injected
electron spectrum is the further deconvolution (~differentiation) of the mean
source electron spectrum through particle transport smearing effects.

To see this we summarise the derivation of these relationships here.

In the approximation of isotropic emission, the hard X-ray photon spec-
trum 7(¢€) in solar flares is a convolution of the (density weighted volumetric)
mean source electron spectrum F(F) and the cross-section Q(e, I) for produc-

tion of a photon of energy € by an electron of energy I/, viz.
10-c [ FwQEea, )
€

where C is a constant |3, 32]|.

Thus to find F(E) from I(€) we have to solve/invert this integral equation
which is always rather unstable to noise in I(e). Put another way, the integral
involved smears out features of F/(E) in emitting the observable I(c). A clear
example is in the approximation (Kramers) @ ~ 1/(Fe) which leads to the
explicit derivative solution
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Fig. 8. Comparison of HXR spectral resolution pre- and post-RHESSI. The im-
provement between the 1980s (ISEE etc.) and now (RHESSI) in spectral energy
points/bins from Ae/fe ~ 0.3 to ~ 0.1-0.001 over the 10-1000 keV range is huge and
has enabled the first systematic objective inference of electron spectra from their
HXR bremsstrahlung spectra since it was first proposed by Brown [3]

F(E)~ - |29 ®
(==
and differentiating data always magnifies high frequency noise [33].
[n turn, F(E) is related to the electron injection rate spectrum Fo(Fp)
through the properties of electron propagation in the source. In the case of
purely collisional transport the relation is [34]
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F(E) ~ E [E Fo(Eo)dEq (3)

(so that for a pure power law F(E) is two powers harder than Fy(Eq)). Con-
sequently details in Fy(Fp) are further smeared out in F'(E) and the solution
for Fo(Eq) for given F'(F) is

d(F(E)/ EJ]
dE |y

so that Iy(Ep) is sensitive to noise in F'(F) and extremely sensitive to noise in
1(€) This is illustrated in Fig. 9 (left) where a ‘top hat’ feature in the injected
electron spectrum is seen to be smeared in the mean source spectrum and
smeared further in the final observed bremsstrahlung photon spectrum.
Working backward from the photon data thus requires the careful use of
regularisation algorithms to suppress the efiects of spurious data noise ampli-
fication [31] and a great deal of effort has gone into perfecting such methods
[35. 36, 37, 38, 39|. Recent work has aimed at testing the reliability of these
methods |40, 41| by applying them ‘blind’ to hypothetical photon spectra gen-
erated by models of electron spectra unknown to the data analysers. Overall
all the methods prove to be highly reliable, as can be seen from the example
in Fig. 9 (right) the only problematic regimes being where the source electron
spectrum has low electron numbers in some energy range. In such regimes
the photon spectrum at energy F' is dominated by emission from electrons
of energy F > ¢, rather than F ~ ¢, and so is a rather poor diagnostic of

ra) ~ - | 0
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Fig. 9. Left: Two stage smearing of a ‘top-hat’ feature on a power-law injected
electron spectrum Fy(Fo) via collisional thick target transport to give mean source
(‘thin target’) spectrum F(E) and via bremsstrahlung cross section to give the pho-
ton spectrum I(e). Right: One early result of blind tests of spectral reconstruction
algorithms for deriving mean source electron spectra from neoisy photon spectra by
regularisation /smoothing techniques. The four curves, displaced for clarity, are the
results of four different algorithms [36, 38, 40, 42| while the dashed curves are the
input function to be recovered. The target electron spectrum was unknown to the

data ‘inverters’ till all results were in, so as to test the objectivity and consistency
of the methods
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electron fluxes at such energies. In practice photon spectra and hence electron
spectra are, on the whole, quite steeply decreasing at all energies so that the
electron spectra should be quite well recovered at most E for most events.

In a number of events, however, and most notably in the event of July
23, 2002, the observed HXR spectrum shows locally hard/small spectral in-
dex regions in the 3060 keV range. When deconvolved, such photon spectra
yield mean source electron spectra with a non-monotonic ‘dips’ of a kind hith-
erto totally unknown and of potentially great importance since their presence
might rule out the canonical thick target model with purely collisional trans-
port which can only produce a photon spectrum of local spectral index > —1
[34]. Tt is therefore of vital importance to test the reality of such features as
originating in the flare electrons themselves rather than in some secondary
process. To date, instrumental origins such as pulse pile up have not been
entirely ruled out while a major issue is the contribution to the photon spec-
trum of photospheric back scatter [43] which is important in the 3060 keV
range. This arises from the Compton scattering and photoelectric absorption
of downward directed photons from both free and bound electrons. Prelimi-
nary analysis of this effect by KKontar and others suggests that it can result in
inference of a spurious electron spectral dip in the 30—10 keV range — Fig. 10 —
but that the July 23, 2002 feature ~50-60 keV might be too high in energy
to be attributable to albedo.

] ‘\ Original
e 1N | =-=-- Corrected for y=2
— — — Corrected for y=3
. 1oo 4
(S} ]
10 5
L3
. - — = SR =
10 100
Energy, keV

Fig. 10. Possible removal of inferred ‘dip’ in electron spectrum F(E) by albedo
correction of photon spectrum [44]. When the observed photon spectrum is assumed
to be solely due to primary bremsstrahlung emission the inferred electron spectrum
F(F) for some RHESSI flares showed a dip around 30 keV. But when a correc-
tion was applied to remove the contribution from photospherically backscattered
downgoing photons, the dip vanished
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The importance of albedo in the observed signal also depends on the extent
of the directivity (downward beaming) of the primary HXR source [15]. Even
in the absence of albedo, source directivity affects the inferred slope and flux of
the source electrons — Massone et al. [46] — Fig. 11 — thus much work remains
to be done before we can be confident of inferred electron spectra.

A wholly different but equally intriguing RHESSI *discovery’, demanding
rethinking of ideas, is the relationship of the mean spectral slope of HXR
spectra from HXR source electrons at the sun to the slope of interplanetary
electrons at the earth. RHESSI and WIND have allowed Krucker and Kontar
(private communication) to confirm, with much improved data, earlier results
of Lin et al. [47] and Lin [48, 49)].

If all electrons are accelerated in the corona (as opposed to say separate
acceleration sites in the corona and chromosphere) with spectral index § then
one would expect that: (a) upward interplanetary electrons would arrive at the
earth with (scatter-free) index 6; (b) HXR’s emitted from downward injection
of such electrons into a dense collisional thick target [3] would produce HXRs
of index & — 1; (¢) HXR’s emitted around the tenuous acceleration site would
have thin target index é + 1. Krucker and Kontar, like Lin earlier, found that
real flares are much closer to regime (¢) than to regime (b).

This seeming violation of the predictions of the basic collisional thick tar-
get model is contrary to the RHESSI imaging results cited in Sect. 2 which
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Fig. 11. Effect of bremsstrahlung cross-section anisotropy on the inferved F/(E) for
various degrees of source electron anisotropy, from [46]. What this shows is how the
inferred source electron spectrum F(E ) varies for a variety of assumptions on the
anisotropy of the electron using the full anisotropic bremsstrahlung cross-section.
Note that, as well as the shape of F(E} there is a large variation in the absoclute
value and hence in the total number and energy of the electrons. These results are
for theoretical primary sources and are not confused by albedo effects
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seems in broad support of that thick target model — i.e. we do see footpoints.

It is possible that interplanetary electron propagation is not scatter-free or
that thick target electrons undergo non-collisional losses but in either inter-
pretation it is strange that the transport effects are just such as to yield data
close to thin target situation (c). Time indeed for some rethinking!

5 Conclusions

RHESSI data constitute the greatest breakthrough in flare fast particle studies
since the first HXR detectors were launched over 30 years ago. The results will
pose ‘rethink’ challenges for an entire new generation of solar physicists, all
the more so when considered in the wider context of multi-wavelength data,
especially in the complementary radio regime to which CESRA is dedicated.
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Abstract. We report on results presented at the sessions of Working Group 1 at
CESRA 2004, which covered the topic area of the title of this paper. The working-
group participants are listed in the Appendix, and the topics discussed have been
brought together in several general areas of focus. The emphasis on the discussion
is from the point of view of radiophysics. We organize the material by presenting
new constraints imposed by the recent high-energy and radio observations. We note
though that multi-wavelength knowledge is generally vital in understanding all of
the phenomena involved. The new constraints include exciting new millimeter-wave
discoveries, among others. We then place these observations into the framework of
our knowledge of the acceleration and propagation of high-energy particles, and of
their radio emission mechanisms. The RHESSI! results are the most distinctive in
this time frame, and they have made possible several new advances.

1 Introduction

The techniques of solar radio astronomy have historically led the way in our
studies of the non-thermal behavior of the solar corona. In recent decades X-
ray and EUV observations have begun to approach the resolution (the arc sec
range) of the radio observations at mm/ecm wavelengths (e.g. those of the
VLA? and NoRH?) and we now find ourselves in a happy era in which these
very different wave bands can all contribute to our understanding.

This article discusses material presented in the CESRA 2004 working-
group sessions on the subject named in the title of this chapter; please see
the CESRA 2001 proceedings [1] for continuity. Although we deal with multi-
wavelength views of these topics, our perspective is that of solar radiophysics

! Reuven Ramaty High-Energy Solar Spectrosco

? Very Large Array (Socorro, New Mexico).
® Nobeyama Radio Heliograph (Nobeyama, Japan).
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(see also [2] for recent reviews and discussions in the context of the FASR?
program). We have organized some of the new material from CESRA 2004
in these areas into sections on new observational constraints (Sect. 2, dealing
with new X-ray and radio inputs), on particle acceleration and propagation
(Sect. 3), and on radio emission mechanisms (Sect. 4).

The essence of the radio observational technique lies in its ability to
sense the presence of energetic electrons remotely by a variety of emission
mechanisms.

Particle acceleration frequently accompanies the coronal restructuring in-
volved in a flare or a coronal mass ejection (CME), and general consensus holds
that multiple kinds of particle acceleration are at work. Radio astronomers
have also observed for years the production of suprathermal electrons in as-
sociation with active regions even in the absence of flares (e.g., metric type |
noise storms). With radio techniques we can perform imaging spectroscopy
over a many-decade span of the frequency spectrum, observing free-free con-
tinuum, plasma emissions or synchrotron radiation. The exciting thing now
is to place these remote particle observations into the context of the plasma
motions and heating observed at other wavelengths, and to relate them quan-
titatively to the coronal magnetic field. The association with solar energetic
particles (SEPs) as observed in situ also has become a more important un-
dertaking as the imaging and magnetographic data improve in quality. Radio
observations in the future will indeed contribute substantially to our under-
standing of the solar corona.

Only a handful of radio observatories currently have imaging multi-
frequency observational capability and are devoted to continuous solar

observation. Others have occasional programs of solar observation. The VLA
and the OMRT® are ovamnbles of the latter and we hr\‘r\c\ that ATMAS® ‘ITI]]

Qiifa Uil AFiVaia L CAQLIIPZINS UL vt 1auutili, Qiifa L ps Viluw LfiadivVidy

be another in the future. Table 1 summarizes some of the currently-available
observational capabilities in the radio domain. The radio spectrum is vast and
the available facilities highly specialized in many cases. We apologize for the
sketchiness of Table 1, which really ought to be replaced by a four-dimensional
graphic (spatial resolution, temporal resolution, spectral resolution, polariza-
tion capability).

Future major new solar-dedicated observing facilities (specifically FASR
and the Chinese Radioheliograph) will greatly extend the table of capabilities.
Furthermore the importance of flare observations in the mm-submm range,
as described below in Sect. 2.2, strongly motivates observations with better
spatial resolution, possibly with ALMA. The existing SST” will be upgraded
to perform observations in the sub-millimeter domain at 850 GHz and in the
near infrared (7-14p, or 21.5-43 THz). A new concept for space observations

* Frequency-Agile Solar Radiotelescope (in development).
® Giant Metrewave Radio Telescope (Pune, India).

® Atacama Large Millimeter Array (in development).

" Solar Submillimeter Telescope (El Leoncito, Argentina).
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Table 1. Solar radio astronomy: current capabilities of solar-dedicated instruments

Range Image Time Spectral

resolution resolution resolution
submm Few’ (SST)¢ 1 ms Fixed frequencies 212 GHz-405 GHz
mm Few” (NoRH) 1s Fixed frequencies 17 GHz-34 GHz
cm 10” (OVRO") 50 ms Few % 1-18 GHz
cm 15" (SSRT*) >14 ms Fixed frequency 5.7 GHz
dm/m ~1" (NRH%) 125 ms 5-10 frequencies 150-450 MHz

“Centroiding, rather than true imaging
*Owens Valley Radio Observatory [3]
“Siberian Solar Radio Telescope [4]
“Nancay Radio Heliograph [5]

has also been proposed to carry far-infrared observations (35 and 150u, or
2 and 8.6 THz) together with v-ray observations (MIRAGES; [6]). These new
capabilities will greatly strengthen the quantitative interpretation of many
observational properties currently known only morphologically and will surely
lead to great progress.

Finally, we note the crucially important space-borne observations at EUV,
X-ray, and ~-ray wavelengths. SOHO?®, TRACE®, and RHESSI figure promi-
nently in the list of currently-operating spacecraft with broad capabilities.
RHESSI provides high-resolution ~-ray spectroscopy, as well as imaging,
and higher-resolution spectroscopic hard X-ray observations are also now
becoming available from SMART-1 [7] and GSAT-2 [8] at lower energies.
Imaging spectroscopy at high resolution is also possible in principle with mi-
crocalorimeter arrays, which have already been deployed in space for non-solar
observations (e.g., [9]). Solar X-ray astronomers should take note and apply
these techniques, with high-resolution imaging, to solar observations as well.

2 Some New Observational Constraints

2.1 Hard X-rays
Microflares

Flare occurrence generally follows a power law in total energy, as approxi-
mately shown in a wide variety of observations (e.g., [10]). The nomenclature
is confusing; “microflare” refers to a tiny but otherwise undistinguished solar
flare with total energy on the order of 10%® ergs — one millionth of a major
flare at 1032 ergs. “Nanoflare” on the other hand refers to a different physical

® Solar Heliospherical Observatory (space observatory).
® Transition Region And Coronal Explorer (space observatory).
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process, hypothesized by Parker [11] to explain coronal heating in terms of
ubiquitous tiny non-thermal energy releases. The nanoflares, on this interpre-
tation, would have an occurrence distribution function so steep that individual
events would not be individually recognizable. Thus one could not observa-
tionally distinguish flares/microflares from nanoflares, except statistically or
indirectly from their consequences. From other perspectives there appears to
be a continuous spectrum of flares of all magnitudes. Figure 1 (left) shows
that RHESSI microflare locations strongly tend to occur in active regions.
Figure 1 (right) shows RHESSI thermal parameters for a similar sample of
events, revealing higher temperatures (or smaller emission measures) than
obtained from X-ray emission-line spectroscopy [12].

For the first time for such small events, RHESSI can trace the hard X-ray
spectrum to photon energies of a few keV, well below the commonly-assumed
low-energy cutoff at 20-25 keV. Because the spectrum is a soft power law, this
means larger total energies than might be expected for these weaker events.
The non-thermal energies of these tiniest events are surprisingly large even
given a possible RHESSI bias towards higher temperatures (Fig. 1, right [13]),
which could imply that the RHESSI thermal source contains only a fraction
of the emission measure for the sialler events.

Ribbon Behavior

The Ha fare ribbons (which contain the hard X-ray footpoints) mark the
photospheric/chromospheric boundary of the flare’s magnetic flux tubes (see
the cartoon in Fig. 2 [14]). This type of sketch adequately reveals the connec-
tivity of the flare loops but does not describe the open fields linking the flare
to the large-scale corona and solar wind, upon which SEPs must travel. Many
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Fig. 1. Left: A map of RHESSI microflare positions, taken from an early 3-month
sample. Right: Emission measure vs temperature for a smaller sample [12]; the
dotted line shows the general correlation for flares [13]
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Fig. 2. Cartoon scenarios for magnetic reconnection in solar flares (left, from [14];
right, from [20]). The two views show essentially the same geometry, but the right-
hand shows various shock waves that may form and be important for particle
acceleration

variants of this “CSHKP” cartoon'” have been published, and we generically
call thern “the reconnection model” here. This model is essentially motivated
by the observations and provides a framework for discussion of eruptive or
quasi-eruptive flares (e.g., [15]), but the theories remain more deseriptive than
predictive at present.

In the thick-target model for flare energetics the 10-100 keV electrons dom-
inate the flare energy release, and we can trace their presence not only with
hard X-rays but also (at higher resolution) with the UV and EUV imaging by
TRACE [16, 17]. These observations show that the footpoints consist of bright
kernels of emission with small spatial scales. This illustrates the complexity
of the different scales involved in a flare/CME event; recent observations have
tied the impulsive phase of the solar flare with the acceleration phase of a
CME [18, 19].

Radio observations have not given us much information about the flare
footpoint regions themselves, owing to absorption (free-free or gyrosynchrotron
self-absorption) in the overlying flare and surrounding active-region atmo-
sphere. At submillimeter wavelengths we do not have so much absorption bui
angular resolution thus far is relatively poor: we discuss new discoveries here
in Sect. 2.2 below.

The key observational evidence for a model such as that of Fig. 2 lies in
the behavior of the ribbons (seen in Ha and many other wave bands) and hard
X-ray footpoints of the closed coronal magnetic loops. The footpoints indeed
reflect the ribbon structure in that the hard X-ray sources are embedded in
the ribbon regions [21, 22, 23]. However it is puzzling that these hard X-ray
footpoints often only appear as a pair of compact sources with much smaller
extent than the Ha ribbons themselves. The outer edges of the expanding
flare ribbons should have broad line profiles as a result of the energy release

10 Carmichael, Sturrock, Hirayama, and Kopp-Pneuman.
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envisioned in the standard model (e.g., [24]); these footpoint regions should
show the “explosive” evaporation driven by non-thermal electrons closely as-
sociated with the dynamics of the reconnection. Given the time variability
observed in X-rays, new estimations of Ha line profiles and energy deposition
as a function of depth resulting from time-modulated high-energy power law
electron beams are being developed (e.g., Varady et al., this workshop).

The impulsive-phase emissions of a solar flare appear throughout the spec-
trum, via different emission mechanisms often related to non-thermal parti-
cles. These emissions typically correlate well temporally (e.g., [16] for the
example of the Bastille Day flare of 14 July 2000), but their spatial behavior
differs. Figure 3 (left) shows how the UV footpoint sources behaved in an M8.5
flare observed by TRACE on 17 July 2002; this reveals many simultaneous
sources that move within the ribbons. In contrast to this, the typical pattern
of hard X-ray emission consists of a single dominant footpoint in each ribbon,
which often moves along the ribbon as the flare progresses [22, 25|. This dif-
ference in image morphology has not been explained and seems inconsistent
with the usual thick-target model by which we identify the Ha ribbon and
hard X-ray footpoint sources as the result of energy deposition by particles
accelerated in the corona.

The apparent motions of hard X-ray footpoints sometimes appear to be
consistent with the expectation from the cartoons (e.g., Fig. 2) in that they
separate with time. Such a relationship has been sought in several studies,
with varying degrees of success. In fact the majority of events display foot-
point motions parallel to the ribbon elongation [16, 23, 25, 26, 27|, rather than
perpendicular to it. RHESSI observations have however shown a convincing
correlation of properties expected in the magnetic reconnection model, illus-
trated in Fig. 3 (right), for the X-class flare of 23 July 2002 (see also [23]).
In the model, the coronal magnetic field not only contains the energy to he

".m?.'ﬁ-

w1040

25108

]
K fartnst)

Fig. 3. Left: TRACE image of an M&.5 flare on 17 July 2002, showing the locations
of UV bright points (footpoint sources) embedded in the ribbon structures. Several
UV footpoints can exist simultaneously, and they move regularly through the rib-
bon envelope with a tendency to reflect magnetic features [17]. Right: Correlation
between apparent footpoint velocity and hard X-ray flux for the flare of 23 July 2002
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released (in the form of excess B?/87), but also guides the energy (in the form
of fast particles) into the footpoints of the coronal magnetic loops that contain
the released energy. However the majority of events show footpoint motions
parallel |28| to the ribbons and in various senses, behavior not explainable in
a 2I) cartoon representation.

Evidence of Current Sheets

A series of RHESSI flares observed in April 2002 suggests some further con-
firmation of the reconnection model, while at the same time revealing unex-
pected behavior. We illustrate the first of these two points in Fig. 4, based
upon the events described by Sui et al. [29, 30]. The left panel shows con-
tours from three narrow bands in the range 6-20 keV, with douhble coronal
sources apparently stretched out in the radial direction. The higher-energy
(hence hotter) sources are the innermost pairs of contours. The authors inter-
pret this phenomenon as a hot and dense current sheet forming in the corona
above the flare loops, following the idea originally proposed by Syrovatskii
(e.g., [31]). Such a current sheet would be a reasonable expectation for the
reconnection model (Fig. 2), except that present-day theory cannot predict
the temperature or density of the reconnecting structure. The right panel of
Fig. 4 shows height-vs-time plots of loop-top and coronal sources. The coronal
source — the upper anchor of the current sheet — initially remains stationary,
even during the intense energy release of the impulsive phase of the flare,
while the loop-top source unexpectedly moves downward (see [32] for an ad-
ditional example of this behavior). These observations seem to contradict the
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Fig. 4. RHESSI observations of apparently thermal hard X-ray sources in a flare
of 15 April 2002. The panel at the left shows the footpoints of the main fAare loop
as +’s, while the contours show X-ray emission in three narrow bands in the range
6-20 keV (see [29]). The panel on the right shows the source motions, which reveal
an unexpected downwards motion of the loop-top source during the initial phases
of the flare
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reconnection model, which associates energy release directly with plasmoid
eruption (e.g., [33]), but they could be generally consistent with the need to
extract energy from the coronal magnetic field [34].

The newer observations of coronal sources can be compared with the well-
known Yohkoh observation of the “Masuda flare” [35], in which a hard X-ray
source appeared above the soft X-ray loop top during the impulsive phase
of a flare on 13 January 1992. This single observation gave a great deal of
momentum towards the acceptance of the reconnection model, but the new
RHESSI data on the behavior of coronal sources do not generally follow this
pattern. Instead of a single non-thermal “Masuda” source, one sees paired
coronal thermal sources in the events of Fig. 4. Coronal non-thermal sources
do occur in the RHESSI data but in different configurations (e.g., [19, 36, 37])

that have not yet been systematized.

Thick-Target Coronal Sources

The same (Fig. 4) series of flares displayed an interesting hard X-ray behavior,
as described by Brown et al. (this volume): the RHESSI data imply that the
corona itself can be dense enough to stop non-thermal electrons, thus leading
to a “coronal thick target hard X-ray non-thermal source” observed up to
25 keV with little or no emission from the footpoints ([37]; see also [38, 39]).
This behavior would result from emission by non-thermal electrons in a high-
density loop consistent with the one deduced from the soft X-ray emission
measure. The usual assumption, based on standard semi-empirical models of
the solar atmosphere, would be that the electrons should penetrate to the
chromosphere before losing their energy to collisions. This assumption may
still be true in most cases, but the interpretation of these flares suggests that
the loops may have become too dense for this to happen. We can speculate
that in such cases the electron acceleration may take place in a relatively
high-density coronal region.

2.2 Radio Observations
Meter-centimeter Domain

The extended flare of 2003 Nov. 3 provides an excellent example of the man-
ner in which the new data can describe a complicated flare/CME event (see
the right panel of Fig. 5). The study presented by Dauphin et al. [40] uses
Nangay radioheliograph, LASCO coronagraph, and RHESSI data (cf. Maia,
this Workshop; Vrénak, this Workshop). The development of this flare/CME
puts it in the category of “extended events”, in which major coronal distur-
bances appear some time after the initial impulsive development of the flare.

two broad series of bursts separated by a period of 4 minutes in which only
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Fig. 5. Left Tvpe III burst and interplanetary electron event; right from top to
bottom: Time evolution of the GOES X-ray flux and of the X-ray RHESSI counts
in the 100-150 keV energy band, RHESSI X-ray spectrogram, radio composite spec-
trum observed between 2 GHz to | MHz by PHENIX-2 (ETH Ziirich), OSRA (AIP
Potsdam) and the WIND/WAVES experiment. Note the continuum enhancement
at 09:57 UT corresponding to the second phase of energv release observed in hard
X-ray wavelength range [40]; (Krucker, this Workshop)

X-ray emission below 100 keV is observed. The first part of the X-ray emis-
sion is as usual associated in the dm/m domain with type-IIl-like bursts. The
second part (after 09:57 UT) is mainly associated with a strong continuum
emission in the whole range from 2 GHz to almost 200 MHz. A decimet-
ric/metric type II emission is observed between the two parts of the hard
X-ray emission starting at an unusually high frequency of 600 MHz. A fast
(1420 km/s) coronal mass ejection is observed by the LASCO coronagraph on
SOHO.

In this event, the “extended” phase begins extremely suddenly, at approx-
imately 09:57 UT (Fig. b, right); the onset crosses many wavebands (from
200 MHz through 89 GHz [40] and into the hard X-rays). The observations
suggest that gyrosynchrotron emission is the prevailing emission mechanism
even at decimetric wavelengths for the broad-band radio emission. The simul-
taneity of this broad-band is much sharper than typical CME time scales,
limited by the local Alivén speed or some low multiple of it, and strongly
suggests non-thermal particles as the coronal energy transport in this case.
RHESSI can image the HXR sources in both phases, as shown in Fig. 6. They
are dominated by footpoints above 50 keV just as in the impulsive phase (see
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Fig. 6. RHESSI images of the early and late phases of the 2003 Nov. 3 event
(Krucker, this Workshop; see also [40])

also [41]); these data establish that “extended flares” also have dominant foot-
point emission in hard X-rays despite their strong coronal efiects. However,
the footpoint separation is larger in the late phase, as is the extent of the
20-25 keV source. The link with the CME onset should be further examined.

A New Observing Window for Flares: mm to submm

Submillimeter observations of flares (presented by Liithi and by Trottet) pro-
vide new diagnostics for analyzing high energy electrons in solar flares. Indeed
if emitted by gyrosynchrotron emission they require ultrarelativistic electrons
(> few MeV) to explain them. Thus such data point to the most extreme
particle acceleration processes. Prior to this millennium, however, no sub-
millimeter and few mm-wave observations of flares had been reported (e.g.,
[42]). We now have independent submillimeter observations of flares from two
observatories: the SST at El Leoncito in Argentina [43] and the Koln Obser-
vatory for Submillimeter and Millimeter Astronomy (KOSMA) at Gornergrat
in Switzerland [44]. The instruments use substantially different techniques,
combining those of radio and infrared astronomy. The higher frequency at
El Leoncito, 406 GHz, corresponds to a wavelength of 740 pm, and an addi-
tional atmospheric window occurs at about half that wavelength. The SST is
being upgraded to perform there (850 GHz) and in the far infrared (7-14 pgm
or 43-21.5 THz) (Trottet et al., this Workshop). The increasing opacity of
the terrestrial atmosphere as one goes to short wavelengths, due largely to
water vapor, makes it essential to observe from a high, dry site with ade-
quate spatial reference to cancel out the atmospheric fluctuations (e.g., [45]).
The large quiet-Sun brightness at high frequencies also implies the use of an
interferometric or spatially chopping scheme for background cancellation.
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The opening of the new spectral windows above 200 GHz for solar flares
has provided some unexpected results. The spectral upturn seen at the high-
est frequencies (212 and 405 GHz at El Leoncito [43]; 230 and 345 GHz at
Gornergrat [44]), as seen in the flux-density spectrum (Fig. 7), is not con-
sistent with an optically thin thermal source, nor with the high-frequency
extension of the optically-thin gyrosynchrotron emission of energetic elec-
trons observed below 100 GHz. Likewise the increase is inconsistent with
thus likely to be viewing thermal sources not physically located in the so-
lar corona, but rather in denser atmospheric layers (see [47]). If this is the
case, then substantial new theoretical work will be required. We speculate
that the RHESSI results on the 0.511 MeV ~-ray line width [48] (see also
Dennis et al., this volume) also require a new treatment of the lower solar
atmosphere during flare conditions, especially in view of the recent discov-
ery of near-IR emission from flares [49]. In the case of nonthermal emissions,
the > 200 GHz emission may arise from optically-thick synchrotron emis-
sion from relativistic electrons in a source different from the one emitting at
low frequencies, free-free emission from the chromosphere due to energy de-
posited by electrons or protons or by synchrotron emission from pion-decay
positrons. This last process, first described by Lingenfelter and Ramaty [50]
could be reconsidered for the high frequency observations given the possible
observation of my-decay y-rays from flares showing a spectral increase above
200 GHz.

Imaging in the submillimeter domain remains limited, by diffraction, to
the arc-minute resolutions. However both the El Leoncito and Gornergrat
observations involve multiple feeds, providing for crude image centroiding and
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Fig. 7. Microwave/submm spectra from (left) an X2.1 flare on 12 April 2001, ob-
served with the KOSMA telescope on Gornergrat [44], and (right) an X1.7 flare on
28 October 2003 [46]. The spectra show a surprising increase at the highest frequen-
cies (230 and 345 GHz), inconsistent with a thermal source or with the extension
towards high frequencies of the optically thin part of the gyrosynchrotron emission
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Fig. 8. Left: source positioning for the flare of 28 October 2003 during different
periods of the flare [46], showing the layout of the multiple feeds of the KOSMA
telescope. Right: source positioning by SST for the flare of 4 November 2004 [43];
the large crosses show the mapping of the feed locations on a TRACE image, and
the symbols show centroid locations for different phases of the flare

size determination [46, 51|. The flare centroids are determinable with arc-
second resolution and may show systematic apparent motions, as seen in the
examples of Fig. 8.

As the right side of Fig. 8 suggests, the centroid locations for a major limb
flare occurred at low altitudes. This image localization reinforces the idea
derived from the spectral turn-up that the THz emission is concentrated in
the low atmosphere. Note however that this flare was characterized by dense
coronal loops that were bright enough to appear in white light even projected
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Fig. 9. Left: Rapid variability detected at the highest frequency observed ail
El Leoncito for the flare of 4 November 2004 [43]. The panels, from top to bot-
tom, show the flux, the pulse amplitude, and the pulse rate. Right: Example of
extremely fast variations at 408 MHz in observations from the Trieste Solar Radio
System (Magdaleni¢, this Workshop)



Energv Release and Particle Acceleration 93

against the dark sky [52|, and if the submm sources included a coronal con-
tribution the centroid locations might need re-interpretation. Higher angular
resolution at mm and submm wavelengths, with true imaging, would therefore
help to clarify the nature of the new spectral component.

Lastly the time variability of the new min-wave sources also may of-
fer some new surprises. The El Leoncito observations appear to show rapid
(100-500 msec) modulations [43]. These modulations could in principle re-
flect an intermittent energy release best visible al the highest particle energies
(hence the shortest wavelengths in the synchrotron spectrum). Figure 9 (left)
shows an example of this kind of variability.

Ejecta and Fine Structures

The event of 2003 November 3 (Sect. 2.2) was also an eruptive event, and the
ejecta could be followed by several instruments in the low corona [53]. We still
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Fig. 10. Drifting pulsating structures (DPS) of 5 October 1992 observed in Yohkoh
SXT soft X-ray images (left) and with the Ondiejov spectrograph (right). The upper
panel shows BATSE hard X-rays >25 keV
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have no theoretical consensus on the reason for the coronal loss of equilibrium
that produces a coronal mass ejection, but current data have shown it to be
closely related in time to the impulsive phase of the associated flare [18] when
observable. The RHESSI events of 2002 April 21 and 2002 July 23 provide
well-observed RHESSI examples of ejective flares [19, 36].

Now decimetric spectrographs show a class of emissions known as “drift-
ing pulsating structures (DPS),” which can be imaged in hard X-rays (e.g.,
[54]). These sources reflect plasmoid ejection and may be associated at met-
ric wavelengths with type Il radio bursts. Karlicky (this Workshop) proposes
that such structures map the magnetic field reconnection responsible for the
flare energy release, and furthermore that the decimetric time variability (the
pulsations) correspond with reasonable time scales for bursty reconnection.
Figure 10 shows an example, with good time coincidence between DPS oc-
currence, plasmoid ejection, and hard X-ray emissions. Super-fast structures
have also been reported with characteristic time scales of a few tens of ms
and narrow bandwidth around 10 MHz in the dm wavelength range (Fig. 9,
right) (Magdalenic, this workshop). They probably reveal intermittent energy
release and are preferentially observed around 600 MHz in the frequency range
which could be imaged with future instruments such as FASR or a forthcoming
Chinese radioheliograph.

3 Acceleration and Propagation Mechanisms

As stated by Burgess (this volume), “Collisionless shocks are a key component
in astrophysical systems to transfer bulk flow kinetic energy to a small popu-
lation of highly energetic particles and it is a truth universally acknowledged
that shocks are effective particle accelerators.” Shocks in many configurations
are indeed often cited to explain various populations of non-thermal particles
observed in the interplanetary medium and in the corona in connection with
flares and CMEs. The universal role of electron acceleration by shocks has
however been questioned (e.g., [55, 58|) concerning the real efliciency of such
a mechanism to produce flare energetic electrons interacting at the Sun for
the impulsive-phase hard X-ray emission. Flares pose indeed an especially
difficult problem for acceleration theory, since so much energy must be tied
up in accelerated electrons (as confirmed by RHESSI observations [36, 56]),
and even more interestingly, also in the accelerated ions responsible for v-ray
emissions [57] (as also confirmed by RHESSI observations of e.g. the 23 July
2002 event [36]). It could be difficult to invoke shock acceleration with so
high an efficiency in this context, so that other mechanisms also must be con-
sidered. Relativistic particle acceleration of escaping particles can also occur
in the corona far from the flare site, not in connection with the CME shock
and not coincident in time with the impuisive phase. How would a large-scale
shock be created and efliciently accelerate particles in such a circumstance?
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The traditional “thick target” model envisions a “black box” acceleration site
in the low corona, related in one way or another to magnetic reconnection,
from which beams of electrons stream up and down and produce radio and
HXR emissions preferentially. These electrons have a power-law spectral dis-
tribution that may extend into the ~-ray energy range. There is substantial
uncertainty about the location of the “black box” and also about whether the
acceleration properties can be easily disentangled from particle propagation
effects (viz., the currently developing “collapsing trap” ideas [31, 59, 60, 61]).
This is one of the reasons why studying flare ribbon development, search-
ing for evidence of current sheets, and observing thick-target coronal sources
(Sect. 2.1) is so crucial. Brown et al. (this volume) provide a modern view of
this model and note directions in which it may be changing based on new fea-
tures observed by RHESSI. In principle an inverse-theoretical calculation can
directly determine the nature of the source electron energy distribution from
the X-ray spectra [62, 63], aided greatly by the improved energy resolution
RHESSI provides.

The relationship between magnetic reconnection and particle acceleration
in solar flares is presently not understood. Many authors discuss direct ac-
celeration in the current sheet (represented by the X point in Fig. 2; see
e.g., [64, 65, 66, 67]). Electron and proton spectra are computed and it is
shown that increasing the longitudinal (“guide”) magnetic field in the RCS
increases the acceleration efficiency (e.g., [64]). Another interesting predic-
tion of test-particle simulations is to show that the inclusion of a finite guide
field introduces some asymmetry in the particle propagation, implying that
electron numbers and spectra could be different from one footpoint to the
other [65]. Changing the sign of the particle’s charge should reverse the pre-

dominant footnoint: nrotong and electrong conld he aceelorated to different
aominant lootpolnt; protons and elecilrons could be accelerated Lo dllierent

footpoints as also shown by Zharkova and Gordovskyy [68]. It should be fur-
ther investigated whether this effect may explain the different electron and
ion interactions sites observed with RHESSI [69] (see also Brown et al. and
Dennis et al., this volume).

Other possibilities less directly related to the reconnection process also
exist, specifically in the large-scale shock waves associated with the plasma
flows (fast-mode or slow-mode, or in turbulence excited by these flows (e.g.,
[70] and references therein) or in their origin.

Another substantial caveat regarding discussions of particle acceleration
and propagation is the distinction between a kinetic plasma theory and
ideal MHD. The plasma trapped and propagating in flare loops has a well-
developed non-thermal tail (evidenced by HXR and ~-ray emissions), at least
during the impulsive phase, which evolves with time, space, and pitch angle.
The cartoons of Fig. 2 do not describe any of this. The flare magnetic structure
indeed may be much more complicated (Vlahos, this volume).

Microwave and hard X-ray observations show different aspects of the
particle distribution functions during the flare evolution. In brief, electrons
must stop (the thick-target model) to produce strong hard X-ray emission;
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gyrosynchrotron emission, however, is not an appreciable energy-loss mech-
anism for the hard X-ray energy range, and can persist as long as the elec-
trons are in a strong magnetic field. Mirroring motion in a coronal trap thus
enhances the microwave flux relative to the hard X-ray flux and induces a
different behavior for the temporal evolution of HXR and microwave spectral
indices. This trapping can be demonstrated directly via microwave radioheli-
ograph data, as shown in Fig. 11 looking at the time profiles of loop-top and
foot-point sources at 17 and 34 GHz.

In spite of this progress, it has still proven difficult to relate the two popu-
lations of non-thermal electrons in the impulsive phase; the hard X-rays gen-
erally sample the spectrum at a few tens of keV in the thick target, whereas
the microwaves sample mildly relativistic electrons typically in trapping con-
fipurations. Because of the tight time correlation between hard X-ray and
microwave bursts, the two populations appear to be closely related. Neverthe-
less discrepancies continue to be reported (e.g., between the spectral indices
deduced from the optically thin part of the gyrosynchrotron spectrum and
the HXR emitting electrons |72]). The problem may lie in the simplicity of
the model assumptions, even in the mmterpretation of the microwave spectrum
[73, 74]. Another solution may lie in the spectral photon flattening observed
in several flares above 500-600 keV (e.g., [75, 76]) which may easily explain
why electron spectra deduced from >1 MeV gyrosynchrotron-emitting elec-
trons are flatter than the spectra deduced at tens of keV from X-rays. Simple
attempts to relate the spectral slopes of the bremsstrahlung and synchrotron-
emitting electrons have indeed shown that the centimeter/millimeter-emitting
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Fig. 11. Left: Clear evidence for trapping, derived from Nobeyama microwave
observations, comparing 10” X 10" photometric boxes to obtain 17 and 34 GHz
light curves at footpoint and looptop for for a flare of 13 March 2000 [71]. The
delay at the looptop implies trapping. Right: Rise phase of a loop flare observed at
Nobeyama, showing the clear presence of the footpoint sources at 34 GHz
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electrons are related to the hard, high energy region on the HXR/~-ray
spectrum [75]. Such an interpretation could even hold for the combined
observations of NoRH and RHESSI of the 23 July 2002 event, given the flat-
tening of the HXR/GR spectrum above 500-600 keV reported by both [77]
and [78].

Apart from the number of non-thermal electrons and their low energy cut-
offs, microwave observations provide also information on the coronal magnetic
field [79, 80]. The exploitation of the precise gyroresonance condition across an
active-region corona is exciting future prospect for frequency-agile microwave
imaging spectroscopy [79, 81].

What about high-energy ions? Radio techniques do not tell us much di-
rectly about their presence, but — depending somewhat upon the abundance
of neon [57] — the energy content in ions may even exceed that of the electrons.
This further compromises models or theories in the MHD framework, which
cannot treat these huge energies self-consistently. MacKinnon & Toner [82]
comment on still greater complexities; the energy spectra of accelerated ions
may differ by species in flares, as they do when observed in situ.

4 Radio Emission Mechanisms

4.1 Type III Emission from Electron Beams

Type L1l bursts have been understood conceptually for some decades, but re-
main an interesting area of theoretical development (E. Kontar & V. Mel’nik,
this Workshop). We illustrate this via the data in Fig. 5 (left), which traces
an event from GOES soft X-rays out through dekametric and kilometric radio
signatures, all the way to the particles observed at the WIND spacecraft near
one AU (and the Langmuir waves observed in situ there).

An electron beam, possibly produced in one of the acceleration sites
sketched in Fig. 2, runs out along open (type I1I bursts) or closed (U bursts)
magnetic field lines in the corona. As the beam propagates outward, micro-
instabilities result in the generation of Langmuir waves, which then couple
into the electromagnetic emission that we see. The beam develops with time
such that only its leading edge contributes to this process, and we see waves at
the plasma frequency or its harmonic from the instantaneous position (hence
density) of this moving front. Kontar & Mel'nik (this Workshop) conclude
that a gas-dynamic approach can produce the spectrum of Langmuir waves
explicitly, and that radio emission can further be calculated using the weak-
turbulence approximation. The brightness temperature is found to depend
strongly on the beam velocity. Much work remains, though, in the area of ob-
taining a self-consistent solution in an inhomogeneous plasma that can match
the direct observations at 1 AU and also lead to an understanding of the

escape of the radio emission.
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4.2 Gyrosynchrotron Emissions at Microwaves

Fleishman (this Workshop) presented improved calculations of incoherent and
coherent gyrosynchrotron emissions from anisotropic electron distributions.
The pitch-angle anisotropy affects the intensity and the spectral index of the
emission in the optically thin region, which could explain differences in spec-
tral indices observed for loop-top and foot-point sources with NoRH. Mel-
nikov (this Workshop) also raised the question of Razin suppression in solar
centimeter-wave observations (see also [83]). With the Razin cutoff frequency
fr = 2f5/3f3 ~ 20 n. /B, in cgs units, we can infer values in the range of a
few GHz. In the era of full centimeter-wave imaging spectroscopy (i.e., with
FASR) it seems likely that this effect will need to be considered.

5 Conclusions

The material covered in Working Group | again demonstrates how broadly
significant the radio observations are in our understanding of small scale en-
ergy release, acceleration and transport of particles. It i1s on these small scales
(not yet reachable through observations) that particle acceleration can occur.
The combination of radio observations, which provide sensitive diagnostics of
energetic electrons, with those from other wavelengths provides the best way
to study particle acceleration. Our facilities at radio wavelengths (see Table 1)
are good but still inadequate in many ways. There seem to be no real tech-
nological limits on major improvements in solar radio observations, especially
from the point of view of imaging spectroscopy in the cm-mm range where

acatterinoe 1€ not <o mMmnortant
scattering 1s not so lmportant.

For centimeter-millimeter wavelengths, we look forward to the new fa-
cilities (including ALMA and FASR [2]) now being developed. ALMA, for
example, will help in understanding the interesting new mm/submm discov-
eries described here. We believe that FASR will finally solve the problem of
identifying the site of impulsive-phase particle acceleration, which remains
irritatingly uncertain.

At longer wavelengths we look forward eagerly to the STEREO observa-
tions, for example, which will for the first time make 3D observations of the
motions of coronal sources such as type III bursts or CMEs. The dm-m wave-
lengths provide the best tools for understanding the dynamics of the middle
and upper corona, hard to observe but critically important for the propagation
of CMEs and the acceleration of high-energy particles.
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Abstract. Large-scale waves and shocks in the solar corona are reviewed. The em-
phasis is on globally propagating wave-like disturbances that are observed in the low
corona which have become known as “coronal transient waves” or “coronal More-
ton waves”. These phenomena have recently come back into focus prompted by the
observation of wave-like perturbations in several spectral ranges, particularly in the
extreme ultraviolet (with the SOHO/EIT instrument). The different observational
signatures of coronal waves are discussed with the aim of providing a ccherent phys-
ical explanation of the phenomena. In addition to imaging observations, radiospec-
tral data are considered in order to point out the relation between coronal waves
and metric type Il radio bursts. Briefly, potential generation mechanisms of coronal
waves are examined. Finally, the relevance of coronal waves to other areas of solar
physics is reviewed.

1 Introduction

The solar corona is characterized by a magnetized plasma in which MHD
waves and shocks can propagate. It is quite evident that a sudden disturbance
of the medium — be it due to a solar flare or an eruption — will launch a wave.
The first indications for such globally traveling disturbances were given by
the activation of distant filaments by flares, first discussed by Dodson ([22];
see also [80]). Sympathetic flaring (in which a flare seems to trigger another
flare in a distant active region) has also been claimed to provide evidence for
traveling perturbations (e.g. [9, 104]), but the reality of this phenomenon has
remained doubtful (cf. [11]).

Type 11 solar radio bursis [123], which are seen in dynamic radio spectra
as narrow-band emission drifting from higher to lower frequencies, are inter-
preted as the signature of a collisionless fast-mode MHD shock [98] which
expands through the corona and may even penetrate into the interplane-
tary space (e.g. [13]). The coronal type Il bursts are called metric type 11
bursts because they are typically observed at meter wavelengths (for a re-
view, see [4, 58]; see also Gopalswamy, this volume). Using a suitable coronal

A. Warmuth: Large-scale Waves and Shocks in the Solar Corona, Lect. Notes Phys. 725,
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electron density model (e.g. [61, 72]), one can calculate the speed of the type
IT source, which typically lies around 1000 km s—*

Large-scale propagating disturbances were finally directly imaged in 1960
using He filtergrams [3, 65, 66]. These disturbances, which have since be-
come known as Moreton waves or flare waves, appear as arc-shaped fronts
propagating away from flaring active regions (ARs) at speeds of the order of
1000 km s—'. The fronts are seen in emission in the center and in the blue
wing of the Ha line, whereas in the red wing they appear in absorption. This
is interpreted as a depression of the chromosphere by an invisible agent [67]. It
was also shown that these waves can indeed cause the activation or “winking”
of filaments [80].

Uchida [99] developed the theory that Moreton waves are just the “ground
track” of a flare-produced fast-mode MHD wavefront which is coronal in na-
ture and sweeps over the chromosphere (“sweeping-skirt hypothesis”). In nu-
merical simulations, Uchida ([100]; see also [101]) was able to show how the
waves become focused towards regions of low Alfvén velocity, producing wave-
fronts that agreed reasonably well with the observations. This model, also
known as the blast-wave scenario, can also explain the type Il bursts, which
are generated at locations where the wavefront steepens to a shock [102].
The association of Moreton waves and type Il bursts was also suggested by
observations (e.g. [39]).

Since the 1970s, the blast wave scenario has been contested by an alterna-
tive model which postulated that coronal shocks are driven by coronal mass
ejections (CMEs) acting as a piston (e.g. [17] and references therein). However,
this discussion was mainly focused on type II bursts and interplanetary shocks,
whereas comparatively little work was done on Moreton waves. This situation

‘XTQQ Y‘Q‘WDY‘QDF] ITI 1007 ‘thﬂﬂ (T]ﬂ]’\ﬂ]]‘f T\Tﬂﬂﬂ“ﬂf]ﬂ(f ‘ITQ‘ID_]]L’{Z\ Fﬂ9f1]TDQ ‘ITC\'I"D AQ_
LU VOLOUU 111 L oo YW Lisaa maleQuiay el V@ Quiias WO VLTLINL dv v wo Yl O

tected in the low corona [92] with the Extreme Ultraviolet Imaging Telescope
(EIT) aboard the Solar and Heliospheric Observatory (SOHQ) spacecraft.
Since then, wave features have been discovered in several additional spectral
ranges. Whether all these signatures are created by the same mechanism is
currently intensively debated.

Figure 1 illustrates the different coronal disturbances that can be gener-
ated by a solar eruption within the framework of the magnetic reconnection
scenario. Reconnection occurs in the diffusion region (DR) below an erupting
flux rope (which in this case contains an eruptive prominence — EP). Two pairs
of slow-mode standing shocks (SMSS) expand outward from DR, bounding
the hot outflowing jets. If the downflow jet is supermagnetosonic a fast-mode
standing shock (FMSS; see [6]) is formed above the postflare loops (PFL).

In addition to these standing shocks, propagating waves and/or shocks
may be launched. As the erupting flux rope develops into a CME, it can
drive a shock provided it is fast enough. This type of shock can reach the
outer corona and the heliosphere. The coronal shocks which produce metric
type II bursts, on the other hand, may either be launched by the CME or by
the flare. At last, there are the large-scale coronal waves which are observed
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Fig. 1. Schematic representation of the coronal disturbances caused by a solar
eruption. For details see main text (adapted from [6])

propagating along the solar surface. They are possibly connected with coronal
shocks (indicated by the dashed curve), but it is still far from clear exactly in
which manner the different phenomena are related.

In this review, | will focus on the last phenomenon mentioned: the large-
scale, globally propagating coronal waves (also known as “coronal transient
waves” or “coronal Moreton waves” ). The basic physics relevant to these phe-
nomena is briefly discussed in Sect. 2. The different observational signatures
of the waves are summarized in Sect. 3, while their relation to metric type
IT bursts 1s discussed in Sect. 4. Possible physical interpretations of coronal
waves are examined in Sect. 5. Potential generation mechanisms of coronal
waves are discussed in Sect. 6, and the relevance of coronal waves to other

areas of solar physics is reviewed in Sect. 7. The conclusions are given in
Sect. 8.

2 The Physics of MHD Waves and Shocks

The solar corona is characterized by a magnetized plasma, which means that
disturbances of the medium cannot be treated as purely hydrodynamic. In-
stead, we have to consider MHD waves and shocks. There are three charac-
teristic MHD wave modes: Alfvén, fast-mode and slow-mode waves. In the
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case of Alfvén waves, the magnetic tension acts as the restoring force (“shear
Alfvén waves”). These waves propagate with v = vacosfp, where 0p is the
inclination between the wave vector and the magnetic field, v4 the Alfvén

speed
b

va Véadrpmgn ’

where B is the magnetic field strength, it the mean molecular weight (taken
as fi = 0.6 according to [79]), m, the proton mass, and n the total particle
number density.

(1)

For fast- and slow-mode waves, both the magnetic and the gas pressure
act as restoring forces (“hybrid waves” ). Their speed is
1 2 2 2 2332 2 .2 2 1/2
Ufm/sm:(§ vy top 4/ (v +c2)? —dvicicos?Op )77, (2)

where ¢, is the sound speed. The plus sign gives the fast-mode speed vy,
while using the minus sign yields the slow-mode speed vy, . Another important
characteristic speed is the magnetosonic speed

Ums = (03 +¢5)? (3)

which is the fast-mode speed for g — 90°. For an arbitrary inclination to-
wards B, v, gives an upper limit for v¢,,, while v4 or c;, whichever is
greater, is the lower limit (for 85 = 0°). In many cases v,,; is used instead of
Upm because Op Is not known. In the particular case of coronal waves, this 1s
reasonable since they propagate along the solar surface where the magnetic
field is predominantly radial.

An important parameter with regard to the propagation of MHD waves
and shocks is the ratio of the magnetic pressure to the gas pressure, the so-

called plasma beta
8mnkpT 603
Bz 5 @)

Bp =

where kp is the Boltzmann constant and an adiabatic exponent of v = 5/3
has been assumed. In most parts of the corona, 3, < 1, which implies also
v4 3> c¢g. In that case, v;s = v4 can be assumed (i.e., the fast-mode wave has
reduced to a compressional Alfvén wave).

So far we have discussed linear waves, which result for linear governing
equations. This is an approximation since the basic MHD equations are in-
herently nonlinear. If a compressive MHD wave has a large amplitude, the
nonlinear terms become important and lead to a steepening of the wave’s
profile. This can be visualized in the following manner: the crest of the wave
moves faster than the characteristic velocity of the ambient medium because
this speed is locally increased due to the compression. At the same time the
leading and trailing edge of the wave still propagate with the ambient char-
acteristic velocity. As a result the wave steepens as shown in Fig. 2. Such



Large-scale Waves and Shocks in the Solar Corona 111

p pressure pulse/ simple wave shock
linear wave

X

Fig. 2. Schematic of a freely propagating pressure disturbanee in the solar corona
(pressure p is shown as a function of distance x). An initial pressure pulse (left)
propagates through the corona as a large-amplitude simple wave (middle). The per-
turbation profile steepens because the wave crest propagates faster than at the lead-
ing or trailing edge (indicated by arrows). The steepening may lead to the formation
of a shock (right)

nonlinear large-amplitude waves are called simple waves [, 54]. In the con-
text of this review, we will focus on fast-mode simple waves [59].

Another possibility of a disturbance moving faster than the characteris-
tic velocity of the medium is a shock wave. Both fast-mode and slow-mode
nonlinear MHD waves can form shocks. A shock is a discontinuity at which
the so-called Rankine-Hugoniot or jump conditions have to be fulfilled (see
e.g. [79]). Fast-mode and slow-mode shocks are compressive — the downstream
density is higher than the upstream one (pg > p,, ). For fast shocks, the down-
stream magnetic field component parallel to the shock surface increases as
compared to the upstream one (Bg > B, ), while the converse is true for slow-
mode shocks (Bg < B,). Shock speeds can be given in terms of their Mach
number, i.e. the Alfvénic Mach number My = vgp00x/v4 OF the magnetosonic
Mach number M,,s = Ushock/tms (note that this nomenclature can also be
used for simple waves).

Shocks can also be classified with regard to how they are generated. There
are two main types: freely propagating shocks (also called blast-type) and
driven shocks. Freely propagaling shocks start as a large-amplitude distur-
bance of the medium, which propagates as a non-linear simple wave. The per-
turbation profile steepens until finally a discontinuity is formed (e.g. [106]) —
a shock has been generated (see Fig. 2). As the shock propagates, its am-
plitude will drop due to geometric expansion, dissipation and the widening
of the perturbation profile (the shocked edge moves faster than the trailing
one). Ultimately, the shock will decay to an ordinary (i.e. small-amplitude)
wave.

In contrast to the blast-type shocks, driven shocks are constantly supplied
with energy by a driver or piston. There are two subtypes of driven shocks (see
Fig. 3) that are often confused. In the true piston shock scenario, the medium
is confined and cannot stream around the piston. In this geometry, the shock
can move faster than the piston, and indeed a shock will be generated even
if the piston moves slower than the characteristic speed of the medium. A
spherical explosion is another example for such a scenario. In contrast to
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Fig. 3. Schematic of a piston-driven shock (left) and a bow shock (right)

that, a bow shock will form when the medium can stream around and behind
the piston. In this case, the shock moves at the same speed as the piston.
Moreover, a shock will only form if the piston is faster than the characteristic
speed. The best example for this type of shock is the bow shock ahead of
Earth’s magnetosphere (see Burgess, this volume).

3 Signatures of Coronal Waves

We will now discuss the various observational signatures of coronal waves and
their basic characteristics. Unless stated otherwise, the results given in this
section are taken from [118].

3.1 Ha (Moreton Waves)

Moreton waves remain the best-studied signature of coronal waves because
they have been observed for a long time (e.g. [66]) and because Ha data
typically have a much higher time cadence than actual coronal images. A
Moreton wave appears as an arc-like front (with an angular width of #100°)
at some distance from a flaring AR (/2 100 Mm from the center of the flare).
The leading edges of the earliest wavefronts agree very closely with a circular
curvature. The front is bright in the line center and in the blue wing of Ha,
while it is dark in the red wing. This is interpreted as a depression of the
chromosphere by an invisible agent [67]. In the line wings one also sees a
fainter front following the first one, where the signature of the intensity change
in the wings is reversed as compared to the first front (thus dark in the blue
wing and bright in the red wing). This front corresponds to the relaxation
of the compressed chromosphere which expands upwards again. The velocity
amplitude of the downward swing is some 6-10 kms™—! [91].

The Doppler shift strongly suggests that the Moreton wave appears only
as a reaction to something pressing down from the corona and not due to a
wave actually propagating in the chromosphere. This idea is supported by the
observed speeds of Moreton waves: for a sample of 15 waves [88] have derived a
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mean speed of (vp,) — 660 kms—', and some Moreton waves reportedly have
speeds above 1000 kms— 1. However, in the chromosphere the characteristic
velocities (e.g. sound speed ¢, and Alfvén speed v4) are of the order of tens
of kms . If Moreton waves were actually propagating in the chromosphere,
they would have Mach numbers in excess of 10. Consequently they would
suffer strong dissipation and would never propagate over larger distances.

As a Moreton wave moves away from the flare, it becomes increasingly
fainter, diffuse and irregular, until its propagation can no longer be tracked.
This is the case at distances of == 300 Mm from the flare. An example of the
typical evolution is shown in Fig. 4. The signs of decay are also present in the
line wings. At the same time, the thickness of the wavefronts becomes larger.
All this suggests that the coronal influence to which the chromosphere reacts
becomes weaker and less coherent.

A new finding was that Moreton waves are not moving at a constant
speed but decelerating [117]. With a sample of 12 events, [118] found an
initial Moreton wave speed of (1) = 845 + 162 kms ! (determined from the
first wavefront pairs), but an average velocity (obtained from a linear fit) of
(7) = 643 £ 179 kims ™!, which agrees closely with the results of [88]. Evidently,
Smith & Harvey were using linear fits and did not detect the deceleration.
The kinematics of Moreton waves is thus better represented by a 2"¢ degree
polynomial fit. The mean deceleration obtained with this fit, averaged over
the 12 waves, is (@) = —1495 4+ 1262 ms . The waves do not display a
constant deceleration, instead, the deceleration tends to become weaker with
increasing time and distance. For example, if only the first three fronts are used
to derive the polynomial fits, then the mean of all decelerations is significantly
larger at {a) = —2460 ms 2. Thus a power-law fit of the kinematical curves
might be even more appropriate. The corresponding power-law index is {(§) =
0.62 £ 0.22.

Moreton waves avoid strong concentrations of magnetic fields, such as ARs.
This behavior could be reproduced by the coronal blast wave model of [100],
who showed that a coronal fast-mode wave 1s refracted away from regions of

high » 4, 1.e. high magnetic field strength.

Fig. 4. Evolution of the Moreton wave of 1998 May 2 as shown by Ha (a, b, d, e;
observed at Kanzelhthe Solar Observatory) and EIT 195 A (c) difference images.
The wavefronts are indicated by arrows (from [118])
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3.2 Extreme Ultraviolet (EIT Waves)

The Extreme Ultraviolet Imaging Telescope (EIT; see [19]) aboard the Solar
and Heliospheric Observatory (SOHO) spacecraft has observed globally prop-
agating wave-like disturbances in the corona since 1997 [92, 93]. These so-
called EIT waves show a wide range of morphological patterns (cf. [19]).
Usually they are observed as diffuse and irregular arcs of increased coronal
emission in the 195 A channel of EIT (centered on the Fe XII line, which cor-
responds to a plasma temperature of =2 1.5 MK). Figure 5 shows an example
of a strong globally propagating EI'T wave.

Limb observations of EI'T waves clearly show that they can extend over
a significant height range in the low corona, say #2100 Mm. Sometimes EIT
waves can be followed across the whole solar disk, which means that they can
be tracked to much larger distances than Moreton waves. Note that waves in
the EUV have also been observed by the TRACE satellite ([124]: see |35, for
a description of the instrument).

EIT waves expand away from the site of AR transients (flares, CMEs) at
speeds of a few 100 km s~ 1. This seems to be at odds with the interpretation of
EIT waves as the coronal counterpart of Moreton waves, which are on average
23 times faster. On the other hand, EIT waves also avoid concentrations of
magnetic fields, but they may trigger transverse oscillations of AR loops [124]
and filaments |75].

EIT waves are a relatively frequent phenomenon: from 1997 March to
1998 June 173 EIT waves were observed [12]. For comparison, Moreton waves
occur roughly an order of magnitude less frequently. Interestingly, about 7%
of the events in this big sample display sharp and bright wavefronts somewhat
reminiscent of Moreton waves (e.g. [94]) — the so-called “brow waves” [31] or
“S-waves” [12]. Such sharp wavefronts are only observed comparatively close
to the source AR, and for or several S-waves (cf. Fig. 4) it was shown that they
coincide spatially with Moreton waves observed at the same time [47, 118].

This would imply that at least S-waves are the long-sought coronal coun-
terpart to Moreton waves, but what about the more common diffuse EIT
waves? Most events showing S-waves also display diffuse fronts at a later

EIF 195 A — 1997 Bpr 7 — 181238 U0 EIT V95 & — 1997 Bpr T — 12:37:50 0
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Fig. 5. SOHO/EIT 195 A running difference images showing the globally propa-
gating EIT wave of 1997 April 7
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stage, which would be consistent with the idea of a decaying perturbation
(see Sect. 3.1). Warmuth et al. [117] have shown that both the sharp and
the diffuse EIT wavefronts can be produced by the same disturbance that
creates the Moreton waves provided that this disturbance is decelerating (see
the distance-time diagram in Fig. 6). The Moreton wave can only be observed
relatively near to the source AR where it is still fast. In contrast, the low
image cadence of EIT (7215 min) combined with the fact that the waves can
be traced to large distances in the EUV means that EIT samples the coronal
disturbances when they have already propagated farther away and have thus
already decelerated. In this scenario, EI'T waves must have a lower average
speed than Moreton waves. In a systematic study it could be shown that in
eight Moreton/EIT wave events this deceleration scenario fits the observations
[118]. Other authors (e.g. [23, 75]) have presented events where it is claimed
that the two phenomena are distinct. It seems that observations with a higher
temporal cadence than EIT will be required in order to positively resolve this
issue. Note however that at least deceleration seems to be a characteristic of
coronal waves in general, since there are also decelerating EI'T waves without
associated Moreton waves.
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Fig. 6. The combined kinematics of the Moreton (diamends) and EIT wavefronts
(eereles) in the event of 1998 May 2. The main plot shows distance 7 versus time ¢. In
the upper inset an enlarged part of the graph shows the close association of the Ha
and EIT fronts. Error bars are included for the EIT times. 2"¢ degree polynomial
(thick line) and power-law (thin line) fits are shown. The lower inset shows the
velocities of the Moreton wave and the EIT wave. The thick line is a fit through
the Ha ©(t) points, the thin line is the derivative of »(t) shown in the main graph
(after [117])
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Many EIT waves are associated with coronal dimming which means a
decrease of EUV emission in certain locations in the corona (e.g. [30, 46]). The
dimming areas are rather inhomogeneous and can be quite complex. It is now
accepted that coronal dimming is usually a result of a mass loss of emitting
material, and not primarily due to a temperature change (e.g. |36, 38, 126]). As
dimming is generally associated with CMEs, which are in turn often associated
with EIT waves, it is well possible that the dimming in wave events is due to
an associated CME [129] and not due to the waves themselves.

3.3 Soft X-rays

The observation of coronal waves in the EUV with SOHO /EIT came as a
surprise since the Soft X-ray Telescope (SX'T; see [97|) aboard Yohkoh had not
observed such phenomena. This can be explained by the observation scheme
used by SXT: a flare triggers a special observation mode which minimizes the
field of view and the exposure time. These are not favorable conditions for
the detection of coronal waves (for details, see [41]).

SXT has finally managed to observe a few coronal waves (see Fig. 7 for an
example). Like EIT waves the disturbances observed with SXT show up as
fronts of increased coronal emission. Morphologically, they are more homoge-
neous and generally “sharper” than EI'T" waves, and in this respect they more
closely resemble Moreton waves. This is due to the fact that they are observed
close to the source, whereas EI'T waves are typically observed only farther out
where the disturbance has already weakened and started to disintegrate.

Using a filter-ratio technique, [70] estimated a magnetosonic Mach number
of 1.1-1.3 for a SXT wave under the assumption that il is a fast-mode MHD
wave. For another SXT wave, [11] derived a comparable Mach number, an
electron temperature in the range of 2 MK and an emission measure of
5x10% em~°. An interesting feature of this event was that the wave was
seen propagating along the solar limb: it reached a height of up to 22100 Min
and became increasingly tilted towards the solar surface. This is consistent
with refraction in a coronal model with # 4 increasing with height [62, 99, 120].

Fig. 7. The SXT wave of 1997 November 3 (b, d). The black features in the SXT
images are artifacts of saturation. Additionally, the associated Moreton (a) and EIT
wavefronts (¢) are shown (from [118])
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Since SX'T waves are observed relatively close to the source AR, theyv can
be compared to Moreton waves. In all SXT wave events that also had Ha
coverage, corresponding Moreton wavefronts were observed (see Fig. 7). It
was found that the wavefronts in both wavelength ranges are consistent with
a common disturbance |47, 70]. Thus the waves seen in the SXR are really
the coronal counterpart to Moreton waves.

Recently, Warmuth et al. |121] have observed global coronal waves with
the Solar X-Ray Imager (SXI; see [10, 77]) aboard the GOES-12 satellite.
Thanks to its cadence (24 min) SXI provides a link between the Moreton
waves observed close to the AR and the remote EIT fronts. For six events,
it could be shown that the wave features seen with SXI are decelerating and
agree both with the Ha as well as with the EIT fronts (see Fig. 8 for an
example). This is consistent with a single physical disturbance creating all
wave sighatures.

3.4 Helium1

The Helium I line at 10830 A (He ) is formed in a complicated manner (cf. [1]),
with influences from the corona, transition region, and chromosphere. Simply
put, absorption in the Helium 1 line increases with increasing UV and EUV
flux from the corona and/or with an increase of collisional processes (due to
a rise in temperature or density) in the transition region.

Wave signatures were detected in Hel [25, 26, 111] with the CHIP in-
strument [56] at Mauna Loa Solar Observatory. These Hel waves are seen in
increased absorption. They are more diffuse and thicker than Moreton waves,
and have a patchy structure that corresponds with the photospheric magnetic
field and the chromospheric network (see Fig. 9 for an example). Some regions
behind the Hel front show a brightening which coincides with the locations of
coronal dimming in cotemporal EIT images [111] observed behind EIT waves.

OPEN 2003 Moy 3 09:58:17

¥ {ercaees)

Fig. 8, The propagation of the corocnal wave of 2003 November 3 as shown by
SXI/OPEN (left, right) and EIT 195 A (middle) running difference images. The
wave is indicated by arrows. Note that the morphology of the wavefront is similar in
SXR and EUV. The inclined linear feature in the SXI images is due to overexposure
from the flare (from [121])
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Fig. 9. The Hel wave of 1998 August 24 in difference images (indicated by arrows).
Note its patchy appearance. The flare is seen at the top of the images (from [111])

This weakening of absorption in Hel is probably due to a reduction of EUV
irradiation or heat flux from the corona.

Despite their rather different morphology, Hel waves are nevertheless
cospatial with both Moreton waves and EIT waves [26, 111]. HeI waves also
show deceleration, and since they are observed both close to the source AR
as well as at larger distances (the temporal cadence is 3 min), they can be re-
garded as another “missing link” between Moreton and EIT waves (the other
one being SXR observations with GOES/SXI). Indeed it could be shown for
one event that Moreton, EI'l" and Hel wavefronts are consistent with a single
decelerating disturbance [111]. Note that despite following similar curves, the
Hel waves seem to lead the other features by ~~ 30 Mm. An analysis of the
Hel profiles has revealed that they actually have a two-step shape: a shallow
perturbation segment ahead of the corresponding Ho front (forerunner), and
a main perturbation dip which is cospatial with Ha perturbation.

The waves are also visible in Hel velocity data (derived from wing obser-
vations), where their behavior is consistent with the downward-upward swing
usually observed in Moreton waves [27]. Interestingly, two events were charac-
terized by more than one wave — in one of them, five consecutive waves were
observed over a period of less than half an hour |27|. This is puzzling since
no such behavior was observed in other wavelength ranges. Either these were
very special events or Hel i1s more sensitive to wave signatures than other
spectral regimes. The authors suggest that the multiplicity of wavefronts may
point. to more than one generation mechanism in these events, such as flares

and CMEs (see Sect. 6).

3.5 Radio: Microwaves and Metric Regime

The Nobeyama radioheliograph |68] observes the Sun at 17 and 34 GHz (mi-
crowave regime). Aurass et al. |7] first reported a radio feature moving in the
same direction as an EIT wave. Warmuth et al. [118] found three events where
actual wavefronts were visible at 17 GHz. These fronts, seen as an increase in
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Fig. 10. The coronal wave of 1998 August 8 as shown by 17 GHz difference images
(b—e). Image (a) is a pre-event direct radioheliogram showing the flaring active
region and the undisturbed chromosphere (from [118])

microwave emission (see Fig. 10), are cospatial with the associated Moreton
wavefronts and are also morphologically similar.

White & Thompson [122] have conducted a detailed study of one of these
events. They conclude that the bright wavefronts seem to be more consis-
tent with optically thin thermal free-free emission from the corona than with
optically thick chromospheric emission. The observed radio brightness tem-
peratures are consistent with the fluxes of the associated EIT wave if the tem-
perature of the emitting gas is not at the peak formation temperature of the
Fe XI1 195 A line or if the abundances are closer to photospheric than to coro-
nal values. The radio brightness temperature declines as the wave propagates,
which is consistent with the idea of a disturbance decreasing in amplitude.

Recently Vrsnak et al. [115] have discovered wave signatures also in the
metric regime (at frequencies between 151 and 327 MHz). With the Nancay
radioheliograph [45] they observed a broadband radio source that was mov-
ing colaterally with an Ha/ EIT wave. The radio emission is interpreted as
optically thin gyrosynchrotron emission excited by the passage of the coronal
fast-mode shock.

4 Association with Type Il Radio Bursts

Coronal waves which have a large amplitude or which are shocked are poten-
tial accelerators of particles. Nonthermal electrons generated in this manner
can excite Langmuir turbulence which is subsequently converted to electro-
magnetic radiation (see [64]). Thus, coronal waves could be sources of type
Il bursts. Indeed there is observational evidence for this scenario. Smith &
Harvey [88] reported that < 50% of Moreton waves were associated with type
Il bursts, and the comparison of timing and velocities in individual events
also suggested a close association between the two phenomena |39, 43].
Recently Warmuth et al. [119] have shown that probably all Moreton
waves are accompanied by metric type Il bursts. The type II bursts in the
wave events are =2 H0% faster and originate lower than an average sample of
bursts (for typical type II burst characteristics, see e.g. [16, 60, 81|. This means
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Fig. 11. Left: Metric type [1 burst associated with a Moreton wave on 1997 Novem-
ber 3 as observed by the Potsdam-Tremsdorf radiospectrograph (see [57]). Right:
Hea image (Kanzelhéhe Solar Observatory) showing a Moreton wavefront with 30%,
60% and 90% contour levels from a cotemporal Nangay radicheliogram. The type [1
burst source is cospatial with the Moreton front (from [47])

that they are particularly energetic events. Moreover, close correlations be-
tween Moreton and type Il kinematics and timing were found, which strongly
suggests that Moreton waves and type Il bursts are signatures of the same dis-
turbance. This is supported by observations with the Nangay radioheliograph
which have shown for two events that the type Il burst sources are closely
associated with the Moreton wavefronts |17, 78|. One of these examples is
shown in Fig. 11.

In four events, [119] measured the band-splitting of the type Il emission
lanes. Assuming that the band-splitting is due to emission from ahead and
behind of the density jump at the coronal shock (e.g. [111]), an Alfvénic Mach
number of M 4 Az 2 was calculated. Note that this is somewhat higher than the
values derived from SXT observations of coronal waves (see Sect. 3.3). It is
however consistent with the inferred Mach numbers of the associated Moreton
waves [120].

Klassen et al. |49| found that 90% of metric type II bursts are associated
with EI'T waves. However, the converse is not true: only 21% of EIT waves
are accompanied by type Il bursts [12]. This suggests that EIT waves are not
necessarily associated with coronal shocks, which stands in contrast to the
events that do show Moreton wave signatures.

5 The Physical Nature of Coronal Waves

5.1 The MHD Wave/Shock Scenario

We will first discuss the physical nature of the wave events associated with
clear chromospheric signatures of Moreton waves because we have a maximum
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of observational information for these events. In Sect. 3 we have already shown
that the waves observed in the different spectral ranges are closely related:
Moreton waves are cospatial with sharp EIT waves, SXT and SXI waves, Hel
waves and waves seen in 17 GHz as well as in metric radioheliograms. Deceler-
ation seems to be a general property of the physical disturbance causing these
signatures, which means that also the more remote diffuse EI'T waves can be
generated by the same perturbation. This is supported by SXI and Hel data
which bridge the gap between Moreton and BT wave observations.

The morphology of the signatures (e.g. the fact that they are consisting
of enhancements of pre-existing structures) suggests that the common agent
is a wave and not, for example, a bulk mass motion like a flare spray. This
is strongly supported by the nearly perfect circular curvature of the leading
edges of Moreton wavefronts close to their source point [118]. The observed
down-up swing of the chromosphere observed in Ha and HeT further implies
that the impact of a coronal wave leads to the creation of Moreton and Hel
wave signatures.

Coronal waves are observed over a considerable temperature range (EUV
to SXR) and must therefore be compressive, which is independently shown
by the microwave data which are sensitive to density enhancements rather
than to temperature changes. The waves travel along the solar surface, and
since the magnetic field is oriented radially in the quiet Sun, they propa-
gate perpendicularly to the magnetic field. In addition, they are faster than
the coronal sound speed (e.g. [62]). These facts suggest that the waves are
fast-mode MHD waves (slow-mode waves cannot propagate perpendicular to
the magnetic field), and since 6 ~ 90° we can treat them as magnetosonic
waves.

Tt dhpuld he o digturhances tend to decelerate to com-
il snoulid pe e alsturbances tend Lo deceicrale 1o COor
S

parable speeds at larger distances, e.g. the mean EIT wave speed given by
[118] is {grr) = 311 £ 84 kms~! while a different sample in [121] yielded
{vprr) = 320 £ 120 kms~!. This implies that in the late phase of the events,
the velocities do not reflect the properties connected to an individual event
(e.g. the speed of ejected matter in an eruptive scenario), but rather the con-
ditions of the ambient medium (i.e. the magnetosonic speed). This supports
the notion that the disturbances are MHD waves.

The magnetosonic speed in the quiet low corona, as given by several au-
thors, is in the range of ~2200-600 kms~! [70, 116, 125]. This is consistent
with typical EI'T wave velocities, but the initial speeds of coronal waves are
significantly higher, on the order of 1000 kms~!. This means that at least
initially the waves must be shocked, with magnetosonic Mach numbers of
up to My,s ~ 2-3, as shown for two events in Fig. 12 [120]. Note that also
large-amplitude simple waves [59, 106] can move faster than the characteristic
speed of the medium. However, a coronal wave can maintain a Mach number
of greater than unity over a considerable distance range which means that
also its leading edge has to move faster than the characteristic speed. This is
only possible for a shock.
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Fig. 12. Comparison of the magnetosonic speed vy, as a function of distance s from
the source AR (derived from the measured photospheric magnetic field strength)
with measured wave speeds for the events of 1997 November 4 and 1998 May 2. The
solid and dotted lines ave the v,,.(s) derived for a coronal magnetic field strength of
1/3 and 1/2 times the photospheric value, respectively. Asterisks denote Ha Moreton
wave speeds, diamonds represent EI'T wave speeds (after [120])

The shock scenario is supported by the basic characteristics of the waves
(deceleration, perturbation broadening and weakening), which are consistent
with a shock formed from a large-amplitude simple MHD wave. The simple
MHD wave needs time to steepen into a shock which explains both the faci
that coronal waves are never observed in the immediate vicinity of their source
location. Eventually the shock decays to a linear (i.e. small-amplitude) fast-
mode wave (cf. Sect. 2).

An independent, confirmation of the shock scenario comes from Yohkoh/
SXT observations of coronal waves. Using filter ratio methods, Narukage et
al. [70] and Hudson et al. [41] have shown that the intensities of coronal waves
are consistent with fast-mode shocks. Furthermore, it seems that all Moreton
waves are accompanied by metric type II burst, another evidence for a coronal
shock. Correlations between the kinematics and timing of Moreton waves and
radio bursts, as well as direct comparisons of the locations of wavefronts and
burst sources, suggests that coronal waves and type Il bursts can be attributed
to the same coronal shock.

Figure 13 shows how the different observational signatures are created in
this scenario. The curves below the main graph show idealized intensity pro-
files of the waves seen in Ha line center and Hel (upper plot), the Doppler
velocity profile (middle) and the profiles in the wings of Ha (lowermost plot).
The variable r denotes the distance from the origin of the wave. Since the
coronal magnetosonic speed increases with height in the low corona [62], the
shock front is slightly inclined to the magnetic field lines. This is actually ob-
served in limb events [11] and reproduced by numerical simulations [125]. The
tilting is also consistent with the “premature” filament activation reported
by Eto et al. [23]. The filament (F' in Fig. 13) is located higher up in the
corona, and is thus activated before the lower parts of the shock have actually
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Fig. 13. Schematic presentation of the fast-mode MHD shock passage through the
corona (C') and its signatures in the transition region { TH) and chromosphere { Ch).
For details see main text (from [119])

reached it. On the disk, the visible EI'T' wavefront coincides with the lower
part of the shock, since the largest fraction of the observed emission is gener-
ated there, and the comparatively tenuous upper parts of the wavefront are
only observable in limb events.

The downstream coronal plasma is compressed and heated by the shock,
creating the wavefronts seen in EUV and SXR. The chromospheric plasma is
pushed down by the pressure increase at the coronal base (at » = 2), which is
observed as the Moreton wave in both Ha line center and wings, Should com-
pressive heating also be taking place in the chromosphere, this would show up
as optically thick microwave emission. Alternatively, the compression of the
coronal plasma may generate wavefronts in the microwave regime via opti-
cally thin free-free emission [122]. After being pushed down the chromosphere
relaxes, creating the trailing wavefronts seen in the wings of Ha (r = 3).

The pressure jump at and behind the shock causes an increase in density
and temperature in the transition region as well. The enhancement of colli-
sional processes could create the main perturbation segment in Hel (r = 2 in
Fig. 13). The Hel forerunner (r = 1) indicates that processes are influencing
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the Hel absorption already before the shock arrival. The observation that the
Hel absorption is particularly increased in discrete patches associated with
magnetic field concentrations (p) suggests that some agent is propagating
down from the higher parts of the shock along the field lines. This could be
due to thermal conduction from the shocked coronal plasma or due to elec-
trons accelerated at the quasi-perpendicular segment of the shock (wavy arrow
in Fig. 13; see [111]) where also the type Il burst source is located (/7). An
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plasma.

The presented model integrates all observational signatures of coronal
waves. However, thus far we have only focused on the relatively few events
that are associated with both prominent Moreton waves and metric type 11
bursts. After all, EIT waves have a frequency of occurrence that is about one
order of magnitude larger than that of Moreton waves, and only 21% of EIT
waves are associated with type IT bursts [12].

[t may be that in most coronal waves the perturbation is weaker than in the
events we have considered. If the wave does not steepen to large amplitudes, or
to a shock, no electrons will be accelerated, and consequently no type 1l burst
will be observed. At the same time, a comparatively weak coronal wave will
have difficulty perturbing the more inert chromosphere, and no or only weak
Moreton wave signatures will be observed. Filaments and coronal loops, on
the other hand, appear to be more susceptible towards the impact of coronal
waves since they are often excited to oscillate without direct observations of
coronal waves [42, 88|.

5.2 Alternative Scenarios: Magnetic Reconfiguration

There are of course alternatives to the MHD wave/shock scenario presented
above, which are particularly attractive for the weak events (i.e. events with-
out Ha signatures and type II bursts) discussed at the end of the previous
section. Inconsistencies between the wave interpretation and EIT observations
have first been pointed out by Delannée & Aulanier [20], who noted that in
some EI'T wave events parts of bright fronts can remain stationary for a pro-
longed time. Moreover they noted that the bright fronts are followed by an ex-
panding area of coronal dimming. These findings led Delannée & Aulanier [20]
to argue that EI'T waves are not MHD waves, but rather the consequence of
the reconfiguration of magnetic field lines during a CME lift-off.

In this scenario, the stationary bright fronts are due to the compression
of the plasma near the footpoints of opening magnetic field lines located
close to the separatrix. Dependent on the magnetic topology, such a front
might also be propagating as the field opens up further and further from the
CME launch site. Such a propagation can be halted when the bright front
encounters regions of more or less vertical fields, such as coronal holes or the
footpoints of large loops. This was also observed in several cases [21]. An-
other possibility is that the moving fronts are produced by the interaction of
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sheared expanding magnetic field lines with surrounding field lines that are
nearly potential [21|. This interaction could produce local electric currents,
leading to heating that could account for the emission increase in the bright
fronts.

Another implication of this scenario is that due to the expansion of the
magnetic field lines behind the bright fronts the local plasma density is de-
creased, which can account for the coronal dimming. Lastly, the faclt thal
CME eruptions often involve large-scale structures such as transequatorial in-
terconnecting loops (TILs) accounts for the observation that many EIT waves
are propagating anisotropically, in contrast to such textbook events like the
1997 May 12 event reported by Thompson et al. [92].

In order to obtain more quantitative results (i.e. with respect to propaga-
tion velocities), Chen et al. [14] made a numerical simulation of an erupting
flux rope and looked for CME-induced wave phenomena. They found that the
erupting flux rope drives a piston shock in front of it (see Fig. 14). While
the top of this CME-driven coronal shock generates the type Il radio burst,
its flanks extend down to the solar surface where they can produce Moreton
waves (at low altitudes, the shock may degenerate to a finite-amplitude MHD
wave). Simultaneously, behind the flanks of the shock a plasma density en-
hancement is propagating at a lower speed. This feature is due to successive
stretching or opening of closed field lines covering the erupting flux rope, and
based on its velocity it is interpreted as the EI'T wave, which is thus not actu-
ally a wave in the physical sense. Corresponding to the plasma enhancement
in the EI'T front, plasma gets evacuated in the inner region behind the front.
This can explain the dimming commonly observed behind EIT waves.

Chen et al. [15] have extended this model by considering a case where
two smaller ARs are placed on either side of the erupting flux rope. They
found that the density enhancement interpreted as the EIT front stops at
the boundary of active regions and coronal holes, which nicely reproduces the
behavior of stationary EIT fronts.
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Fig. 14. Evolution of the density (gray scale), magnetic field (solid lines), and
velocity (arrows) in the scenario by Chen et al. A piston-driven shock straddles the
erupting flux rope, with the flanks sweeping the solar surface and an expanding
dimming region lagging far behind (from [15])
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The Chen model could be considered as a hybrid between the wave/shock
scenario and Delannée’s proposal. It explains the velocity discrepancy be-
tween Moreton and EIT waves by invoking two physically distinct distur-
bances, and succeeds in reproducing many observational findings, i.e. that the
type 1l speed is correlated with the Moreton speed, but not with the EI'T wave
speed. However, it fails in a crucial point: in the well-studied events that have
prominent Moreton waves there is no observational evidence for two distinct

disturbances. On the contrary, observations linking Ha and EI'T observations
have clearly shown that a single decelerating disturbance is responsible for
both the fast Moreton and the slow EIT wave. Chen et al. [15] argue that in
those cases the EI'T fronts that are observed are actually the coronal Moreton
wave, whereas the predicted slower perturbation is below the observational
threshold. In fact, this would fully confirm the wave/shock scenario presented
in Sect. 5.1, with the addition of a slow trailing disturbance that seems to
be energetically insignificant in most events. In events without Moreton sig-
natures this slow disturbance would nicely reproduce some characteristics of
EIT waves (e.g. partly stationary fronts), but why would the perturbation
clearly show up in EIT only in those events and not also in the presumably
more energetic Moreton-associated events?

Leaving these questions aside, the observation of stationary bright fronts
and dimming is actually not in itself sufficient to rule out the wave/shock sce-
nario. In principle, also waves and shocks can trigger localized energy release
when they cross pre-existing coronal structures, leading to localized heat-
ing and a stationary emission enhancement (cf. [73]). This was possibly the
case for a coronal wave observed in the metric regime by Vrénak et al. [115].
When the wave passed enhanced coronal structures, the radio emission be-
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disturbance.

The wave/shock scenario does not claim to explain dimming, but it also
does not preclude the launch of a CME (which is indeed observed in many
events) which would lead to coronal dimming. The dimming could therefore
be connected to the CME and not to the wave itself. The observation that
the dimming area generally follows the wave may imply that the CME plays
an important role in launching or driving the wave. However, the association
between dimming and wavefronts is not always very close. For example, in
the event studied by Thompson et al. [94], the dimming area was located only
behind the eastern half of the bright front. This implies that wavefronts and
dimming need not necessarily be as tightly related as the magnetic reconfig-
uration scenario predicts, where the dimming should always follow the bright
fronts very closely.

It may well be that many EIT waves are not MHD waves but rather
signatures of a restructuring of coronal magnetic fields, e.g. in the frame-
work of an eruption (e.g. [24, 37]). In particular, this seems to be a fit-
ting scenario for EIT waves that have a very irregular shape or which are
very slow or show some kind of erratic propagation. The other extreme
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of the event spectrum — coronal waves that are associated with prominent
Ha signatures and metric type II bursts — shows quite different character-
istics that are better reproduced by the wave/shock scenario (Sect. 5.1).
In particular, it should be pointed out that all wave signatures in these
events are created by a common disturbance that is closely related with
the associated metric type Il burst. Since type Il bursts can only be gen-
erated by an MHD shock ( nd not by magnetic reconfiguration), this im-
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6 Causes of Coronal Waves

While a lot of progress has recently been made regarding the physical nature of
coronal waves, their actual causes remain elusive. The same is true for metric
type Il bursts. It is quite clear that a sudden disturbance has to be introduced
into the corona in order to launch large-scale waves or shocks, but there are
several candidates for the initial perturbation. Usually, a “flare-driven” and
a “CME-driven” scenario are discussed, but the situation is actually more
complex than this.

Historically, Moreton waves were first linked to solar flares (hence the
term flare waves) since they are always associated with them. It was noted
that the flares in Moreton events were characterized by an “explosive phase”
characterized by a sudden increase in brightness and a rapid expansion of the
flare borders during the impulsive phase (e.g. [3]). This led to the classical
pressure-pulse model where the rapidly expanding flaring volume (effectively
acting as a spherical piston; cf. Sect. 2) launches a freely propagating blast
wave \see 1101])

Alternatively, small-scale ejecta have been proposed as possible causes
of coronal waves and shocks. This is based on their speeds which can be
comparable to typical Moreton wave speeds (e.g. [108]), as well as on the
fact that they are often associated with coronal waves. Flare sprays, observed
in Ha, are present in many Moreton wave events [91, 130]. More recently,
additional types of flare ejecta have been observed with Yohkoh/SXT, such as
X-ray jets, plasmoids and erupting loops (e.g. [74, 87]). There is evidence for
the generation of metric type II bursts by rapidly expanding X-ray structures
|28, 32, 50, 51]. Since these bursts are closely associated with coronal waves,
the waves could possibly be launched in the same manner. Physically, such
an ejection would act as a temporary piston, generating an initially driven
shock. After the ejection stops or decelerates, the disturbance continues as a
freely propagating blast wave. Thus in the later stages, there is no difference
between the pressure-pulse and the ejection scenario.

The discovery of coronal mass ejections in the 1970s led to the “piston-
driven” theory of type II bursts (e.g. [17, 33, 89], and references therein). In
this scenario a CME acts as a piston creating a driven shock, which can result
in a type Il burst and/or in a coronal wave.
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With regard to the cause of type Il bursts, no consensus has yet been
reached. There is evidence that both flares and CMEs can create shocks (e.g.
[16, 86]), but it seems that the flare-generated disturbances usually cannot
penetrate to [P space, since most of those bursts cease at ~ 20 MHz [29].
This is probably due to a local maximum of the Alfvén speed in the higher
corona [63]). Therefore, most hectometric/kilometric type Il bursts seem to
be generated by CME-driven shocks (e.g. [13, 34]).

Let us consider the more bULllPllbthCd situation in the corona in more de-
tail. An excellent timing association of metric type Il bursts with the impulsive
phase was found (e.g. [48, 90, 105, 109]). Unfortunately this is actually an am-
biguous result since the CME acceleration phase is often synchronized with the
impulsive energy release of the associated flare (e.g. [113, 127, 128]). Another
approach is to look for correlations between various wave/shock characteris-
tics and the flare energy release or CME characteristics. A range of relatively
well defined correlations was found for flares (e.g. [76, 109, 110]). Analoguous
correlations with CME parameters are either absent or have a low statisti-
cal significance [82] unless long-wavelength bursts are also considered. Based
on these results, one might suppose that coronal type Il bursts are mainly
launched by flares. However, since there are type Il bursts that extend from
the metric regime up to hectometric-kilometric regime (Gopalswamy, this vol-
ume), a certain fraction of coronal shocks is probably created by CMEs.

If CMEs are able to create type Il bursts in the low corona, they may also
be responsible for (some) coronal waves. The most straightforward possibility
is that they drive coronal shocks which show up as wavefronts near the solar
surface. Another possibility is that they generate fronts that are not due to
MHD waves but rather the result of opening magnetic field lines (cf. the
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and type Il bursts are possibly generated in the latter manner, while the
“strong” wave events — with sharp circular Moreton wavefronts, possibly sharp
EIT and SXR fronts and type Il bursts — seem to be more consistent with
a real MHD wave/shock. A third possibility is that the launch of a CME
generates an initial pressure pulse which quickly becomes a freely propagating
blast wave, much in the same manner as in the flare and small-scale ejection
scenarios (e.g. [27]).

How can we distinguish between the different possibilities? An obvious
starting point would be to see which associated phenomena are present in
coronal wave events. Unfortunately, in the events with prominent Moreton
waves flares, small-scale ejecta and CMEs all seem to be present. For EIT
waves in general, several authors have used statistical arguments to show that
CMEs are a more important ingredient for the production of EIT waves than
flares are [12, 20]. At the other end of the event spectrum there are coronal
waves which are associated with neither of the potential causes (e.g. [121]).

Researchers are just now beginning to investigate the important issue
of the waves’ origin, but let us consider some preliminary results anyway.
One would expect that a wave caused by a CME, which is a large-scale
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phenomenon, does not originate from a “point source” such as a flare but
from a comparatively extended area. There are reports of flare-associated
CMUEs which originate from structures with comparatively small sizes, such
as the events reported by Neupert et al. ([71]; see also [5]). Still, the preexist-
ing AR loops which were identified as the source of the later CME loops had
dimensions of 100-250 Mm. The Moreton waves of Warmuth et al. [118] were
first observed ~2 100 Mm from the source point, where they had a nearly per-
fect circular curvature and were VEry D]ﬂalp It is difficult to 1mag1ne how an
extended source such as a CME, even such an initially “compact” CME, could
create such signatures. On the other hand, the source point of the waves gen-
erally seems to be displaced from the flare center, which is inconsistent with a
simple point-like explosion. One might speculate that strong magnetic fields
in the active region could provide a guiding of the wave until the outskirts of
the AR are reached, where the wave starts to spread out (Huygens’ principle).
Alternatively, fast-small scale ejecta such as flare sprays might account for the
offset.

Regarding the possibility of the CME directly driving a shock as a piston,
it should be pointed out that CMEs are accelerating in the low corona (e.g.
[127]), whereas coronal waves are decelerating. This rules out the possibility
that coronal waves are created by a shock driven by the leading edge of a
CME (unless the shock quickly becomes freely propagating in the low corona).
However, the flanks of a CME remain fixed during much of the later phase
of the eruption, which implies that they have to decelerate somewhere. This
means that they could in principle drive a shock that is consistent with the
observed wavefronts. This is an important issue for further work, since the
kinematical behavior of CME flanks is presently not well understood.
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ation mechanism. It is interesting to note, though, that Coronal waves that are
associated with Moreton waves and metric type Il bursts are always accom-
panied by impulsive flares and/or high-velocity small-scale ejecta. Whether
these phenomena constitute a necessary ingredient for the waves’ generation
remains to be determined. In these events the launch of the waves is closely
associated with the impulsive phase of the flares [41, 47, 121], just as it was
found for metric type II bursts. Again, the possibly close synchronization of
the CME acceleration phase with the impulsive phase of the flare does not
allow an unambiguous conclusion.

Many coronal disturbances are not associated with flares or type Il bursts,
and consequently the situation is much less ambiguous for those events. They
may be launched by CMEs or they may be consequences of a restructuring of
the coronal magnetic fields (cf. Sect. 5.2). It is also possible that more than
one process is working in a single event (cf. [27]).

To make further progress regarding the cause of coronal waves, multiwave-
length high-cadence observations of the launch of coronal waves, as well as of
the associated flares, small-scale ejecta and CMEs will be required. In addition
to radio observations and ground- as well as space-based coronagraphs the
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space missions TRACE [35] and RHESSI [55] are particularly important for
this task. TRACE provides high-cadence and high-resolution observations of
coronal processes such as ejections, and might be able to resolve the initiation
stage of a coronal wave. The hard X-ray observations of RHFESSI, on the other
hand, allow a detailed analysis of flare energetics.

Apart from being interesting in themselves and providing information on the
flare/CME process, coronal waves can be used to illuminate other aspects of
solar physics. In the following, three different “applications” are discussed.

7.1 Particle Acceleration

Coronal waves can have a large amplitude, which means that they are either
shocks or large-amplitude simple waves. Both kinds of disturbances are able
to accelerate particles, thus they may represent an additional source of solar
energetic particles (SEPs), which are commonly assumed to be generated at
CME-driven interplanetary shocks (for a review, see [81]). Since coronal waves
are globally propagating, they can provide an explanation for SEP events that
are associated with flares that have a large distance from the Earth-connected
magnetic field lines in the western hemisphere of the Sun.

Kocharov et al. [52] first reported the observation of a Moreton wave and an
associated SEP event. Based on timing arguments, they concluded that elec-

trons as well as protons are promptly accelerated at the Moreton-associated
shock. Torsti et al. [95, 96] claimed that the calculated proton release times
are close to the times when EIT waves reach the western limb. A large sample
of impulsive electron events was studied by Krucker et al. [53]. For 3/4 of the
events that were not related to the flare-associated type III bursts, EIT waves
were observed. Krucker et al. conclude (using timing and spatial arguments)
that at least some of the impulsive electron events are more likely related to
the propagating wave than to the flare itself.

Recently Vainio & Khan [103] have considered particle acceleration at
a refracting coronal shock, which means a scenario where the shock front
becomes tilted towards the solar surface due to the increase of v4 with height
in the low corona (cf. Fig. 13). They noted that in this geometry it is possible
that the observer at 1 AU is magnetically connected to the downstream region
of the shock (see Fig. 15). Diffusive shock acceleration then results in a power-
law spectrum of the accelerated ions — a result which is not naturally obtained
when the observer is connected to the upstream region of the shock (as it is
the case in the classical CME-driven bow shock scenario). Acceleration in such
refracting shocks may also provide a preacceleration mechanism for further
acceleration CME-driven shocks in large gradual SEP events.
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Fig. 15. Global shock geometry of a refracting coronal shock (from [103])

7.2 Coronal Loop Oscillations

The coronal magnetic field is highly elastic, and it is thus expected thal it can
be excited to oscillate (for theoretical considerations, see e.g. [83]). TRACE
has indeed observed oscillating coronal loops |2, 69, 85]. These loops oscillate
with periods of a few minutes and are damped after a few cycles. This be-
havior can be explained as a kink mode oscillation in which the loop is bodily
displaced while the footpoints remain fixed.

The oscillations appear to be excited by nearby flares and filament erup-
tions. Thus it is well possible that coronal waves launched by the flare/eruption
initiate the oscillations. Hudson & Warmuth [42] have supported this scenario
through a statistical analysis of 30 oscillation events. In particular, a compar-
atively high association with metric type II bursts (12 out of 30 events) was
found, and the timing of flare/oscillation/type Il burst is consistent with the
notion that the oscillations are excited by a blast wave associated with the
type LI burst. This scenario is further supported by the analogy with “winking
filaments” and at least one case where a coronal wave is directly observed to
excite a loop to oscillate [124].

7.3 Coronal Seismology

Coronal seismology (cf. [83]) is a relatively new diagnostic tool that uses the
observed properties of MHD waves and oscillations in order to determine phys-
ical parameters of the corona that are otherwise not observable, for example
the coronal magnetic field strength. Longitudinal compressive waves in polar
plumes [18] and coronal loops [10] and transverse coronal loop oscillations
(e.g. [69]) have been used in this manner.

Global properties of the quiet corona, on the other hand, can be derived
by studying the propagation of global coronal waves. Mann et al. [62, 63]
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have equated the mean EIT wave speed with the magnetosonic speed v,
in the quiet corona. A more detailed study has recently been conducted by
Warmuth & Mann [120], where values around 3 G were obtained for the
magnetic field strength in the quiet low corona. Ballai & Erdélyi [8] have used
the velocity attenuation of EIT waves to derive viscosity coefficients over an
order of magnitude higher than the classical value. Note that this approach is
only valid if the waves are not shocked and do not have a large amplitude.

8 Conclusions

There has been evidence for the presence of globally propagating, large-scale
waves and shocks in the solar corona since more than 50 years. Prompted
by spaceborne observations of the corona as well as by high-cadence ground
based observations of the chromosphere the recent years have seen a dra-
matic expansion of our knowledge of these phenomena. Particularly, a large
number of global wavelike disturbances has been observed by the SOHO /EIT
instrument (“EIT waves”). Starting from Ha observations of chromospheric
Moreton waves, corresponding wave signatures have been found in the near-IR
Helium I line, in the EUV and SXR regime, as well as in radioheliograms. The
various signatures all follow closely associated kinematical curves and display
deceleration. This implies a common underlying disturbance and resolves the
apparent “velocity discrepancy” between Moreton and EIT waves.

The typical characteristics of the common disturbance are deceleration,
combined with a broadening of the perturbation profile and a decrease of
its amplitude. This is typical for a freely propagating fast-mode MHD shock
created by a large-amplitude perturbation (a nonlinear “simple wave”; see [59,
106]). As the shock propagates, its amplitude decreases, which also leads to a
deceleration of the disturbance. The presence of a shock is further underlined
by the observation of closely associated metric type II radio bursts in all
Moreton events. Finally, the shock decays to an ordinary (small-amplitude)
fast-mode wave which is supported by the observation that coronal waves
decelerate to comparable velocities.

In principle, this scenario is similar to the classical blast-wave model by
Uchida [99]. For the “strong events” — those with high initial velocities, clear
chromospheric sighatures, sharp wavefronts and associated type LI bursts —
this model fits the observational constraints better than alternative propos-
als. The wave/shock scenario is particularly supported by the close association
found between the coronal waves and metric type Il bursts, which can only
be generated by an MHD shock. However, it seems that these events form a
special class since the majority of coronal waves does not show these charac-
teristics. It may be that in most cases the wave does not steepen to a large
amplitude or to a shock, which means that it will become difficult for the
wave to perturb the more inert chromosphere. Also, no electrons will be ac-
celerated, and consequently no type Il burst will be generated. Alternatively,
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such “weak events” may not be MHD waves at all in a physical sense, but
rather signatures of the restructuring of coronal magnetic fields [15, 21]. This
may be a fitting scenario for waves that have an irregular shape, a low speed,
or which show some kind of erratic propagation.

At this point a few words have to be said regarding the terminology of
coronal waves and shocks. At the moment, there exists a multitude of partly
overlapping terms that describe different aspects of these disturbances, and
even different pu‘ymual processes. What is worse is that the usage of terms
is somewhat arbitrary and even contradictory at times. A more exact usage
of terms is therefore necessary. “Coronal wave” should exclusively be used
for moving features that are most likely waves (including large-amplitude
simple waves and shocks), such as the “strong events” that are associated with
Moreton waves and metric type 1l bursts. These events actually form a well-
defined class: they are all characterized by a wavefront with a relatively smooth
shape close to the source AR, a decelerating motion with a mean deceleration
of a few 100 ms—? and speeds around 300 kms~! at large distances from
the AR.

“Coronal wave” should be considered as the general term referring to the
physical disturbance. When there is a need to differentiate these phenomena
from other waves in the corona, they can be called “large-scale coronal waves”.
Terms like “Moreton wave” or “EI'T wave” can be used when discussing obser-
vations from the respective instruments or spectral ranges. For the multitude
of other moving coronal features whose physical nature has yet to be deter-
mined, the term “wave” should be avoided altogether. Instead, more general
terms such as “coronal transient” or “moving coronal disturbance” should be
used. [t is true that even the “coronal waves” defined according to the criteria
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long as there is no convincing evidence to the contrary, the term coronal waves
should be retained (though used more discriminately) as it is convenient, has
become widely used and reflects the current view of the majority of the solar
physics community. A detailed discussion of the issue of terminology can be
found in Vrénak [114].

The causes of coronal waves are still unclear. In principle, flares, small-
scale ejecta and CMEs are viable mechanisms for the generation of large-
amplitude disturbances, while large-scale eruption such as CMEs seem to be
the necessary ingredient within the framework of a magnetic reconfiguration
scenario. Careful multiwavelength observations of individual events as well as
statistical studies will be needed to resolve this issue.

The mere presence of coronal waves signifies that some very impulsive and
violent processes must be happening in the early impulsive phase of flares
and/or during a CME launch. Coronal waves are thus not only interesting
in themselves, but also relevant to other issues in solar physics, including
acceleration of solar energetic particles and excitation of loop oscillations.
They can even be used to probe the corona for parameters that are otherwise
not, observable (“coronal seismology”™). In order to get a deeper insight into
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these phenomena, we will need improved observational capabilities which will
hopefully be provided by the upcoming missions STEREO and Hinode.
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Abstract. Acceleration of electrons and ions at the Sun is discussed in the frame-
work of CME-driven shocks. Based on the properties of coronal mass ejections
associated with type II bursts at various wavelengths, the possibility of a unified
approach to the type II phenomena is suggested. Two aspects of primary importance
to shock accelerations are: (1) Energy of the driving CME and (2) the conditions in
the medium that supports shock propagation. The high degree of overlap between
CMEs associated with large solar energetic particle events and type 1l bursts oc-
curring at all wavelengths underscores the importance of CME energy in driving
shocks far into the interplanetary medium. Presence of preceding CMEs can alter
the conditions in the ambient medium, which is shown to influence the intensity of
large solar energetic particle events. Both statistical evidence and case studies are
presented that underscore the importance of the ambient medium.

1 Introduction

The Sun contributes enormously to the energetic particle population in the
heliosphere through various processes: Flares, coronal mass ejections (CMEs),
and corotating interaction regions. Electrons are accelerated up to hundreds
of MeV; ions are accelerated up to many GeV (see, e.g., [41]). Electrons with
energies exceeding 100s of keV produce gyrosynchrotron emission in the mi-
crowave to millimeter wavelength range, while the MeV electrons produce
gamma-ray continuum. FEnergetic ions produce very little electromagnetic sig-
natures, except for enhanced nuclear gamma-ray line emissions resulting from
the bombardment of the solar surface by accelerated ions. Hard X-ray emission
1s a common flare signature produced by tens of keV electrons precipitating
into the chromosphere from the acceleration site in the corona. Hard X-ray
emission is also produced in the corona if the coronal density is high enough
to cause thin target bremsstrahlung. Both electrons and ions leaving the Sun
are also detected by spacecraft in the solar wind. Very high energy protons oc-
casionally reach Earth’s atmosphere, whose effects are detected at the ground
level by neutron monitors [36, 43].

N. Gopalswamy: Energetic Particles Related with Coronal and Interplanetary Shocks, Lect.
Notes Phys. 725, 139-160 (2007)
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All the nonthermal radio emissions from the Sun are due to accelerated
electrons (from a few to 100s of keV energy). Microwave emission during
eruptions typically comes from closed loops trapping high energy (100s of
keV) electrons. Radio emissions at decimetric and longer wavelengths typically
correspond to energetic electrons flowing away from the Sun either from the
flare site or from the front of a fast mode MHD shock. Electrons accelerated
at shock fronts result in type II radio bursts. Type III radio bursts result
bursts occurring without an associated type Il are likely to be accelerated at
the flare site, but when they occur in association with a type II, the situation
is not clear: the electrons may originate in the flare site or at the front of a
CME-driven shock (see [3, 54] and references therein). Another related issue
is the source of near-relativistic beam-like electrons detected in situ: from the
observed time delay of these high-energy electrons with respect to the onset
time of the complex type III bursts [27] and the height of the CME at the
estimated electron release time, it was concluded that the CME-driven shock
is the source of electrons [56].

lons propagating away from the Sun produce little electromagnetic sig-
natures, so they have to be detected only when they arrive at the observer.
Observing the interplanetary type Il bursts in association with ions provides
information on the shocks that might accelerate the ions. This article focuses
on the energetic electrons (that produce type II radio bursts) and ions associ-
ated with shocks and CMEs, with a tacit assumption that CME-driven shocks
accelerate both electrons and ions. The generation of shocks by CMEs and
their propagation through the interplanetary medium are the two primary as-
pects discussed in this article because they seem to decide the particle output

fram the chacle The 1ang digenigeed 1n thig naner canatituite the an-called larce
ironl Lie SiloCK. 11 lolls QISCUSSCd 11 LIS papelr CollsLiLUuLe Lie so-Cancd 1arge

solar energetic particle (SEP) events, clearly associated with fast and wide
CMEs (see [35, 52| for recent reviews). The large SEP events are also known
as gradual SEP events, as opposed to impulsive SEP events, which are of
much lower intensity and short-lived. The large SEPs are thought to be accel-
erated by CME-driven shocks by a shock-drift or diffusive shock acceleration
mechanism depending on the geometry of the shock front with respect to the
upstream magnetic field. The impulsive particles (see [52]), on the other hand,
are thought to be accelerated in the flare reconnection region (see, e.g., [9]).
Flares always accompany fast and wide CMEs, so the SEPs may be acceler-
ated in these flares also. How these two processes contribute to the observed
interplanetary population of SEPs is not clear. The flare component may be
unimportant compared to the shock component [53]. In fact, the largest im-
pulsive event of cycle 23 (April 14, 2001) had an intensity <2 pfu (particle
flux unit, 1 pfu = 1 particle per (cm? s sr)), five times smaller than the weak-
est of the gradual SEP events (10 pfu) [21]. The flare component may also
be reaccelerated by the associated CME shock to produce charge state and
composition different from pure CME events [60].
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2 Type II Radio Bursts and Shocks

Type Il radio bursts appear as slowly drifting features in the frequency-time
plane, a classic representation of radio observations known as the dynamic
spectrum. The slow-drift nature was first recognized by Payne-Scott and
coworkers [50] at frequencies below 150 MHz and later classified as type II
bursts [63]. Extensive literature is available on metric type II bursts that were
observed at fre CbluCllblCD above the 1()11():>Pucub bul/()ff 7 ~20 PV/[HL} [AQ} Type 11
bursts in the interplanetary (IP) medium were first detected using spaceborne
radio instruments in the early 1970s [44]. The radio emission occurs at the
local plasma frequency and its harmonic. Since the local plasma frequency
is proportional to the square root of the density, observing type Il bursts at
various frequencies provides a means of probing various layers of the inner
heliosphere. The IP type Il bursts also present a strong evidence for particle
acceleration far away from the Sun.

The shocks are very strong near the Sun and weaken as they propagate
into the heliosphere (see, e.g., [64]), many of them continuing to accelerate
particles at 1 AU and beyond. The continued acceleration is inferred from
energetic storm particle (ESP) events [51] observed as an enhancement of the
particle intensity as the IP shock moves past an observing spacecraft. The
shock arrival is also detected as the sudden increase in the frequency of the
local plasma line (the low-frequency radio continuum noise) due to the density
jump in the shock [28]. Type II bursts observed at frequencies close to the
plasma frequency in the vicinity of the spacecraft |1, 38] is another strong
evidence for electron acceleration at the location of the observing spacecraft.
Whenever the shock is strong enough to accelerate electrons, it can produce a

fv‘n::\ IT huirgt irreanective of the digtance fram the Sun F](Y]11"D 1 shows g tyne
YPC 11 DUrsy, IrrespeCllve of vne Qlstallce Irolll Lne oull. figure 1 snows a Ltype

IT burst observed by the Unified Radio and Plasma Wave (URAP) experiment
oh board the Ulysses spacecraft. The burst originated from a solar eruption
on 2001 May 07 and lasted for three days until the shock arrived (identified
as the jump in the local plasma frequency) at the spacecraft on 2001 May 10
(see [57] for details).

The starting frequency of type Il bursts is typically below 150 MHz, al-
though higher frequency type Il bursts are occasionally observed [61]. The
starting frequency is indicative of the distance from the eruption site at which
the shock forms. The starting frequency of 150 MHz corresponds to a heliocen-
tric distance of ~1.1 Rg. Type 1l bursts observed just above the ionospheric
cut-off (15-20 MHz) depart from a distance of ~2.4 R from the Sun. These
distances are based on the Newkirk density model [49] and hence should be
considered representative. Thus ground based instruments can observe only
the earliest phase of the shocks (propagating over only a small distance of
~1Ry). Early IP observations were made at frequencies <2 MHz, so the
IP type LI bursts were referred to as kilometric (km) because most of the
frequency band corresponded to wavelengths in this range. The nominal he-
liocentric distance of the 2 MHz plasma level is ~20R. The frequency gap
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Fig. 1. Dynamic spectrum showing a strong type Il burst observed by Ulysses
URAP instrument. The start of the solar eruption on 2001 May 07 (DOY 127) and
the arrival of the shock on 2001 May 10 (DOY 130) are marked by arrows. Note
that the local plasma frequency jumps from ~12 kHz to >100 kHz at the arrival
of the shock, which corresponds to a density jump by a factor of ~3. See [57| for
details. (Courtesy: R. MacDowall)

between 2 and 20 MHz between the 1P and metric type Il bursts was a source
of confusion on the relation between type Il bursts in the two domains. The
Radio and Plasma Wave (WAVES) experiment on Wind spacecraft [2|, essen-
tially filled this gap leading to a significant progress made in understanding
the type Il bursts.

Information on type Il bursts available in various wavelength domains can
be combined to produce the schematic in Fig. 2. Each slanted line represents
a type Il burst: 1) Bursts confined to the metric domain. 2) Bursts starting
in the metric domain and ending in the DH domain. 3) Bursts confined to
the DH domain. 4) Bursts starting in the DH domain and continuing to the
km domain. b) Bursts starting in the metric domain and having counterparts
in all wavelength domains. 6) Bursts found only in the km domain. CMEs
associated with the metric type Il bursts are of the lowest energy, but are
more energetic than the general population of CMEs [40]. On the other hand
CMEs associated with DH type 11 bursts (combining varieties 2, 3, and 4)
are more energetic than those associated with the metric type Il bursts. The
highest energy is possessed by CMEs associated with type Il bursts occurring
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Fig. 2. Schematic dynamic spectra of type Il bursts in various wavelength domains
(m - metric, DH - decameter-hectometric, km - kilometric). Six varieties of type [I
bursts can be observationally distinguished on the basis of the wavelength domain in
which they occur: 1. confined to the metric domain. 2. starting in the metric domain
and ending in the DH domain, 3. confined to the DH domain, 4. starting in the DH
domain and ending in the km domain, 5. starting in the metric domain and ending
in the km domain, 6. confined to the km domain

at all wavelengths (variety 5). This ordering of CME properties is illustrated
in Fig. 3: the speed, width and deceleration of CMEs progressively increase
from the general population to those associated with m, DH, and m-to-km
type Il bursts. This hierarchical relationship between CMEs and type II bursts
suggests that the two phenomena are closely related. The purely kilometric
type Il bursts (variety 6 in Fig. 3) are also associated with CMEs, but they are
not as energetic as the all-wavelength type Il bursts. Figure 1 shows that the
average speed and width of CMEs associated with pure km type Il bursts is
similar to those of the metric type [1 CMEs, but the acceleration is positive and
much higher (4 m s~ ?). The positive acceleration implies that the associated
CMEs are not super-Alfvenic near the Sun and become super-Alfvenic at
large distances from the Sun due to prolonged acceleration. Statistical studies
indicate that the slowest CMEs generally show positive acceleration within
the LASCO field of view [11, 15]. The propelling force must be acting over
large heliocentric distances in these CMEs, which are mostly associated with
prominence eruptions. The purely km type Il bursts are likely due to shocks
that are slightly more energetic than the radio-quiet shocks detected at 1 AU
[13, 14]. It must be pointed out that the ISEE 3 type Il bursts are likely to
be similar to varieties 4 and 5 observed below 2 MHz [4], and not the purely
km type Il bursts.

Type II bursts is a relatively rare phenomenon [10|: the Solar and He-
liospheric Observatory (SOHO) mission’s Large Angle and Spectrometric
Coronagraph (LASCO) had recorded nearly 7000 CMEs over a period of
7 years (1996-2002), while only 736 metric type II bursts and 350 DH type

IT bursts were reported over the same period. Thus, not more than ~10% of
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Fig. 3. Speed, width, and acceleration of the four populations of CMEs: the general
population (ALL, 1996-2004), the metric type 11 associated (m-limb), The DH type
IT associated (DH), and m-to-km type Il associated (m-km). The average and median
values of the distributions are shown. The average widths were obtained by excluding
the full halo CMEs (the last bin in the width histograms). The DH type [l bursts
represent the combined set, irrespective of the presence of counterparts in other
wavelength domains. Type 11 bursts in the metric domain have their solar sources
within 30° from each limb, so that the CME identification is straight forward. Note
the progressive shifting of the arrows to the right as one goes from top to bottom
rows. In the last column, the arrows shift to the left because the acceleration becomes
more negative (deceleration). Note also the increase in the number of full halo CMEs
as one goes from the top to bottom in the width column. The average and median
widths were computed based on non-halo CMEs
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Fig. 4. Speed, width, and acceleration of 32 CMEs associated with purely kilometric
type [l bursts observed by Wind/WAVES. The average values of the distributions
are shown. Note that the acceleration of these CMEs is positive, compared to the
other populations shown in Fig. 3

the CMEs are associated with metric type Il bursts and not more than ~5%
are associated with [P type II bursts. Interestingly, the number of fast (speed
> 900 km s ') CMEs is ~450, similar to the number of DH type Il bursts.
The numbers do not match exactly because some fast CMEs are not associ-
ated with type LI bursts while some slower CMEs are associated with type 11
bursts. Detailed comparison between the occurrence rates of metric and DH
type Il bursts averaged over Carrington rotation (CR) periods showed much
larger discrepancies [10]. For example, CR 1943 had no DH type Il bursts,
but had a dozen metric type Il bursts. Such differences can be explained in
terms of the mean speed of the CMEs.

There is a general agreement that the type II varieties 2-6 in Fig. 3 are
due to CME-driven shocks. The purely metric type II bursts (variety 1) have
been attributed to flare blast waves and CME-driven shocks. The CME-shock
possibility was proposed [58] imimediately after the discovery of white-light
CMEs, but several difficulties arose with the idea stemming from (i) the type
IT position with respect to the CME, (ii) the relative speeds and directions
of the CME and type II, and (iii) CME association. The severest of these
problems is the observation of CMEless metric type Il bursts [33, 55]: about
one third of the metric type Il bursts lacked CMEs. These observations became
strong pillars supporting the idea that at least some metric type Il bursts
are of non-CME origin. Reanalysis of the past data which had identified the
CMEless metric type 11 bursts, led to the conclusion that the CMEless type
IT bursts predominantly originated from the disk center [6]. It is difficult to
detect CMEs from the disk center hecause of the occulting disk employed in
coronagraphs to block the direct sunlight. This was also confirmed for a set of
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disk-center metric type LI bursts that lacked CMEs, but were associated with
EUYV eruptive signatures [14]. Thus, the evidence for the existence of CMFEless
type Il bursts has been considerably weakened. Therefore, one can say that
the type Il bursts, irrespective of the wavelength of occurrence, is essentially
a CME-related phenomenon.

3 Type 11 Bursts and SEP Events

CMEs were found to be a necessary requirement for the production of SEPs,
which led to the suggestion that SEPs are accelerated by the shocks ahead
of CMEs [32]. Early studies also indicated a good association between type
IT radio bursts and SEPs [4, 59]. The utility of Type II bursts in studying
SEPs hinges on the assumption that both phenomena result from CME-driven
shocks. Type Il bursts indicate the departure of shocks near the Sun, so their
starting time is likely to be the earliest time SEPs are released. The occur-
rence rate of large SEP events (proton flux in the > 10 MeV channel >10 pfu)
is similar to that of the DH type Il bursts, when averaged over Carrington ro-
tation period; the rate is also not too different from that of shocks detected in
situ [10]. This suggests that the same shock accelerates electrons and protons.
Furthermore, all (100%) large SEP events of cycle 23 were found to be associ-
ated with DH type II bursts, while only 80% were associated with metric type
IT bursts [19]. For lower energy SEP events, the association rate was lower for
DH type Il bursts, while the metric type 1l association rate remained roughly
the same [7]. Purely metric events were found to be associated with only small
SEP events. The efficiency of the shocks in accelerating particles is likely to
increase with heliocentric distance, reaching a maximum above ~ 3R owing
to the shape of the radial profile of the Alfven speed [14]. At these heights,
most CMEs would have attained their maximum speeds before decelerating
due to coronal drag.

It must be remembered that the occurrence of metric type II bursts is not a
sufficient condition for the occurrence of SEP events (see, e.g., [30]). However,
when we consider type Il bursts occurring at all wavelengths (variety 6 in
Fig. 2), the SEP association becomes very high. In fact, the CME properties
of m-to-km type Il bursts and SEP events are almost identical (compare the
last row of Fig. 3 with Fig. 5). The overlap between the two sets of events
is ~80% [25]. The lack of 100% overlap can be attributed to the difference
in source longitudes: Type Il bursts can be observed from CMEs originating
from all longitudes (including some slightly behind the limb), while SEPs can
be detected only when they have access to the field lines connecting to the
observer. The association between type Il bursts and SEP events also depends
on the efficiency of particle acceleration, which, in turn depends on the CME
energy and the properties of the ambient medium.

The strongest observational support to the paradigm that large SEP events
are due to CME-driven shocks comes from the correlation between SEP
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Fig. 5. Speed, width, and acceleration of 72 CMEs associated with large SEP
(LSEP) events of cycle 23 (1996-2004). The average and median values of the dis-
tributions are shown. Note that the CME properties are nearly identical to those of
m-to-km type Il bursts (see last row of Fig. 3)

intensity and CME speed [20, 31, 34, 52|. However, the correlation is nof
perfect, with 31 orders of magnitude variation in SEP intensity for a given
CME speed. Presence of SEPs in the ambient medium and the spectral vari-
ation among SEP events have been proposed as possible factors that could
account for one to two orders of magnitude variation in the SEP intensity [31].
Variation in the coronal and IP environment of SEP-producing CMEs may
also affect their intensity to a significant extent [20, 23, 24|. SEP intensity
may be affected by the presence of turbulence in the vicinity of the shock and
in the ambient medium, connectivity of the shock to the observer and the
geometry of the shock in the region that is connected to the observer. Most of
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Fig. 6. Annual rate of large SEP (LSEP) events for solar cycle 23 (1996-2004). The
actual numbers are indicated at the top of each bin. There was no event in 1996.
The largest number (19) was in 2001
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these are related to the presence of preceding CMEs in the ambient medium
when a powerful shock is launched. The average rate of CMEs near the solar
maximum can be as high as 6 per day, so large shocks are likely to encounter
preceding CMLEs on their path between Sun and Earth. The sharp increase in
the number of large SEP (LSEP) events during solar maximum is indicative
of such shocks (see Fig. 6). In order to see the effect of preceding CMEs, let us
first look at two case studies that illustrate the influence of preceding CMEs
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4 CME Interaction

Enhanced radio emission around the time of interaction between two CMEs
has been one of the important discoveries of the Wind/WAVES experiment,
which was possible due to the simultaneous availability of the radio and
white-light observations from SOHO/LASCO [16, 18]. The field of view of
SOHO/LASCO (2-32 R) roughly corresponds to the WAVES/RAD2 spec-
tral range (1-14 MHz), which made it easier to visualize the CME interaction
at the time of radio enhancement. One of the key results of the interaction
studies is that the radio enhancement occurs tens of minutes before the in-
tersection of the leading-edge height-time plots of the two CMEs. This early
start is also an indication of the shock ahead of the follower CME penetrating
the preceding CMLE. Most interaction signatures documented so far last for
< 1h, depending on the size of the preceding CME and the speed of the fol-
lower CME. Once the shock traverses the preceding CME, it may merge with
the shock of the preceding CME if the latter has one. Beyond that point, the

shock propa dﬁqu ﬂ'\rnno"h the normal solar wind. Behind the shock is the re-

sultant of the two CMEs, whose final form depends on the relative orientation
of the magnetic fields in the two CMEs. The scenario described above can be
thought of as an extreme case of shock interaction with inhomogeneities in the
ambient medium. Preceding CMEs can be thought of as inhomogeneities in
the plasma density (n) and magnetic field (B). Depending on the strength of
these inhomogeneities (dB, dn), the effective Alfven speed ahead of the shock
can change significantly, thus affecting the strength of the shock. The Alfven
speed (V,) in the medium changes by an amount dV, according to:

dV, dB ldn

- _ - 1
V., B 2n (1)

This simple expression describes various possibilities that may be useful
in understanding the observed type Il and SEP phenomena. Coronagraphs
are sensitive to the mass in the corona because the underlying mechanism is
Thomson scattering by electrons. A preceding CME is a density enhancement
(dn > 0), so it presents a medium of lower Alfven speed to the follower shock,
provided, the magnetic field is not enhanced significantly. This is only an
assumption because we do not have direct magnetic field measurements in
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the corona or CMEs. If dn/n > 2dB/B, then the Alfven speed decreases,
making the Alfvenic Mach number of the shock M, = V;/V, increase (Vi
is the shock speed). The net effect is a stronger shock for the duration of
transit through the preceding CME. The shock may not become stronger if
the magnetic field is also enhanced. On the other hand if the shock encounters
a depletion region (dn < 0) the shock can weaken because the local Alfven
speed increases. This latter effect may be one of the reasons for the lack of
type Il radio burst association for a large number of fast and wide CMEs (see
later). During the solar maximum phase, the CME rate could be as high as 6
per day, so one can expect fast shocks passing through CMEs of various sizes.

5 CME Interaction and SEPs: Case Studies

We discuss two SEP events in which the unusual SEP intensity can be at-
tributed to the conditions in the corona and IP medium.

5.1 The 2001 April 14-15 Events

Two successive SEP events associated with fast and wide CMEs on 2001 April
14 and 15 occurred from active region 9415 [21]. The weak SEP event of April
14 (SEP1) was associated with an 830 km s—! CME (CME1) and an M1.0
flare; it was the largest impulsive event of cycle 23. The April 15 event (SEP2)
was three orders of magnitude more intense (~1000 pfu) than the April 14th
event (~2 pfu) and was associated with a faster CME (CMEZ2, 1200 km s~ 1)
and an X14.4 flare. SEP2 was a large gradual event consistent with the SEP

Ao TN ot WV o Ao cia T YAT 2N 1 ogr 1 [on].
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log(Ip) = 4.86 + 0.63log(Ix) . (2)

According to this relation, the M1.0 flare should result in an Ip of 50 pfu,
while the X14.4 flare should be associated with an Ip of 1.2 x 10° pfu. The
observed Ip is quite close to the statistical value for the X-flare, but smaller by
an order of magnitude for the M flare. On the other hand, the proton intensity
and CME speed (V km s~1) are related by [20],

log(Ip) = —9.08 +3.Tlog(V) , (3)

which suggests that CME]1 and CMEZ2 should have yielded an Ip of 43 and
206 pfu, respectively. Thus, SEP2 had much higher flux than expected from
Eq. (3). The eruption configuration itself was quite similar in both CMEs.
Both had metric type Il bursts, but only the second SEP event had an IP type
II burst. The main differences between the two events were: (i) the CME speed
(830 vs 1200 km s~ 1), (ii) connectivity to Earth (W72 vs W84), (iii) associated
flare size (M1.0 vs X14.4), (iv) association of IP type Il burst (no vs yes)
and (iv) the occurrence of preceding CMEs (no vs yes). We suggest that
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the occurrence of CME] and the associated flare might have influenced the
resulting intensity of SEP2 by providing seed particles and an environment
conducive for efficient shock acceleration.

5.2 The 2002 July 20-23 Events

We compare three large eruptions from AR 0039, two on 2002 July 20 and one
on July 23 (see [42] for details on this eruption). The region was ~10° behind
the east limb at the time of the July 20 flares while it was at S13E71 at the time
of the July 23 flare. We refer to the corresponding CMEs as CME1, CMEZ2,
and CME3. Height-time measurements yielded an average speed of 1357, 2017,
and 2180 km s !, respectively for CME1, CME2, and CME3. CME1 had a
width of about 73° and did not show substantial lateral expansion. CME2

Fig. 7. Difference images of the July 20 and 23 CMEs. Top: CME1 (21:18 UT on
Julv 20, 2002), Middle: CME2 (23:18 UT on .July 20), Bottom: CME3 (03:18 U'T
on July 23, 2002). The C3 occulting disk (shoum as the gray circle in each tmage)
has a radius of 3.7 Re. The northern section of CMEZ2 is bright probably because it
has merged with CME1 at this location. The locations of the flares are marked by
*x” close to the east limb in each case
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and CME3 expanded considerably and became asymimetric halo events (faint
extensions can be seen above the west limb in the middle and bottom images
of Fig. 7). CME1 was overtaken by CMEZ2 within the C3 field of view, so we
see the merger of CME1 and CMEZ2 in the middle panel of Fig. 7. Note thal
CMEZ2 and CMES3 are very similar in appearance.

Proton intensities as measured in the > 10 and > 30 MeV channels of the
ACE/SIS instrument are plotted in Fig. 8. The intensities in both channels
were elevated from normal background levels prior to the slow rise following
the July 20 CMEs. They both reached a broad peak around 09:00 UT on July
22 and continued at this level past the onset time of the July 23 CME. The
rise time was about 37 hours, typical of east limb events. In the higher energy
(> 30 MeV) channel, the intensity peaked slightly before that in the > 10 MeV
channel and declined monotonically thereafter. On the other hand, the July 23
eruption was not associated with a similar particle increase. There was an im-
pulsive peak on July 24 at 13:00 UT, but it is small and short-lived compared
to the main event. There was a small peak around 13:00 UT on July 25, which
coincided with an IP shock detected in situ by SOHO, ACE and Wind. This
shock is likely to be associated with the July 23 CME. We are confident that
the large SEP event was due to CMEZ2 because no other CME of importance
occurred during the rising phase of the SEP event. Only two other CMEs were
noted between the onset of CME2 and the peak of the SEP event (09:00 UT
on July 22): (i) a large blob structure along a streamer in the northeast on
July 21 at 02:30 UT, and (ii) a fairly faint loop from the south on July 22 at
09:30 UT. The speeds of these CMEs were not high enough to drive shocks
and their locations were not favorable for producing SEP events at the Earth.

20 > 10 MeV
Shock
15} .I,

Proton Intensity

sk > 30MeVx2 |

i I
21-Jul 23-Jul  25-Jul  27-Jul
Start Time (20~Jul-02 00:00:00)

Fig. 8. Intensity of protons in units of {cm2 s Sr MeV}_l in the >10 MeV and >30
MeV channels as marked. The >30 MeV intensities have been multiplied by a factor
of 2. The height-time plots (the vertical lines) of the three CMEs at the Sun are
also shown. Note thai the first two CMEs are so close in time that the height-time
plots cannot be seen distinctly, The vertical arrow points to the arrival time of the
IP shock at ACE from the July 23 CME
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Was there an SEP event associated with the July 23 CME? All we see is a
small blip at ~12UT on July 24 on the decaying profile of the previous event.
By shifting the SEP profile of the July 20 event to the onset time of CMILE3,
one can confirm that this small blip is likely to be the SEP event associated
with the July 23 CME. If we subtract the decaying profile of the July 20
SEP event, the intensity level can be inferred to be an order of magnitude
smaller. Mars was located directly behind the Sun at the time of the July
events (the Earth-Sun-Mars angle was ~169°). The particle observation at
Mars was similar to that at Farth: the July 20 CME was associated with a
significant SEP event at Mars, while the July 23 event was not (D. Mitchell
2004, private communications). What factors could have been responsible for
the lack of SEPs during the July 23 event? When we looked at the coronal
and IP environment of the two events, we found a marked difference: The
July 20 CME (CME2) was preceded within an hour by CME1 from the same
active region (AR 0039) and the two CMEs seem to have interacted within
the coronagraph field of view. Furthermore, the July 20 event was preceded
by two other big events on July 19, which might have distorted the field lines
overlying AR 0039. Thus the coronal environment of the July 20 CME-driven
shock was vastly different from that of the July 23 shock.

6 SEP Intensity Variation: Statistical Study

The two case studies presented above suggest that the coronal and IP envi-
ronment of fast and wide CMEs may play an important role in determining
the intensity of the associated SEP events [18, 20]. What emerges from these
studies is that the intensities of SEP events may be ordered by the presence
of preceding CMEs in the near Sun IP medium. A recent study [23] identified
the primary CME and the solar source region for each of the large SEP events
during 1996-2002. Based on the occurrence of preceding CMEs within a day
ahead of the primary CMEs, the SEP events were grouped as: (1) those with
preceding wide CMEs (P events), (2) those without preceding wide CMEs (NP
events), and (3) those, which do not belong to P or NP events either because
of a possible preceding CME that was overtaken by the primary CME below
the coronagraph occulting disk or the primary CME interacted with a nearby
streamer (O events). Only preceding CMEs originating from the same active
region as the primary CME were considered. The CME and flare properties of
the three groups of events are summarized in Table 1. The median intensity
(Ip) of the >10 MeV protons is smallest for the NP events and largest for the
P events (column 2 in Table 1). However, most of the CME properties of the
P and NP events are similar: The speeds are virtually the same, but the SEP
intensities differ by an order of magnitude. The masses are similar and hence
the kinetic energies are also similar for the P and NP events. Note also the
larger flare size and active region area for the P events, compared to the NP
events (see Sect. 7).
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Table 1. Properties of Eruptions associated with P, NP, and O events

Group Ip A% M KE Flare Size AR Area
() (kms™) (107 g) (10" erg) (msh)

ALL 54 1379 9.0 8.5 M7.1 770

P 210 1300 8.1 7.1 X2.1 880

O 91 1385 11.3 8.5 M2.3 620

NP 29 1379 9.6 10.0 M3.9 500

The scatter plot between CME speed and SEP flux is shown in Fig. 9,
with the three populations (P, NP, and O) distinguished. We have plotted 30
P, 14 NP, and 13 O events that had solar sources on the frontside of the Sun.
The overall correlation coefficient (r) is 0.57, similar to values obtained by
others |20, 31]. The O events had the highest correlation (r=0.74) followed
by P events (r = 0.64) and the NP events (r =0.36). Note that the NP events
occupy the bottom portion of the plot area (very low intensity), while the P
and O events had higher intensity (see also Table 1). The combined set of
O and P events had a correlation of 0.67, which is better than that of the
NP events by 51%. The correlation also improved when backside events were
excluded. Combining the P and O events, we see that for the majority of SEP
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Fig. 9. Scatter plot between SEP intensity (pfu) and CME speed (km s ') in
logarithmic units for 57 frontside events (1996-2004). The P (square), O (diamond)
and NP (#riangle) events are distinguished. Note that most of the NP events had
intensity less than 100 pfu, whereas many of the P and O events had intensity
exceeding 1000 pfu. The correlation coefficient for all the SEP events is 0.57, while
it is higher for the P (r=0.64) and O (r=0.74) events. The NP events had the
lowest correlation coefficient (r— 0.36). The regression lines for the three groups of
events are also shown by the straight lines
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events (43/57 or 75%), the primary CMEs propagated through the aftermath
of preceding CMEs, and not through the normal solar wind. The scatter is
also reduced when the P and NP populations are considered separately, so it
can be concluded that the preceding CMEs is a source of scatter in the CME
speed — SEP intensity plots (see |31] for other sources of scatter).

7 SEP Intensity and Active Regior
In Table 1, we saw that the flare size of the P events is higher than that of the
NP events. Is it possible that the intensity variation may have something to do
with the properties of the source region? One way to look at this is to examine
the active region area. Larger active regions can store greater amounts of free
energy resulting in larger eruptions. To do this, we selected all the active
regions that had at least one large SEP event during disk passage [24]. We
obtained the area information (in units of millionths of solar hemisphere —
msh) for all the regions from the Solar Geophysical Data. Figure 10(a) shows
the distribution of AR areas associated with the SEP events. Most of the
regions had areas <900 msh. The median areas of the P, O, and NP events
were not, too different (see Table 1).

The X-ray flare size is reasonably correlated with the active region area
(correlation coefficient r=0.61, see Fig. 10(b)). There is also a weak correlation
between the CME speed and active region area (r = 0.38, see Fig. 10(c)). In
other words, the flare size seems to be closely tied to the active region area
as compared to the CME speed. The regression line for the flare size (/x
W m~2) — active region area (A msh) scatter plot in Fig. 10(b) is given by,

log Tz = —8.34 1+ 1.50log A . (4)

Interestingly, the X-ray peak flux is linearly related to the volume of the
active region, because volume ~ A%/2. On the other hand, the CME speed (V
km s 1) and A in Fig. 10(c) are related by,

logV = 2.54 1 0.22log A . (5)

If the SEPs are accelerated by the CME-driven shock, the SEP intensity
need not have a specific relationship with the active region area. Even though
the CML is rooted in the active region, the three-dimensional shock front
ahead of the CME, when it is within a few solar radii from the Sun, is much
larger than the active region area. The SEPs are released from the shock front
surrounding the moving volume of the CME. This might explain why there is
no relationship between the SEP intensity and active region area. On the other
hand, the flare is confined to the arcade of loops in the active region and filled
with hot plasma emitting soft X-rays. The flaring loops are generally confined
to the active region, so one can understand the good correlation between flare
size and active region area. In other words, the flare energy and the SEPs



Energetic Particles Related with Coronal and Interplanetary Shocks 155

52 Events

(a)

<

Median 800

-
A semet s o sassad o s sicamd Lok -

X-flay Pesk Frox [Watt m¥]

100 1000 10000

100 1000 10000

Fig. 10. (a) Distribution of active region areas associated with the LSEP events
from 1996-2003. (b) scatter plot between X-ray flare size (measured as the peak
intensity in the 1-8 A GOES X-ray channel) and AR area. (c) scatter plot between
CME speed and AR area. The corresponding correlation coefficients and regression
lines are shown in (b) and (c). The two largest active regions 486 and 484 that
produced some of the most intense events of cvcle 23 are indicated in (a)

are released at two different spatial locations, on either side of the moving
CME plasma. Yet, the three physical entities (CME, flare loops, and SEPs)
seem to be related in a complex way. This result may also be relevant to the
previous result that the intensity of energetic (108 keV) electrons are well
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Fig. 11. Correlation between active region area (in millionths of solar hemisphere —
msh) and the proton intensity (pfu) in logarithmic units. Left: Eastern events (8),
Right: western events (46). The corresponding regression lines are also shown. For
the western events, the lower straight line was obtained when the four outliers of
very high intensity are excluded (r =0.45)

correlated with flare size [10]. If these electrons propagating away from the
sun are accelerated by the same process as that of the precipitating electrons,
one might expect a good correlation with the flare size.

Figure 11 shows a scatter plot between the SEP intensity and active region
area. The two quantities are only weakly correlated (correlation coefficient
r=0.31 for all the events), as was shown in [24]. When the events were sep-
arated into eastern and western events based on their source longitude, the
correlation coefficient remained small (r = 0.20) for western events, while it be-
came higher (r = 0.82) for the eastern events. However, the sample of eastern
events is too small. If we exclude the four high-intensity western events, the
correlation coefficient improved to r = 0.45. Thus there is an overall correlation
between the SEP intensity and AR area, but weak.

8 Discussion and Conclusions

The possible non-existence of CMEless type II bursts and the association of
progressively more energetic CMEs with metric, DH and full-range type 11
bursts suggests the importance of CMEs for the type Il phenomena, and by
extension, for the SEP events. There are several related issues that need to
be addressed in the framework of CME-driven shocks.
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For example, a significant fraction of fast and wide CMEs are not asso-
ciated with any type II radio bursts above the detection threshold of radio
instruments [15]. These radio-quiet CMEs pose a significant challenge to the
CME-driven shock hypothesis. Furthermore, a large number of metric type 11
bursts and DH type LI bursts are associated with slow CMEs (speeds < 400
km s1). This apparent paradox originates from the definition of fast and
slow CMEs. Traditionally, CMEs faster than ~400-500 km s—' were thought

b bon Fact hmnaaron o~ Alf, A Flin maarimriea 1 x7ala7a
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of coronal Alfven speed used in the literature (see e.g., [26, 29]). This value
may be generally true for regions ahove the source surface, but it may not be
so 1n the coronal region where metric type LI bursts originate. A careful look
at the variation of density and magnetic field variation in the inner corona
reveals that the Alfven speed could be as low as 200 km s~! near the base
of the quiet corona [39] with a peak of several hundred km s—!
R . This fact has been taken to suggest that flare blast waves should have
speeds exceeding the Alfven speed peak to become interplanetary shocks [45].
Type II bursts mostly originate from the active region corona, so the Alfven
speed profile must be modified by introducing the magnetic field of active
regions [14]. The modified profile is similar to the quiet-sun profile except for
the rapid increase towards the coronal base to a few thousand km s~ at the
core of the active region [14, 46]. Interestingly, CMEs start from rest at very
small coronal heights before attaining significant speed. This combination of
circumstances might explain the relatively low starting frequency of type 1I
bursts because it is difficult to shock the core of the active region corona.
Thus a 300 km s—! CME could be a fast CME while a 1000 km s—! CME

could be a slow one depending on the value of the ambient Alfven speed. If
thig reault 19 comhined unfl’\ the reagmrement that a (“1\/H§‘. neods to he nrecent
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for a type II burst production, one can explain the type II phenomenon solely
in terms of CME-driven shocks (see also [8, 25]). Such a conclusion would also
be consistent with the idea that SEPs are due to CME-driven shocks. The
close association between CMEs and type 1l bursts suggests that the associ-
ated flares need to be eruptive, i.e., they are associated with mass motion.
This means the non-eruptive flares, which constitute the majority, are not
associated with type Il bursts.

While there is universal agreement that CME-driven shocks are responsible
for the type II bursts in the interplanetary medium (varieties 2-6 in 2), there
is no such agreement on those (variety 1 in 2) confined to the metric domain
(see, e.g., [37]). It is often argued that the presence of a CME during a metric
type Il does not imply a physical relationship between the two phenomena
(see, e.g., [62] and references therein). While this might become clear when
CME observations extend to lower heights such as by the coronagraphs on
board STEREO mission to be flown soon, the fact remains that even X-class
flares do not produce type II bursts if they are non-eruptive (i.e., if they
lack CMEs). As far as SEPs are concerned, purely metric type Il bursts are
unimportant.
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The Alfven speed profile also provides a natural explanation for the CME
interaction phenomenon in terms of a temporary change in the Alfven speed
due to the presence of preceding CMLis. The density enhancement in the
ambient medium caused by the preceding CMEs can temporarily reduce the
Alfven speed, so that the shock entering such a CME will attain a higher
Mach number and hence accelerate more particles. More electrons would imply
higher intensity radio emission, as has been observed in the case of colliding
CMEs. A generalized version of such CME interaction is the propagation of
a CME-driven shock through a series of preceding CMLEs of various sizes and
amplitudes, i.e., enhanced turbulence. The opposite end of the density effect is
to have a depletion in the ambient medium, which would result in weakening of
the shock and consequently less number of particles would be accelerated. This
would mean a weaker radio emission and less number of SEPs. Eruption near
a coronal hole presents such a situation, because the flank of the shock nearer
to the coronal hole is likely to be weaker than the opposite flank. The effect
of the turbulence can also lead to severe distortion of the shock front causing
corrugation as occasionally observed [1, 38]. Such an inhomogeneity in shock
strength was also visualized early on and referred to as ‘Swiss Cheese effect’ [5].

One other consequence of the preceding CMEs is that they can accelerate
particles to low levels, which may serve as seed particles for the follower shock.
Most of the large SEP events are also accompanied by flares, which also ac-
celerate particles. Flare-related impulsive events are of short duration, small
in size, but more frequent. The CME-related gradual events are less frequent,
but last longer and have much higher intensity. Although there are separate
investigations of SEP seed particles [31] and flare seed particles [47] there is no
systematic investigation to assess the relative importance of these two popula-

tiong ag geed narticleg Hr\un:\vr:\r one can ganeciilate that the SEP geed T\arflr-]r:\c
Llons as seed partlcies. mowever, one calnl speculale tilal tne oLl seed partllclies

may contribute to the intensity of the resulting SEP event, while flare particles
may alter the composition of the accelerated particle population.
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Particle Acceleration at the Earth’s Bow Shock
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Abstract. Shocks can be viewed as sites where upstream bulk flow energy is con-
verted into downstream thermal energy. Collisionless shocks have the further prop-
erty that they are sites of particle acceleration, as some fraction of the flow energy
is diverted to a small number of energetic particles. Shocks are thus important
in many astrophysical and solar environments. The best studied example is the
Earth’s bow shock, which has the benefit of high time resolution, in situ multi-
point measurements. Models and mechanisms developed for the Earth’s bow shock
are useful for understanding the behaviour of shocks in the corona and solar wind.
The Earth’s bow shock is curved, and the main controlling factor of its structure is
the angle between the magnetic field and shock normal, which is used to classify the
shock as quasi-parallel or quasi-perpendicular. We review observations of accelerated
electrons at the quasi-perpendicular shock and the standard model of acceleration,
namely adiabatic reflection. We describe the weaknesses of this model and suggest a
new mechanism, based on simulations, which predicts power law energy spectra. The
guasi-parallel shock is a region of large amplitude turbulence, containing coherent
structures and wavetrains. Cluster multi-point observations of these large ampli-
tude pulsations are presented as a review of the present understanding of this type
of shock. In terms of particle acceleration, quasi-parallel shocks are imnportant since
they are believed to be the best examples of sites for Fermi acceleration. Cluster ob-
servations are reviewed indicating unambiguocusly that energetic particle diffusion,
a fundamental assumption of the Fermi process, is operating at the quasi-parallel
bow shock. Finally, a class of transient events observed at the bow shock, Hot Flow
Anomalies, is described. The causative mechanism and implications for particle ac-
celeration are discussed, and a possible role in other heliospheric environments is
suggested.

1 Introduction

Collisionless shocks are a key component in astrophysical systems, since they
can transfer bulk flow kinetic energy to a small population of highly ener-
getic particles. For radio emission mechanisms this is vital since they almost
always depend on the presence of some kind of energized electron population.
Of course, we also know from direct observations of the solar wind that shocks
do exist, are associated with energetic particles, and are responsible for some
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(2007)
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kinds of radio emission (e.g. coronal and interplanetary Type Il bursts). We
have high resolution observations of interplanetary shocks from the inner to
outer heliosphere, and highly detailed observations of the Iharth’s bow shock
over a wide range of solar wind conditions. Our understanding of the physics
of collisionless shocks has been advanced greatly by analysis of bow shock ob-
servations. In terms of observations, the Earth’s bow shock is unique. In many
Ways it is used as a template for understandmg shocks in other astrophysi-
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shocks.

Shocks are often invoked to explain various coronal solar radio phenomena,
where in situ measurements are not possible. In such cases, 1t 1s iImportant to
understand the underlying processes of shock acceleration, and the nature of
processes at the Earth’s bow shock (where detailed in situ measurements are
possible) so that one can apply results appropriately. For example, coronal
plasma conditions can be very different from those at the bow shock, so the
regime of applicability needs to be carefully considered.

We have a unique view of the Earth’s bow shock in terms of time reso-
lution, range of parameters and availability of multi-point data. Studies have
demonstrated how important the upstream conditions are for determining the
observed shock type, and at the bow shock we have data available from up-
stream solar wind monitors. Bow shock measurements have progressed with
data from the Cluster mission, with four, fully instrumented spacecraft. Multi-
point measurements are necessary to disentangle the space-time ambiguity
when a change is observed at only one point.

A shock forms upstream of an obstacle in a supersonic flow. The Earth’s
bow shock stands upstream of the magnetopause, so that the bow shock sur-

fare 19 annrovimatelv F‘TI]HHT‘IPQ]]‘I auvmmetric ahont the Siaun-Farth line with
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a paraboloid form on the sunward side. The shock’s position is between 10-20
Ry from the Earth, and the stand-off distance from the magnetopause is sev-
eral Rp. The actual bow shock position changes rapidly in response to changes
in the solar wind. Most observations of the bow shock are due to motion of
the shock over the spacecraft.

The bow shock is typically a high Mach number shock with an Alfvén
Mach number M 4 of order 5-10, and similar for the fast magnetosonic Mach
number. The Mach number falls off towards the flanks, since only the normal
component of velocity plays a role in the shock jump conditions. At any instant
the interplanetary magnetic field (IMF) direction is roughly constant over
the surface of the shock. (Although it can change abruptly as the solar wind
magnetic field convects over the bow shock at the solar wind speed.) The mean
IMF direction is given by the Parker spiral angle. Since the shock surface is
curved, this means that the angle between the shock normal and the upstream
magnetic field direction, #p,,, varies over the surface. Shocks with g, in the
ranges 050p,545 and 45505, <590 are known as quasi-parallel and quasi-
perpendicular, respectively. The angle #p,, is the major controlling factor for
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the structure of the shock and the thermalization and acceleration processes
operating there [1].

Quasi-perpendicular shocks have a laminar appearance in flow and mag-
netic field profiles, with a foot-ramp-overshoot structure, seen in the field
(passing from upstream to downstream). The structure and ion thermaliza-
tion is controlled by the ion dynamics in this field structure. An important
fraction (10-20%) of ions are reflected at the ramp, where the gradient is
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ately upstream, where they form a “foot” structure in density, flow and field
which extends in front of the shock. On their re-encounter with the shock, the
reflected gyrating ions pass downstream, where they contribute to the over-
shoot structure where the field is larger than its eventual downstream value.
The reflected ions’ large gyrational velocity, after scattering at or downstream
of the shock, results in the thermalization required at the high Mach num-
ber shock (see, e.g., [1]). A review of the quasi-perpendicular shock based on
Cluster observations is given in [2].

The quasi-parallel shock has a radically different, far more turbulent struc-
ture and different processes operate there. In particular, the magnetic geom-
etry allows particle motion upstream from the shock for particles which have
gained sufficient energy by either reflection or escape from the downstream
heated population. The structure that results is closely linked to this property
and the related presence of energetic ions at the shock; this is discussed in
greater detail in Sect. 3.

At the Earth’s bow shock the solar wind is collisionless, so that any parti-
cle with appropriate energy and pitch angle can escape the shock and travel
upstream. The foreshock is the region ahead of the shock filled with energetic

narticleg accelerated at the chack and waves driven hv their nimatahle narticle
particies accelerated at the shock, and ves drilven DY Lnelr unstabie particie

distributions. For any given shock, the properties of the particles that can
escape depend on g, since the minimum velocity for escape from the shock
corresponds to the speed of the shock along the upstream field lines, which
varies as sec 0p,. In addition, the particles escaping upstream also suffer the
cross-field drift imposed by the convection electric field of the solar wind. This
acts to convect the escaping particles in the solar wind direction. If particles
with a range of parallel velocities leave from a location on the shock, their tra-
jectories will be dispersed by a “velocity filter” effect, since those with higher
parallel velocity travel more closely aligned with the magnetic field. The fore-
shock at the Earth’s bow shock is also affected by the curvature of the shock
surface. Different points within the foreshock are connected magnetically to
different locations on the shock surface, which have corresponding different
values of Og,.

The energization of different species depends on the ¢p,, and Mach number
of the shock, so that accelerated electron and ion sources are distributed dif-
ferently over the bow shock surface. This effect, together with that of velocity
dispersion, leads to distinct spatial regions within the foreshock dominated
by different species and energies. Thus commonly the foreshock is typically
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divided into an “electron foreshock” and an “ion foreshock,” with distinct
characteristics in terms of energetic particles and associated waves. These
various effects, as if not enough, are further complicated by the feedback of
waves, generated by the accelerated particles, on the whole shock system. For
example, ion and electron foreshocks have very different characteristics of low

frequency magnetic waves, and this plays a role in the actual structure of the
bow shock.

The roles of the velocity
been discussed by, e.g., [3, 4, 5]. The range of waves found in the terrestrial
foreshock has been reviewed in [6]. When radio emission at shocks is discussed
1t usually refers to emission in the foreshock via wave processes driven by
electrons accelerated at the shock. So, understanding the shock, its structure
and how it accelerates particles is usually just one step towards a theory for
radio emission at the shock.

Although we have been enthusiastic about the advantages of the bow shock
for studying shock processes, it is also fair to point out some disadvantages.
The bow shock parameters (Mach number, plasma beta etc.) are limited to
those found at 1AU, and, although this covers a large range, it means that
direct comparison with all coronal conditions is not possible, and, indeed,
care is needed to extrapolate from 1AU to further out in the heliosphere.
The curvature of the bow shock surface, together with the fact that it is
relatively small means that 85, and Mach number vary relatively fast {(com-
pared with some plasma scales) so that there can be interaction between
neighbouring parts of the shock with very different parameters. Usually this
interaction is mediated by the foreshock. This has to be borne in mind when
interpreting foreshock phenomena or applying them to model other situa-
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factor, can be considered as predominantly planar, have a completely different
configuration.

This paper reviews some open issues from studies of particle acceleration at
the bow shock, and presents a selection of recent contributions. Some topics
are relevant to radio physics, others important if only to rule out certain
possibilities. Other topics touch on fundamental questions of shock physics
which are vital to understanding energy flow in astrophysical systems, whether
in the corona, interplanetary space or beyond.

2 Electron Acceleration
at the Quasi-perpendicular Bow Shock

2.1 Motivations

In the case of electrons there are several obvious reasons why the shock acceler-
ation process must be studied and understood. Foremost, and the reason why
the bow shock is appropriate to pursue such studies, is the direct observation
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of energetic electrons upstream of collisionless shocks. The region containing
non-thermal, energized electrons is called the electron foreshock. Since the
speed of energetic electrons is much greater than the solar wind convection
speed, the upstream edge of the electron foreshock is usually taken as the
magnetic field tangent surface to the bow shock (i.e.; the locus of points on
magnetic field lines which are tangent to the bow shock surface). Direct ob-
servations cover the energy range from suprathermal (above several thermal

DPCCUD) l)U tCllD Uf }\C‘Vf’ CLLId are dlbbubbcd i1l thc llCAt DCbtlUll

Apart from direct observations of energetic electrons, the foreshock is also
a known radio source at twice the local plasma frequency (the so-called elec-
tromagnetic 2 f, radiation). In addition, the electron foreshock contains Lang-
muir turbulence and other plasma emissions which indicate the presence of
electron beams. This indirect evidence of electron acceleration is a further mo-
tivation to study the processes responsible, since the radio emission will have
properties controlled, to a greater or less degree, by the exciting population
of electrons. This can be taken in two directions: either to infer electron prop-
erties from the radio and plasma emission, or to use the data from the bow
shock to model distant phenomena (solar, heliospheric, astrophysical, etc.)
and thus to understand their radio emissions (e.g., [7, 8, 9]).

Finally, although the electron energies at the bow shock are not particu-
larly high, the detail of in-situ measurements allows us to gain insight into
the processes whereby particles are extracted from the thermal population,
raised in energy at the shock, and made available for “injection” in some other,
larger scale and higher energy, acceleration process. The hope here is that a
convincing scenario can be developed for a general acceleration process that
starts at thermal energies and which can be traced up in energy to that of the

mogt, enercetie cogmice ravs. OFf conrae url’\ofl’nﬂr or not chocl: aceeloration can
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be invoked successfully at every astrophysical example of particle acceleration
is another matter. But the bow shock gives us a near-ideal environment for
determining the strengths and limitations of shock acceleration.

2.2 Observations at the Bow Shock

Observations key to our understanding of the electron foreshock were pub-
lished by Anderson et al. [10] using ISEE data. Figure 1, shows time series of
fluxes of electrons in the energy bands around >16keV, 5.3keV, and 1.5keV.
The period shown can be interpreted as a passage through the foreshock,
starting in the magnetically unconnected solar wind. Note, that in this case
the foreshock moves over the spacecraft due to a change in the solar wind
magnetic field direction. The dashed line indicates the time at which the
spacecraft is estimated to have passed through the upstream tangent surface,
based on the onset times for both energetic electrons and protons. There is
clearly velocity dispersion, in that the > 16 keV electron flux increases before
that of the lower energy channels. This can be explained by simply assuming
a source of energetic electrons at the bow shock. All particles, irrespective of
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Fig. 1. ISEE-2 observations of upstream electrons. The upstream edge of the
foreshock is marked with a dashed line. (From [10])

energy, suffer the same cross-field E x B drift (from the convection electric
field), but particles with higher energy have higher parallel velocity, and so
the angle between the velocity (in the bow shock frame) and the magnetic
field is smaller than for particles of lower energy. The effect is that particles
of lower energy are more readily swept downstream. The region just behind
the tangent field line is filled with particles of higher energy, but not the lower
energy particles, which are convected away from the tangent field line.

This interpretation (as given in [10]), has been refined and elaborated
by many authors, e.g., [3, 4, 5]. Incidentally, the spike of energetic electrons
at 2208 UT (Fig. 1) is associated with a rapid rotation of the magnetic field
direction causing the foreshock to move away. The increase in the 6 keV proton
flux at 2205 is probably associated with field aligned ion beams [10].

However, Fig. 1 reveals another interesting thing: The fluxes at >16keV
and 5.3keV actually decrease as the 1.5keV fluxes rise. Thereafter the 1.5keV
fluxes remain present, indicating that they are present throughout the fore-
shock. Anderson et al. interpreted this as indicating that the energetic elec-
trons were only accelerated near where the tangent field lines touched the
shock surface, i.e., where the shock normal angle is in the range 1°-5° from
perpendicular. They estimated that this corresponded to a region of width
~10%*km on the shock surface. As the accelerated electrons travel away from
the bow shock they fill a thin sheet just behind the tangent surface. The
temporal changes in fluxes are thus primarily a result of changes in the inter-
planetary magnetic field (IMF) direction which causes the electron foreshock
to sweep back and forth across the spacecraft. The spacecraft motion rela-
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The rapid variation of electron fluxes at the highest energies has meant that
the observations of Anderson et al. [10] have not been much improved since.
Results from an experiment with similar high time resolution are presented in
[11]. The bulk of electron observations in the foreshock have been made with
instruments designed for thermal and suprathermal energies. This has meant
that the details of the distribution functions are known in detail at lower
energies and at low time resolutions. Feldman et al. [12]| present observations
showing velocity dispersion at lower energies up to ~1keV. Of particular
relevance to the question of plasma wave instability is the issue whether a
secondary peak in the reduced distribution can be observed. Such a peak
(bump-on-tail) is predicted by models for the observed plasma emission, e.g.,
[3], and inferred from the observations [10].

Fitzenreiter et al. [13] first presented evidence for bump-on-tail distribu-
tions, however these are only sometimes resolved. Further work [5] presented
pitch angle distributions of foreshock electrons. In particular, it was seen that,
when deep in the foreshock, there was evidence for loss-cone depletion at low
(i.e., thermal) energies. Pitch angle variations, and the similarity of incom-
ing and backstreaming fluxes are an indication that magnetic mirroring may
play an important role in the electron reflection process, as suggested by the
authors of these observational papers. The link between reflection and ener-
gization is dealt with in the next section.

An alternative observational viewpoint was put forward by Gosling et al.
[14] who carried out a survey of bow shocks seen by the ISEE spacecraft,
and made the point that suprathermal electrons with energies up to about
20keV are commonly measured downstream of quasi-perpendicular shocks,
but rarely behind the quasi-parallel bow shock. Furthermore, the suprather-

mal electron iy anneare ac a hich enerov tail with a nower law form (with
Mmal eieciron IUX appears as a nighn energy tall witil a power law Iorin (witn

exponent in the range 3-4), which smoothly emerges from the thermal distri-
bution. The fluxes peak just downstream of the shock ramp and the highest
energies (>5keV) appear in the region of the shock overshoot. A field-aligned
backstreaming component is observed in the ramp and this was interpreted
as escaping electrons which have been energized at, and downstream of the
shock. Gosling et al. argued that simple magnetic mirroring could not explain
the observed downstream fluxes of suprathermal electrons. They argued that
leakage from downstream would explain their observations of backstreaming
electrons in the foreshock, but they did not specify a mechanism to produce
a suitably energized suprathermal distribution.

2.3 Mechanisms

Given the magnetic field jump at the quasi-perpendicular shock, and the ob-
servational evidence for reflection, it seems natural to examine the possibility
that magnetic mirroring is responsible. The first analytical studies were pre-
sented by Leroy and Mangeney [15] and Wu [16]. Both sets of authors calcu-
lated the distribution function and moments (e.g., energy and flux) of electrons
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reflected at a quasi-perpendicular shock. The steps in the model are as fol-
lows: Only time-steady fields and a planar shock are considered. In the shock
normal incidence frame, NIF, (in which the shock is at rest and the upstream
flow is directed along the shock normal into the shock) the interaction between
particles and fields is complicated by the convection electric field. Thus the
first step is to transform into the so-called de Hoffman-Teller frame (HTF), in
which the shock is at rest, and the upstream flow is along the magnetic field
the fields remain time-stationary, particles will conserve their energy [1, 17].
This radically simplifies the description of the particle-shock interaction.

If the gradients in the shock are sufficiently small, and, again we empha-
size, if the particle motion is scatter-free, the motion is adiabatic, so that
the magnetic moment p = m(gI;T)Q 1s constant, where the superscript HT
indicates the frame in which the quantity is evaluated. For a given maximum
of value of B, those particles from the incident distribution with sufficiently
large pitch angle will be reflected, i.e., have their component of ’UI‘JT reversed.
By Liouville’s theorem the phase space density at the corresponding point
in velocity space will be the same as the incident distribution at the point
whence the reflected particle originated: fR(—vﬁIT,va) = fo(vﬁ{T,va).
This is illustrated in Fig. 2. There is a complication evident in the figure.

Fig. 2. Velocity space contours of an incident distribution at a shock and the
portion reflected due to magnetic mirroring, modified by the effect of the cross-shock
potential. (From [15])
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(Quasi-perpendicular shocks also have a normal directed electric field which is
not removed by the transformation to the HTF. This electric field is required
at the quasi-perpendicular shock to reflect some of the thermal ions and to
control the electron heating. Accordingly the energy equation for an electron is

1 1
5m [Uﬁ{T(If)]z = am[trl‘lqu(.r}]? +W(x)

where the shock normal is along x, and x; is an initial position upstream of the
shock. ¥(x) is a pseudo-potential function ¥(x) = p|B(x)— B(x;)| —e®! T (2),
where B(x) and @(x) are the magnetic field magnitude and electrostatic po-
tential in the HTF as functions of position x. Recall that the shock is assumed
one-dimensional so the shock fields can only vary with @, and that the mag-
netic field can be assumed unchanged by the transformation to the HTF due
to the nature of its Lorentz transformation.

The sense of the electrostatic potential is to reflect upstream ions, and
contain downstream electrons. Its effect on incident electrons is to make lower
energy particles (in the HTF), that would otherwise have been reflected, pass
downstream. The final result is that the reflected distribution has the form of
a ring beam, with sharp edges on the loss-cone edges.

In the reflection process the particle energy is conserved in the HTF, but
the parallel component of velocity is reversed. It is this change of velocity,
as seen in the NIF (or, e.g., the upstream plasma frame) which leads to the
energization of the particles. The de Hoffman-Teller transformation velocity
can be found from purely geometrical considerations. Figure 3 shows velocity
space in both NIF and HTF. The de Hoffman-Teller transformation velocity
Vit is the velocity along the shock surface which makes the incident flow
field-aligned in the HTF, and also keeps the shock at rest. From the basic

Incident
distribution

Fig. 3. Relationship between NIF and HTF velocity spaces. Vg is the HTF
transformation velocity. The origins of the frames are marked Onrr and Ogr, re-
spectively. One contour from the incident distribution is shown, together with the
corresponding reflected portion satisfying a magnetic mirroring criterion (dashed
line). Note that the scale is exaggerated so that the transformation velocity can be
seen clearly, and so that the effect of the cross shock potential is not evident
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geometry Vgpr =V, tan 8p,,, where V,, is the upstream flow speed in the NIF.
It is clear that Vg7 increases dramatically as 0p,, approaches 90°. Technically
the HTF cannot be found for an exactly perpendicular shock, but the frame
transformation can be used for angles very close to 90°.

In Fig. 3 a contour of an incident distribution function is also shown and
the part of the distribution with the correct pitch angles to satisfy a magnetic
mirroring criterion, which will depend on the maximum magnetic field seen by
the electrons. The reflected portion is also shown. (Note, that for clarity, this
contour is shown at an unrealistically small peculiar velocity; at the bow shock
the electron thermal speed is much greater than the upstream flow speed.)
The average energy, in the NIF, of the reflected portion is approximately
the energy associated with twice the incident flow speed in the HTF, i.e.,

246 (%me ).

cos? 8pn

As #p,, approaches 90°, Vy increases, and so too does the energy of the
reflected particles. However, as can be seen from Fig. 3, as Vg increases, if
the pitch angle for mirroring remains constant, the portion that will mirror
increasingly comes from the outer parts of the incident distribution (i.e., the
parts with higher energy in the flow frame). Thus the reflected density will
depend strongly on how the incident distribution falls off above thermal ener-
gies. So, we are left with a paradox: Acceleration by reflection due to magnetic
mirroring will give the highest energies for shocks closest to perpendicular, but
the same shocks give the lowest reflected fraction.

This was realized in the first theories [15, 16] which calculated reflected
density fraction and energy analytically for a Maxwellian distribution and a
two temperature (core plus halo) distribution, as often found in the solar wind.
Later modelling work used a Lorentzian distribution which has the advantage
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Models have also been developed for the variation of the reflected electron
distribution within the foreshock by using Liouville mapping [5]|. Cairns et al.
[18] used the same technique to calculate the electron beam properties, Lang-
muir growth rate and the available free energy as a function of position within
the foreshock.

In determining which electrons are reflected the combined effects of the
magnetic field amplitude and the electric potential have to be considered. So,
in order to model the process the spatial relationship between the electric
potential and the magnetic field has to be assumed. In the first modelling
work [15, 16] it was assumed that the maxima of both occurred at the same
position within the shock. In order to avoid this arbitrary assumption 1D
hybrid simulations of the quasi-perpendicular shock have been used to supply
(time-varying) electric and magnetic fields, in which test particle electron
trajectories were followed [19].

A hybrid simulation models the plasma as a set of macro-particles for
the ion (i.e., proton) component, and a massless, charge-neutralizing fluid for
the electrons. This type of simulation has had great success modelling the
overall structure of quasi-perpendicular shocks and the ions dynamics and
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distributions found at such shocks. The hybrid simulations are self-consistent
in so far as the fields are generated by the plasma, as it is modelled. Energetic
electron test particles are followed in these fields, with the assumption that
the overall shock fields would not be qualitatively changed by this population
if its contribution to charges and currents were included.

The work described in [19] also dropped the assumption of adiabatic mo-
tion, but nevertheless it essentially confirmed the early analytic adiabatic

studies, and also their assumption of the colocation of magnetic field and
electrostatic potential maxima. A further result was that the distance trav-
elled by electrons in the reflection process could be unexpectedly large. This
motion consists of both drift along the motional electric field direction (which
leads to energy gain in the NIF) and motion parallel to the magnetic field,
which can be large due to the high velocity of the electrons (and, of course,
the assumption of scatter-free propagation). It should be noted that the re-
flection time can be relatively long, since for particles reflected near the field
maximum the time is associated with the transit time of a field line through
the shock structure, which is tied to the bulk motion, and which at the bow
shock is considerably smaller than, e.g., the electron thermal speed.

Since the Earth’s bow shock has a relatively small radius of curvature, this
latter result prompted an investigation of the effects of curvature on the simple
scatter-free, magnetic mirroring scenario [20]. Again, the electric and magnetic
fields were supplied by 1D hybrid simulations, but modified in such a way as
to model a synthetic curved shock, over a limited range of 0g,, 86°-90°. An
incident electron population with a Lorentz distribution was used, and it was
found that, most importantly, the curvature did not completely invalidate the
model of energization by magnetic mirroring reflection. Indeed, the curvature

nlave a role in nroducine a fluxy focuegino effect o that electrone enterino at
Pilays a roie I producing a ux locussing eiiecl so Lnal eleclrons entering al

close to 0, = 90° drifted and exited at slightly lower values of 8p,. This
produces a flux maximum at an exit position of 8g, ~ 87°. Although the
curved shock model could reproduce the order of magnitude of the observed
fluxes, there were, however, discrepancies with the form of the energy spectra.
A further issue which was highlighted was the dependence of the results on
the choice of incident distribution function.

The effect of a curved shock, with finite width, was also investigated by
Vandas [21] using analytic solutions for test particle electrons in suitably cho-
sen shock profiles. This work was extended [11] to include comparisons be-
tween modelled and observed upstream anisotropies and energy spectra. It
was found that the effect of curvature was to shift the maximum in the re-
flected flux away from exactly perpendicular, by a few degrees; this confirmed
the earlier results using hybrid simulations [20]. Vandas [11] used test parti-
cle calculations to model what a spacecraft would observe as it approached
and crossed the bow shock, and also made comparisons with observations
from the Prognoz 10 spacecraft. The overall conclusion was that the similar-
ities between observed and modelled properties were strong, but essentially
qualitative, i.e., in terms of order of magnitude of fluxes and energies. The
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discrepancies were that the modelling predicted higher anisotropies, both up-
stream and downstream, than observed. And, crucially, the observed power
law index (e.g., as reported for downstream [14]) did not agree with the mod-
elling results. It was concluded that the isotropic velocity distribution ob-
served downstream indicated another process, such as pitch angle scattering,
was operating in addition to shock drift acceleration via reflection.

We are concentrating intentionally on the acceleration processes respon-
sible for the most energetic electrons seen at the Harth’s bow shock, since
they are associated with the 2 f,,. radio emission region. However, the electron
foreshock also includes lower energy backstreaming components at progres-
sively “deeper” points, l.e., locations magnetically connected to lower 6p,.
These components could be simply heat flux escaping from the downstream
heated distribution, and/or a reflected population formed by magnetic mirror-
ing (as used to explain the energetic electrons at the foreshock edge). Indeed
observations of foreshock electrons at moderate energies often show features
around the magnetic loss-cone and these have been modelled by using Li-
ouville mapping (i.e., conservation of phase space density along scatter-free
particle trajectories) into the foreshock [5]. Another example of the use of
electron acceleration by adiabatic reflection is that of Knock et al. [7] who
modelled the foreshock of a curved shock in order to parameterize electron
beam properties, which were then used in a model of Type Il solar radio
emission.

One of the key assumptions of electron acceleration by reflection is that
the particle motion is scatter-free, so the magnetic moment is conserved. On
the other hand ideas of non-stationarity of the quasi-perpendicular shock,

and consequent non-conservation of magnetic moment, have been explored
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body of 81mulat10n work that indicates that the quasi-perpendicular shock
is not time-stationary, but exhibits an over-turning solution (e.g., [24]).
These simulations are full-particle, with kinetic macroparticles for both ions
and electrons, so that in principle the interaction between the shock fields
and the electron dynamics will be fully, and properly, captured. It should
be noted, that full particle simulations, due to computational constraints,
have to use non-physical parameters, such as, for example, an unrealis-
tically small proton to electron mass ratio. Because of these limitations,
there 1s some debate as how to successfully apply the results from such
simulations [25].

A full-particle simulation study showing the formation of bursts of elec-
trons is presented in Lembege and Savoini [26]. Not only does the shock front
non-stationarity (or reformation of the shock ramp) produce bursts of reflected
particles, but also variation of the shock surface in the transverse direction
produces spatially localized clumps of reflected electrons. These simulations
present a picture of electron energization very much in contrast to the sim-
ple scenario of reflection by magnetic mirroring (although conservation of
magnetic moment might be important for the electrons seen reflected in the
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simulations). We note that these simulations are for a shock with 65, = 55°,
and so not directly applicable to explaining the observations of the most en-
ergetic electrons seen at the foreshock edge. Further simulations [27] have
also been carried out of a curved, two-dimensional shock, which modelled the
formation of the entire electron foreshock. A number of qualitative features
of the observations were found, such as a loss-cone signature in the reflected
electron distributions. However, limited particle statistics restricted any con-
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2.4 Shock Structure and Particle Scattering

We have seen how factors such as curvature and non-stationarity have been
shown to be possible factors which affect the simple model of adiabatic re-
flection. We also note the comment in [11] that an additional process, such
as pitch angle scattering, must be operating in order to explain the observed
downstream suprathermal electron isotropy and power law energy spectra.
Krauss-Varban [28] extended the quasi-2D study of the interaction of elec-
trons at a curved shock by examining the effect of adding ad hoc pitch angle
scattering. In particular, in this study it was found that the process could be
very efficient in redistributing energized electrons, so that significant fluxes
could be observed over a broader range of #p, than predicted by the simple
adiabatic theory. However, the conclusions were limited by the ad hoc nature
of the assumed pitch angle scattering.

Although high frequency waves associated with electron dynamics (such as
lower hybrid or electron whistler waves) could be, and probably are a source of
pitch angle scattering, a novel mechanism has recently been suggested [29]. It
was noted that in two-dimensional hybrid simulations the shock front exhibits
transverse structure, consisting of ripples, seen most clearly in the shock nor-
mal component of the magnetic field. This particular structure is only seen
in the simulations when the simulation plane contains the upstream magnetic
field, so that fluctuations propagating along the field direction can develop
and propagate. Lowe and Burgess [29] pointed out that the motion along the
field lines could mean that some electrons are trapped within the magnetic
structures as they pass downstream. It was suggested that, in principle, this
could lead to effective Fermi acceleration. Indeed, energy spectra were shown
for test particle electrons (moving in the fields from the 2D hybrid simula-
tions) demonstrating that downstream an approximately power law energy
dependence was found. This was suggested as a possible explanation for the
observations [14].

In these two-dimensional simulations the power law energy spectra were
only seen for cases with the upstream magnetic field in the simulation plane.
If the simulation was arranged so that the upstream field was perpendicular
to the simulation plane, then the shock still formed, but it lacked the field
structuring, and much more resembled the results of one-dimensional hybrid
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simulations. This indicates that structuring along the field direction (or trans-
verse to the shock normal) plays a crucial role in the electron dynamics.

Further details of the structuring of the shock were presented in |30
which investigated the properties of the shock surface ripples seen in the
two-dimensional hybrid simulations. Figure 4 shows the shock normal compo-
nent B, for a shock with #p,, = 88° as a two-dimensional intensity map. Also
shown is the profile of B averaged over the transverse direction; this is essen-
tially the same as seen in one-dimensional simulations, which indicates thal
the overall dynamics of the shock are not radically different in two-dimensions.
An interesting result was that the main component of the ripples propagated
over the shock surface with a range of wave number £, but with a constant
phase speed, which was found to be approximately the Alfvén speed at the
position of the shock overshoot. This is shown in Fig. 5 which shows the w — &
power distribution in B field slices at the overshoot. Note the normalization
of k uses the upstream Alfvén speed. The peak power follows a straight line in
the w — k plane, indicating constant phase speed. This property, together with
the near exponential fall off of the ripple amplitude away from the overshoot
position, gives a strong indication that the ripples are a form of surface wave.
There is another, weaker, component which appears to have a wave vector
oblique to the magnetic field and shock normal; this component is more ap-
parent in [3,, the out of coplanarity plane component, and likely to be related
to whistler wave packets in the foot and ramp region.

The rippling of the shock, i.e., nonstationary structuring along the mag-
netic field lines, has a major impact on the dynamics of suprathermal electrons

Y/ :

Fig. 4. [ntensity map of shock normal component of magnetic field from a two
dimensional hybrid simulation of a shock with €5, = 88, M4 = 6. The magnetic
field profile averaged over the y direction is also shown. (From [30])
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Fig. 5. The w - k distribution of power for the B, component recorded at the
position of the shock overshoot. Only propagation transverse to the shock normal is
considered. The grey scale covers a factor of 1000 logarithmically. (From [30])

at the shock, as shown mn [29]. Figure 6 shows the upstream and downstream
energy distributions resulting from an injected population of test particle elec-
trons with initial energy 100 eV at a shock with A4 ~ 6 and at a range of
0p,.. Note the power law behaviour of both upstream and downstream popula-
tions. Furthermore, compared to simple adiabatic theory, the flux of reflected
electrons is relatively high even at angles away from #p,, — 90° (considering
the range 1-10keV). These results are in better comparison with the obser-
vations, and thus indicate that inclusion of some kind of electron scattering is
necessary to fully understand the process of electron acceleration. Scattering
by structuring within the shock has shown to be one such viable process.

2.5 Summary

Electron acceleration is a key solar and astrophysical process, and shocks play
a role in many situations. We summarize the current status, as informed by our
understanding of the Earth’s bow shock, as follows: (a) The basic mechanism
of fast Fermi acceleration (i.e., adiabatic reflection or shock drift acceleration)
is robust and will operate even in the presence of other processes, which may
modify it. (b) Curvature has been shown to play a role, and is important if the
foreshock electron distributions are to be properly modelled. (¢) Full particle
simulations have demonstrated many of the qualitative features of observa-
tions, but the appropriate application of the results, given the computational
constraints of such simulations, is an ongoing research topic. (d) Hybrid simu-
lations have shown that even without electron scale waves the shock can have
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Fig. 6. Differential energy counts (arbitrary units) showing upstream (dashed) and
downstream (solid) final logarithmic electron energy distributions for a fixed Alfvén
Mach number M4 ~ 6, and for a range of values of 0p,,. (Supplied by R.E. Lowe)

sufficient structure to produce pitch angle scattering of electrons, leading to
power law energy distributions both upstream and downstream, in qualitative
agreement with observations.

Future work will be to combine some of the different processes affecting
electron dynamics. so that their relative importance, and variation with shock
parameters, can be evaluated. We will soon be at the stage where better
observations will be required in order to distinguish between rival theories.

3 Quasi-parallel Shocks and Acceleration

From the time of the first observations of the bow shock, it has been recognized
as a prolific source of energetic ions. The properties of the energetic ions with
near-isotropic velocity space distributions, the so-called diffuse ions, have been
much studied. The energy range spans from several keV through to ~150keV,
with protons and alpha particles having energy spectra which can be described
as exponential in energy per charge [31]. The angular distribution is fairly
isotropic, centred near to the solar wind velocity. A crucial characteristic is
that the diffuse ions are always associated with ULF (0.01 — 0.2 Hz) magnetic
field activity at well above ambient solar wind levels. In time the energetic
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particles are observed as discrete events. However, they are seen simply when
the magnetic field through the observation point connects with a location on
the bow shock where the shock geometry is quasi-parallel. Thus, temporal
changes reflect the changes in the solar wind magnetic field direction.

The association of wave activity, energetic particles and the appropriate
geometry for particle propagation away from the shock: all these indicate that
the phenomenon is to be understood as a coupled shock-foreshock system This
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shock itself.

Given the close, one to one, association hetween energetic particles and
magnetic waves, a natural explanation for the acceleration is diffusive, or first-
order Fermi acceleration. A simple model is one in which the waves upstream
propagate slowly in the plasma frame, but are convected by the supersonic
flow towards the shock. Similarly, downstream waves are also convected in
the now compressed and slowed shocked flow. The field fluctuations have the
effect of perturbing the particle trajectories, and thus act as scattering centres
embedded in the flow, or can be considered as such if the particle velocity is
greater than the wave speeds relative to the flow. The net effect is that the
field fluctuations allow the energetic particles to couple to the flow, and thus
experience the plasma compression across the shock. Two different analytic
approaches have been developed to treat this problem. The first [32] solves
a one dimensional diffusion equation with a given discontinuity in the back-
ground flow speed. The second approach [33, 34] adopts an equivalent single
particle probabilistic method, which clearly demonstrates how energization
results from the particles bouncing back and forth between the scattering
centres, which are converging in the shock frame. Particles gain energy at the
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Imposing the requirement of a time stationary solution on these theo-
ries has a number of major consequences, which illustrate the universality
and importance of shock acceleration. A power law energy spectrum of the
accelerated particles is predicted that is independent of the initial injection
spectrum (provided it is steeper than the final spectrum), and independent of
the details of the scattering process (provided that the distribution function
remains isotropic to first order). Furthermore, the index of the power law of
the accelerated spectrum depends only on the shock compression ratio. Since
this is limited to a factor four at high Mach number shocks [1], there is a char-
acteristic spectral index for shock accelerated particles. Full details of theories
of first-order Fermi acceleration are reviewed in, e.g., [35, 36, 37].

A large body of research exists concerning diffusive shock acceleration,
and so we note here some issues which are still unresolved, or where there
has been recent progress. The simple test particle approach assumes the scat-
tering centres and the shock discontinuity as given. However, since the scat-
tering is expected to be a resonant cyclotron process, it is natural to assume
that the waves are being self-consistently generated by the energetic particles
themselves. This has led to quasi-linear theories for diffusive acceleration, in
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which there is energy flow from the particles into the waves, but the properties
of the waves themselves are given by linear theory [38]. So far the definitive
test of such theories at the Earth’s bow shock has not been carried out, al-
though related work exists, based on observations of interplanetary shocks
[39]. At the bow shock, there is evidence that magnetic field fluctuations do
not present a power law spectrum (as assumed by the models) over the re-
quired frequency range [40|. The upstream waves show evidence of nonlinear
behaviour, and the consequences of this for energetic particle propagation and
diffusion have not been fully explored.

The simple diffusive acceleration theories assume an initial population
which is energized: the so-called injection population. Whether or not such
a population could exist, or be extracted from the thermal population, is
broadly called the injection problem. The simple theories also assume a shock
discontinuity in the flow, without structure or length scales. This, of course,
cannot be realistic. A major advance was to use simulations of quasi-parallel
shocks to study the coupled processes of thermalization, particle injection and
acceleration [41, 42, 43, 44].

These studies have shown the process of particle acceleration to be intrin-
sic to the structure of the quasi-parallel shock. The picture that has emerged
1s as follows: The shock layer is highly dynamic, with no single shock surface,
but rather a superposition of sharp and weak field gradients and magnetic
pulsations which propagate and compress through the shock. The dynamics
at the shock layer are strongly influenced by the upstream (foreshock) ULF
waves which are convected into the shock. Ion thermalization occurs by partial
specular reflection of some particles (as at the quasi-perpendicular shock) or
by compression of unshocked plasma between large amplitude magnetic pul-

aatione The auaci-narallel ceametrv allowe come reflected 1one to nronacgate
sallonls. 1€ quasl-paraliel geonell'y allows solne rellecled 1ons Lo propagate

upstream. Effectively, this is the injection population required for diffusive
acceleration. The process of wave scattering and diffusive acceleration can be
followed in the simulations and power law energy spectra can be recovered, as
well as the exponential density fall off in the upstream region expected from
diffusive transport [43].

3.1 Cluster Observations of the Quasi-parallel Pulsation Shock

From observations of high Mach number quasi-parallel shocks it is easy to
state that the transition is spatially extended, inhomogeneous and temporally
dynamic. With single spacecraft data it is difficult to say any more. Based
on theoretical ideas for cosmic ray mediated shocks, a possibility was the
existence of a “sub-shock” within a larger scale deceleration region, where
the deceleration (and weakening of the sub-shock) was associated with the
energetic particle pressure. However, this model never had observational sup-
port from bow shock data. Instead large amplitude, highly dynamic magnetic
waves and pulsations were observed. Dual spacecraft measurements, combined
with results from numerical simulations, revealed that observed changes in the
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magnetic field strength could not all be explained by simple in-out motion of a
shock surface, as, for example, at the quasi-perpendicular shock. Instead there
are coherent, short-scale magnetic pulsations embedded in the flow, within the
overall transition. In the plasma frame the pulsations are propagating in the
upstream direction, but the supersonic flow convection ensures that they are
driven into the shock, e.g., [45, 46].

A model was developed [47] in which the magnetic field pulsations, known
as SLAP\/IQ \1u1 Dhult ]mugt: aulpubudc ulagucmu str ubtul €), are the basic con-
stituent of the shock. The shock itself is composed of a patchwork of such
pulsations which slow and pile up at the nominal shock location. Instead of a
single sub-shock (as in the model of a cosmic ray mediated shock), the plasma
deceleration and thermalization occurs at multiple sites and structures. This
model leads to a picture with both spatial inhomogeneity, since the structures
have finite transverse extent, and temporal variability, since the shock gradient
sharpens and weakens as the pulsations convect through. The pulsation struc-
ture also modulates the thermalization and particle injection at the shock. It
is expected that the pulsations, with peak amplitudes more than a factor four
above the upstream values, grow from individual ULF foreshock waves. As
they approach the shock they gain energy from the gradient in the suprather-
mal particles, growing in amplitude and steepening as they do so [44, 48].

The pulsations also form the basis of the downstream turbulence. This
model, although attractive since it is based on simulation work, still leaves
open many unresolved issues. For example: what is the overall size and shape
of the pulsations transverse to the plasma flow direction? Do they have any
internal structure? How do they reflect ions from the thermal distribution?
How much of the downstream shocked plasma actually passes through a mag-

notiec nulaation? ‘7\71’\91‘ 19 the o“rnuffl'\ time from [T wave to ‘r\n]cafn’\n? Qnmo
netlic pulsatlon !’ vvial Is thie growlln tiine irom UL.r puisation’ oom

of these questions have been investigated with simulations. For example, the
evolution and steepening of pulsations has been examined [49].

Recent studies using Cluster data have also shed some light on the various
scale lengths within the quasi-parallel shock. At first sight the four spacecraft
data of the Cluster mission offers an i1deal opportunity to study scale lengths
and time scales. However, the studies have demonstrated that some subtlety
is required for interpretation of the data. For example, if variations are seen
at only one of the four points, then one can only deduce a scale length lower
limit for the edge of a structure, not the structure itself. This has the unfortu-
nate implication that for many studies, unless the observations are carefully
interpreted, four points of measurement are not enough. Another difficulty has
simply been that Cluster has observed relatively few quasi-parallel shocks, due
to a combination of solar wind conditions, the relatively high latitude orbit
and, early in the mission, insufficient day-side telemetry coverage. Neverthe-
less, some progress has been made which is reviewed next; see [50] for a full
review of the Cluster view of the quasi-parallel bow shock.

An overview of the nature of the quasi-parallel shock transition is shown
in Fig. 7, which presents magnetic field and ion data from Cluster 3 for one
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Fig. 7. Extended transition from clean solar wind (left) to the magnetosheath (far
right) showing the appearance and evolution of diffuse ions (fop) together with
magnetic Auctuations at the bow shock under quasi-parallel conditions. The top
panel shows data from the CIS HIA instrument. Sub-panels show ion energy flux in
counts per second from different directions indicated by the key on the right hand
side: sunwards (up); dusk (left); dawn (right); earthward (down). HIA was operating
in solar wind mode at this time, so the solar wind beam is measured separately and
plotted in the top sub-panel. The bottom sub-panel shows the omnidirectional flux.
The bottom panel shows magnetic field and plasma velocity. (From [50], supplied
by E. Lucek)

small part of such a transition. In the bottom panels the ion speed, field
magnitude and angles are given. The upper panels are, from the top, solar
wind thermal ions (the ion instrument resolves these separately from the full
3D distribution), and then ion count rates in the range 10-20keV in four
azimuthal look directions, and finally the omnidirectional count rate. The
look directions are indicated on the right hand side of each panel.
Unshocked solar wind can be seen at approximately 20:46 U'l', where the
field and solar wind speed is undisturbed and there are few, if any, energetic
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ions. Full thermalization in the magnetosheath can be seen from 21:03 UT,
where the flow has been significantly slowed and heated. The transition be-
tween these two states is marked by the appearance of energetic ions in range
1-20keV from 20:47 UT, and which become isotropic (“diffuse”) from about
20:55 UT. Within this period the field magnitude displays a number of large
amplitude pulsations, up to 5 to 6 times the ambient solar wind value. These
pulsations can be isolated, discrete events lasting only a few seconds (e.g., at

()(\ Zﬂ TTTHY B =] 141 ot + o~
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gether (e.g., 20:53 - 20:55 UT). The isolated events are surrounded by periods
of ULF wave activity, similar to that seen in the ion foreshock when more
distant from the bow shock. In both isolated and complex pulsation cases
there is partial thermalization of the solar wind, seen in the omnidirectional
ion flux and localized decreases of the solar wind speed. Although the figure
only shows the edge of the final thermalized zone (after 21:03 UT), the field
structure 1s very similar in amplitude and wave-like properties to the complex
pulsation events. Alternatively it may be viewed as a superposition of many
of the isolated type of pulsation.

Even from this overview a number of key facts can be drawn: Pulsations
occur within periods of diffuse energetic ions, close to the bow shock, and
embedded within periods of ULF waves. This is the primary justification for
the model of pulsation growth from the ULF wave field, driven by energetic
particle gradients close to the shock.

The ion instrument on Cluster has a time resolution of a spin (4s), which
limits what can be done in terms of tracing the ion distributions through the
pulsations, since they only last for 10-15s. Figure 8 shows a time interval of
only one minute, and three ion distributions (in the GSE ! V-V, plane). The

maonetic field maonituide for all fonr Clugter QT\QPDPY‘QH‘ 1 chown 1in the nnner
magnellc [leld magnitude o aill our Liuster spacecrall 1s snowll 1n the upper

panel. This was a period when the separation scale was 100-200km, and it
can be seen that, on average, all four points measure similar fields. However,
in the magnetically “noisy” period around 17:07:05 U'T' there are appreciable
differences between the four measurements, indicating short scale turbulence
at high amplitude. Even for the isolated pulsation at 17:07:15 UT, one of the
spacecraft measures a magnetic field magnitude which is consistently different
from the others, despite the small separations.

The periods when the ion distributions were collected 1s shown by the grey
shaded intervals. The last distribution is typical of the diffuse ion distribu-
tions, with a narrow, unthermalized solar wind core. (It is slightly distorted
since it includes the alpha particle solar wind population.) The second distri-
bution shows a strong, beam-like, backstreaming component in the upper-left
quadrant. It is likely that both ion distributions are time-aliassed to a greater
or lesser extent, so identifying ion distribution features with magnetic field
changes has to be done carefully, and is best done on the basis of several

! Geocentric Solar Ecliptic: A geocentric system with z towards the Sun, z towards
the Ecliptic North Pole, and ¢y completing the right-handed triad.
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accurmulated. Each ion distribution shows ion flux plotted on a colour scale where
blue and green indicate low fluxes, and black indicates high flux. Each distribution
is a cut through Vy = 0 and shows Vx on the ordinate and Vz on the abscissa.
(From [50|, supplied by E. Lucek)

similar events. Finally, the first distribution, during the period of strong short
scale turbulence, shows a slowed and deflected solar wind and a narrow com-
ponent (on positive 17, axis) which would be consistent with specular reflection
of a fraction of the solar wind. In the picture of the quasi-parallel pulsation
shock, what is revealed here is the moment when solar wind ions are being
extracted from the thermal distribution, and boosted in energy so that they
can end up as the Fermi accelerated diffuse ions. More work remains to be
done to understand the details of the reflection processes (probably similar
to the reflected-gyrating particles at the quasi-perpendicular shock) and the
interaction with the solar wind (a variety of ion beam instability). However,
the importance of quasi-parallel shock structure for the injection of energetic
ions is beyond dispute.
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3.2 Diffusive Transport at Quasi-parallel Shocks

As discussed above, first-order Fermi acceleration theories can be used success-
fully to explain the acceleration of ions at the quasi-parallel shock. However,
detailed tests of all aspects of the theories have yet to be completed. The key
physical assumption underlying such theories is that the particles undergo dif-
fusive transport in the upstream region. Steady state theories then predict an
exponential fall-off in the energetic particle density ahead of the shock. From
the e-folding distance L(F), as a function of energy F, the spatial diffusion co-
efficient and hence the mean free path can be derived. Previous studies relied

18 February 2003

T

Fig. 9. Data from which the spatial gradient in diffuse ions, and hence the scattering
mean free path, have been determined. From top to bottom: Solar wind velocity
component vx and magnetic field components Bx (black line/lower curve), By (blue
line fcentral curve), Bz (red line/upper curve) as measured on Cluster 1, partial ion
density in the 24 - 32 keV energy range as measured at Cluster 1 (black line/upper
curve) and Cluster 3 (green line/lower curve). Also shown in the lower panel are
projections of the spacecraft orbits and bow shock onto the £ — ¢ and = — = plane,
respectively. (From [52], supplied by M. Scholer)
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on single spacecraft data, which meant that, given the ever-changing state
of the solar wind, only statistical studies of the upstream energetic particle
density profile could be carried out. For example, an e-folding distance which
varied from 3.2+ 0.2 Rp at 10keV to 9.3+ 1.0 Rg at ~67keV was found [51].
However, the statistical fit did not have a very high correlation coefficient,
and so provided some room for doubt.

Recently Kis et al. [52] have used Cluster data to give direct evidence of
the exponential fall-off of energetic particle density. Data was used from a
time in the mission when the inter-spacecraft separation was relatively large
(about 1.5 Rg), and when the solar wind conditions stayed relatively constant
so that the foreshock was sampled over a period of several hours. An overview
of the data is shown in Fig. 9, which demonstrates how the partial density
of the energetic ions in the energy range 24-32keV increases towards the
shock (on the right hand side of the figure). It is also apparent that there is
considerable variability, which is believed to be due to changes in the location
of the bow shock in response to changes in the solar wind state. Using a model
for the bow shock location, an absolute distance (from the shock) can be
inferred. Then, using the relative density at two of the Cluster spacecraft, the
log density gradient as a function of distance from the shock can be plotted
(Fig. 10). The linear relationship in that figure confirms that the density
profile is exponential as a function of distance from the shock. An e-folding
distance of ~0.bRg at 11keV to ~2.8 Ry at 27 keV was found. It is not clear
why these values are smaller than those found earlier [51]. Further work will
allow comparison with the magnetic field spectra and the predictions of quasi-
linear theory. However, this work has demonstrated in a very direct manner
that upstream particles undergo diffusive transport in the upstream region.
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4 Transients at Shocks: Hot Flow Anomalies

In searches of data for bow shock crossings a peculiar signature was sometimes
noted, in which the solar wind flow was strongly deflected (sometimes by more
than 90° from its usual direction) and heated. Studies of these events eventu-
ally led to their recognition as a distinct class, now called “hot flow anomalies”
(HFA). Initially identified in ISEE and AMPTE data [53, 54|, they occur up-
stream of the bow shock and can appear as a region of depressed field strength
filled with hot plasma. Clearly, a volume of hot, magnetosheath-like plasma
surrounded by ambient solar wind represents a significant perturbation, and
HFA’s have been seen to drive shocks on their outer edges.

A typical example of an HFA as observed by Cluster is shown in Fig. 11
[55]. In the region marked by the second heavy bar the magnetic field becomes
low, where the proton density is also low, but with an elevated temperature,
as in a diamagnetic cavity. There is considerable magnetic wave activity in
the low field region. This is followed by an increase of both field and density,
which is interpreted as being caused by a compression driven by the hot low
density plasma. Almost immediately afterwards, apparently separated by a
brief period of solar wind, comes a second field and plasma compression. For
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Fig. 11. Cluster measurements of HFA event showing magnetic field (angles and
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this particular event the second compression region is explained by the HFA
further expanding to pass over the spacecraft and then finally receding again.

The properties of HFA’s can be summarized as follows [56|: They contain
regions of hot (1" ~ 106—107K) plasma with near isotropic ion and electron
distributions. The flow in the events is slower than the ambient solar wind,
and strongly deflected. There can be regions, usually in the centre of the
events, with strong field perturbations, both depressions and enhancements.

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
boundaries consistent with being weak shocks. Crucial to understanding their
formation is that they are observed close to the bow shock and that they are
almost always associated with the presence of an interplanetary current sheet,
i.e., directional discontinuity of some kind.

The currently favoured model for HFA formation is that they are produced
when a thin tangential discontinuity (TD) in the solar wind interacts with the
bow shock. Simulations [57, 58, 59] indicate that the disruption of a quasi-
perpendicular shock by a T'D can produce a channel of hot magnetosheath-like
plasma which extends into the upstream region along the TD. The expansion
of this plasma produces the low field regions and flow deflection, and also
explains the compression of the ambient solar wind on its edges. From the
modelling, it was found that the orientation of the TD has to be such that
the motional electric field on both sides is directed towards the TD, and
this has been confirmed observationally [56]. This configuration ensures that
particles streaming upstream are focussed back towards the TD, which guides
them into the upstream and away from the shock, thus disrupting the shock.
The importance of the orientation of the TD and motional electric field is
illustrated in Fig. 12. Essentially the field change across the TD, relative to
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Fig. 12. Sketch of the interaction between a solar wind tangential discontinuity
(TD) and the bow shock creating an HFA (after [56]). The labels “pre” and “post”
refer to fields seen before and after the passage of the TD over an observation point
close to the HFA. The electric field is the motional electric field E = —V gw X B,
and points towards the TD), in the sense that the F X B drift is along the TD and
away from the bow shock. The motion of the HFA around the bow shock, as the
TD is convected by the solar wind, is indicated by an arrow
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the solar wind direction, has to be such that the motional field points towards
the TD. The effect is that the E x B drift of the particles takes them along
the TD, away from the shock. The orientation of the TD relative to the curved
bow shock determines how fast the HFA is dragged over the shock, and it is
found that this needs to be relatively slow in order for an HFA to develop
[56]. Note that in the solar wind tangential discontinuities are expected to
have an isotropic distribution of orientations. TD’s with an orientation edge-
on to the bow shock will spend the longest time interacting, and so will have
the strongest signatures.

In terms of energetic particles, we must address the question whether
HFA’s are of any general importance, or merely a minor perturbation of the
bow shock’s surface. Suprathermal particles are associated with HFA’s, as
seen in Fig. 13 which shows two cuts through the ion distribution before and
after entering the region of heated, deflected flow. At times, particles are seen
with energies comparable to the diffusively accelerated ions. Clearly the en-
ergies of these ions are not spectacularly high. But one aspect of HFA’s does
appear significant. Quasi-perpendicular shocks are highly efficient at heating
ions, but the shock geometry ensures that all but the most energetic ions are
transported downstream. However, the HFA mechanism is one which lead to
injection of heated and accelerated ions into the region upstream of the shock.
At the terrestrial bow shock the full consequences of this are not seen, since
the magnetic field geometry changes rapidly over the shock surface. But one
might suppose, in a situation where the quasi-perpendicular shock is planar,
that the ions injected al the HFA might eventually scatter in the upstream
region and return to the shock as an injection population for some further ac-
celeration process. The condition for this to operate efficiently would be that
a quasi-perpendicular shock should propagate through a region where there
were sufficient, TI’s or current sheets. There are several situations where this
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Fig. 13. Two cuts through Cluster 3 CIS ion distributions, in the X — 7 GSE
plane, showing (i) the ion population before the spacecraft entered the HFA and
(ii) the heated ion population flowing sunward and southward within the HFA. The
log of the particle flux is indicated by the color scale, with red and orange regions
indicating higher flux levels. (From [55], supplied by E. Lucek)
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is likely, such as at interplanetary shocks in the heliosphere, or at shocks
propagating in the corona, driven by, e.g., coronal mass ejections or flares.
So far most work has concentrated on the possibilities of ion acceleration
at HFA’s. However, heated electron distributions are observed within HFA’s,
and it represents an interesting avenue to study whether efficient injection,
and subsequent acceleration, of electrons, as well as ions, can occur at quasi-
perpendicular shocks due to the interaction with upstream discontinuities.

5 Summary

Observations of the Farth’s bow shock continues to produce new results on
particle acceleration, for both electrons and ions. For studying the process
of energizing thermal particles, the bow shock is probably ideal, and results
here have implications for particle acceleration in the solar and astrophysical
context. The bow shock is also a complex environment, in terms of geometry
and variability, and so can lead to some productive analogies which can be
used to model other phenomena in the heliosphere. There are limitations with
this approach, and so it is important to understand how the general processes
work in the context of the bow shock, in order to apply them to, for example,
coronal shocks. Nevertheless, there are still many discoveries to be made, and
by combining our knowledge of the bow shock and coronal shock acceleration
we can hope to reach a more complete understanding of both.
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Abstract. Non-thermal electron and ion velocity distribution functions are perma-
nently observed in the solar wind. The exact origins of such departures from equilib-
rium Maxwell-Boltzmann distributions remain unclear. It is however believed that
the rarity of Coulomb collisions in most of the extended corona and solar wind plays
a crucial role in the mechanisms which produce and /or maintain such distributions.

In this paper we focuss more on the electron distribution functions. We summa-
rize their various observations and discuss about their possible coronal origin and
role in the Solar Wind acceleration processes.

1 Introduction

An important assumption inherent to the usual fluid solar wind models is
that the plasma is at equilibrium, dominated by collisions. Therefore the hy-
drodynamic approach implies that the particle velocity distribution functions
are rather close to a Maxwellian. However the observed solar wind electron
and ion distributions depart from nearly isotropic Maxwellians, indicating the
limited validity of this hypothesis. As a consequence there is a high level of
complexity inherent to the fluid modelisation of the solar wind. In these mod-
els a complicated set of transport equations can be obtained by taking higher
moments of the Boltzmann equation and “closing” the system by assuming a
specific parameterized form for the velocity distribution functions in order to
take into account their non-thermal character [2].

Solar wind proton distributions have anisotropic cores that are well repre-
sented by bi-Maxwellian distributions aligned to the local magnetic field, with
T > 1) [20]. The protons also exhibit an additional field-aligned “beam”
component that flows ahead of the core by about the local Alfvén speed. This
beam is mainly present in the fast solar wind.

Contrary to the protons, the observed electron velocity distribution func-
tions (eVDFs) permanently exhibit non-Maxwellian features whatever is the
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type of wind, slow or fast, in which they are observed. The eVDFs perma-
nently exhibit three different components: a thermal core and a supra-thermal
halo, which are always present at all pitch angles, and a sharply magnetic field
aligned “strahl” which is usually antisunward-moving [5, 24, 27, 29|. Since in
most, of the kinetic and exospheric models, reviewed in this paper, the solar
wind electrons play a major role, we will mainly restrict to this particle species
in the following.
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wind? Are such distributions already present in the solar corona or are they

s ob
only a consequence of the solar wind transport in the interplanetary medium?
There is an increasing amount of both theoretical [3, 8, 14, 36, 37] and obser-
vational [1, 4, 10, 28] evidences that tend to show that nonthermal VDFs can
develop and exist in the high corona and even in the transition region. This is
because, in a plasma, the particle mean free paths increase rapidly with speed
(o< v%), so that high-energy tails can develop for Knudsen numbers as low as
102 [34] that is, even in a semi-collisional plasma. Even more, high-energy
tails can be expected to be found in the weakly collisional corona and solar
wind acceleration region. However, until now, there have not been any con-
clusive observations that have settled the question of the shape of the eVDFs
in the corona.

In Sect. 2 we review the principal features of the observed eVDF's in the
solar wind and discuss the various models that have been used to fit them.
In Sect. 3 we review the different coronal and solar wind models where the
presence of non-thermal VDFs in the medium has been assumed. This includes
kinetic models of the transition region and corona and kinetic/exospheric
models that quantify the consequences for the solar wind acceleration of non-
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give some concluding remarks.

2 The Principal Features of Observed Solar Wind
Electron Distribution Functions

As we said in the introduction, the observed eVDF's exhibit permanent strong
departures from Maxwellian distribution. These departures are usually at-
tributed to the rarity of Coulomb collisions in the corona and solar wind. In
order to quantify the effect of collisions it is useful to compute the Knudsen
number K, which is the ratio between the Coulomb collision mean free path
(m.f.p.) and a typical hydrostatic scale height. For instance, if the density
scale height 1s used, the Knudsen number is defined as:

2

A T dInNg\ '
Kn= = where A= 9.2 107N—:(S.I.) and T = (— gr ) (1)

where N, and 1. are respectively the electron density and temperature. The
Coulomb mean free path in (1) is that of electron-electron collisions. For the
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protons, the Knudsen number is comparable since the proton-proton Coulomb
m.f.p. is close to the electron-electron one. In Fig. 1 we display, as a function
of the distance from the surface in solar radii, the variations of N, (light/red
line) and 7, (heavy/black line). This Figure is typical for a coronal hole struc-
ture and its extension into a fast solar wind. The density and temperature
curves are obtained by interpolation between various observations which are
described in the figure caption. The transition region, at around 2000 km or
31073 R, of height between the chromosphere and the low corona corresponds
to the abrupt increase of 7, from = 10? K to about 5 10° K. From these radial
profiles of N, and 7., the Knudsen number is displayed in Fig. 2.

A noticeable feature on this Figure are the 13 orders of magnitude of
difference between the chromosphere and the corona for K,,. This is a huge
difference which unavoidably has to imply the use of different physical ap-
proaches in order to model the plasma in these two regions. In the corona
K, ranges between 1072 and 10 and becomes roughly constant at large helio-
centric distance. Therefore the corona and solar wind are plasmas which are
neither highly collisional K, < 1 nor fully collisionless K, > 1. The physics
one has to use in order to model this region is somehow between two well
defined theoretical approaches, the fluid theory on one hand and the Vlasov
approximation on the other. This statement is probably the reason why the
problem of the solar wind acceleration is still in debate. As noted by [34],
for Knudsen numbers as low as 10~ #, distributions with high-energy tails may
develop in the medium and the Spitzer-Harm theory [35] is not anymore valid.
Therefore the corona is already collisionless just after the transition region.
The above conclusions and remarks are also valid for a streamer-like corona
where, compared to a coronal hole, the temperature is slightly increased, the
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Fig. 1. Variations of the coronal electron density N, (light /red line) and temperature
Te (heavy/black line). The density and temperature curves are obtained by interpo-
lation between coronal [6, 11, 39], SoHo [38] and Ulysses [7, 17] observations. This

Figure is typical for a coronal hole structure and its extension into a fast solar wind



194 M. Maksimovie

105 - - - -

100

10-%

Knudsen Number

10-10 B -/

lo_lﬁ 1 1 1 L 1
10-6 104 10-2 100 102 104
Distance from the surface (Rs)

Fig. 2. The radial variation of A7, as a function of height above the Sun’s surface

density is roughly larger by one order of magnitude and the typical scale height
is almost the same. The Knudsen number being proportional to TEQ/NQ, its
global radial variation remains basically the same, but its value is slightly
smaller than in the coronal hole case.

Direct in-situ measurements of VDFs in the corona have still not been
performed up to now. In the solar wind on the contrary, a numerous fAeet of
spacecraft has measured the electron and various ion VDFs. Figure 3 shows a
typical eVDF measured in the fast solar wind (Veyw- > 650 ki/s) by the Helios
spacecraft at a heliospheric radial distance of 0.35 AU [19]. The diamonds and

F(V) m-8s-3

v (10* km/s)

Fig. 3. A typical eVDF observed in the solar wind. In the present case it is a
distribution measured by the Helios spacecraft. The diamonds and curves represent
different cuts of the eVDF as a function of speed for different values of the pitch
angle 0 defined in the text
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the corresponding colored lines represent different cuts of the eVDF, plotted
as a function of the electron speed, for different directions with respect to
the direction of the interplanetary magnetic field (IMF). The blue diamonds
(upper curve) represent the parallel cut f I along the magnetic field, with
the » > 0 direction corresponding to the anti-Sunward direction. The black
diamonds (lower solid curve) represent the cut f+ which is perpendicular
to the magnetic field. Finally the red and green diamonds are the cuts along
directions making angles respectively of 45° (f*) and 315° (f**) with the IMF
in the (vH ,v1 ) plane. To a good approximation, the distribution is gyrotropic
along the IMF, that is symmetric along the IMF in the (?JH7 v, ) plane. For
v < U all the cuts are roughly equal and for v > 0 f* — /™. 'I'he black dashed
line represents an isotropic Maxwellian VDI farq.. which is computed with the
values for the density and temperature obtained by integrating respectively
the zero and second order moments on the whole observed distribution.

The three different components of the eVDFs in the solar wind can be
easily seen on this Figure. An isotropic thermal core is visible for velocities up
to roughly 6 10?7 km/s. For larger velocities the VDF departs from farqz. A
supra-thermal halo, which is also present at all pitch angles appears. Finally,
aligned with the magnetic field, an excess of flux by about a factor of 10 is
visible on fIl. This excess represents the so-called “strahl” component, which
is also slightly present on f* and f** for v > 0.

Several models have been used in the past to fit the eVDFs in the solar
wind. The classic model is the sum of two bi-maxwellians [5], one for the core
population and one for the halo. Other models have been used, which take into
account the fact that the flux at high velocities varies more like a power law
rather than a Maxwellian. For instance, in [16] Ulysses eVDFs were modelled
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where I'(x) is the Gamma function and Vj is an equivalent thermal speed,
related to the equivalent temperature T,, = m < v? > /3k by

v (214;—3/%51&)1/2’

K me

The Kappa distribution decreases with the speed v as a power law,
f o< v72% In the limit kK — oo, it reduces to a Maxwellian distribution.

Figure 4 reproduces the f+ cut of the distribution displayed on Fig. 3. The
dashed red and blue lines represent the classical double-Maxwellian core/halo
fit. We have fitted the observed VDF with a Kappa model. The result is
represented by the solid green line. The best fit to the distribution is obtained
for k = 4.8. This is consistent with the result obtained by [16] who modelled a
large number of observed eVDFs and obtained a parameter x ranging roughly
between 2 and 5.
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Fig. 4. Perpendicular f cut of the distribution displayed on Fig. 3. The dashed
red and blue lines represent the classical double-Maxwellian core/halo fit. The solid
green represents a fit with a Kappa model, with a parameter x = 4.8

As we have seen, the Kappa function is a very common way of representing
distributions with non-thermal tails. It is a more economic alternative to the
Maxwellian core/halo model for the solar wind electrons since it requires less
parameters to be defined (in the isotropic case: one density, one temperature
and one parameter x instead of two densities and two temperatures). How-
ever, some studies try to give a more physical ground to such distribution by
invoking some new nonextensive entropy formalism |14.

3 Modelling the Consequence of Non-thermal
Distributions in the Corona

Most of the models dealing with the physics of the solar corona assume that
the particles VDFs are Maxwellian. This s intrinsically the case for the ma-
jority of solar wind fluid models as for instance Parker’s model [26]. This is
usually also the case for most of the theories dealing with the emission and
absorption of electromagnetic waves by the coronal plasma and which are used
to probe remotely the coronal properties.

However, as we noted in Sect. 2, the corona is highly collisionless just
after the transition region and non-thermal distributions could develop there.
What will be the consequences if such non-thermal VDFEs really exist in the
corona and transition region? Several kinetic models have investigated this
possibility. We give in this section a brief overview of their main results.

3.1 The Velocity Filtration Mechanism

In 1992, Jack Scudder proposed a new mechanism to explain the high coronal
temperature [32, 33]. This mechanism, named “the velocity filtration” effect
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is based on the assumption that the ion and electron VDFs in the chromo-
sphere, and therefore in the corona, are non-Maxwellian, for instance Kappa
functions.

Figure 5 presents the graphical demonstration of the velocity filtration. [f
we assume that collisions and waves can be neglected, then the radial evolution
of the particles VDFs is simply given by Liouville’s theorem. Let us then
assume that the VDFs are Maxwellian. This case is illustrated on the left hand
side of the Figure. When plotted in a frame In(f) as a function of the energy
E = mv? /2 times the sign of v, Maxwellians are represented by straight lines.
At an altitude rp in the chromosphere the total, gravitational plus electric,
potential is @5 and the distribution is fo(v?,70). At an altitude 7 in the
corona the potential is @+ AP and the distribution f(v?, 7). Close to the sun
the electric potential ¢ is well approximated by the Pannekoek-Rosseland
125, 31] one: egpp ~ mp MG /2r, so that the total potential is attractive for
both protons and electrons. From Liouville’s theorem, only those particles,
represented by the shaded area of the VDF in the bottom of panel (a) and
having a total energy larger than A, can reach r. The distribution at r 1s
therefore simply given by f(v?,7) = fo(v?. r0) x exp(—eA®/kpT). The slope
of f and fi and therefore their temperatures is unchanged with altitude. Only
the density decreases by a factor exp(—e A®/lT) [21].

@ {b)
el el
Lo, L 4
Oy @,
AD +AT —AD +AT
Exsign{v) Exsign{v)

Fig. 5. Graphical demonstration of the “velocity filtration” mechanism. The loga-
rithm of the distribution function is plotted as a function of the energv ' = mv? /2 of
the particles times the sign of v. The panels (a) present the evolution of a Maxwellian
distribution function in an attractive potential @. The panels (b) represent the same
evolution for a Kappa function
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What happens now if we assume a Kappa distribution in the chromo-
sphere? This is illustrated on the right side of Fig. 5. As for the Maxwellian
case, only those particles represented by the dashed area of the VDI in the
bottom of panel (b} and having a total energy larger than A®, can reach r.
The distribution at r is given by:

v? AP
f(’l)zy’f'):fo (1 , AD 57“0\ x (1+ (.. Q9 /ON 1. m\
\I+ @smmr / \ @ 3/2kel)

Contrary to the Maxwellian case, the slope of the Kappa distribution is no
more constant with both the energy £ of the particles and the altitude.
The slope decreases with altitude and the temperature therefore increases.
In Scudder’s velocity filtration mechanism, there is no need of additional en-
ergy to heat the corona. The corona is hot only because the most energetic
particles can escape from the chromosphere. By way of generalizing, [22] and
[23] have demonstrated analytically the velocity filtration in the special case
of a superposition of Maxwellians. They showed that the velocity filtration
is a general mechanism and not only an artefact due to the use of Kappa
functions.

3.2 Kinetic Models of the Transition Region

Although the corona is a highly collisionless medium, collisions cannot be
completely neglected. What will happen to the velocity filtration mechanism
if collisions are taken into account properly? Can non-thermal VDFs survive
in this case? [8] and [3] have studied this point using different approaches.
[8] address this question through kinetic simulations of the low solar corona.
They assume a finite number of protons and electrons plunged in a constant
gravitational field and an electric field which is self consistently computed in
order to ensure quasi-neutrality everywhere in the system. In their simulations,
when two particles meet they may make an elastic collision depending on
the magnitude of their relative velocity. The functional form of the velocity-
dependent collision probability is specific to Coulomb binary collisions. In
their work, [3] obtained numerical solutions of the Fokker-Planck equation for
electrons in a one dimensional, static layer of hydrogen plasma immersed in a
constant external force field. The authors use for the Fokker-Planck equation a
collision operator which is also specific to Coulomb binary collisions [30]. Both
studies assume a coronal layer which corresponds roughly to the temperature
transition region (TR). The interesting point concerning these two studies
is that, starting from different approaches of the same problem, they reach
the same major conclusions. Firstly if an electron VDF with supra-thermal
tails at the base of the TR is imposed, then the collisions are not sufficiently
numerous to thermalize completely the plasma at the top of the TR. Non-
thermal tails still exist at this altitude, even with a weak Knudsen number
(1072 to 10~%) in the TR. Secondly, if one assumes that the electron VDFs at
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the base of the TR have sufficiently strong suprathermal power law tails, the
heat flux may flow upwards, i.e. in the direction of increasing temperature.
In other words, when a temperature gradient exists in the layer, nonlocal
heat flow responds to the external force in such a way that the electron heat
flux can become decoupled from the local temperature gradient. This resuli
is illustrated in Fig. 6. Both [8] and [3] use Kappa VDFs as prototypes for
non thermal velocity distributions. On this figure are plotted the values of
the normalized total heat flux observed in the two studies for different values
of the kappa index imposed to the electron VDI al the base of the TR. For
k<45 in [8] and k < 6 in [3], the normalized heat flux is positive, that is in
the direction of increasing temperature.

Finally both studies conclude that the heat conduction can be properly
described by the classical Spitzer-Harm law only if the kappa index is suffi-
ciently large, that is, if the VDF imposed at the base of the TR is close to
a Maxwellian. As we said previously, this condition does not seem to occur
according to [34], who claim that distributions with high-energy tails may
develop in the TR.

3.3 Exospheric Models of the Solar Wind

Let us examine now what would be the consequences for the solar wind ac-
celeration if non-thermal electron VDFs were present at the base of the wind.
This problem has been extensively studied in the frame of the so-called Solar
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Fig. 6. The total normalized heat flux observed in the two studies by [8] (a) and
[3] (b), for different values of the kappa index imposed to the electron VDF at the
base of the transition region
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Wind “exospheric” models [9, 12, 13, 15, 40, 41|. In these models, the plasma
is assumed to be completely collisionless beyond a given altitude, called the
exobase. In principle, the collisionless nature of the plasma above the exobase
allows the computing, for each particle species, of the VDF at any arbitrary
height as a function of the VDF at the exobase, by means of Liouville’s theo-
rem. However, the task is not trivial because the electric field profile needed to
ensure local quasi-neutrality and zero current is an unknown of the problem
that has to be determined self-consistently. The electric field arises because of
the small electron-to-proton mass ratio that makes it easier for an electron,
compared to a proton of the same energy, to escape from the star. In short, the
electric force must be directed toward the sun for the electrons and away from
the sun for the protons. This field is thus responsible for the strong outward
acceleration of the protons [15].

Recently [12] and [40] proposed the most complete exospheric model of the
solar wind, with a transonic solution for the speed profile. As an illustration of
the results of the model by [40], we reproduce in Fig. 7 the radial evolution of
the solar wind bulk speed obtained with Kappa VDFs as boundary conditions
for the electrons at the exobase. A high terminal bulk speed (larger than 700
kim/s) is obtained when the electron suprathermal tail is conspicuous (k = 2.5).
This is due to the interplanetary ambipolar electric field, which, due to the
necessity to ensure the local quasi-neutrality and zero current, increases with
the increasing number of suprathermal electrons at the base of the wind. As a
consequence the ambipolar electric field accelerates the solar wind more than
in the case when distributions are closer to a Maxwellian (x = 6). An important
remark to note in Fig. 7 is that the major part of this high terminal bulk speed

8'00 | ' K=7.5 eom— ' ) |

oL - :

1 10 100
(r/re)

Fig. 7. Bulk speed profiles in the Zouganelis et al. model for different values of the
parameter kappa representing the strength of the suprathermal tail (s =2.5, 3, 4,
and 6. The dashed vertical line indicates the Earth orbit
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is obtained within a small heliocentric distance (/s 10R;). This is due to the
large acceleration represented by the large slope of the total (gravitational plus
electric) ion potential in this region. Finally [40] have demonstrated that the
high value of the terminal bulk speed, obtained in exospheric models, is not
just an artefact of the use of Kappa functions. Such speeds can be obtained
also with a sum of two Maxwellians (a cold and a hot one), which is a most
classical model to represent the observed electron distributions.

4 Concluding Remarks

The solar wind is a highly collisionless medium where high-energy tails are
always present. We have seen that this property is also true for the corona
and even the temperature transition region, where Knudsen numbers as low
as 1073 to 1072 invalidate the classical Spitzer-Harm theory. Non-Maxwellian
electron velocity distributions could therefore also develop in the corona and
an increasing amount of both theoretical and observational works are investi-
gating this possibility.

Recent kinetic models have demonstrated that if such distributions exist
in the high chromosphere, they can survive collisions through the transition
region and “heat” the corona in a way which is decoupled from the local tem-
perature gradient. Although the presence of non-thermal distributions in the
chromosphere is still being discussed, mechanisms describing their formation
in such a collisional medium have already been proposed [36].

Then finally if non-thermal electron distributions exist in the corona, they
could participate to the wind acceleration, through the ambipolar electric field
which is needed to ensure the local quasi-neutrality and zero current.

However, there is still a lot to do in the area covered in this article and
major questions remain. First of all if non-thermal distributions exist in the
high chromosphere, how are they formed there? Also the question whether
the non-thermal character of the electron distributions in the solar wind is a
consequence of transport and diffusion effects or whether it is also the cause
of the acceleration is still under debate [19]. The answers to these questions
may have to wait a space probe to visit the solar wind acceleration region of
the corona.
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Abstract. This article gives a flavour of recent research dedicated to the large-
scale coronal disturbances and the related interplanetary phenomena. The discus-
sions include the take-off and propagation of coronal mass ejections (CMEs); the
CME-flare relationship; the origin and propagation of shocks; the role of flares,
CMEs, and shocks in particle acceleration; radio signatures of CMEs and shocks;
coronal and IP plasma diagnostics offered by the radio emission excited by these
phenomena.

1 Introduction

Large-scale disturbances, e.g., coronal mass ejections (CMEs), global waves
(EIT and Moreton waves), shock waves, beams of energetic particles, global
changes of the magnetic field topology and the related phenomena, dramat-
ically affect the corona and the interplanetary (IP) space. Consequently,
these phenomena directly or indirectly govern the solar-terrestrial relation-
ship. Recently, the huge solar events that occurred in October/November
2003, have shown the vital public interest in solar activity: such events in-
fluence the Earth’s environment and thus also our socio-economic activi-
ties. Since all these processes are rooted in the solar corona, studies of the
coronal large scale disturbances lead us to a better understanding of Space
Weather.

This report is based on discussions at the CESRA workshop at Sabhal
Mor Ostaig, addressing the take-off and propagation of CMEs; the CME-flare
relationship; the origin and propagation of shocks; the role of flares, CMEs,
and shocks in particle acceleration; radio sighatures of CMUEs and shocks;
coronal and IP plasma diagnostics offered by the radio emission excited by
these phenomena.

G. Mann and B. Vrénak: Recent Research: Large-scale Disturbances, their Origin
and Consequences, Lect. Notes Phys. 725, 203-218 (2007)
DOI 10.1007/978-3-540-71570-2_10 (©) Springer-Verlag Berlin Heidelberg 2007
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2 Topics

The working group discussions addressed directly or indirectly the following
specific topics:

e [Launch and propagation of CMEs:
- pre-eruption environment, magnetic structure, and processes;
- basic kinematics and forces driving the eruption;
- the role of reconnection;

radio signatures of the lift-off;

- aerodynamic dra.g and forehead shock formation:
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formation of current sheets (below and ahead/aside);
magnetic field restructuring and coronal dimming;
interruption of electron beams by CMEs;
e Origin and propagation of coronal and IP shocks
- basic characteristics and terminology;
- where and how do we see, or expect to see shocks (traveling & standing);

- origin of coronal shocks: flares and/or CMEs;
- formation and propagation of shocks in a decreasing/increasing Alfvén-
speed and density environment;
- multi-wavelength observations of Moreton waves;
- nature of type Il burst emission;
- 3-dimensional propagation of MHD shocks in the magnetically structured
atmosphere;
- radio and optical signatures of coronal simple-waves and shocks;
e Particle acceleration in flares, CMEs, and shocks
- acceleration at the CME forehead shock;
- acceleration and escape from the current sheet below the CME (two-
ribbon flare);
- electron acceleration at the reconnection outflow (termination) shock
- trapping and escape processes;
e Coronal & IP plasma diagnostics
- m-km type II burst revealing physical conditions in the corona and IP
space;
- m-km type II bursts as CME tracers;
- type Il bursts mapping the magnetic field;
- Moreon/EIT-waves as a diagnostic tool for low corona,
- probing the corona by the radar techniques.

3 Take-off and Propagation of CMEs

The launch of a CME is usually accompanied by various radio-emission signa-
tures. The most distinct ones are certainly the meter-to-kilometer wavelength
radio type 111 bursts [50], revealing the escape of electron beams from the



Large-scale Disturbances, their Origin and Consequences 205

corona to the IP space along open field lines. However, sometimes the elec-
tron beams in the CME take-off phase remain confined to the corona, e.g.,
when the electrons are channeled along the large-scale coronal loops, or when
the beams are interrupted by the CME itself. Such processes might be im-
portant, for the understanding of the magnetic configuration involved in the
eruption.

Silja Pohjolainen presented observations of a series of radio J-bursts ob-
served by the Nancay Radioheliograph in the early stage of a CME lift-off on 8
February 2000 (see [45]). Type J bursts are interpreted as the radio signature
of electron beams that propagate from an acceleration region in one leg to the
vicinity of the summit of the loop, where they fade, which gives a signature
in the time-inverse frequency plane that resembles the inverted letter J. The
observed radio pattern was interpreted as a radio signature of the break-out
process similar to that proposed by [2]. In the follow-up discussion, the event
was compared to the famous 2 May 1998 event [44], since transequatorial
coronal loops were involved in both events, similar to those observed by [23].

The discussion turned to a debate regarding the driving process of the
eruption. In the framework of the ongoing observational and theoretical re-
search, Bojan Vrsnak argued that the basic process which causes the eruption
is loss of equilibrium of the magnetic structure (e.g., [17, 33|). Plasma flows
in the solar convective zone drive evolution of the coronal magnetic field, in-
creasing complexity of its topology by building the induced electric current
system, i.e., storing the free energy into the magnetic structure. The loss of
equilibrium takes place when the slowly evolving system cannot find a neigh-
bouring equilibrium state and undergoes catastrophic development (see, e.g.,
[46]), resulting in the eruption of the unstable magnetoplasmatic structure

mto the internlanstarv anace
;;;;;;;;;;;;;;; planetary space.

Bearing in mind the geometry of the ejection, the dynamics of the process
itself is most likely governed by the kink instability of the flux rope (e.g.,
[58], and references therein). Since coronal eruptions and their interplanetary
counterparts often expose helical patterns (e.g., [28, 68]), it is assumed that the
ejection is basically driven by the hoop force within the helically twisted semi-
toroidal magnetic structure 3, 10, 11, 43, 63|, i.e., within the flux rope nested
in a coronal magnetic arcade [35]. The instability sets in when the magnetic-
pressure gradient associated with the poloidal magnetic field component in
the flux rope becomes so large that it cannot be balanced by the magnetic
tension of the longitudinal magnetic field component.

According to this view, the processes like, e.g., break-out process [2], or
tether cutting [42] are only modifying the course of the eruption. On the other
hand, this type of processes could play an important role in the pre-eruptive
stage and at the onset of the eruption, since the reconnection below (tether
cutting) or above (break out) can drive the evolution of the system towards
the critical point where the equilibrium is lost. Possible drivers are also the
emerging flux process, twisting/shearing motions at the footpoints, the mass
loss from the prominence, or their combination.
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Furthermore, it was pointed out by B. Vrsnak that the reconnection above
the erupting flux rope is less important in 3-dimensional (3-D) models since
in real situation the overlying field-lines can “slip aside” the erupting flux
rope (see e.g., Fig. 2 of [14]). It was concluded that the 3-D modeling of the
eruption of the flux rope anchored in the photosphere, like currently being
performed by various research groups (e.g., [1, 14, 29, 51]), might be essential
for the comprehension of the CME take-off.

Furthermore, it was emphasized that special attention should be paid to
the role of the reconnection below the flux rope, causing the two-ribbon flare.
This process provides a supply of the poloidal magnetic flux to the rope, en-
hancing the kink effect (Fig. 1). Since the reconnection is also causing the flare
energy release, such a coupling of the CME dynamics and the reconnection
could explain the synchronization of the CME acceleration and the growth of
the associated soft X-ray burst (e.g., [74]; see also [66] and references therein).
The hypothesis of the feed-back relationship between the CME acceleration
and the reconnection rate in the associated flare is also consistent with the
correlation between the CME speed and the flare importance, illustrated in
Fig. 2 (for details see [69]).

In this respect, the presentation by Lyndsay Fletcher (see Sect. 5) was also
partly related to the CME take-off, since she presented an ongoing research on
the relationship between the energy release in the CME-associated flare and
the “motion” of flare kernels. The reconnection rate vxB, inferred by using
the velocity of the flare-ribbon lateral expansion and the line-of-sight photo-
spheric magnetic field (e.g., [70]), provides an estimate of the energy-loading
into the CME (see also, e.g., [32]). Several recent studies clearly demonstrated
the correlation of the CME acceleration and the vxB evolution (e.g., [47, 49],
and references therein). In the discussion it was concluded that it is extremely
important to distinguish the reconnection-rate associated kernel motions, from
that which occurs as a consequence of spreading of the reconnection along the
neutral line (see, e.g., [19]), or the reconnection in a strongly sheared field
(e.g., [7]). In her report, L. Fletcher demonstrated also how a combination of
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Fig. 1. Reconnection beneath the CME (gray flux vope) creates a two-ribbon flare
(low-lying loops in the right panel) and supplies a “fresh” azimuthal Hux to the rope
(the black helical line around the fluz rope)
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Fig. 2. a) Dependence of the CME velocities at the heliocentric distance of I — 3
solar radii (vs) on SXR peak fluxes, I, of the associated flares (the relationship is
shown separately for different classes of CME widths, denoted by the fitied lines).
The average velocity 73 of nan-flare CMEs associated with prominence eruptions
is indicated by the horizontal arrow at the y-axis. b) The correlation of the CME
velocity vs and the CME width ¢: B & C-flare CMEs are shown in gray and M & X-
flare CMEs are shown in black. The fit taken from the sample of non-flare CMEs is
shown by the dashed line. From [69)

the multiwavelength flare observations and the magnetic field extrapolation
can be used to reveal the magnetic topology involved in the eruption.

Finally, it was agreed that meticulous multi-wavelength studies of the
ejection /flare morphology are needed to distinguish signatures of relevani
processes governing the CME take-off. Such studies, offered by the existing
excellent space-borne and ground based instruments, might be also very im-
portant for the Space Weather research, in particular for the CME arrival-time
predictions.
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4 Origin and Propagation of Shocks

The origin and propagation of coronal and IP shocks are a key issue in present
research that will continue to play a prominent role in the coming years.
Several aspects, especially those related to the ongoing research in this field,
are discussed also in Nat Gopalswamy’s and Alexander Warmuth’s articles in
this volume.

A ]Luug buaﬂdfﬂg issue in research on coronal shocks is the kiut:btlull if all
coronal waves/shocks are driven exclusively by CMEs, or if they can be ignited
by flares. The discussion was introduced by N. Gopalswamy, who presented a
progress report on the hierarchy of CME characteristics, with respect to their
association with meter, dekameter /hectometer, and kilometer wavelength type
IT bursts ([18]; Gopalswamy, this volume). Generally, CMEs associated with
type Ll bursts have larger than average speeds, angular widths, and deceler-
ations, and the values of these three parameters successively increase from
meter, to kilometer wavelength type 1l burst associated CMEs. Such a hierar-
chy, and some additional arguments (see Gopalswamy, this volume), were used
as an evidence supporting the hypothesis that all coronal shocks are driven
by CMEs (for historical background, cf. [13]).

The beginning of the follow-up discussion revealed that there is a great di-
versity in comprehension /usage of different physical terms, such as bow-shock,
piston-shock, spherical piston, blast-wave, simple-wave, pressure or magnetic-
pressure pulse, shock flanks, etc. Confusing situation regarding the usage of
these terms is present also in recent, as well as older, related literature. So, be-
fore proceeding with the discussions, G. Mann, B. Vrénak, and A. Warmuth
gave a brief overview, and discussed the meaning and physical background

rnC theee terms (gee ‘)Vnrmnf]n thig Vn] 11me
;;;;;;;;;;;;; {see vwarmusn, Lnls voiume;

see [69]).

After clarifying the terminology, the discussion turned back to various
aspects of the relationship between CMEs, flares, coronal dimming, type II
bursts, Moreton waves, and EIT waves. A. Warmuth emphasized that some-
times a type II burst and/or a Moreton wave occurs at the time when the
CME is already quite high in the corona, which contradicts the hypothesis
according to which all coronal shocks are driven by CMEs. In such events
the CME-associated shock is located at radial distances considerably larger
than that of the observed type II burst sources (especially in the case of high-
frequency type Il bursts that start in the decimeter/meter wavelength range),
whereas the flanks of the shock are too far to cause the Moreton wave. It
was also pointed out that in the meter-type LI burst sample presented by N.
Gopalswamy there is a considerable fraction of slow CMEs which are not likely
candidates for driving shocks.

Furthermore, B. Vrsnak demonstrated that CMEs whose bow-shock should
cause a Moreton wave at the distance in the order of 100 Mm, and a type 11
burst of the starting frequency around 300 MHz, would need to have extremely
large acceleration, up to 10 kms ™2, whereas accelerations larger than 1 kms—2

or l’l ‘nr‘n]’\]{:\mc l'l"\ fD'I"Tn] o
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are observed very rarely (the highest measured acceleration was inferred in
the event of 6 November 1997; see [13]). Moreover, the short time involved
in the shock formation (a few minutes) requires an abrupt/fast source region
expansion: the acceleration should not last more than a few minutes, which
is a time-scale much more appropriate for flares than for CMEs. Additional
evidence supporting the view that at least some coronal shocks are ignited
by flares was noted by J. Khan, who emphasized the close timing and spatial

vt STAT YD +1h 4l o drna o

energy release in flares [33, 72|. However, in the follow-up discussion, it was
also pointed out that such an argument is weakened by the fact that the
acceleration phase of CMEs is often tightly related to the impulsive phase of
the associated flare ([74]; see also [66] and references therein).

The discussions on the origin of coronal shocks ended up with the conclu-
sion that the next step in the research should be a combined analysis which
would include not only meticulous study of multi-wavelength observations,
but should also incorporate the theoretical knowledge on the shock forma-
tion phase (e.g., [37, 65]), characteristics of 3-D propagation (e.g., [73]), the
relative kinematics of the shock and its driver [65], the shock—driver offset
distance [52], etc.

5 The Role of Flares, CMEs, and Shocks
in Particle Acceleration

A considerable part of the WG-11 time-table was devoted to the particle accel-
eration associated with the eruptive processes in the solar corona. Several ob-
servational and theoretical aspects were discussed, including different possible
accelerators and mechanisms of the escape of accelerated particles. In particu-
lar, the acceleration by the electric field involved in reconnection (the diffusion
region and slow-mode shocks), the acceleration at CME driven shocks, and
the acceleration at the fast-mode standing shock in the reconnection outflow
jet were considered.

Astrid Veronig and Manuela Temmer presented an ongoing study of the 3
November 2003 X4 flare, emphasizing the initial downward motion of the loop-
top hard X-ray (HXR) source, as well as the “motion” of the HXR foot-point
sources and their positions relative to the underlying photospheric magnetic
field. The downward motion of the loop-top HXR source is currently sub-
ject of intense research ([72]; see also [62], and references therein, and the
chapters by Dennis et al. and Hudson & Vilmer, this volume). It was shown
by A. Veronig and M. Temmer that the main energy release starts after the
downward motion of the loop-top source stops and the “standard” growth of
the hot loop-system starts. The discussion included various interpretations of
the downward motion of the loop-top source. The interpretation according to
which such a motion reveals the formation of the reconnection outflow jets
prevailed. An ongoing research in this field includes the betatron acceleration
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in the collapsing trap formed by shrinking loops in the deflection sheath of
the reconnection jet [30, 62].

The issue of the motion of foot-point sources was stressed most directly
by Lyndsay Fletcher, who showed new results regarding the relationship be-
tween the product Vie,ne; X Bpp (the kernel velocity times the underlying pho-
tospheric field) and the energy release in the flare. It was shown that some-
times there is a direct correlation between the value of Vierner XBpp and the
energy release rate, but situations without any correlation were also spot-
ted. After a dynamical discussion, it was concluded that most probably, the
very high values of vie,ne X By, that are sometimes measured, do not reflect
the electric field involved in the reconnection, but are rather caused by a
successive activation of new energy release sites along the neutral line (see,
e.g., [19]), or the reconnection in a strongly sheared field (e.g., [7]). Such
phases of the energy release do not necessarily lead to an enhanced energy
release. Recently, a number of studies were performed, where various proxies
for the reconnection rate were compared with the energy release in the flare
(e.g., [15, 16, 48, 70]). Further discussions included the acceleration process
itself. Gottiried Mann presented an application of the shock drift accelera-
tion mechanism to the fast-mode standing shock in the reconnection outflow
(“termination shock™; [4, 5]). It was demonstrated that a significant num-
ber of high-energy electrons can be produced at the termination shock by
shock drift acceleration [6, 20, 40], sufficient to explain non-thermal energy
release in flares. In contrast to that, Karl-Ludwig Klein deduced from two
particular events (August 19, 1996 and October 7, 1997), that the number
and energy “fluxes of shock-accelerated electrons are much smaller than those
required to produce a conspicuous hard X-ray burst” [26]. But [26] consid-
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frequencies (i.e. < 100 MHz), in the higher corona. There, the electron num-
ber density is quite smaller than in regions, where the “termination shock”
sources occur, i.e. around 300 MHz. Additionally, the temperature is much
higher at the “termination shock” (i.e. > 10 MK), i.e. near the reconnection
site, than in the non-flaring corona (~ 1.4 MK). Both are the reasons, why
the “termination shock”™ is much more productive for the generation of ener-
getic electrons, than the travelling shocks, which are the sources of the usual
type II bursts. Furthermore, an example of the radio signature of the ter-
mination shock was presented: a non-drifting type Il-like burst was observed
in 18 July 2002 flare, in conjunction with a distinct impulsive hard X-ray
burst.

Observations of this kind, especially when combined with measurements of
the flare loops and the collapsing trap theory, could give a better insight into
the multi-stage acceleration process in flares. This includes the direct-field-
acceleration in the diffusion region (e.g., [34]) and at the slow mode shocks
[54], shock-drift acceleration at the termination shock [5, 56, 60], and beta-
tron acceleration in the deflection sheath beneath the termination shock [30].
All of these processes should show different particle-spectral characteristics
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(thermal/nonthermal), which could differ in different phases of the energy re-
lease, as well as in flares taking place in different environments. Moreover,
each process should show distinct radio signatures, depending on details of
particle phase-space distribution (bump-on-tail, loss-cone, etc.).

Another aspect of the particle acceleration was discussed by Karl-Ludwig
Klein, who presented an analysis [41] of the arrival of high-energy particles at 1
AU. Fast CMEs without flares were checked to inspect the CME-accelerated

particles in the absence of flares. In the pcuud 1996-1998 u111_y three such
events were found. In two of these, no SEP! fluxes at 1 AU were detected, and
in the remaining one, only a weak enhancement limited to energies <20 MeV
was recorded. That indicates that the energy release in flares is important
for the emission of high-energy particles into 1P space [12, 25, 26, 27]. In
the follow-up discussion several escape mechanisms were considered, includ-
ing direct involvement of open field lines in the energy release process and
the temporary opening of the field lines by reconnection with nearby coronal
hole field. A supporting evidence for the flare-accelerated 1P electron beams
was demonstrated by Laura Bone, who presented an example of the hard
X-ray burst, correlated with a type LIl burst which extended to long wave-
lengths, showing that electrons accelerated in solar flares can escape to the
IP space.

Niina Lehtinen presented very interesting decimetric emission recorded in
the event of 18 December 2000 (see [31]). Observations could be interpreted as
the radio emission from the rising plasmoid [30]. Furthermore, the trajectories
of electron beams were imaged in radio-waves, from the acceleration site to
the corresponding hard X-ray sources at the ends of soft X-ray loops. This
event included a number of issues that are difficult to interpret. For example,

the ]“Qf]lf\ nrecurant and the acenciated electron aceceloarator were found to he
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very far away from the active region, located in between the EIT wave and the
active region. In the follow-up discussion it was concluded that in this event,
like in many others, there is a clear departure from the classical two-ribbon
flare model.

Moreton and EIT waves are often associated with SEP events [8, 30, 59,
61]. There are some observational hints that the SEP had been released at
times when the EI'T wave touches the magnetic field line connecting the ac-
celeration site, i.e. the EIT wave, in the corona with the spacecraft. As well-
known, the EIT wave represents a “simple fast magnetosonic wave” [37, 38, 65]
accompanied with a magnetic field compression. Thus, a EIT wave can act
as a moving magnetic mirror, at which particles can be accelerated, e.g. by

shock drift acceleration [6, 20, 40].

! Solar Energetic Particles.
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6 Coronal and IP Plasma Diagnostics Offered
by the Radio Emission

Solar eruptive phenomena are associated with a wide palette of radio emis-
sions which offer various plasma diagnostic techniques, enabling an insight
into physical conditions in the corona and IP space. At WG-II, special at-
tention was paid to the Alfvén speed, v4, in the corona and IP space. Bojan
Vrsnak presented results on the radial dependence of the Alfvén speed, va(R),
and the magnetosonic speed v,,s(R) based on the measurements of the type
Il bursts. The method utilizes the old idea by [565], according to which the
type II burst band-split is a consequence of the plasma emission from the
upstream and downstream shock regions (see e.g., [10]). The results presented
by B. Vrénak include the range from the decimeter/meter wavelengths up to
dekameter/kilometer wavelengths. The results show (Fig. 3) that above ac-
tive regions the magnetosonic velocity first decreases from 1000-2000 kms—!
to a minimum of /2400 kms 1 at the radial distance R a2 3 solar radii, then
increases to a local maximum of =500 kms™! at R =2 4-6 solar radii, and
finally monotonously decreases in the IP space down to ~~30-50 kms™! at
1 AU. As a side result, the radial dependence of the density was obtained,
smoothly joining the active region corona with the [P space.

Gottfried Mann presented results of a related study, where the coronal
Alfvén and magnetosonic speeds were modeled using a three-component input:
the coronal density model, the global/radial magnetic field, and the bipolar

v* (kmis)

Fig. 8. Shock velocities ©* inferred from the frequency drift of type 11 bursts (after
[67]), compared with the solar wind speed (w(R); shown by gray line) according to
[63]. In the inset we show the estimated magnetosonic speed v.,s(R) in the corona
and upper corona (negative values are the measurement artifact appearing when
vt < w)
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active region field [38, 39, 72|. The model provides radial and angular de-
pendence of the Alfvén speed (Fig. 1), showing a pattern consistent with the
type Il burst observations presented by B. Vrénak (compare Figs. 3 and 5).
The bright and dark areas present the regions of high and low Alfvén speeds,
respectively. A region of a local minimum of the Alfvén speed is located in the
middle of the corona (i.e. in the lower half of the grey scaled area) (Fig. ).
The follow-up discussion was focused on the implications regarding coronal
shock propagation. The angular dependence of v4 shows that the low Alfvén
velocity regions are located aside of active region which explains the tendency
of non-radial motion of the radio source in the early stage of type Il bursts.
The distance where the Alfvén speed attains minimum, corresponds to plasma
frequencies at which most of metric type Il bursts start, whereas the maxi-
mum corresponds to the frequency range where most of the meter/dekameter

va (907
By 800 C
Bl 220 G
20100 R,

0B o Nz 4 16 1.8 Z0
R [F]

Fig. 4. Behaviour of Alfvén velocity given in km/s above a bipolar active region in
the corona (see [72]). The arrows indicate the direction of the magnetic field
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Fig. 5. Behaviour of Alfvén velocity along a straight line with an inclination of 457
towards the z-axis as a function of the radial distance R. The full and dashed line
show the case of ¢ — 0" ¢ — 180", respectively. The dotted line represents the case
only due to the quiet Sun magnetic field (see [39])

bursts cease. On the other hand, the distances beyond which vy (R) decreases
monotonously, correspond to frequencies typical for the onset of [P type 11
bursts (see, e.g., |9|) that are driven by CMEs. Apparently, such an outcome
supports the hvpothesis that at least a certain fraction of metric type Il bursts
are a distinct phenomenon, presumably ignited by flares. On the other hand,
the IP type II bursts occur after the CME of a given speed reaches the distance
at which v3 becomes lower than the CME speed.

Another interesting aspect of the coronal plasma diagnostic, was stressed
by M. Khotyaintsev, who presented a theoretical background of the solar radar
experiments. In particular, a theory for radar signal scattering by anisotropic
Langmuir turbulence in the solar corona due to at+1{ =t process was consid-
ered. The method is supposed to enable investigation of narrow field-aligned
electron beams, such as those responsible for type I1I solar bursts. Expressions
for the scattering altitudes, frequency shifts, cross-sections, efficiency of the
process, and optical depth were presented.

7 Conclusion

The WG-II presentations initiated a plenty of dynamical discussions on sev-
eral important aspects of the solar eruptive phenomena and large scale dis-
turbances. From our point of view there are open questions, which are listed
below without expecting any completeness:
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What causes the launch of a CME?Y
What is the relationship between the flare and the initiation of the CME
launch?
e What is the source region of a type Il radio burst with respect to the
shock?
What is the mechanism of electron acceleration at a coronal shock wave?
Is a coronal shock wave able to accelerate protons also seen at 1 AU?

Ay
LLULLDS

What is the reason of the delay of the arrival time of relativistic elec
at 1 AU concerning the onset of the energy release in the corona?
What is the role of global travelling EIT waves for particle acceleration?
In which way are these EIT waves related to the flare and the launch of a
CME?

Many of the discussions continued also after the meeting, by means of elec-
tronic communications, including also colleagues who did not attend the Isle
of Skye meeting. Some of the ideas were spread through the solar community
at other meetings, and resulted in a number of ongoing studies. Some results
of collaborations initiated at the CESRA/WG-II already have been presented
in a number of scientific papers. In the near future we will have some space
missions as STEREO, Hinode and Solar Dynamics Observatory (SDO). We
expect that the data of these missions will give us a deeper insight in the
physical processes in the solar corona and the related studies will hopefully
give us the answers of a few of the questions mentioned above. Radio obser-
vations are an important addition because they are unique tracers of energy
release and shock waves in the solar corona.
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Abstract. Quasi-periodic pulsations of radio emission generated in solar and stellar
flares are interpreted in terms of MHD oscillations of coronal loops and in the frame
of equivalent electric circuit approach, and compared with coronal wave and oscil-
latory phenomena recently discovered in the EUV, X-ray and visible light bands.
Various methods of remote diagnostics of the coronal plasma, based upon the use
of observationally detectable properties of quasi-periodic pulsations - their period,
amplitude and quality - are discussed. The applicability of these methods to the
diagnostics of stellar coronae is demonstrated.

1 Introduction

Wave and oscillatory phenomena in solar and stellar coronae have been at-
tracting researcher’s attention for several decades. Traditionally, the interest
1s motivated by the possible role the waves play in heating of the coronae
and in acceleration of solar and stellar winds, via the transfer and deposi-
tion of energy and mechanical momentum. Also, as waves and oscillations
are associated with various dynamical processes in the almost fully ionised
and highly magnetised coronal plasma, their study is fundamental for plasma
astrophysics in general. Moreover, the progress recently reached in observa-
tional detection and theoretical modelling of coronal waves and oscillations
provided the foundation for the development of coronal seismology - a new
and rapidly developing branch of astrophysics, which combines theoretical and
observational findings in deducing information about physical parameters in
the corona.

An important role in the interpretation of coronal wave and oscillatory
phenomena is played by magnetohydrodynamic (MHD) theory. Indeed, the
observed characteristic scales, e.g. wave lengths are usually much larger than
both the ion gyroradius and the mean free path length and the character-
istic times are much greater than the ion gyroperiod and the reciprocal of
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DOI 10.1007/978-3-540-71570-2_11 (©) Springer-Verlag Berlin Heidelberg 2007



222 V. M. Nakariakov and A. V. Stepanov

the collision frequency. Compressibility and elasticity of coronal plasmas al-
low them to support various kinds of MHD waves which are associated with
perturbations of macro parameters of plasmas: its mass density, tempera-
ture, gas pressure, bulk velocity, and the local direction and absolute value
of the magnetic field. Detection of these perturbations in the coronal plasma
as fluctuations of emission intensity of coronal lines, their Doppler shifts and
non-thermal broadening, and radio emission provides us with the basis for the
observational study of MHD waves in coronae.

The proximity of the solar corona and its openness to high spatial and
temporal resolution observations make it an ideal object for the study of its
wave activity. Here we would like to stress that normally the proper study of
a wave requires both its projected wave length and period being well resolved.
Only in certain exceptional cases, e.g. when the wave passes through a bright
object (e.g., a part of a flaring loop) with the geometrical size smaller than
the wavelength, the wave can be detected with poorer spatial resolution or
even without it at all.

The necessary spatial and time resolution has recently been achieved in
the EUV band with spaceborne imagers (TRACE, SOHO/EIT) and spec-
tral instruments (SOHO/SUMER), leading to the avalanche of observational
discoveries of solar coronal waves and oscillations. The discovered phenom-
ena can be divided into several distinct classes: EIT waves [42]; compressible
waves in polar plumes [11, 32, 33| and in coronal loops [8, 12]; flare-generated
global kink oscillations of loops [5, 26]; and longitudinal standing oscillations
within loops [19, 44]. Moreover, very recently ground-based optical observa-
tions of eclipses have revealed the presence of rapid oscillations in coronal
loops [47, 48]. Extensive observational reviews of this diversity of coronal os-

cillationg are oiven in [4 9241
cliiatlons are given I o, 24

Ground-based radio observations also demonstrate various kinds of oscil-
lations (e.g., the quasi-periodic pulsations, or QPP, see [2] for a review and
Nindos & Aurass, this volume), usually with periods from a few seconds to
several tens of seconds, often in association with a flare. However, usually
those observations do not provide the spatial information and the only pa-
rameter which can be used for the interpretation of the pulsations is the
period. According to the period P, Aschwanden [3| suggested to distinguish
between wvery short period (P < 0.5 s), short period (0.5 < P < 5.0 s) and
long-period (P > 5 ) coronal radio QPP. It is believed that QPP with periods
longer than a second might be associated with MHD waves and oscillations.
In particular, QPP with periods of about a second are commonly detected at
metric, decimetric and centimetric wave lengths, usually in flaring radioflux
curves, often in association with type I'V bursts. A list of more than 30 papers
on observations of periodicities in this range is presented in [3].

Periodic variations of physical quantities can be connected with sev-
eral mechanisms, namely the presence of certain resonances connected with
standing waves, the generation of quasi-periodic frequency- and amplitude-
modulated sighals because of dispersion, and nonlinear mechanisms generally
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connected with the wave or oscillation amplitude. In all the cases, observed
periodicity together with other physical parameters of an observed wave or
oscillatory phenomenon (e.g. typical signatures, spatial structures, evolution-
ary scenarios, etc.) contain information about the physical parameters of the
medium. Consequently, waves and oscillations provide us with a natural tool
for remote diagnostics of the coronal plasma. This review covers the theory of
physical mechanisms for the generation of coronal waves and oscillations, ex-
amples of interpretation of recent observational findings in terms of the theory

and the use of the results for the remote diagnostics of coronal plasmas.

2 MHD Modes of a Plasma Cylinder

2.1 Dispersion Equation

The standard model for the study of MHD modes of coronal structures is the
theory of MHD modes of a straight plasma cylinder. This approach misses
several potentially important physical effects, such as the loop curvature, pos-
sible smoothness of the loop density and magnetic field profile and twisting
of the magnetic field. In addition, in the case of cooler loops, when the scale
height is sufficiently small and can be comparable with wave length, the strati-
fication should be taken into account. However, the straight cylinder approach
provides us with the possibility to study all its modes analytically which ex-
plains its popularity. In the following, we present the formalism developed by
[52] and [14].

Consider the oscillating loop as a cylindrical magnetic flux tube of radius

a hlled Unfl’\ a nmiform nlacma of dencitv 2~ and nreganre n~ nenetrated ]’\‘7 a
4 Hied Wit a uniiorm piasina O Qensily pp alld pressure pp penelraied

magnetic field Bge,; the tube is confined to r < a by an external magnetic
field B.e, embedded in a uniform plasma of density p. and pressure p.. The
indices “0” and “e” denote the internal and external media, respectively. Thus,
the equilibrium consists of

BO(T)_{BO’T<G’ pO(T)_{po,T<a, po(r)_{po,r<a, )

Be,r>a, Pe, T > a, Pe, T >4 .

The equilibrium variables are uniform everywhere, except for jumps at the
tube boundary r = a. Sums of gas and magnetic pressure inside and outside
the cylinder are equal to each other to support the total pressure balance
condition.

In the internal and external media, the sound speeds are Cyy and Cl.,
the Alfvén speeds are C 40 and C 4., and the tube speeds are Cpg and Cr,,
respectively. (The definitions of the speeds are standard, see, e.g., [24]). Rela-
tions between those characteristic speeds determine properties of MHD modes
guided by the tube.

Linear MHD perturbations of a straight plasma cylinder, evanescent in the
external medium, are described by the dispersion relation
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where I, () and K, (z) are modified Bessel functions of order n, and the
prime denotes the derivative with respect to argument z. Functions mg and
me which may be considered as radial wave numbers of the perturbations
inside and outside the cylinder, respectively, are defined through
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where i = 0,e; For modes that are confined to the tube (evanescent out-
side, in r > a), the condition m. > 0 has to be fulfilled. The integer m is
the azimuthal mode number. It determines the azimuthal modal structure:
waves with m = 0 are sausage (or radial) modes, waves with m = 1 are
kink modes, waves with higher m are referred to as flute or ballooning modes.
The existence and properties of the modes are determined by the equilibrium
physical quantities. In particular, for mg < 0, the internal radial structure of
the modes is described by the Bessel functions .J,,(z), and the radial depen-
dence of the oscillation is quasi-periodic. The choice of the modified Bessel
functions K,,(x) for the external solution is connected with the demand of
the exponential evanescence of the solution outside the loop (trapped modes).

Figure 1 shows dispersive curves of MHD modes guided by a magnetic
cylinder with the characteristic speeds C40 = 600 km/s, C 4. = 3,300 km/s,
Cso = 340 km/s and C,s. = 200 km/s. These parameters are typical for
a flaring loop. As it has been pointed out in [14], there are fast and slow
trapped modes, with longitudinal phase speeds in the intervals Cyp < w/k <
Cue and Crg < w/k < Cy, respectively. In the corona, the fast modes are
predominantly transverse and the slow modes are predominantly longitudinal.
There is an infinite number of modes with a given azimuthal number m,
corresponding to different radial number, /. The modes with higher radial
numbers [ have higher phase speeds along the loop and exist for higher values
of the longitudinal wave number k.

In the long wavelength limit £a — 0, phase speeds of all fast modes except
the sausage mode (m = 0) approach the kink speed Cj determined as

Oy = (L)/ Cao (1)

L+ pe/po

Normally, the kink speed is closer to the Alfvén speed inside the loop. For the
physical parameters mentioned above, the kink speed is 900 km/s.
The sausage m = 0 mode has a long wavelength cutoff,

. 1/2
_Jo l(CSZO + C?‘LO)(C,%ie - C%o)] /
a (01246 - 01240)(01246 - CSQO) ,

k. (5)

where jp A2 2.40 is the first zero of the Bessel function Jy(x). Trapped sausage
modes can exist only if their longitudinal wave numbers are greater than the
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Fig. 1. Dispersion diagram showing the real phase speed solutions of dispersion
relation (2) for MHD waves in a magnetic cylinder as a function of the dimensionless
parameter k.a. The characteristic speeds in the internal and external media are
C'ap = 600 kim/s, C'sp = 300 km/s, C'4e = 3300 km/s and Cse = 150 km/s. The solid,
dotted, dashed and dot-dashed curves correspond to solutions with the azimuthal
wave number m equal to 0,1,2 and 3 respectively. The torsional Alfvén wave mode
solution is shown as a solid line at wﬂ.‘; = C'ap

cutoff value. For the parameters mentioned above, the sausage mode with the
lowest radial number has a cutoff positioned at ka = (.51.

The horizontal axis of Fig. | shows the normalised longitudinal wave num-
ber, which may be rewritten through the longitudinal wave length ka =
2maf . As fast modes of a coronal loop should have nodes of the transverse
velocity perturbations at the loop footpoints, the wave lengths of the modes
are quantized, A = 2L/n, where n is an integer corresponding to the mode
number (or the number of maxima of the transverse velocity perturbations
along the loop) and L is the length of the loop. Identification of a particular
mode should be based upon the analysis of the mode period and the mode
radial and longitudinal numbers. The radial mode number [ is perhaps the
most difficult to measure, as the loop width is usually either unresolved or re-
solved very poorly. Fortunately, as modes with higher radial numbers (I > 1)
can have only short longitudinal wave lengths in comparison with the cylinder
radius, in the long wave length limit these modes can be excluded from con-
sideration. The lowest n = 1 mode is a fundamental or global mode. Global
kink (n = 1, m — 1) modes have been discovered with TRACE EUV imaging
telescope [5, 26]. The period of the global kink mode is
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2L

Poxm = o (6)

where C}, is given by Eq. (4).

2.2 Global Sausage Modes

traditionally used for the interpretation of the

14ally Uuscul 101 L el i c 1

The sausage mode has been tra
periodicities in the range 0.5-5 s. The estimation of the periodicity has been
based upon the assumption that the perlod of the sausage mode is determined
L)_)/ bl].':' J.d;l;J.U Of th.':’ J.UUP CLrOSS- SeCtlUlI ldulub CU.lLl LJ.J.(:,' ﬂ].l\/b’ll Speeu_ lllblu.t: bllt:
loop (see, e.g. [2]). However, it has been pointed out in [35, 36] that estimation
could be used for higher spatial harmonics only. Unfortunately, the subsequent
papers usually did not mention this crucial restriction. Also, this estimation
could not be applied to the period of trapped global sausage modes.
Dispersion relation (2) clearly shows that there can not be trapped sausage
modes in the long wave length limit £ — 0, where £ is the longitudinal wave
number. Indeed, in this case, the transverse structure of the mode outside
the loop is proportional to exp(—mer), with me becoming imaginary (e.g.,
when k£ = 0, m2 = —w?/(C3_ + CZ2), where Cpo and C,, are the Alfvén
and sound speeds outside the loop, respectively). In the trapped modes, the
external wave number m. must be real, corresponding to the evanescent mode
structure outside the loop. Thus, in the long wavelength limit, there are no
trapped sausage modes of the loop. The very existence of non-leaky sausage
modes requires finite longitudinal wave numbers. Consequently, the estimation

of the global sausage mode period P, as
Psaus - 27TQ/CAO , (7)

where a is the loop cross-section radius and Cyg is the Alfvén speed inside
the loop (which assumes that the wave is plane, or k — 0) is incorrect. This
expression, possibly with the change of Csy to a speed in the interval between
Cao and Cy. (Cao < Cye), can still be applied to higher spatial sausage
harmonics or to leaking modes. However, in this case, Eq. (7) is over-simplified
as it does not contain the mode number (actually, it can be correct when the
mode number n is exactly equal to L/ma), but does contain the kink speed
which is irrelevant to the sausage mode.

Reminding the reasonings first presented in [36], it was recently pointed
out [25] that the period Pggm of the global sausage mode of a coronal loop is
determined by the following conditions:

Pasm = 2L/C (8)

where Cy, 1s the phase speed of the sausage mode corresponding to the wave
number k = 7/L, Cag < Cp < Cae. For b — k¢, Cp, tends to Cae from below
(see Fig. 1, and for & — oo, Cp, tends to Cag from above. Also, the length
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of the loop L should be smaller than 7 /k. to satisfy the condition £ > k.
given by Eq. (5). For a strong density contrast inside and outside the loop,
the period of the sausage mode satisfies the condition

2ma 2.62q
JoCao  Cao

Pasm < : (9)
as the longest possible period of the global sausage mode is achieved when
k = k.. We would like to emphasise that the expression (9) is an inequality,
and that the actual resonant frequency is determined by Eq. (8), provided (9)
is satisfied. Combining (9) and (8), we obtain that the necessary condition for
the existence of the global sausage mode is

L/2a < wCxc/250Ca0 ~ 0.65+/po/pe , (10)

so the loop should be sufficiently thick and dense.

2.3 Leaky Modes and Radial Modes

The long-wavelength sausage mode, with the wave number shorter than the
cut-off value given by (5) does not cease to exist. However, its phase speed
becomes complex and the mode leaks out the tube. In this case, parameter m,
given by Eq. (3) becomes imaginary and the appropriate solution in the ex-
ternal medium may be rewritten through the Hankel functions H,,(x) instead
of the modified Bessel functions K,,(x). The same change should be made in
dispersion relations Eq. (2) [52]. In the long wave length limit k,a << 1 and
under the assumptions C 4. > Cy., Cao < Cse and a2/L2 < pe/po < 1,
Zaitsev and Stepanov [52]| obtained the following estimation for the period of
the standing sausage (m = 1) or (radial) mode:

Prad 0/ ([C2 +C2, . (11)

The efficiency of the leakage is apparently connected with the depth of
the effective potential well for trapped magnetoacoustic modes, determined
by the ratio of the external and internal fast magnetoacoustic speeds. In the
low-3 coronal plasma that ratio can be rewritten as the ratio of the external
and internal plasma densities. The decrement of the sausage mode is

Yeak X pe/pO . (12)

When the density contrast ratio is small p. < pg, the leakage can be small as
well and, consequently, the oscillations can be of high quality.

2.4 Dispersive Evolution of Fast Wave Trains

In a dispersive medium, impulsively generated (or broadband because of an-
other reason) waves evolve into a quasi-periodic wave train with a pronounced
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period modulation. In the coronal context, it was pointed out by [14] and
[35, 36] that periodicity of fast magnetoacoustic modes in coronal loops is not
necessarily connected either with the wave source or with some resonances,
but can also be created by the dispersive evolution of an impulsively gener-
ated signal. Studying the dispersive evolution, [36] qualitatively predicted that
the development of the propagating sausage mode pulse forms a characteristic
quasi-periodic wave train with three distinct phases. Such evolution scenario is
determined by the presence of minimum in the group speed dependence upon

the wave number. An estimation of the generated period, provided in [36], is

[5 g -
P === 1 (13)
PP 50C a0 po

where jo = 2.40. In loops with the large contrast ratio p. < po, Eq. (13)
reduces to Pprop & 2.6a/C40. We would like to stress that this period should
be much shorter than the resonant periods of global modes, otherwise the
wave train does not have sufficient distance to get developed. Consequently,
this mechanism can operate in sufficiently long and thin loops only.

The analysis presented above is restricted to the case of the slab with
sharp boundaries and to sausage modes only. Wave trains with signatures
qualitatively similar to the theoretically predicted were found between 303
and 343 MHz data recorded by the digital Icarus spectrometer [36].

The transverse density profile in the loop can affect the fast wave train
signature. This was studied [27] by taking the profile as the function

P
oo = ‘omaxsech2 K%) ] + Poc s (14)

where pnax, P and w are constant. Here, the parameter pp.x is the density
at the center of the inhomogeneity, po is the density at * = occ and w is a
parameter governing the inhomogeneity width. The power index p determines
the steepness of the profile. The cases when the power index p equals to
either unity or infinity correspond to the symmetric Epstein profile or to the
step function profile, respectively. In the zero plasma-3 case, both profiles
give known analytical solutions in the eigenvalue problem. It was established
that the qualitative dispersive properties depend weakly upon the specific
profile of the density. The group speed has a minimum for all profiles with the
power index greater than unity, which are steeper than the symmetric Epstein
profile. Thus, the steepness of the profile affects the shape of the wave train
and consequently the analysis of wave trains can give us information about
this profile.

Numerical simulations of the developed stage of the dispersive evolution
of a fast wave train In a smooth straight slab of a low plasma-53 plasma
[28] showed that development of an impulsively generated pulse leads to for-
mation of a quasi-periodic wave train with the mean wavelength compara-
ble with the slab width. In agreement with the analytical theory, the wave
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train has a pronounced period modulation which was demonstrated with the
wavelet transform technique (Fig. 2). In particular, it is found that the dis-
persive evolution of fast wave trains leads to the appearance of characteristic
“tadpole” wavelet signatures (or, rather a “crazy tadpole” as it comes tail-
first).

Rapidly propagating short-period compressible disturbances have recently
been discovered with the SECIS instrument during a full solar eclipse [47, 48].
The waves were observed to have a quasi-periodic wave train pattern with a
mean period of about 6 s. As the observed speed was estimated at about 2,100
km/s, the propagating disturbances were interpreted as fast magnetoacoustic
modes. The comparison of the observed evolution of the wave amplitude along
the loop with the theoretical prediction [10] demonstrated an encouraging
agreement. The “crazy tadpole” wavelet signatures similar to those shown in
Fig. 2 were found in SECIS data [18].

The effect of the dispersive formation of the wave train signature opens up
interesting perspectives for MHD coronal seismology. The measurable prop-
erties of the wavelet tadpoles are the rates of the frequency and amplitude
modulation, determined by the initial spectrum of the wave train, the dis-
tance of the region of observation from the wave source and by the loop
profile. Multi-point observations can be used to exclude the first two param-
eters, providing us with the information about the loop profile, its steepness,
possible sub-resolution structuring and filling factors.

2.5 Modulation of Gyrosynchrotron Emission
by a Loop MHD-oscillations

Another important issue is the modulation of observed emission by the vari-
ation of the plasma parameters perturbed by MHD waves. In particular,
broadband microwave bursts are generated by the gyrosynchrotron emission
mechanism which is very sensitive to the magnetic field in the radio source.
Causes of microwave flux pulsations with periods P a 1-20 s are believed
to be some kind of magnetic field variations that modulate the efficiency of
gyrosynchrotron radiation or electron acceleration itself. The intensity of op-
tically thin gyrosynchrotron emission at a frequency f is connected with the
absolute value of the magnetic field, B and the angle between the magnetic
field and the line-of-sight, & by Dulk & Marsh’s approximated formula [13]

BN 1.22—-0.906
Iy~ —— % 33x 1072 x 1079528 (gjn )~ 0-43+0-659 ( / ) . (15)

m Ie
where N is the concentration of the nonthermal electrons with the energies
higher than 10 keV, fg is the gyrofrequency and é is the power law spectral
index of the electrons. The quasi-periodic variations of the value B and di-
rection of the magnetic field & can be associated with MHD oscillations of
coronal loops (Alfvén and fast modes).
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Fig. 2. Numerical simulation of an impulsively generated fast magnetoacoustic
wave train propagating along a coronal loop. Azes labelled ‘rho’ Characteristic time
signatures of the wave train at the distance = = TOw, where w is the loop semi-width,
from the source point. The vertical lines show the pulse arrival time if the density was
uniform; the dotted line using the external density, and the dashed line the density
at the centre of the structure. Azes labelled ‘period”> Wavelet transform analysis
of the above signal, demonstrating the characteristic “tadpole” wavelet signature.
Two top panels: The density contrast ratio is 1-L.3 and the profile steepness power
index equals to 8. Two middle panels: The same but for the density contrast ratio
equals . Two bottom panels: The same but for the density profile power index
equal to 0.7. (From [28])
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3 Standing Longitudinal Waves

Pulsations with longer periods, greater than 20-30 s, can be associated with
the slow magnetoacoustic mode which propagates almost along the magnetic
field. The perturbations of the field, produced by this mode are usually very
weak and the wave can well be described by a one dimensional acoustic ap-
proximation. In this approach, the weakly dispersive nature of those modes,
connected with the structuring of the plasma, is missing.

Recently, Doppler shift and intensity oscillations were discovered in coro-
nal loops observed in the far UV FeXiX and FeXXI emission lines with
SOHO/SUMER [19, 44]. This spectral line is associated with temperature
of about 6 MK, corresponding to the sound speed of about 370 km/s. The
observed periods are in the range 7-31 min, with decay times 5.7-36.8 min,
and show an initial large Doppler shift pulse with peak velocities up to 200
km/s. The intensity fluctuation lags the Doppler shifts by 1/4 period.

Initially, these oscillations were interpreted as kink modes. However, after
thorough consideration, this interpretation has been excluded since, firstly, it
does not explain the observed periodic perturbations of the emission intensity.
Indeed, the kink modes are practically incompressible, so the density pertur-
bation, usually responsible for the intensity perturbations, are negligible. But,
more importantly, the observed Doppler velocity amplitudes (e.g. 200 km/s),
and observed periodicities (e.g. 600 s}, together would lead to the kink dis-
placement equal to, e.g. 200 x 600/2 = 60, 000 km, comparable with the loop
length. This definitely cannot be true, and the mode was identified [34] as the
acoustic (or longitudinal) one. Indeed, the observed behaviour is consistent

with the global standing acoustic mode,

V,(s,t) o cos (%t) cos (%5) , (16)
(s, £) o sin (%t) sin (%s) , (17)

where C} is a speed of sound, A is wave amplitude, L is loop length, and s is a
distance along the loop with the zero at the loop top. According to Eq. (16),
the oscillation period is given by the expression

Plang = 2L/ C (18)

7

and the practical formula for the determination of the period is

P/s ~ 13 x (L/Mm)/+/(T/MK) . (19)

The observed /4 shift between velocity and density perturbations (see Fig. 3)
is also consistent with the observations. Concerning the decay of the oscilla-
tions, it was found that because of the high temperature of the loops, the
large thermal conduction, which depends on temperature as 725, leads to
rapid damping of the slow waves on a timescale comparable to observations.
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Fig. 3. Top: Doppler oscillation events in the Fex1x line observed with the SUMER

instrument on March ch, 2001. (a) Doppler shift time series. The red shift is rep-
resented with the bright colour, and the blue shift with the dark colour. (b) Av-
erage time profiles of Doppler shifts along cuts AC and BD. The thick solid curves
are the best fit functions of the form V(t) = Vo + Vp sin{wt + ¢) exp(—#/to). (c)
Line-integrated intensity time series. (d) Average time profiles of line-integrated
intensities along cuts AC and BD. For a clear comparison, the intensity profile for
BD has been stretched by a factor of 10. (e) Line width time series. (f) Average
time profiles of line width along cuts AC and BD. (From [45]) Bottom: Temporal
evolution of the longitudinal velocity (fop panel, solid line) and the exponential de-
cay time fit (dashed line), produced by a standing acoustic wave in a coronal loop.
Perturbations of the density (lower panel, solid line) and of the temperature (dashed
line) at the same location in the loop. (From [34])
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This phenomenon can be quite wide-spread in flaring loop dynamics and
be observed as X-ray and radio pulsations. The period is determined by the
sound speed hence the temperature, the period evolves with loop tempera-
ture. Modelling the response of a coronal loop to an impulsive heat deposition
(e.g., caused by a flare) [29] demonstrated the effective excitation of the sec-
ond standing harmonics by this mechanism. These oscillations are of high
quality and do not experience dissipation. The physical mechanism respon-
sible for the induction of the quasi-periodic pulsations can be understood in
terms of auto-oscillations generated by an electric-circuit generator. Indeed,
the physical system modelled here contains all the necessary ingredients of
a generator: the DC power supply (thermal instability), the nonlinear ele-
ment (the plasma) and the resonator (the loop). Thus the oscillations may be
observed to be dissipationless. However, a proper analytical theory of the ex-
citation of this mode is still to be developed. A currently developed theory of
MHD auto-waves and auto-oscillations may be very helpful here. Auto-waves
and auto-oscillations are in general a very interesting object for seismological
implementations. These dissipative structures are independent of their exci-
tation, but are determined by parameters of the medium only, which makes
them an ideal tool for determining those parameters.

The flare-generated second spatial harmonics, producing noticeable per-
turbations of the loop density, 2-10% of the background, and generating field-
aligned flows, may be responsible for observed quasi-periodic pulsations with
medium and long periods. For example, [46] observed QPP with the periods
of about 50 s at 1.42 and 2 GHz (in association with an M4.4 X-ray flare).
Similar periodicities are also detected in the X-ray band, e.g. [21, 41]. The
coincidence of QPP periods observed in the X-ray and in radio bands is not

a Q'I]'I"T\T‘]QC\ adqg fl’lﬂ h](}‘l’l{l\'l“ FTDN]1DHP‘7 'I"Qf:llf\ ]’\'I]'I“ch QY‘D ‘Ff\'l]r\(‘] ff\ Fﬂr?‘ﬂ]ﬂfﬂ ‘fﬂ'l’"f
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well with X-ray bursts (e.g., [6]). Moreover, pulsations with the periods sig-
nificantly greater than the estimated sausage mode cut-off period have been
found in both hard X-ray and microwave bands simultaneously (e.g., 100 s
oscillations [15] and 30 s oscillations [43]).

4 Ballooning Modes

The theory of MHD modes of a straight magnetic cylinder misses one very
important aspect of coronal loop oscillations - the effects of loop curvature.
Indeed, for low-harmonic standing modes the wavelength is greater than the
major radius of the loop and consequently the effects of the finite major
radius cannot be neglected. In particular, the loop curvature would bring an
extra restoring - centrifugal - force, contributing to loop elasticity and hence
changing the resonant periods of loop modes. Also, the curvature can make
properties of horizontally and vertically polarised waves quite different from
each other.
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A complete analytical theory of MHD modes of a bent magnetic cylinder
has not been created yet. On the other hand, one can use approximate results
obtained for laboratory plasma devices, such as tokamaks. In particular, this
approach brings important results for the ballooning mode. Consider a loop
of a semi-circular shape with the major radius R, neglecting effects of gravi-
tational stratification. Inside the loop the gas pressure is py and the density
18 pp. Suppose that the equilibrium 1s perturbed and there is a plasma tongue

yirbharna T D A + 1. 1. ooy o

tongues along the loop (or an integer corresponding to the mode number, see
Sect. 2.1).
Linear perturbations of this kind are described by the dispersion relation

2 2 2 Po bh. b> A
w z A0 R,OOZ ) where {)\J_, b < )\J_ : ( )

where b = py (d/podr)fl is the typical scale of plasma density inhomogeneity
across the magnetic field in the loop and A is the transverse scale of plasma
tongue (see, e.g. [23]). Both lengths are restricted by the loop minor radius a.

According to [40], the period of ballooning oscillations of a coronal loop is
given by the expression

L 1

The second term in the denominator, responsible for the ballooning effect,
becomes significant for lower-n harmonics when 8 > 2#nl/L = [/R =~ a/L.
Otherwise, Eq. (21) reduces to the expression derived in the straight cylinder
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Expression (21) does not take into account the effect of the external medium,
which may modify the resonant period and may cause wave leakage.

For a typical coronal loop, L = 10'° ¢cm and 8 < 0.1, L3/(2rl) < 1
justifying the use of Eq. (22).

Pba,ll ~ (22)

5 Damping

MHD modes of coronal loops are subject to decay because of several mecha-
nisms. It can be leakage in the corona, discussed in Sect. 2.3, leakage through
the footpoint to the photosphere (which is insignificant e.g. for global kink
oscillations [31], but may be quite strong for waves with shorter wavelengths)
and dissipative processes inside the loop.

According to [40], for radial and ballooning modes, the dominating dissi-

pative mechanisms are electron thermal conductivity with the approximated
decrement
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1M w?
Ve = éaj—ﬁg cos® 0 sin” @ | (23)

and ion viscosity with the decrement

where m and M are the electron and ion masses, respectively, ¢ is the angle
3 l_lbbljl V\_zl.y, LV 1's B VN I AW (JJLLBL\_}
between the magnetic field and the local wave vector, and v,; is the effective
frequency of electron-ion collisions,
5.5n. T2/3 n
Vei = 7 In 10* 75 ) R 60— (25)
T ne T

where T’ 1s the plasma temperature and n. is electron concentration.

For purely radial oscillations [20], ¢ = 0 and, consequently thermal con-
duction is insignificant. For higher longitudinal harmonics or for shorter and
thicker loops this approximation cannot be justified. Estimating the ratio of
the decrements (23) and (24) we obtain

v 4x10°3

N — 26
Ve 3 cos? @ (26)

For a typical 8 = 0.1, we find that the ion viscosity becomes less important
than the thermal conduction for the angles 8 < 80°.

As the decay rate contains the independent information about the plasma
temperature 1" and the concentration n., this observable parameter can be
used as a diagnostic tool. Consider QPP in a solar flare observed at 17 GHz
and 34 GHz (e.g., with NoRH), assuming that the microwave emission is
optically thin and caused by non-thermal electrons (see Sect. 2.5). In this
case, the emission flux is I o« BS, where & = 0.98 — 1.22. Assuming that QPP
are caused by the modulation of the absolute value of the magnetic field, 6 B
associated with compressible MHD waves (e.g., with a radial mode), we can
estimate the modulation depth F' produced by this mechanism as

FmaX_Fmin 5-8
N=—"———"—" ~ "~ 96 27
Fmax SB ( )

According to Eqs. (23) and (26), for sufficiently short longitudinal wave-

lengths, & < 80° the quality of the oscillations is determined by thermal

conduction,
O Y im Pre
Yo M 32sin®20
Consequently, the modulation depth, the period and the quality of QPP
observed in the microwave band can provide us with a useful tool for MHD

coronal seismology.

(28)
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With the use of expression (22) for the period of ballooning modes, ex-
pression (28) for the quality of oscillations, expression (27) for the modulation
depth (under the assumption that the emission is produced by the optically
thin gyrosynchrotron emission modulated by the perturbations of the mag-
netic field only) and introducing the parameter ¢ = A/, we obtain [40] the
following relations of physical parameters in the flaring loop of the length L
and the QPP’s observables ¢, P and (:

2

L~e
- —8
T =242 %10 5

1372 5in” 20
n3 P ’

. ne = 5.76 x 1071 ©

047@1/2155/%7/4 sin 20
n5/2 p3
Here the distances are measured in cm, periods in s, temperature in K, con-
centration in cm—? and the field in G.
Similarly, using expression (11) for the period of leaking sausage (or radial)
modes, it was obtained [40] that

B=679x1 (29)

7 3.7/2 502 9
T—12x10 812 ne —2x 10~ 1 Qroe’/“sin
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where x = 10e/3+ 2 and 7 = 27a/jo ~ 2.62a with o being the loop minor
radius. Here it was assumed that the leakage is insignificant and the mode
damping is caused by thermal conduction only.

B—=29x10""

(30)

6 Loop Plasma Diagnostics (with Examples)

6.1 Global Sausage Mode (Solar Event of the 12th
of January, 2000)

This event gives a very clear example of the global sausage mode oscillations,
demonstrating in particular the applicability of the estimation for the global
sausage mode period Eq. (8) [25]. Figure 4 shows Fourier spectra measured at
different segments of a off-limb flaring loop observed on January 12, 2000 with
NoRH in microwaves. There are two clear spectral peaks at the 14-17 s and
at 8-10 s. The low period spectral peak is clearly seen near the loop apex, but
is depressed near the footpoints, confirming the global mode structure of the
oscillation. The shorter period spectral peak (about 9 s) may be associated
with sausage modes of higher spatial harmonics. We would like to stress that
the period of the second spatial harmonics is not necessarily to be half the
period of the global mode, as the fast modes are highly dispersive (see Fig. 1).

The length of the flaring loop analysed in [25] was estimated as L =
25 Mm and its width at half intensity at 34 GHz as about 6 Mm. These
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Fig. 4. Fourier power spectra of radio flux variations from different parts of the
flaring loop. The upper and lower panels show these flux variations (quasi-periodical
pulsations) as received from the 10” x 10" regions at the loop legs. The third panel
shows the pulsations from the region of the same size located at the loop apex.
Two dominant spectral components with periods Py = 14-17 s and P = 8-11 s are
clearly seen for pulsations situated at the different parts of the loop. Note thai the
longer period component associated with the global sausage mode is more intensive
al the apex than in the region close to the footpoints. (From [24])

estimations were confirmed by Yohkoh/SXT images taken on the late phase of
the flare. The loop is estimated to be filled by a dense plasma with the electron
concentration n. 7~ 1017 m~3 penetrated by the magnetic field of the strength
By 2 50—100 G. According to Eq. (8), the phase speed is Cp, = 3.2x 10* km/s.
This value is close to and less than the cut-off value Cp(k.) = Cae. This
allows us to estimate the value of the Alfvén speed outside the loop as Cp, >
3.2 x 10% km/s. Moreover, from Eq. (9), we get the upper limit on the Alfvén
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speed inside the loop: Cag < 5.1 x 10? km. Thus, this analysis provides us with
the estimations of the Alfvén speed values inside and outside the oscillating
loop. Assuming that the plasma-3 is small and consequently the magnetic
field inside and outside the loop has almost equal strength, we can obtain the
estimation of the density contrast ratio pg/pe. =~ 40.

6.2 Ballooning Mode (Solar Event of May 8, 1998)

This M3.1 X-ray class event occurred in the active region NOAA 8210 with
coordinates S15 W82 in the time interval 01:49-02:17 UT. Time profiles of
impulsive phase of the burst in hard X-ray and microwave emission are shown
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in the left column of Fig. 5. One can see that there is no evident time delay
between hard X-ray and 17 GHz pulses. The right column of Fig. 5 shows
that in L. and M1 channels the source has a “tongue-shape” form, which is
typical for ballooning disturbances. It was suggested [40]| that the microwave
and hard X-ray QPP could be connected with oscillations of plasma tongues -
the ballooning mode.

The right panel of Fig. 5 provides some evidence of the presence of four
tongues (n = 4) in the loop. The loop length is estimated as L a2 8 x 10 em.
The Fourier analysis of the time profile of the impulsive phase of the flare
(Fig. 5, left panel) gives the typical period P = 16 s. Modulation depth of
optically thin gyrosynchrotron emission is A ~~ 0.3, and the quality @ ~ 25.
With the use of the thick target X-ray emission model, it is possible to estimate
the spectral index of the power-law electrons ¢ = 4.5, giving A/€ ~ 0.11. The
angle # was estimated as about 66°.

With the use of Eq. (29), Stepanov et al. [40] estimated the temperature
T = 107 K, the density n. ~ 4.3 x 101° em 3, and the magnetic field B ~
230 G in the flaring loop.

6.3 Ballooning and Radial Oscillations of a Loop
(Solar Flare of August 28, 1999)

The impulsive phase of this M2.8 X-ray class flare was observed by NoRH
in the time interval 00:55-00:58 UT in the active region NOAA 8674 with
coordinates S25 W11 [49].

The time profile of the radio flare shown in Fig. 6 reveals QPP. The
maximum amplitudes correspond to the three main branches of pulsations
with the periods of about 14 s, 7 s, and 2.4 s. Stepanov et al. [40]| sug-
gested that the process of the flare energy release could be accompanied by
the coalescence of two neighboring loops through the development of bal-
looning instability in the compact loop. Indeed as is seen in the bottom
panel of Fig. 6 the oscillations with the period about 14 s, which can be
identified with the ballooning mode, has a time gap (00:55:45 - 00:56:30
UT) that coincides with the onset of propagation of the energetic electrons
along the extended loop (see the flare light curve line). It would be natu-
ral to attribute this feature to a rise in the gas pressure and to the viola-
tion of oscillation conditions in the compact loop, which led to the devel-
opment of ballooning instability and the injection of both hot plasma and
energetic particles into the extended loop. As soon as the compact loop
was liberated from the excess pressure, the oscillations of plasma tongues
resumed (Fig. 6, bottom). We consider the 7 s oscillations as the second
harmonic of the ballooning oscillations. Since the oscillations with the pe-
riod about 2.4 s emerged only after injection the plasma and energetic par-
ticles into the large loop (Fig. 6, bottom), Stepanov et al. [40] concluded
that those oscillation were most likely associated with the radial mode. The
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Fig. 6. Top: The dynamic spectrum of oscillations in the 17 GHz flux constructed
with the use of wavelet analysis for the solar flare of August 28, 1999. Bottom: The
time profile of the emission obtained with the Nobeyama Radioheliograph, and the
time variations of the oscillation period. (From [40])

process of loop-loop interaction in this flare looks very similar to the Hanaoka
event [17].

The period of ballooning oscillations for the fundamental mode (n=1) of
compact loop is about P = L/C 4o where L ~ 2 x 10 em. For the extended
loop with the radius @ =2 3 x 10° ¢m it was obtained that ¥ = 2.62a =~
7.8 x 10® ecm. From the observation data we find the quality @ = 10 and 15,
the modulation depth A — 0.4 and 0.1 and the spectral indices é = 5.5 and
4.0 for the ballooning and radial modes, respectively [19]. With the use of
Egs. (29) and (30), for both the compact and the extended loops Stepanov
et al. [10] made the following estimations for the plasma parameters:
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Parameter Extended loop Compact loop

T.K 2.5 x 107 5.2 x 107
ne,cm > 1.0 x 101° 1.8 x 10%°
B, G 150 280
8 0.04 0.11

In this event and in the event of May 8, 1998 considered above, the plasma
density and temperature could be independently estimated from GOES soft
X-ray data [40]. In both flares the plasma temperature was estimated as 7" ~
1.5 x 107 K and the emission measure n°V =~ 10% cm 3. Taking the loop
volume V' = a°L one obtains the plasma density n. ~ 4 x 10'° em =2 and 5 x
10'° em 2 for the two flares, respectively. This estimation does not contradict
to microwave and hard X-ray diagnostics.

7 Equivalent Electric Circuit

There is some observational indication that coronal loops are twisted and
hence support electric currents. For example, there are vertical currents of
3 x 1011 A over sunspots [38]. Proposed by Alfvén & Carlquist [1] the electric
circuit analogue of a solar flare still remains an attractive model among the
numerous other models of solar flares, giving rise to a number of successful
coronal studies [22, 39, 53, 55|. In particular, a solar flare with the release
rate dF/dt /s 102 W can be explained by Ohmic dissipation of a 1011-1012 A
current with the resistance of 107%-1072? Ohm. To fulfill such a release of

energy, the Spif’zp‘r‘ conductivity \10711 for typimﬂ narameters of a flarin

o
et Lvilc iv4Ch CONGRCLIVIVY Al palalllcle! LIALIIE

loop) is insufficient. However, Zaitsev & Stepanov [53] pointed out that: (a) a
flare is an essential non-steady-state process and (b) the dominant role in the
electric current dissipation is played by the neutral component of the plasma.
In this case, the Cowling resistance appears to be 7-9 orders of magnitude
higher than the Spitzer resistance.

7.1 Advanced Alfvén-Carlquist Flare Model

Consider a coronal magnetic loop with footpoints imbedded into photosphere
and formed by the converging flow of photospheric plasma. This structure can
be formed when the loop footpoints locate in the nodes of supergranulation
cells. The equivalent electric circuit for such a loop can be represented as
three domains (Fig. 7). The loop magnetic field and the associated electric
current are generated in region 1 located in the photosphere. In this region
We > Ve, and w; < 1;,, Where w, and w; are gyrofrequencies of electrons and
ions, respectively, and v, and v;, are the frequencies of electron-atom and
ion-atom collisions, respectively. Consequently, the electrons are magnetised,
while the ions are dragged by the neutral component of the plasma. The
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the coronal part of the loop from one foot point to the other and closes in region
2. Flute (ballooning) mstability in the chromosphere gives high Cowling resistance
in the current channel [55]. A “coronal flare” can arise due to filament instability
(region 3)

radial electric field I is excited due to the charge imbalance, which together
with the initial longitudinal magnetic field B, generates the Hall current jg
and which, in turn, leads to the increase of B,. The magnetic field grows up
to the value when the field enhancement caused by the converging flow is
compensated by the magnetic field diffusion hecause of plasma conductivity.
As a result a steady-state flux tube is formed |54|. The electric current runs
in the magnetic flux tube from one footpoint to the other and closes in the
photosphere (region 2) at the level where the conductivity becomes isotropic.
Approximately, the isotropic conductivity corresponds to the level 75000 = 1
(the height of the photospheric region where the optical depth at the wave
length 5000 A is equal to one). Region 3 is the coronal part of the loop.
Here plasma 4 < 1 and the loop magnetic field is force-free, i.e., the electric
currents run along the magnetic field lines.

Using the generalized Ohm’s law, the Maxwell equations, the equation of
motion for the bulk plasma and the mass conservation law one can obtain the
rate of Joule dissipation

2 2

¢="+

—  (jxB)?*, 31
o CEnemil L ) (31)

where F is the relative density of neutrals and n. is the concentration of
electrons. From Eq. (31) it follows that in force-free magnetic field (j || B) the
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current dissipation is due to the Spitzer conductivity. The dissipation is most
powerful in the case j L B. The reason for the enhanced current dissipation
which can trigger the flare can be the ballooning (flute) instability in the
chromospheric part of the loop or in a prominence near the loop top. The
instability permits the penetration of partially-ionized plasma tongues into
the current channel (Fig. 7), deforming the magnetic field in the loop. As a
result, the Ampere force j x B appears and the enhanced current dissipation

AAAAAAAAAAAAAAAAAA
first noted by Schliiter and Biermann (1950) [37], is because the energy of
the ions dragged through the neutral gas by the Ampere force j x B is much
larger than the energy of the relative motion of electrons and ions. lon-neutral
collisions imply great additional dissipation of the energy of electric current.
Note, that anomalous resistivity driven by, for example, to give the same
effect, the Buneman instability requires stronger filamentation of the current
in coronal loop. Therewith cross-sectional area of the filament for I ~ 3 X
10" A n, &~ 101 em 3, T ~ 107 K must be S < I/enVr, ~ 1019 ecm?.
In the case of the ion-sound turbulence the required cross-sectional area is
S < 10*? em?, providing a much softer condition.

7.2 RLC-model: Electric Current Value vs Pulsation Period

The idea that a coronal loop is twisted and then carries an electric current
gave rise to several alternative mechanisms for the loop oscillations.

An LCR-circuit model developed by [54] explains the loop oscillations in
terms of eigen oscillations of an equivalent electric circuit, where the current
Iy 1s associated with the loop twist. In this model, small deviations of the
electric current I (< Ip) in the loop are described by the harmonic oscillator
equation . B

1 .dI df 1 -
FLqE T Rull) g + m[ =0, (32)

where the effective loop capacitance

04,0052
) = G p (33)

1s determined mainly by the coronal part of the loop; where ¢ is the speed
of light, pg is the density inside the loop, I. and S are the length and cross-
sectional area of the coronal part of the loop, respectively; and the loop in-

ductance is " .
L—4L |log — — - 34
(og 4 ]> ] ( )

where @ is the minor radius of the loop, S = ma?. The period of the electric

current osciliations 1s 9
T
Prro=—vVLC. (35)
e
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For typical parameters of a flaring loop, n, = 10" em=3, L = 5 x 10 cm, a
practical formula for the estimation of the period is

Prrc/s= (Io/10" A)~! (36)

Oscillations of the electric current in the loop can modulate thermal and non-
thermal emission from the loop.

According to Eq. (31) the loop inductance can be quite large. For £ ~ 10 H,
the total energy in the loop ,CIE /2¢? 22 10%7-10%? erg. The analysis of flare
events observed at 37 and 22 GHz at Metsahovi showed that only aboul
5-10% of the electric current energy stored in the loop was released in the

flares [54].

7.3 Observational Evidence for Energy Accumulation
and Dissipation in Coronal Magnetic Loop

The analysis of solar flares observed in 1990-1993 with the Metsahovi radio
telescope at 37 GHz with the use of the Wigner—Ville transform [9] has been
performed in [50] (see Fig. & for a typical example). This method makes it
possible to obtain the dynamical spectrum of low-frequency pulsations, i.e.
to determine the time evolution of the frequency. This information allows to
identify the types of oscillations observed and to determine their Q-factors
and other temporal characteristics. This is very important for the diagnostics
of the parameters of the emission source.
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Fig. 8. A solar flare burst on 24th of March, 1991 at 37 GHz (Metsihovi) and dy-
namic spectrum of low-frequency pulsations obtained using the Wigner—Ville trans-
form [50]
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The negative frequency drift clearly seen in Fig. 8 is consistent with the
interpretation of the oscillations in terms of the RLC-circuit model. According
to Eq. (35), the increase of the period can be produced by the decrease of the
current. In particular, the observed frequency shift could be associated with
the decrease of the current from 9 x 10" A o 101 A. This would provide a
useful diagnostics for the dissipation of the electric current energy during the
flare (=~ 10%® erg/s) and of the accumulation of the energy before and after
flare.

7.4 Diagnostic of Coronal Loop Plasma on AD Leo
(Flare Event of May 19, 1997)

Phenomenologically there is much in common between coronal radio QPP
observed on the Sun and on late-type stars |7, 16]. This can be due to the
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Fig. 9. Top: (a) Time profile of the radio emission from AD Leo at 1.85 GHz (May
19, 1997,18.945 UT) with time resolution 1 ms. Total radio flare duration is 50 s. ()
Dynamic low-frequency (0.2-9 Hz) modulation spectrum for the microwave emission
from AD Leo obtained by using Wigner-Ville transform. Bottom: A portion of the
dynamic low-frequency modulation spectrum obtained for times at the descending
branch of the time profile for the first radio pulse. (From [51])
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similarities of the physical processes in solar and stellar flares. Therefore the
diagnostic methods for solar flare pulsations can be applied for stellar flare
QPP as well. Very good examples of stellar coronal QPP are supplied by
the radio observations of the active red dwarf AD Leo (Gliese 388, dM3.5¢).
Figure 9 shows the time profile of the radio emission from this star detected
on May 19, 1997 (18.945 UT) at 4.85 GHz with the 100-m Effelsberg radio
telescope. The emission flux was about 400 mJy at the burst peak. The time
profile shows fluctuations of the radio flux with a modulation depth from
several to 10%.

Dynamic spectra of low-frequency pulsations (Fig. 9) obtained with the
Wigner-Ville transform reveals nearly equidistant, frequency-drifting narrow-
band signals with frequency splitting, the mean frequencies are in the range of
0.5-2.0 Hz [51]. From the analysis it was concluded that both the radial mode
(P = 0.5 8) and RLC-oscillations (P =0.5-2.0 s) can explain the observed
periodicity. Applying Egs. (29) and (30) to the diagnostics of the flaring loop,
the Alfvén speed was estimated as 3.5x 10% em/s, the loop radius as 1.8 x
10% cm, the loop length as 4 x 10'” cm, the current strength as 4.5 x 1012 A,
the loop inductance 50 H, the energy stored in the loop 1033 erg, and the rate
of the energy release 10°? erg/s which is 2-3 orders larger than in typical solar
flares. This is possible as the AD Leo is believed to have stronger magnetic
fields and more active surface convection compared to the Sun.

8 Conclusions

The theory and the ohservational examples discussed above demonstrate the

applicability of the method of solar and stellar coronal seismology in the radio
band. MHD coronal seismology is a rapidly developing new branch of coronal
physics, so far based upon the use of EUV and visible light observations. The
radio band is of particular interest for the seismological efforts, as radio ob-
servations usually have sufficiently high temporal resolution comparable with
the transverse transit time across coronal loops. This allows for the probing
of coronal structures unresolved even with the best present EUV coronal im-
agers, e.g. TRACE, bringing us information about the transverse structure
of coronal loops which are the main building blocks of solar active regions.
Also, the mechanisms for the generation of coronal QPP are directly based on
the emission modulation by the absolute value and direction of the coronal
magnetic field and by the coronal electric currents - the physical parameters
crucial for our understanding of coronal physics but not open to the direct
observations - which makes this approach especially important.

Solar coronal diagnostics with radio QPP is essentially based upon the
use of the observational tools allowing for the spatial resolution, e.g. NoRH.
The spatial information is crucial for the determination of the mode type and
number and hence the correct mode identification.
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The first attempts of coronal diagnostics with radio QPP discussed in the
review are very encouraging. However, there is room for further development
of this method in its both observational and theoretical aspects. For exam-
ple, the longitudinal mode, routinely observed in the EUV band, has not been
identified in the radio band yet. Kink oscillations, also often detected in EUV,
have been applied to the interpretation of radio QPP, but the results are not
completely conclusive. The RLC-circuit model of QPP should be connected
with the MHD model. The MHD model itself needs to be generalised to seli-
consistent accounting for the effect of loop curvature. The mechanisms for the
modulation of the radio emission by variations of the magnetic field and elec-
tric currents in a flaring loop need to be understood, explaining, in particular,
the efficiency of the modulation. The links between radio and soft and hard
X-ray QPP have to be studied.

All above makes the study of coronal radio QPP an interesting and im-
portant research area. The potential of coronal diagnostics with radio QPP
should be exploited in full.
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Abstract. A status report of current research on pulsating radio emission is given,
based on working group discussions at the CESRA 2004 workshop. Quasi-periodic
pulsations have been observed at all wavelength ranges of the radio band. Usually,
they are associated with flare events; however since the late 90s, pulsations of the
slowly-varying component of the Sun’s radio emission have also been observed. Radio
pulsations show a large variety in their periods, bandwidths, amplitudes, temporal
and spatial signatures. Most of them have been attributed to MHD oscillations in
coronal loops, while alternative interpretations consider intrinsic oscillations of a
nonlinear regime of kinetic plasma instabilities or modulation of the electron ac-
celeration. Combined radio spectroscopic observations with radio imaging and X-
ray/EUV data have revived interest in the subject. We summarize recent progress
in using radio pulsations as a powerful tool for coronal plasma and magnetic field
diagnostics. Also the latest developments on the study of the physical processes
leading to radio emission modulation are summarized.

1 Introduction

The interaction between the plasma and magnetic field produces several dy-
namic phenomena in the solar corona. Among them, significant attention has
been paid to “pulsations” of the observed radiation. In the magnetized solar
plasma, the eigen-frequencies of any oscillating system are determined by the
magnetic field strength, and also the density and configuration of the mag-
netized plasma. Consequently, the determination of the oscillation properties
helps us to derive information about the plasma and magnetic field parameters
that is otherwise unavailable.

Over the years, several reports on temporal oscillations in the corona have
been published. They cover almost all wavelengths with the majority in ra-
dio wavelengths (e.g. see the reviews by [4, 5]). The oscillations show a large

variety in their periods, wavelengths, bandwidths, amplitudes, temporal and
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spatial signatures. This reflects the fact that pulsating emission can be gen-
erated by different physical mechanisms on different time and spatial scales.
Most of them have been attributed to MHD oscillations in coronal loops, while
pulsations with irregular periodicities have been interpreted in terms of limit
cycles of nonlinear wave-particle interactions in coronal loops. Another ap-
proach presumes a periodically repeated injection of nonthermal electrons into
a coronal loop thus shifting the problem to a periodicaﬂy acting accelerator.

Until the late 90s most LCPULtD on coronal p‘dlS&tiOl’iS came from time-
series analysis of total flux temporal oscillations. With the development of
suitable space-borne and ground-based instruments, the detection of spatially-
resolved pulsations has become possible in EUV and microwave wavelengths.
This led to the introduction of the term coronal seismology, even though the
concept is not new: one compares the observed properties of the oscillations
with theoretical modeling of the wave phenomena and obtains estimates of the
coronal dissipative coefficients (e.g. [46]) and magnetic field (e.g. [47]). Usually,
pulsating radio emission is associated with solar flares; however, since the late
90s, quasi-periodic oscillations of the slowly-varying component of the Sun’s
radio emission (i.e. emission from non-flaring active regions) have also been
observed.

The radio domain is well known for its advantages, such as the possibility
to observe the corona from the ground with unparalleled temporal resolution,
the capability to probe the solar atmosphere from the chromosphere to the
middle corona, the relative simplicity of (several) physical processes involved
in the radio emission, the density resolution due to plasma emission, and the
sensitivity to the magnetic field in the source volume. Of course, equally well
known are its inherent limitations, for example the inferior spatial resolution

and the imfluence of refraction effecte and geatterinoe The ahnva atatements
anda e inliuence ol reiractlon ellects alld scallering. ine above stalelnents

together with the prevalence of observations of radio pulsations in the lit-
erature justify the existence of the Working Group on Radio Pulsations at
the CESRA Workshop on The High Energy Solar Corona: Waves, Eruptions,
Particles.

In this report we attempt to capture the content of discussions held in the
working group’s sessions. In order to put the presentation of the issues on a
concrete footing, in Sect. 2 we present a brief overview of radio pulsations.
A detailed review of the subject appears in the article by Nakariakov and
Stepanov in this volume. In Sects. 3, 4, and 5 we present the issues discussed
in the working group’s sessions after we review —definitely not thoroughly—
the existing literature. A summary and suggestions for future work are given
in Sect. 6. Our report follows the traditional division into spectral ranges:
microwave, decimetric and metric. This 1s certainly arbitrary in terms of the
underlying physics responsible for the radio events but it is justified mainly by
the fact that a self-consistent picture covering all aspects of radio pulsations
in the solar corona is still missing. Although our working group did not solve
any problems, we believe that we did make some progress in putting together
some of the observational data and pointing out outstanding questions.
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2 A Brief Overview of Radio Pulsations

2.1 Pulsations Associated with Transient Activity

Quasi-periodic pulsations of coronal radio emission have been observed ex-
tensively for many years. In solar radio astronomy, the term “pulsation”
sometimes is used liberally to describe single-frequency total flux time pro-
files showing repeated ups and downs quasi-periodically. For early examples,
the reader is referred to [20], who reported continuum fluctuations of noise
storms and type IV bursts with minute time-scale, and [19] who first de-
scribed decimetric pulsations. This definition does not tell anything about
the spectral bandwidth of the fluctuations and may contribute to significant
ambiguity in the interpretation of observations. For example, groups of type
[II bursts, type Il burst herring-bone fine structures, and so called broad-
band pulsations can all appear as quasi-periodic oscillations on single fre-
quency records despite the fact that they reflect completely different physical
processes.

Consequently, additional spectral information is needed when studying
periodic fluctuations of the total radio flux at discrete frequencies. The first
spectral data showing metric broad band pulsations were presented by [74].
For decades, radio spectra were recorded on film. Now the digital recording
and processing of broad band receiver data gives much easier access to the
data, especially to fast intensity fluctuations with time and frequency.

Radio pulsations have been observed at all wavelength ranges of the radio
band: metric, decimetric and microwaves. They demonstrate a rich diversity
of observational features. Periods from 1072 to 10 s have been reported. The
pulse amplitude and pulse periodicity range from almost constant to rapidly
varying. Broad-band (e.g. Af/f ~ 1) and narrow-band (e.g. Af/f < 0.1)
pulsations have been detected.

Typical examples of radio pulsations are given in the dynamic spectra
of Fig. 1 (narrow-band pulsations in Fig. 1b and broad-band pulsations in
Fig. 1a). Broad-band pulsating structures are a well-known fine structure phe-
nomenon appearing in dynamic spectra of solar type IV continuum emission.
Their characteristic period is of the order of 1s (e.g. [1, 43, 62]). Pulsating
sources were first imaged with the Japanese 160 MHz interferometer [29],
and later with the French Nangay Radio Heliograph (NRH), see [69]. Also
a variety of other patterns can be superposed on metric and/or decimetric
continua: intermediate drift or fiber bursts, with bandwidths below 10 MHz,
durations of less than 1s and drift rates between the fast (type I11) and slow
(type II) drift bursts. Furthermore, zebra patterns of almost parallel, drift-
ing emission bands and spike bursts can occur as superposed continuum fine
structures.

Fiber bursts, spikes, and zebra patterns do not belong to periodic pul-
sations in the strict sense of the term. But sometimes all these phenomena
cannot be distinguished easily for two reasons: first, they cannot be discrimi-
nated with single frequency records alone, and second, all these fine structures
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Fig. 1. Examples of meter-wave pulsations. (a) Event of October 25, 1994, com-
plex type II/IV burst [8]. Broad-band pulsations with more than 100 single pulses,
followed-at the low frequency edge-by more than 20 parallel zebra stripes. The
zebra stripes are sometimes already visible between the pulsation pulses. The low
frequency limit m Fig. 1a is 110 MHz. (b) Event of January 15, 2004. Faint isolated
narrow-band pulsation event of b pulses only, but with the same period as in (a).
Their comparison with Trieste single frequency records confirmed their solar origin
(courtesy J. Magdalenic)

can occur, at least in the metric range, in continuum patches together (with
the term “continuum patches” we mean structures with duration too long
for a type Il burst and too short for a type IV burst), sometimes seemingly
in a systematic sequence in time. Therefore a common source mechanism
has been invoked (e.g. [36]). Because of this situation, we did not exclude
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the above-mentioned fine structure phenomena from the present article about
pulsating radio phenomena.

The pulsating radio emission can come from either a coherent or incoherent
emission mechanism. When the pulsations show narrow spectral bandwidth, a
coherent mechanism should be involved. The physical mechanisms producing
quasi-periodic pulsations have been grouped into three categories e.g. by [36]
and [4].

NATTITY
17

tic loop whic
solutions of the dispersion relation for
propagating and standing MHD waves: the slow-mode branch (with acoustic
phase speed) and the fast-mode and Alfvén branch (both with Alfvénic phase
speed). Each branch has a symmetric and asymmetric solution, named the
sausage and kink modes [57]. The fast kink mode produces a lateral trans-
lation of the loop but does not modify magnetic field strength or particle
density. Consequently, it is difficult to modulate radio emission with the kink
mode. The longitudinal (slow magnetoacoustic) mode yields periods much
longer than the ones usually observed in radio. Numerous nonimaging radio
observations with periods of about 0.5s up to some minutes have been in-
terpreted in terms of the fast sausage mode. Ideally, it 1s a mode in which a
slender flux tube oscillates via standing symmetric fast mode waves [56]. Fast
mode waves can propagate only if the Alfvén speed in the loop is slower than
in the surroundings; i.e. the loop must be overdense. If we assume a cylindrical
symmetry, the period is determined by the length of the loop (e.g. [49]).

The generation of MHD oscillations is usually associated with either the
initial energy release in the dense kernel of the flare [76], or with plasma
flows induced by chromospheric evaporation [77|. Alternative mechanisms

are the narticla acealoaration in cnirrent cheootae (Al and in eallidine enirrent—
are tne particie acceieratlonl In current sineets (o) ald 1n coulding current

carrying loops [60], and in a single current-carrying loop considered as an
LCR-circuit [78§].

2) Intrinsic oscillations of the flux created by an oscillatory non-
linear regime of the kinetic plasma instabilities that emit the radio
waves. Oscillatory wave-wave interactions (e.g. [75]) and wave-particle in-
teractions (e.g. [64]) have been considered. The common ingredient of these
mechanisms is that the pulsating regime corresponds to the limit cycle in
phase space of a nonlinear dissipative system, and thus may show smaller (for
linear disturbances) or larger (for highly nonlinear conditions) deviations from
strict periodicity.

3) Modulation of acceleration. Here, one idea is that the pulsating
radio emission comes from a resonant region which is driven by external dy-
namics. An example is the model by [34] which has been used for the interpre-
tation of some decimetric pulsations: the model invokes quasi-periodic particle
acceleration episodes that result from a dynamical regime of magnetic recon-
nection in a large-scale current sheet. This process leads to the formation of
a growing plasmoid, which becomes strongly accelerated along the sheet, and
to a pulsating particle source at the magnetic X line adjacent to the plasmoid.

11\
J_} viil

e
emission. There are three branches of
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Alternatively, referring to the analysis of X-ray and microwave observations
by [26], the interaction between a small-scale emerging loop hosting the par-
ticle accelerator, and a large-scale loop being a trap for injected particles and
containing the pulsating radio source, has been considered. Such an approach
sometimes helps us understand the excitation of meter-wave pulsations [79].

2.2 Quasi-periodic Oscillations of the Microwave
Slowly-varying Component

The fact that the atmosphere above sunspots shows modes of oscillatory be-
havior, visible as intensity and velocity variations, is well known for several
decades (e.g. see the reviews by [39], and [63]). In the umbral photosphere, os-
cillations with periods in the five-minute range as well as in the three—-minute
range occur. At chromospheric levels the intensity and velocity oscillations
with periods of 150-200s show larger amplitudes and are observed in the in-
ner part of the umbra. Reports of photospheric magnetic field oscillations also
exist (e.g. [52, 59]). However, it seems that, at least in some of the reported
observations of photospheric magnetic field oscillations, instrumental effects
have an important contribution to the observed oscillatory pattern (e.g. [11]).
Observations with instruments on board SOHO (Solar and Heliospheric Ob-
servatory) have confirmed the presence of mostly 3-minute oscillations in the
coronal-chromosphere transition region (TR) above sunspots (e.g. [17, 22]).
Usually, they affect the entire umbral TR and part of the penumbral TR.
Most of them are compatible with the hypothesis that the oscillations are
caused by linear, upward—propagating progressive acoustic waves (however,
[18] reported nonlinear oscillations in the TR of one sunspot ).

Since the late 90s, in addition to the microwave pulsations associated with
flare activity, quasi-periodic oscillations of the slowly varying component of the
microwave emission of active regions have been detected ([23]; see also [24]).
These pulsations are observed primarily above sunspots and, in principle, are
independent of any flare activity. The sunspots involved emit strong stable
gyroresonance radiation. [23| used Nobeyama Radioheliograph (NoRH) data
at 17 GHz and measured the circular polarization (V') flux of several such
sources as a function of time; they detected nearly harmonic oscillations with
periods mostly between 120-220s.

In order to discuss the origin of these oscillations we briefly remind the
reader of the properties of the gyroresonance emission mechanism (for more
details see, e.g., the review by [71]). Gyroresonance is a resonant mechanism:
opacity is significant only in thin layers where the observing frequency is a low—
integer multiple of the local gyrofrequency. The gyroresonance emission in the
extraordinary (z) mode comes primarily from the third or lower harmonics
of the gyrofrequency, whereas ordinary (o) mode emission has less opacity
and comes from the second harmonic. The structure of the source depends
upon which of the low—order (second to third; the fourth may play some
role in big sunspots very close to the limb) harmonics of the gyrofrequency
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are located in regions of high temperature. This, in turn, depends on the
frequency and the magnetic field. The brightness temperature of a harmonic
that satisfies the above condition is determined by the electron temperature
at the height where it is located and by its opacity. The opacity has much
stronger dependence on the angle 8 between the magnetic field and the line of
sight than on any other physical parameter such as temperature and density.
Gelfreikh et al. 23] interpreted the periodic fluctuations of the V' flux they

detected in terms of MHD oscillations which result in variations of the size of
the emitting gyroresonance layer and its temperature.

Furthermore, [61] detected 3-min oscillations in the 17 GHz emission of
a sunspot for which 3—min velocity and intensity oscillations due to upward-—
travelling acoustic waves had been detected in TR lines observed by SUMER.
Shibasaki [61] applied the values of density and temperature fluctuations de-
duced from SUMER to the sunspot’s gyroresonance emision and found good
agreement with the detected radio oscillation. He attributed the 3-min oscil-
lation to the resonant excitation of the cut—off frequency mode of the tem-
perature plateau around the temperature minimum. Using the Very Large
Array (VLA) at 8.5 and 5 GHz, [50] were able to detect spatially resolved
oscillations in both the total intensity and circular polarization emission of a

sunspot-associated gyroresonance source (see Sect. 3.2 for more details).

3 Microwave pulsations

3.1 Flare-related Microwave Pulsations
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about 40msec in narrow-band bursts (e.g.
bursts (e.g. [3, 25, 45, 65, 55]). While the narrow-band bursts require a co-
herent mechanism to be involved, the broad-band bursts are generated by the
gyrosynchrotron emission mechanism which is very sensitive to the magnetic
field in the radio source. Broad-band microwave flux pulsations with periods
P ~1-20s are believed to represent some kind of magnetic oscillations that
modulate the efficiency of gyrosynchrotron radiation or electron acceleration
itself (see Sect. 2.1).

Fleishman (see also [21]) presented two events showing periodic narrow-
band millisecond pulsations of the microwave emission both in total intensity
and circular polarization. He found unusually large delays between the right
and left-hand circularly polarized radiation, and showed that the radio emis-
sion was generated as unpolarized by a plasma mechanism at the second
harmonic of the upper-hybrid frequency. His analysis demonstrated that the
observed oscillations of the degree of circular polarization could be under-
stood in terms of a group delay between xz-mode and o-mode along the line
of sight. The predicted theoretical dependence of the group delay with fre-
quency (o< f3) agreed very well with the observed frequency dependence of
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the delay between the right-handed and left-handed polarized components of
oscillations. Also the authors were able to deduce a number of source param-
eters in addition to the density and magnetic field strength of the background
plasma.

Fleishman also presented a theoretical study which shows that the mech-
anism of transition radiation (i.e. radiation generated by charged particles as
they move through a boundary between two media having different dielectric
permeabilities, or when they move through a spatially or temporally inhomo-
geneous medium) in turbulent dense media [54] yields common microwave and
decimetric sources out of the same loop structure and from the same energetic
particle ensemble. This is interesting because it provides a link to emission
features frequently occurring at both spectral ranges.

Sheiner reported microwave pulsations before strong flares. She derived
periods of 5—6s for pulsations at A = 3 cm and periods of 7-9s at A = 10 cm.
Careful follow-up is needed in order to check whether instrumental effects do
not contribute to the reported oscillatory patterns.

Reznikova and Melnikov reported spatially resolved oscillations in a flaring
loop observed at 17 and 34 GHz with NoRH (see also [7, 49]). The total flux
integrated over the entire source did not reveal oscillations; the oscillations
were apparent at selected 10”7 x 10" regions at the footpoints and loop top
of the flaring loop (see Fig. 2). The oscillations were interpreted in terms
of sausage magnetoacoustic modes. First, they showed that the oscillation
period of the global sausage mode is determined by the loop length and the
density contrast between the loop and its environment. They noted that the
previously used expression for the sausage-mode oscillating period (depending
primarily on the ratio of the loop cross-section radius and the Alfvén speed

maide the ]nn‘n\ 12 not correct hecanae 1t doeg not take into acconnt the hiochlvy
side the 100p) 1s nol correct because 1L does Nol take Lo account tine nignly

dispersive nature of the phase speed and the long-wavelength cutoff of the
wavenumber.

The analysis of their observations showed that the 17 and 34 GHz emis-
sions exhibited synchronous quasi-periodical variations of the intensity at the
loop top and footpoints of the flaring loop. Detailed comparison of the derived
power spectra showed that the pulsations at the footpoints were almost syn-
chronous with period of % =8-11s. At the loop-top, the synchronism with
the footpoint pulsations was not so prominent but nevertheless it existed on
larger time scales of ’;—= 14-17s. Reznikova and Melnikov pointed out that
these properties of the pulsations indicate the possibility of simultaneous ex-
istence of two modes of sausage oscillations in the loop: the global mode with
period of //; =14-17s and the nodes at the footpoints, and the harmonic with
Py, =8-11s.

3.2 Quasi-periodic Oscillations of the Slowly-varying Component

Using VLA data, Nindos (see also [50]|) presented the first spatially re-
solved oscillations in total intensity and circular polarization of a stable
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Fig. 2. NoRH observations of the 2000 January 12 flare at 17 GHz. The left column
shows the time profiles and the right coliwwmnn shows the corresponding power spectra.
The top left panel refers to the entire Haring loop while the other panels refer to the
footpoints and loop top (from [49])

sunspot-associated gyroresonance source. Intermittent oscillations with, nev-
ertheless, remarkable positional, amplitude, and phase stability were detected
at 8.5 and 5 GHz. The spatial distribution of intensity variations was patchy
and the location of the patches of strong oscillatory power was not the same
at both frequencies. The strongest oscillations were associated with a small
region where the 85 GHz emission came from the second harmonic of the
gyrofrequency (see Fig. 3) while distinct peaks of weaker oscillatory power
appeared close to the outer boundaries of the 8.5 and 5 GHz gyroresonance
sources, where the emissions came from the third harmonic of the gyrofre-
quency. At both frequencies the oscillations had periods in the three-minute
range: the power spectra showed two prominent peaks at 6.25-6.45mHz and
4.49--5.47mHz.

The authors checked the observed properties of the oscillations against
model computations of the gyroresonance emission. They found that the os-
cillations are caused by variations of the location of the third and/or second
harmonic surfaces with respect to the base of the TR, i.e. either the mag-
netic field strength or/and the height of the base of the TR oscillates. The
best-fit model to the observed microwave oscillations can be derived from
photospheric magnetic field strength oscillations with an rms amplitude of
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Fig. 3. 8.5 GHz [ snapshot difference images obtained every 10s between 22:19:00-
22:26:00 UT. In the rightmost column the average and rms images derived from the
entire 22:19:00-22:32:20 U'T' time series are presented. The difference images were
produced after subtracting the average image from each snapshot image. Whate
represents positive flux and black represents negative flux (from [50])

40 G or oscillations of the height of the base of the TR with an rms amplitude
of 25 km. Furthermore small variations of the orientation of the magnetic field
vector yielded radio oscillations consistent with the observed oscillations.

Gelfreikh reported quasi-periodic microwave oscillations of several types
of stable sources. The oscillations were detected using a variety of instru-
ments: the RATAN-600, NoRH, the Siberian Solar Radio Telescope (SSRT)
and the Crimean RT-22. The most prominent oscillations were associated
with sunspots showing periods of about 3 minutes. In some sunspots, how-
ever, oscillations with shorter and longer (up to 180 minutes) periods were de-
tected. He detected oscillations not only above suspots but also above plages
and pores. He pointed out the interesting result that sometimes within the
same active region, different areas oscillate with different periods. Usually
the plage-associated oscillations exhibited periods of about 10 minutes, but
longer periods of about 50-80 minutes were not rare. He discussed possible
mechanisms responsible for the observed oscillations and showed that acoustic
modes with periods less than 1 min strongly dissipate in the lower solar corona
due to thermal conduction losses while oscillations with periods of 10-40s are
associated with Alfvén disturbances.
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4 Decimetric Pulsating Emission

4.1 Broad-band Pulsations

The decimetric pulsations are broadband emissions (Af/f about 0.5) with
periodic or irregular short fluctuations. Sometimes they are quasi-periodic
with pulses of 0.1 to 1s separations, occurring in groups of some tens to
hundreds and lasting a few seconds to minutes. As in the meter-wave range,
the morphology shows considerable differences in modulation depths. Some
decimetric events occur in continuum patches with drifting upper and lower
frequency boundaries, with the drift being predominantly directed toward
lower frequencies. Such patches are called drifting pulsating structures (DPS).

Traditionally, the emission of decimetric pulsations has been interpreted
by a loss-cone instability of trapped electrons |6, 36]. An alternative interpre-
tation of a decimetric drifting pulsating event (see Fig. 4) was presented by
M. Karlicky. This flare shows drifting pulsating structures of varying band-
width in the 0.8-2 GHz range before the hard X-ray peak. In the main hard
X-ray phase, the radio intensity increases and pulsations become less regular.
Yohkoh soft X-ray images of this flare [53] revealed a nearly stationary low-
lying flare loop and a plasmoid ejection, which was firstly seen at 9:24:40 UT
at a height of A2 2x 104 km. The ejected plasmoid was continuously accelerated
up to a speed of ~250 kms™! at 09:25 and ~500 kms™! at 09:26 UT. The
drifting pulsating structures of this event are interpreted in the framework of
a model in which the radio pulsations are caused by quasi-periodic particle
acceleration episodes that result from magnetic reconnection in a large-scale
current sheet [34]. Under these circumstances, a possible reconnection model
is the one that reconnection is dominated by repeated formation and sub-
sequent coalescence of magnetic islands. This process i1s known as secondary
tearing or impulsive bursty regime of reconnection. The continuously growing
plasmoid is fed by newly coalescing islands. The plasmoid becomes strongly
accelerated along the sheet and the pulsating particle source is located at the
magnetic X line adjacent to the plasmoid. The radio source is then formed
in or near the plasmoid. The frequency drift of the pulsating structures can
naturally be attributed to the rise of the plasmoid in the corona, or to the
growing upward expansion of the current sheet.

Other studies [27, 30, 31, 33] found drifting pulsating structures to be
associated with the impulsive phase of flares, although they can occur before
or after the HXR burst peak, and can be associated with plasma ejections seen
in soft X-rays or EUV. At the workshop, Karlicky presented one example of
drifting pulsating structures observed during the X1.5 flare of March 18, 2003.
The DPS was associated with a moving X-ray source mapped by RHESSI’s
12-25 keV channel. Karlicky presented a cartoon model which is shown in
Fig. 5 attributing the different sources of DPS indicated by patch sequences
observed in some decimetric dynamic spectra to the possible fragmentation
of the evolving flare current sheet.
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Fig. 4. Event of October 5, 1992 (from [34]). Dynamic radio spectrum
(Ondiejov) (middle), two single-frequency cuts of the spectrum (bottom), and
CGRO/BATSE/DISCSC hard X-ray light curve (top)

Khan showed the first imaging results of a decimetric drifting structure (see
[33]). The DPS patch was imaged with the NRH at 327 MHz (see Fig. 6). It
was accompanied by a soft X-ray plasmoid observed by Yohkoh SX'T. Figure 6
indicates that the DPS radio source is located slightly above but overlapping
with the plasmoid; however, the motion of the radio source was consistent
with the plasmoid’s motion.

The reported number of DPS events associated with plasmoid ejecta is
small, and a meaningful statistical study is not yet available. Therefore, it
is rather premature to argue that DPS events are commonly associated with
plasmoid ejections (or vice versa). But if future studies confirm this associa-
tion, DPS events could provide diagnostics of the flare current sheet evolution,
especially the plasma density near the acceleration site and the temporal char-
acteristics of particle acceleration by magnetic reconnection.
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Fig. 5. Multiple decimetric pulsating source model as proposed by [30] giving an
idea about a possible current sheet evolution in the main flare phase

4.2 Narrow-band Spikes

For decimetric spike bursts we refer to the review by [13]. Individual spikes
are very short (< 1s), narrowband (some MHz only) bright emissions form-
ing broadband clusters or patches of some tens to thousands during some
tens of seconds to about a few minutes. Clusters are sometimes organized in
small subgroups or chains. Sometimes they suggest quasi-periodic oscillatory
temporal behavior at single-frequency records.
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Fig. 6. Event of August 25, 2000 (from [33]). (a) NRH 327 MHz source during the
drifting continuum emission (which, unfortunately, did not show clear pulsations at
this frequency, see Fig. 1 of the original paper). (b) The contours of (a), now black,
superposed on a composite SXT image. The radio source appears slightly ahead of
the plasmoid
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Using the spike’s bandwidth, one may constrain its source size. If we as-
sume that the emission frequency depends on a characteristic frequency (e.g.
the local plasma frequency or a harmonic of the gyrofrequency) then an up-
per limit of spike’s source dimension I is given by the product of the scale
length of the characteristic frequency multiplied by Af/f. Using typical val-
ues, [13] found that L < 200 km. Therefore, a successful model of narrowband
spikes should be consistent with very small source sizes. Traditionally, models
considered the loss-cone Lubtabuw_y of trapped electrons pluduuug electron
cyclotron maser emission at the footpoints of flaring loops [44]. To avoid high
magnetic fields in the source region, the model has been modified to emission
of upper-hybrid and Bernstein modes [72]. This model can interpret the occa-
sionally reported harmonic emission in decimetric spikes [14]. Alternatively,
[67] proposed that the spikes come from sources located in the acceleration
site of the flare and result from waves produced by the acceleration process
(see also [37, 66]).

In the working group sessions, particular attention was paid to whether
or not, decimetric spikes are signatures of accelerated particles at the primary
energy release site. This type of radio emission has been traditionally inter-
preted as a signature of highly fragmented energy release in flares [12]. Barta
and Karlicky discussed their model [10] in which dm-spikes are generated in
the turbulent plasma of reconnection outflows. According to this model, su-
perthermal particles are accelerated near the X-point of the magnetic field,
or directly in the cascading MHD turbulence, and lead to kinetic instabili-
ties. Karlicky argued that the presence of narrowband dm-spikes in the dy-
namic spectrum of the X1.5 flare of March 18, 2003 should be considered as

a further argument supporting the reconnection scenario for that flare. In the
aame lhime of thonoht Barta colved nimerically a got of OT\ MHD ﬂnnaflr\r\c
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describing magnetic reconnection and determined the time evolution of the
plasma parameters and magnetic field. From these results, he calculated the
radio emission due to double resonance instability in reconnection jets. He
showed that, depending on MHD turbulence properties, either “lace bursts”
or dm-spikes should be observed (“lace bursts” is a rare type of fine struc-
ture observed in the 1-2 GHz frequency range which is characterized by rapid
frequency variations, both positive and negative; see [28]).

However, contradictory results were also reported. Khan discussed a radio
spike event observed with the Astrophysical Institute of Potsdam (AIP) spec-
trometer. Using radio imaging data from the NRH and simultaneous soft and
hard X-ray images from Yohkoh and EUV images from SOHO/EIT, he was
able to determine the location of the spike bursts in relation to the flare and
its environment. He found, as shown in Fig. 7, that the location of the spike
bursts was remote from the HXR source. Additionally, Fig. 8 compares the
(cluster-integrated) time profile of the radio flux of spike emission and the as-
soclated time profile of the hard X-ray emission. There is some correlation in
the general behavior of the curves but not at all details. The movies presented
by Khan indicated that the spike bursts occur at the site of compression of
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Fig. 7. Event of November 14, 1997. The gray-scale image is a composite of full-
frame and partial frame Yohkoh SXT images. The black contours denote the hard
X-ray image while white contours show the location of spike bursts according to
Nangay maps (the solid contour corresponds to 410 MHz and the dashed contour to
327 MHz [32]

pre-existing loop structures. The compression was caused by a long-duration-
event-associated CME which was launched nearby earlier (see also Fig. 7). The
compression of the coronal loop structures can well result in magnetic recon-
nection leading to the spike burst event. Overall, the observations indicated
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Fig. 8. Event of November 14, 1997. Frequency-integrated (332—400MHz) radio
spike flux taken from AIP spectral data (thick line), compared with Yohkoh HXR
flux curve (14-23 keV) of the HXR source [32]
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that that particular spike burst event was merely a side-show to the main
energy release which was associated with the CME/LDE event. The obser-
vations reported by Khan do not contradict earlier observations by [15] who
analyzed less convincing data suggesting that the spike clusters were located
well outside the main energy release region of a flare.

5 Metric Pulsating Emission

5.1 Statistics

Magdaleni¢ presented a statistical analysis of quasi-periodic oscillations se-
lected from high time resolution single frequency records of Trieste Obser-
vatory (see also [40]). Figure 9 gives “frequency-of-occurrence” clusters over
frequency for a 2.5-year sample (January 1998-June 2000). It is interesting
that an 1/f dependence was found for the period range around 1s. The high
time resolution of Trieste single frequency records allowed Magdalenic to in-
clude shorter time scales in her study. It becomes clear that significant quasi-
periodic flux fluctuations below 0.5 seconds oceur over the whole spectral
range, at least down to 200 MHz. If these very-short-period pulsations are
due to MHD driver, then the Alivén velocity can be used for a rough estimate
of the typical source size (for the Trieste instrument’s frequencies it lies be-
tween 500-1500 km s~ 1; [70]). The resulting source dimensions corresponding
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Fig. 9. Statistics of the dominant period of quasi-periodic fine structures in single-
frequency Trieste Observatory polarimeter observations from January 1998 to July
2000 (courtesy of J. Magdaleni¢ and P. Zlobec.)
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to the very-short-period pulsations occurring at the low Trieste’s frequencies
are much smaller than the observed typical dimensions of coronal structures.
Alternative mechanisms also need to be considered.

5.2 Broad Band Pulsations

In the working group sessions, metric broad band pulsations (BBP) with non-
drifting spectral envelopes were discussed by Aurass. He presented a BBP
event with a complex source configuration that occurred in a flaring sigmoidal
loop system |8|. The analysis used radio spectral data from AIP while posi-
tional information was obtained from simultaneous NEH data. The pulsations
source sites were compared with soft X-ray images of the flare, and with force-
free extrapolated coronal magnetic fields. Figure 10b shows an enlargemen
of the dynamic spectrum of the pulsations while in Fig. 10a we present the
source configuration at three different NRH frequencies superposed on a soft
X-ray image of the flaring active region.

The BBP sources occur in a diverging loop-like structure with a turning
height of about 70Mm. A surprising result of Aurass’s analysis was that for
a time interval of 90s during the main flare phase, individual pulses con-
sist of one source at lower frequencies, but are formed by two simultaneous
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Fig. 10. Meter-wave pulsation detail from Fig. 1a. In (a): single-pulse source con-

(L]
1

2’00- =
| ‘
)
oo}
350

S e NRH 10:07:04 a0
25 OCT 94 SXT 10:08:15  ma

a) b)

figuration at 327 MHz. NE: main source site. Black eross: onset, white cross: end
of the pulse. White-black stipple-dotied cross: source sites at 236.6 and 164 MHz.
SW: secondary pulsation source site with 90s lifetime. The sizes of the crosses give
the half widths of the sources. The distance between the NE and SW source sites is
=0.12 Re. In (b): the spectrum of this and neighboring pulses. Notice the J burst
behavior at the low frequency edge
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widely spaced sources at higher frequencies. These observations together with
the event’s magnetic field configuration suggest that the two high frequency
sources must be fed by the same source of nonthermal electrons. This necessar-
ily leads to the conclusion that in the given event, the broad band pulsations
are due to a type lll-like mechanism; the difference being in the source ex-
tent, and the density profile in the source. Furthermore, the beams exciting
the pulse sequence are not accelerated within the radio-source-hosting con-
figura tion, but are injec ted ts st 1d footpoint. Note also that the
double source of the pulsations was consistent with the overall evolution of
the sigmoidal magnetic field configuration (see [8] for more details). It should
be underlined here that in their pioneering work, [29] came to the same con-
clusion concerning the beam-driven nature of broad band pulsations and the
external beam injection site.

5.3 Zebra Patterns

Originally zebra patterns were explained in terms of the excitation of Bernstein
modes at harmonics of the gyrofrequency in a quasi-homogeneous compact
source (e.g. [58]). Another approach assumes that their origin is associated
with enhanced generation of plasma waves in regions of inhomogeneous coro-
nal loops where the condition of double plasma resonance fun= s fp is satisfied
(e.g. [35, 38, 73, 80]). This means the local upper hybrid frequency must be
equal to the harmonic number times the local gyrofrequency.

Referring to the inherent relation between the zebra pattern formation and
broad band pulsations, Aurass described in the working group discussions the
results of [8] and [81]. Figure 11 gives the spectrum and positional data for a
selected interval of the event shown in Fig. 1a. They found a good correlation
between the inclination of a single zebra stripe around 164 MHz and the
projected speed derived from the motion of a radio source appearing in the
164 MHz NRH positional data.

Zlotnik et al. [81] followed the double plasma resonance interpretation for
the event they studied (according to [80], the Bernstein mode model cannot
explain zebra patterns with more than 4-5 stripes). Their analysis indicated
that a grid of double resonance layers is formed along the weak field branch
of the magnetically asymmetric source-carrying loop structure. A frequency
drift of the stripe pattern results from the changes of the magnetic field or
temperature in the source volume. Field decrease leads to an apparent motion
of the source of a given stripe to regions of higher electron density. The source
motion’s speed in the radio images is proportional to the frequency drift rate
of the stripes. In the same manner acts the effect of plasma cooling.

Zlotnik et al. [81] tried to explain why sometimes (e.g. see our Fig. 1a) in
dynamic spectra we observe broad band pulsations first and then zebra stripes
at lower frequencies: they argued that this is 1s due to the higher threshold of
the double resonance instability compared to the beam instability.
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Fig. 11. Enlargement of the zebra pattern of Fig. la. In (a) spectrum (AIP). The
stippled line denotes 164 MHz. In (b) the NRH 164 MHz contours of equal bright-
ness (North-South array). The vertical axis is graded in instrument-related units,
corresponding to a field of 1.28 Rq.. The fat line gives the motion of the maximum of
a Gaussian source model. Follow the stripes in the spectra and note the correlation
of stripe inclination and source motion

5.4 Fiber Bursts

Fiber bursts are usually interpreted as the radio signature of whistler waves
excited after their coalescence with Langmuir waves in loops with an unstable
distribution of nonthermal electrons [35, 41, 42|. An alternative approach has
been followed by [16] and [68] who invoked Alfvén solitons to explain fiber
bursts. The two classes of models result in disturbances propagating either
with the local whistler group velocity or with 1-3 times the local Alfvén
velocity, respectively. Since at a given frequency, the modulator velocity is
related to the burst’s frequency drift rate, one can use the observed frequency
drift rate to determine which model (if any) is more capable of explaining the
observations.

Rausche presented observations of fiber bursts whose drift rates were con-
sistent with the whistler wave model. He reported a promising new method
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that uses the drift rate and bandwidth measurements of fiber bursts as a probe
of the magnetic field strength and 3D field structure in post-flare loops. The
derived properties of the magnetic field can subsequently be compared directly
with coronal magnetic field extrapolations. The method works when the fibers
cross at least two frequencies for which positional information is available. I
is based on the well-known property of whistler waves to propagate predomi-
nantly along magnetic field lines (e.g. [35]). Therefore, the radio source sites
of fiber bursts at two frequencies determine (together with a coronal density
model) a subset of field lines in the extrapolated coronal magnetic field. For
more details on the method the reader is referred to the article by [9].
Rausche applied the method to the fiber bursts that occurred during the
flare of April 7, 1997. Figure 12 sumimarizes the results. It shows the fiber
burst-carrying field lines, forming an almost coplanar system during 1 hour
of observations, overlaid on a soft X-ray image. The figure also shows their
location with respect to the full set of coronal field lines obtained from the
potential field extrapolation of a SOHO/MDI magnetogram. Figure 13 quan-
titatively displays the evolution of the fiber-burst carrying post-fare loop field
lines over the 1 hour time interval. It is surprising that the fiber bursts inter-
mittently occur within the same height and magnetic field range despite the
growth of the post-flare loop system. It is also interesting that the whistler
waves driving the fiber emission are initially excited near the top of the post-
flare loops, and later in the event almost at medium loop heights. Figure 13

Fig. 12. Yohkoh postflare SXT image (07 April 1997, 16:40:28 U'T, AlMg filter, 5.4 s
exposure, N-upwards, W-to the right) with superposed potential field lines (white)
and overplotted “mean fiber burst” field lines ( Yellow line—10 min after impulsive
phase, magenta—25 min after vellow, green—35 min after vellow). See also 9]
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Fig. 13. Field strength versus heighi for the colored field lines in Fig. 12. The
solid, dashed and dotted curves correspond to the yellow, magenta, and green lines,
respectively of Fig. 12. All fiber bursts cccur in the field strength--height range box
formed by the long-deshed lines. The aerrow points to a local feld strength maximum
occuring near the weak field end of the continuous line at height of about 5 Mm

further reveals the extremely low field strength near the top of fiber-burst
carrying post-flare loops 1 hour after the impulsive flare phase. From the
footpoint locations of the field lines selected with the fiber burst data, a post-
flare loop footpoint expansion speed can be estimated which is consistent with
EUV and X-ray data.

5.5 Source Model for Metric Fine Structure

It is well known (e.g. [62]) that broad band pulsations, fibers, and zebra pat-
terns occur in complex radio bursts sometimes together (i.e. in the same flare
event) and sometimes not. On the other hand, not all flares with complex
radio signatures show well-developed fine structures. With Fig. 14 we outline
the main properties of a source model for such fine structures following the
results by [81].

What are the main features? All three types of fine structure occur in
magnetically asymmetric loops (magnetic traps), at least at the beginning of
fine structure emission during a given flare. The trap serves as the source
of the accompanying broad band continuum emission by forming a loss-cone
distribution of some background component of nonthermal electrons. Let us
summarize some properties of the source model.

A radio fine structure source needs nonthermal electrons. These seem to be
injected during the associated flare mostly near the strong-field footpoint
of the trap in the flaring active region. A possible source is the interaction
between loops of different spatial scales as suggested e.g. by |26] and [51].
Zaitsev et al. [T9] analyzed the efficiency of electron acceleration in such
configuration.

— It is possible that the magnetic field near the strong-field footpoint in-
teracts with part of a flaring structure (e.g. an approaching flare ribbon)
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FLARE RIBBON
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a)

Fig. 14. Source model for metric continuum fine structures [81]. (a) The loop LS1 is
the main sonrce of BBP and ZP (zebra patterns): fast electron streams exciting BBP
are injected at the SW footpoint. ZP stripes arise at the double plasma resonance
levels (stippled) in the NE part of LS1. (b) Enlargement of the encircled SW region;
the leading spot with polarity opposite to the polarity of the emerging loop (EL).
The wavy circle is a site of reconnection and electron acceleration. This model refers
to the analysis of the event shown in Fig.1a (see also [8])

and/or with emerging flux of parasitic polarity, possibly driving the loop
interaction (with particle injection into the trap) into a periodic regime.

— Broad band pulsations seem to be due to repeated beam injection into the
trap; this means metric pulsation pulses are type Ill-like emission within
relatively small source structures. The radio source occurs between the
strong-field footpoint and the top of the trap structure.
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— Unlike pulsations, fibers and zebra stripe sources are located at the weak-
field branch of the trap. Altyntsev et al. [2| analyzed microwave zebra
stripes and came to the same conclusion at much higher frequencies.

— The analyzed events with meter-wave zebra stripes seem to support the
models based on generation of electrostatic upper-hybrid waves at condi-
tions of the double plasma resonance (e.g. [80, 81]).

— For the analyzed events with decimeter/meter-wave fiber bursts, the
Alfvén soliton fiber burst model of [68] can be ruled out. Fibers seem
to be associated with whistler wave packets in coronal loops as proposed
by [35] and modified by Mann et al. [41, 42].

6 Summary and Future Work

In this section we present questions rather than conclusions. A firm conclu-
sion, however, is that radio pulsations provide important diagnostics of the
physical conditions in the corona. Most observations of radio pulsations come
from non-imaging spectral data. The last few years, however, several stud-
ies that combine spectral data with simultaneous images obtained from the
NoRH (microwaves) or NRH (decimetric-metric wavelengths) have appeared
resulting in an accumulation of several well-observed events. These observa-
tions do not suffer from the positional ambiguities of earlier studies and have
yielded significant progress in the subject. Furthermore, the combination of
radio data with soft X-ray and EEUV images from space telescopes offers the
opportunity for a more complete view of the coronal configuration and the
processes involved.

In comparing observations with theory, one has the feeling that the cou-
pling between them has not reached the desired level yet. The observers often
use formulas giving the periods of some MHD oscillation modes and com-
pare them with their data. Of course, this is useful because it may provide
diagnostics about the coronal plasma and magnetic field; however it does not
tell much about the physical processes leading to radio emission modulation.
On the other hand, theoretical studies need to take into account the latest
observational results.

Clearly, we need to learn more about fundamental processes leading to
flares and coronal mass ejections. For example, can we use the “standard
reconnection model” for the interpretation of dm drifting pulsating structures
and spikes? In the working group sessions, such attempts were made, but
only a couple of events were considered. In any case we cannot exclude other
approaches. For instance, the appearance of decimetric spikes as evidence for
the existence of multiple current sheets formed stochastically, versus evidence
for spikes as a by-product of deterministic large-scale dynamic processes, needs
to be tested. Furthermore, in the working group sessions, evidence for the
beam-driven nature of broad band pulsations was presented for one event.



274 A. Nindos and H. Aurass

A similar in-depth study needs to be done for several other BBP events before
reaching firm conclusions.

In the working group sessions, several participants demonstrated how to
exploit the information provided by radio pulsations in order to derive infor-
mation about the coronal magnetic field. However, this process is not trivial
and requires modeling at some stage. For example, the quasi-periodic fluc-
tuations of strong steady sunspot-associated gyroresonance sources combined
with models of the gyroresonance emission may yield accurate estimates about
the underlying magnetic oscillations. Also, the combination of fiber burst data
with magnetic field extrapolations provides a powerful tool to probe the 3D
structure of post-flare loops.

Regarding microwave pulsations, an effort should be made to integrate
the observations with longer wavelength radio, and coronal observations from
space instruments. Observations of spatially resolved microwave oscillations
(both from flares and the slowly-varying component) were presented in the
meeting. This is a significant improvement but we believe that the use of simul-
taneous soft X-ray or/and EUV observations will provide additional progress.
We do not know yet much about the relation between flare-related microwave
oscillations and pulsations at metric wavelengths. In the study of decimetric
and metric pulsations we need to clarify the associated magnetic field con-
figuration. For example, in the working group sessions, there was a debate
whether dm spike bursts are signatures of accelerated electrons at the pri-
mary energy release site or just a by-product of the main flare. Also, the pos-
sible association of dm drifting pulsating structures with plasmoid ejections
needs to be tested with more observations. Here, the lack of simultaneous
spectroscopic and imaging observations in the decimetric range is the main
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With the future development of the “Frequency Agile Solar Radiotele-
scope”, imaging spectroscopy over a wide spectral range in radio will be
achieved. This combined with the forthcoming space missions promises excit-
ing new developments on the subject. Independently, broadband spectroscopy,
possibly combined with extremely enhanced spectral and time resolution in
subbands, will also remain a useful research tool in the future.
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