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SUNSPOTS AND STARSPOTS

The past two decades have seen remarkable advances in observations of sunspots and their mag-
netic fields, in imaging of spots and fields on distant stars, and in associated theoretical models
and numerical simulations.

This volume provides the first comprehensive combined account of the properties of sunspots
and starspots. It covers both observations and theory, and describes the intricate fine structure
of a sunspot’s magnetic field and the prevalence of polar spots on stars. The book includes a
substantial historical introduction and treats solar and stellar magnetic activity, dynamo models of
magnetic cycles, and the influence of solar variability on the Earth’s magnetosphere and climate.

This book conveys the excitement of its subject to graduate students and specialists in solar
and stellar physics, and more broadly to astronomers, geophysicists, space physicists and experts
in fluid dynamics and plasma physics.
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High-resolution image of a sunspot, showing the dark umbra enclosed by a filamentary
penumbra, as well as tiny bright points in the surrounding granulation. This image was
obtained in the continuum near 436 nm with the Swedish Solar Telescope on La Palma.
(Courtesy of L. H. M. Rouppe van der Voort and the Royal Swedish Academy of Sciences.)
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Preface

In 1858, Richard Carrington wrote, “Our knowledge of the Sun’s action is but fragmentary,
and the publication of speculations on the nature of his spots would be a very precarious
venture.” Fifty years later, George Ellery Hale’s discovery of the magnetic field in a sunspot
ushered in the modern era of research into solar, stellar and cosmical magnetic fields. This
book, coincidentally, marks the hundredth anniversary of his discovery. The past century has
seen enormous and rapidly accelerating progress in our understanding not only of sunspots
but also of starspots and the whole solar–stellar connection. Our purpose here is to bring
these advances together and to offer a unified account of sunspots and starspots in the context
of solar and stellar magnetic activity.

Our own collaboration goes back more than 40 years, to the academic year 1966–67 when
JHT was a NATO postdoctoral fellow in the Department of Applied Mathematics and Theo-
retical Physics at Cambridge, where NOW was a recently appointed lecturer. In 1991 we
organized a NATO Advanced Research Workshop on Sunspots: Theory and Observations,
which produced an edited volume (Thomas and Weiss 1992a) designed to serve as a mono-
graph on the subject. Progress on sunspots has been very rapid since then, especially in
high-resolution observations (both ground-based and from space) and in numerical mod-
elling; meanwhile, with new techniques such as Doppler and Zeeman–Doppler imaging, the
study of starspots (treated briefly in the 1992 volume) has emerged as a fully fledged subject
of its own. Hence it seems to us that the time has come for a new, comprehensive book on
sunspots and starspots that emphasizes recent developments.

Our aim in this book is to convey the excitement of this subject to a readership consisting
not only of specialists in solar and stellar physics, but also more generally of astronomers,
astrophysicists, geophysicists and space physicists, as well as experts in plasma physics
and fluid dynamics with interest in astrophysical applications. We have attempted to give a
balanced and self-contained account of observations and of theory. In composing this book,
we have had in mind the needs both of established experts and, particularly, of graduate
students entering the field.

We wish to thank all those collaborators and close colleagues who, over the span of many
years, have enriched our knowledge of sunspots and solar and stellar magnetic activity
and have added immeasurably to our pleasure in doing research. They include Tom Bog-
dan, Tim Brown, Nic Brummell, Paul Cally, Fausto Cattaneo, Al Clark, Lawrence Cram,
Leon Golub, Bruce Lites, Leon Mestel, Friedrich Meyer, Benjamin Montesinos, Steve Mus-
man, Bob Noyes, Mike Proctor, Bob Rosner, Hermann Schmidt, George Simon, Alan Title,

xv
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Steve Tobias, the late Peter Wilson, and the late Yutaka Uchida. Special thanks go also
to our former graduate students and postdoctoral fellows: (JHT) Toufik Abdelatif, Andrew
Markiel, Alan Nye, Colin Roald, Mark Scheuer, and Don Stanchfield; (NOW) Paul Bushby,
Dave Galloway, David Hughes, Neal Hurlburt, Paul Matthews, Dan Moore, Neil Roxburgh,
Alastair Rucklidge, and Mike Tildesley.

Tom Bogdan, Andrew Collier Cameron and Steve Tobias each read portions of this book
in draft form and made many valuable suggestions. The convenient electronic access to sci-
entific papers provided by the NASA Astrophysics Data System has been a very significant
aid to us in writing this book. We also wish to thank the numerous authors whose figures are
reproduced here, and Amanda Smith for assistance in preparing some of the illustrations.

Our work on this book began during the programme on ‘Magnetohydrodynamics of Stel-
lar Interiors’ at the Isaac Newton Institute for Mathematical Sciences in Cambridge in the
autumn of 2004. In the course of writing the book, we have been supported in many ways
by our own institutions: the Department of Mechanical Engineering and the Department
of Physics and Astronomy at Rochester, and the Department of Applied Mathematics and
Theoretical Physics, Clare College, and Clare Hall at Cambridge. Our own research in the
areas covered in this book has been supported over many years by grants from the National
Aeronautics and Space Administration and the National Science Foundation in the USA,
and the Particle Physics and Astronomy Research Council (now STFC) in the UK.
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1

The Sun among the stars

Our Sun is a typical, middle-aged star, but it occupies a special place in astronomy as the only
star that we can observe in great detail. Conversely, it is only by studying other stars with
different properties, whether of age, mass or angular momentum, that we can fully explain
the behaviour of the Sun. This book is concerned with dark spots on the surfaces of the
Sun and other stars, which result from the interplay between magnetic fields and convection.
In this opening chapter we provide a brief introduction to the properties of these spots, a
summary of the important overall properties of the Sun and other stars, and an overview of
the topics that will be covered in the remainder of the book.

1.1 Sunspots and solar magnetic activity
In this section we introduce a variety of features and phenomena associated with

sunspots and solar activity, all of which will be discussed in greater detail in later chapters.
In images of the full solar disc, such as that shown in Figure 1.1, sunspots appear as dark

patches at low latitudes. The fact that sunspots are associated with strong magnetic fields
emerging through the solar surface is readily apparent in the accompanying magnetogram in
Figure 1.1, which shows the strength and polarity of the longitudinal (line-of-sight) magnetic
field.

In a close-up image, such as the one in Figure 1.2, a typical sunspot is seen to consist of
a dark central region called the umbra surrounded by a less dark, annular region called the
penumbra. Some sunspots are remarkably circular and axisymmetric (favourites of theoreti-
cians), while others have very irregular shapes with perhaps only partial penumbrae. There
are also smaller dark features known as pores that are essentially naked umbrae, or spots
without penumbrae. Examples of both sunspots and pores can be seen in Figure 1.2. Also
evident in this image is the pattern of granulation in regions outside of sunspots, caused by
thermal convection just below the solar surface. This pattern consists of bright granules cor-
responding to hot, rising plumes of gas, surrounded by dark lanes corresponding to cooler
downflows. A typical bright granule is about 700 km, or 1′′, across.1

The most conspicuous feature of a sunspot is, of course, its darkness relative to the sur-
rounding photosphere. In an absolute sense, a sunspot is not so dark; indeed, if it were placed
alone in space at the same distance from us as the Sun, it would shine about as brightly as
the full Moon, a fact already understood by Galileo. A sunspot appears dark on the solar

1 As viewed from the Earth at the mean Earth–Sun distance, an angle of one arcsecond (1′′) is subtended by a
distance of 726 km on the surface of the Sun at the centre of the solar disc.

1
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Fig. 1.1. SOHO images of the full solar disc in white light (above) and as a magnetogram
(below) on 8 February 2001. In each image, North is upward and East and West are to the
left and right, respectively, according to the usual convention. (Courtesy of Lockheed-Martin
Solar and Astrophysics Laboratory.)

disc because it is relatively cooler than its surroundings, and we understand that the reduced
temperature is due to the inhibiting effect of the spot’s strong magnetic field on the vertical
convective transport of heat just below the solar surface.

Sunspots come in a wide range of sizes. The largest have diameters of 60 000 km or more
and are visible to the naked eye. At the other end of the scale are the pores, which have
diameters typically in the range 1500–3500 km but can be as small as a single granule (about
700 km) or as large as a small sunspot (7000 km). Indeed, the largest pores are bigger than
the smallest sunspots, a fact of some importance when we come to consider the formation
and maintenance of the penumbra.
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Fig. 1.2. High-resolution G-band image, obtained with the Swedish Solar Telescope, show-
ing an active region with sunspots and pores. Penumbral filaments are clearly visible, as is the
surrounding pattern of granular-scale convection. (Courtesy of the Royal Swedish Academy
of Sciences.)

Within a sunspot there is a good deal of fine structure that becomes evident with higher
resolution and suitable exposure times. The penumbra displays a characteristic pattern of
elongated, bright and dark radial penumbral filaments, while the dark umbra contains a num-
ber of small, bright features known as umbral dots (which are not very evident in Fig. 1.2
because the umbra is under-exposed). This fine structure in the intensity of light emerging
from a spot is a consequence of the pattern of thermal convection as influenced by the spot’s
magnetic field (magnetoconvection).

A sunspot marks a patch of the solar surface through which a close-packed bundle of
nearly vertical magnetic flux (a magnetic flux tube) emerges from the solar interior. The
magnetic field strength in the centre of a sunspot is typically about 2800 G (or 0.28 T) and
can be as high as 3500 G or more. The magnetic field exerts a force on the solar plasma,
consisting in general of a tension force along the field lines and an isotropic pressure. The
total pressure, gas plus magnetic, within the spot must be in balance with the gas pressure
in the field-free surroundings. As a consequence, the spot’s magnetic flux tube must expand
(in cross-section) rapidly with height above the solar surface, thus reducing its magnetic
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pressure, in order to be in pressure balance with the external atmosphere, in which the gas
pressure is decreasing rapidly (nearly exponentially) with height.

In addition to dark sunspots and pores, there are also localized patches of excess bright-
ness on the solar surface, known as faculae, which are also sites of strong emerging magnetic
field. (Faculae are visible in the full-disc image in Fig. 1.1.) There are several other visible
manifestations of the Sun’s magnetic field, including enhanced emission from the upper
layers of the solar atmosphere and transient events such as flares, surges and radio bursts.
These phenomena, known collectively as solar magnetic activity (or simply solar activity),
are not distributed uniformly across the solar surface, but instead are concentrated into active
regions containing one or more sunspots, pores and surrounding faculae. Figure 1.3 shows

Fig. 1.3. Images of the full solar disc in Ca II K emission (above, from Big Bear Solar
Observatory) and in coronal X-ray emission (below, from Yohkoh), again on 8 February
2001. (Courtesy of Lockheed-Martin Solar and Astrophysics Laboratory.)
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Fig. 1.4. Cyclic solar activity from AD 1610 to 2000, as shown by annual values of the group
sunspot number. Note the interval of inactivity in the seventeenth century (the Maunder
Minimum). (Courtesy of D. H. Hathaway.)

full disc images of Ca II emission (from the chromosphere) and X-ray emission (from the
corona) in which active regions are clearly identifiable.

Solar activity is also not uniformly distributed in time: it varies in a nearly cyclic fashion
with a period of about 11 years. This behaviour is readily apparent in the record of the
number of sunspots appearing on the solar disc, as shown in Figure 1.4. Here one can see
a somewhat irregular cyclic variation in the number of sunspots, with an average period
between maxima of about 11 years, and a longer-term modulation of this cyclic variation.
Of particular interest is the period from about 1645 to 1715 during which there were very
few sunspots (the so-called Maunder Minimum).

The sunspot cycle has a period of about 11 years, but the magnetic polarity arrangement of
the spots reverses in each successive cycle, indicating a signed magnetic cycle with a period
of about 22 years. It is generally understood that the Sun’s magnetic field and its cyclic
behaviour are generated by a fluid dynamo acting in the solar interior through the interaction
between the Sun’s internal differential rotation and turbulent convection.

1.2 The Sun as a star
In this section we first describe the overall properties of the Sun and the structure

of its interior and atmosphere, and then go on to summarize the overall properties of other
stars to set the stage for our discussions of starspots and stellar activity.

1.2.1 Solar structure
Table 1.1 provides a list of important properties of the Sun that will prove useful in

our discussions of sunspots and solar magnetism. For a clear discussion of how the values
of these various quantities are determined, see the book by Stix (2002).

The radial structure of the Sun is depicted schematically in Figure 1.5. The energy gen-
erated by nuclear reactions in the core (where the temperature is of order 107 K) is carried
radially outward by radiation across the radiative zone extending out to roughly 0.7 R�,
where the temperature of the solar plasma has decreased to the point where the increased
opacity no longer permits the energy flux to be carried by radiation alone and thermal con-
vection sets in. The energy is then carried outward almost exclusively by convection across
the convection zone extending up to the solar surface. The relatively sharp visible surface of
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Table 1.1 Properties of the Sun

Age 4.5 × 109 yr
Mass M� = 1.99 × 1030 kg
Radius R� = 6.96 × 108 m = 696 000 km
Luminosity L� = 3.84 × 1026 W = 3.84 × 1033 erg s−1

Effective temperature Teff = 5785 K
Spectral type G2 V
Mean density 1.4 × 103 kg m−3

Surface gravity g� = 274 m s−2

Rotation period (equatorial) 26 days
Distance from Earth 1 AU = 1.50 × 1011 m = 215 R�

Fig. 1.5. Cutaway image of the Sun’s internal structure, showing the photosphere (with
sunspots), the convective zone beneath it, the inner radiative zone and the central core, where
energy is generated by thermonuclear reactions. The tachocline is located at the interface
between the radiative and convective zones. (Courtesy of D. H. Hathaway.)

the Sun occurs where the mean free path of photons increases abruptly and radiation is per-
mitted to escape unimpeded into space; this transition takes place across a thin layer known
as the photosphere, which is only a few hundred kilometres thick. In this layer, and higher
layers of the solar atmosphere, a geometric height is determined from a measured optical
depth τλ: a layer of optical depth τλ = 1 reduces the intensity of radiation at wavelength
λ by a factor of e−1, and each further unit of τλ reduces the intensity by a further factor of
e−1. The most commonly used optical depth is τ500, for radiation in a continuum window at
wavelength 500 nm near the centre of the visible range.
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At the base of the photosphere the temperature is about 6000 K, close to the Sun’s effective
temperature Teff = 5785 K based on its luminosity. The temperature reaches a minimum
value of about 4200 K in the upper photosphere and then begins climbing again, reaching
some 10 000 K or so in the chromosphere, named for its coloured appearance during a solar
eclipse. Above the chromosphere, the temperature climbs steeply across a relatively thin
transition region and reaches values of 2×106 K or more in the corona. The temperature then
decreases in the outer corona, which expands and flows outward into space as the solar wind.

Direct observations are limited to the surface and atmosphere of the Sun (containing only
10−10 M�), while its magnetic fields are generated in the solar interior. Fortunately, this
interior is accessible to helioseismology: the frequencies and horizontal wavenumbers of
acoustic p-modes (with typical periods around 5 minutes) can be measured with great accu-
racy and used to establish the internal structure of the Sun with previously unattainable
precision. The most remarkable achievement has been the determination of the Sun’s inter-
nal rotation profile. It has long been known that equatorial regions rotate faster than polar
regions at the surface, but helioseismology has shown that this differential rotation persists
throughout the convection zone. There is then an exceedingly abrupt transition, across a thin
layer – the tachocline (less than 0.04 R� thick) – to an almost uniformly rotating radiative
interior (Thompson et al. 2003).

1.2.2 Properties and classification of stars
Although the most fundamental property of a star is its total mass, stars are usually

classified according to their directly observable properties of luminosity and colour, or lumi-
nosity and surface temperature (which can be inferred from the colour). This classification is
most often displayed in a Hertzsprung–Russell (H–R) diagram, in which the absolute mag-
nitude (or the logarithm of the total luminosity) is plotted against the logarithm of the surface
temperature (by tradition, decreasing to the right). When a large sample of stars is plotted in
such a way, as in Figure 1.6, it is evident that most of the stars lie along a relatively narrow
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Abell 1964.)
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band known as the main sequence. From the point of view of stellar evolution, the main
sequence represents a long, intermediate stage in which stars spend most of their lifetime.

The Harvard classification scheme of stars into spectral types O, B, A, F, G, K, M, R
and S represents a sequence of decreasing mass and decreasing surface temperature, and
generally increasing complexity in their spectra. Each letter class has ten subdivisions (e.g.
G0 through G9) in the order of decreasing surface temperature. Stars are also divided into
luminosity classes according to their size, or phase of evolution, as follows: I for supergiants,
II for bright giants, III for giants, IV for subgiants, V for main-sequence (or dwarf) stars, and
VI for subdwarfs. The Sun, for example, is a G2 V star, and the star SU Aurigae, of class G2
III, is a giant star with a solar-like spectrum.

The bolometric (or total) luminosity L of a star is its total rate of energy output, inte-
grated over all wavelengths; it is often expressed in units of the solar luminosity L� =
3.84 × 1033 erg s−1. Because the Earth’s atmosphere is opaque at many wavelengths, L is
in general difficult to determine, and instead the luminosity is often measured within certain
wavelength bands, such as the V (visual) band centred on wavelength λ = 555 nm, the B
(blue) band centred on λ = 435 nm, and the U (ultraviolet) band centred on λ = 350 nm,
each band having relative width �λ/λ = 0.2. The luminosity L in each band is often
expressed on a logarithmic scale in terms of the absolute magnitude M in that band,
defined by

M ≡ −2.5 log10 L + C, (1.1)

where C is a constant that is different for each wavelength band. For the B and V bands the
constants are chosen so that the Sun has magnitudes MB� = 5.48 and MV � = 4.83. The
magnitudes MB and MV are usually denoted simply as B and V .

The colour of a star is measured by the ratio of its luminosity in two wavelength bands,
most often by LV /L B or equivalently by B −V . To the extent that a star’s spectrum matches
that of a black body, the colour B − V is a measure of the surface temperature of the star. A
more precise measure of a star’s surface temperature is given by its effective temperature Teff,
defined as the temperature of a spherical black body having the same radius and bolometric
luminosity as the star. Thus, according to the Stefan–Boltzmann law, Teff is given in terms
of a star’s bolometric luminosity L by the relation

L = 4π R2σ Teff
4, (1.2)

where R is the star’s radius and σ = 5.67 × 10−5 erg s−1 cm−2 K−4.
From a theoretical viewpoint, the fundamental properties of a star that determine its posi-

tion on the H–R diagram are its mass, its chemical composition, and its age. The theory
of stellar evolution seeks to predict the track the star will follow in the H–R diagram as it
evolves, given its initial mass and chemical composition (see Kippenhahn and Weigert 1990
or Hansen and Kawaler 1994). Another property that can affect a star’s evolutionary track is
its rotation rate, especially when the rotation is rapid.

Stars form through the condensation of interstellar gas by gravitational collapse into ‘pro-
tostars’, somehow shedding angular momentum in the process (for otherwise they would
break apart due to centrifugal forces). Once a typical protostar reaches a state of hydrostatic
equilibrium, its luminosity is maintained by the liberation of gravitational energy through
slow contraction, and energy transport within the star is fully convective. As slow contrac-
tion proceeds, the luminosity decreases while the central temperature increases and the star
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Table 1.2 Typical properties of stars on the main sequence

Spectral class Mass Radius Luminosity B − V Teff (K)
M/M� R/R� L/L�

O5 58 14 800 000 −0.32 46 000
B0 16 5.7 16 000 −0.30 29 000
B5 5.4 3.7 750 −0.16 15 200
A0 2.6 2.3 63 0.00 9 600
A5 1.9 1.8 24 0.15 8 700
F0 1.6 1.5 9.0 0.33 7 200
F5 1.35 1.2 4.0 0.45 6 400
G0 1.08 1.05 1.45 0.60 6 000
G2 1.0 1.0 1.0 0.64 5 780
G5 0.95 0.98 0.70 0.68 5 500
K0 0.83 0.89 0.36 0.81 5 150
K5 0.62 0.75 0.18 1.15 4 450
M0 0.47 0.64 0.075 1.41 3 850
M5 0.25 0.36 0.013 1.61 3 200

develops a radiative zone that grows outward from its centre. Eventually, provided the mass
of the star is greater than about 0.1 M�, the central temperature and density reach the point
where the thermonuclear fusion into helium begins and soon takes over from gravitational
contraction as the primary energy source. At this point, the star begins its long life on the
main sequence, and all the stars of different masses but at this same stage of evolution are
said to define the zero-age main sequence (ZAMS). Many observed stars are known to lie
along pre-main-sequence evolutionary tracks, especially the so-called T Tauri stars, which
may be associated with proto-planetary accretion discs.

Stars spend a large fraction of their lifetime on the main sequence, during which they are
sustained by the fusion of hydrogen in their cores and move only slightly away from their
ZAMS position on the H–R diagram. Table 1.2 lists typical properties of stars of different
spectral types on the main sequence (luminosity class V). Note that the radius, luminosity,
effective temperature and spectral class of a star of a given mass all vary over the star’s
lifetime on the main sequence: these variations are small for the lower-mass stars but are
significant for the higher-mass stars (e.g. radius and luminosity can vary by as much as
20–30%).

Along the main sequence, stars of greater mass have higher central temperature but lower
central pressure and density, and as a consequence, high-mass and low-mass stars have quite
different structures. For this reason it is convenient to divide the main sequence into an
upper main sequence (roughly M > 2 M�) and a lower main sequence (M < 2 M�). The
high-mass stars evolve faster and thus spend a shorter time on the main sequence, while low-
mass stars evolve more slowly, and indeed stars of mass less than about 0.8 M� have main-
sequence lifetimes greater than the age of the Milky Way and hence have not yet left the
main sequence. When a star exhausts the hydrogen fuel in its core, rapid changes ensue and
the star moves off the main sequence onto its post-main-sequence evolutionary track, ending
up eventually as some sort of degenerate star. Post-main-sequence tracks differ greatly for
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stars of different masses, involving different fusion reactions in different layers of the star.
For example, a star of mass 1 M� depletes the hydrogen in its core in about 7 × 109 years,
after which its helium core contracts and becomes degenerate while hydrogen burning takes
place in a shell outside the core. When the hydrogen in this shell is mostly depleted, the
star evolves up the red giant branch, with a degenerate core and greatly extended convective
envelope. Its evolution up the red giant branch ends when helium suddenly begins to burn in
the core (the helium flash). Eventually all of its nuclear fuel is exhausted and the envelope is
blown off, leaving the core to continue life as a white dwarf.

1.3 Starspots and stellar magnetic activity

1.3.1 The solar–stellar connection
Since the Sun is not unique among stars, we must expect to find signs of magnetic

activity in other stars that are similar to the Sun. Although individual starspots cannot be
directly resolved, effects that are associated with magnetic activity on the Sun – X-ray and
radio emission, Ca II emission, and signs of flaring – can certainly be detected in such stars.
These indications are most obvious in cool, late-type stars (of spectral types F, G, K and
M), which possess deep outer convection zones. (There is also a group of B and A type
stars that can possess very strong magnetic fields, but their behaviour is very different from
that of the Sun.) Measurements of Ca II H and K emission from these cool stars show that
their magnetic activity decreases with age, and is closely correlated with their rotation rates.
Young, rapidly spinning stars are far more active than the Sun.

Ca II emission from a group of these stars has been monitored for almost 40 years at
Mount Wilson Observatory (Baliunas et al. 1995, 1998). The relative Ca II emission flux S
provides a robust measure of activity, and Figure 1.7 shows three very different records of
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star HD 143761 (ρ CrB, type G2 V). (From Baliunas et al. 1998.)



9780521860031c01 CUP/THW July 29, 2008 11:12 Page-11

1.3 Starspots and stellar magnetic activity 11

the temporal variation of S over a 30-year interval. The K4 V star HD 4628, with a rotation
period of 39 days, exhibits quasiperiodic cyclic activity like that of the Sun, with a period of
8.4 years; it belongs to a family of about a dozen stars that have been found to show such
behaviour. By contrast, the rapidly rotating G0 V star HD 206860, with a rotation period of
only 4.7 days, is much more active but displays only aperiodic modulation of its activity.
The third record, for the G2 V star HD 143761, with a rotation period of 17 days, shows
only a very low, unvarying level of activity, suggesting that this star may have entered a
Maunder-like grand minimum.

Such observations make it possible to reconstruct the magnetic evolution of a single star
like the Sun. Prior to arriving on the main sequence it appears as a strongly magnetized,
rapidly rotating T Tauri star, typically surrounded by a magnetized accretion disc. As it
collapses onto the main sequence, conserving its angular momentum, the star spins up and
may arrive rotating 100 times faster than the present Sun. As a result it displays extremely
strong activity, associated with a vigorous stellar wind. The magnetic field interacts with
the wind to exert a moment that brakes the rotation of the star and causes it to spin down.
Eventually, when (like the Sun) it has a rotation period of weeks to a month, the star exhibits
cyclic activity, interrupted perhaps by grand minima. Thereafter its rotation rate, and hence
its magnetic field, gradually decay until the star ultimately evolves off the main sequence to
become a red giant.

Apparent variations in Ca II emission not only facilitate the determination of a star’s
rotation rate but also provide evidence of differential rotation at its surface. The combina-
tion of differential rotation and turbulent convection in these magnetic stars provides a firm
observational basis for assuming that there is a common dynamo mechanism responsible for
generating magnetic fields not only in the Sun but also in other late-type stars. The varia-
tion of cycle periods and amplitudes with different stellar parameters then offers a means of
testing theoretical models of the dynamo.

1.3.2 Spots on stars
The most vigorous magnetic activity appears in stars that rotate with periods of only

a few days, either because they have only recently arrived on the main sequence or because
they are in close binaries, with tidal synchronization of spin and orbital rotation. The most
prominent examples of the latter group are the RS Canum Venaticorum variables, which have
already evolved off the main sequence. It is in such rapid rotators that starspots are detected.
Whereas sunspots never fill more than 0.5% of the solar surface, dark spots may occupy
more than 20% of the surface of a star. As one of these active stars rotates, carrying the spots
around with it, its apparent magnitude waxes and wanes (by up to 0.6 mag). Such variabil-
ity can readily be detected and photometric measurements offer the most straightforward
evidence for the presence of starspots.

More recently, the technique of Doppler imaging – which takes advantage of latitude-
dependent blueshifts and redshifts as the star rotates – has made it possible to obtain images
of the spots themselves. Unlike sunspots, which only appear at low latitudes, starspots are
typically sited at or near the poles. Figure 1.8 shows a striking example of a huge polar
spot on the RS CVn star HD 12545, a K0 III giant (far larger than the Sun); the tempera-
ture variation of 1300 K across its surface is comparable to the temperature deficit in the
umbra of a sunspot. Although spots that have been observed on other stars are vastly larger
than those on the Sun, it is only by reference to sunspots that the behaviour of starspots
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Sun HD 12545
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Fig. 1.8. Doppler image of the giant star XX Trianguli (HD 12545), showing a huge
starspot near the pole. The radius of this RS CVn variable is 11.5 R�. (Courtesy of K. G.
Strassmeier.)

Fig. 1.9. Zeeman–Doppler image of the surface magnetic field on the classical T Tauri star
V2129 Oph, together with a potential extrapolation of its external field, with both closed and
‘open’ field lines. There is a large starspot near the pole. (From Donati et al. 2007.)
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can be explained. Thus we expect them to be associated with strong magnetic fields and,
indeed, the development of Zeeman–Doppler imaging actually allows these magnetic fields
to be measured. Figure 1.9 shows the radial magnetic field at the surface of the classical
T Tauri star V2129 Ophiuchi, together with an extrapolated reconstruction of field lines
that either close near the surface of the star or extend outwards into its accompanying
accretion disc.

1.4 Plan of the book
We begin, in the next chapter, with a historical account, explaining how the com-

plex properties of sunspots and starspots have gradually been revealed. Then we focus on
sunspots and solar magnetic activity before broadening our attention to cover starspots and
stellar activity.

In the next three chapters we examine the structure and dynamics of an individual sunspot,
beginning with the overall structure (Chapter 3) and then going into the details of the fine
structure of the umbra (Chapter 4) and the penumbra (Chapter 5) and the various oscillation
modes present in a sunspot (Chapter 6). Then we discuss sunspots and groups of sunspots in
the context of an active region (Chapter 7). Next we turn to the subject of magnetic activity
in other stars (Chapter 8) and the basic properties of starspots (Chapter 9). After reviewing
the main features of both solar and stellar magnetic activity cycles (Chapter 10), we dis-
cuss our theoretical understanding of the dynamos that produce this activity (Chapter 11).
Finally, we discuss the effects of solar activity and variability on the near-Earth and inter-
planetary space environment and on the Earth’s climate (Chapter 12), and then close with a
brief look ahead to the observational and theoretical advances we might expect in the near
future (Chapter 13).

In many ways, this book reflects our own view of sunspots as an ideal laboratory for mag-
netohydrodynamics (MHD) under astrophysical conditions. (We summarize some important
aspects of MHD theory in Appendix 2.) MHD phenomena are ubiquitous in the Universe, but
nowhere else in astrophysics is MHD theory confronted with such a wealth of observational
data as it is for sunspots. It has turned out that the gross structure of a sunspot depends in
many ways on the finer structure within it, and theoretical models must account for this fine
structure. Almost any aspect of MHD that one can think of, including magnetohydrostatics
and stability, MHD waves, MHD turbulence, magnetoconvection, and dynamo theory, is put
to the test in our quest to understand sunspots, and therefore starspots too.

1.5 References for background reading
An excellent general introduction to the Sun is the book by Stix (2002). The book

by Foukal (2004) provides a broad introduction to solar astrophysics, while the introductory
text by Tayler (1997) treats the Sun from the perspective of stellar astrophysics. A com-
prehensive account of stellar magnetism is given in the book by Mestel (1999), and Priest
(1982) provides an appropriate introduction to MHD.

On the subject of sunspots themselves, the classic monograph by Bray and Loughhead
(1964) and the volume edited by Thomas and Weiss (1992a) are still essential reading.
The conference proceedings edited by Cram and Thomas (1981) and Schmieder, del Toro
Iniesta and Vázquez (1997) contain many papers that are still relevant. Recent reviews of
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sunspots include the comprehensive treatment by Solanki (2003) and the review devoted to
fine structure by Thomas and Weiss (2004).

There have been no books devoted to starspots before the present volume, but much useful
information may be found in the conference proceedings edited by Strassmeier, Washuettl
and Schwope (2002) and the review by Berdyugina (2005). The volumes in this series by
Wilson (1994) and Schrijver and Zwaan (2000) are also relevant.
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2

Sunspots and starspots: a historical
introduction

In that part of the sky which deserves to be considered the most pure and serene of all – I
mean in the very face of the Sun – these innumerable multitudes of dense, obscure, and foggy
materials are discovered to be produced and dissolved continually in brief periods. Here is
a parade of productions and destructions that does not end in a moment, but will endure
through all future ages, allowing the human mind time to observe at pleasure and to learn
those doctrines which will finally prove the true location of the spots.

Galileo Galilei1

In this chapter we offer a brief historical introduction to sunspots, from the earliest naked-eye
observations up to the remarkable advances in high-resolution observations and numerical
simulations of recent years. We also discuss early speculations about starspots and their first
observational detections. While we aim to give a balanced account, covering both observa-
tions and theory, our presentation does not follow a strict chronological path, but is instead
arranged by topic. We do, however, provide a list of major advances in strict chronological
order at the end of this chapter.

2.1 Early observations of sunspots
Seasonal changes were all-important to early agrarian societies and so they natu-

rally worshipped the Sun. Indeed, the sun-god headed the pantheon in many cultures, ranging
from Egypt to Peru. Since astronomy was also practised in these cultures, it seems likely that
sunspots must occasionally have been detected with the naked eye, which is possible when
the Sun is low on the horizon and partially obscured by dust storms, volcanic dust or smoke.
Thus Needham (1959) conjectured that the traditional Chinese image of a red sun with a
black crow superimposed upon it was derived from early sunspot observations. The first
recorded mention of sunspots comes, however, from Greece: around 325 BC, Theophras-
tus of Athens, who was a student of Aristotle and succeeded him as leader of the Lyceum,
referred in a meteorological treatise to black spots on the Sun as indicators of rain.2 His
casual references to spots suggest that they were already well known. Written records of
non-telescopic observations of sunspots made in China date back to 165 BC (Wittmann and

1 From Letters on Sunspots, translated by Stillman Drake (1957).
2 The brief comments in Theophrastus’s De Signis were amplified in the following century by Aratus in his

Phaenomena, a didactic poem that was later translated into Latin by Cicero and Germanicus (Sider and Brun-
schön 2007). Virgil and Pliny the Elder both mention dark spots on the Sun as portents of rain, as does Bede much
later.

15
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Xu 1987; Yau and Stephenson 1988). These accounts range from straightforward (“Within
the Sun there was a black spot”) to fanciful (“The Sun was orange in colour. Within it there
was a black vapour like a flying magpie. After several months it dispersed.”). The series
of naked-eye observations continues until the early twentieth century, overlapping the tele-
scopic records that begin in 1611. However, the total number of recorded sunspot sightings
before 1611 is less than 200, fewer than one sunspot per decade. This is only a small frac-
tion (less than 1%) of the total number of sunspots that should have been visible to the naked
eye during this period (Eddy, Stephenson and Yau 1989; Mossman 1989), and the observa-
tions were clearly sporadic, depending on phases of the Moon and seasonal dust storms (Yau
1988), as well as on political tact and revolutionary upheavals (Stephenson 1990).

Aristotle had taught that the Sun was perfect and immaculate, and the few sunspots
observed by Arab astronomers were interpreted as transits of Mercury or Venus, as was the
earliest European observation in AD 807 (Wittmann and Xu 1987), which Einhard regarded
as a portent in his Life of Charlemagne. Indeed, Kepler himself thought that he had observed
a transit of Mercury when he detected a sunspot in 1607. The oldest known drawing of
sunspots appears in the manuscript chronicle of John of Worcester, depicting two spots
observed in December 1128, when the Sun was low in the English winter sky (Stephen-
son and Willis 1999). Two centuries later, when the sky was obscured by smoke from forest
fires in Russia, chroniclers there reported, “there were dark spots on the Sun as if nails were
driven into it” (Wittmann and Xu 1987).

Progress since then has relied on technological advances. The invention of the telescope
in the Netherlands in 1608 opened the possibility of detailed astronomical observations.
News of the invention spread rapidly and reached Galileo Galilei (1564–1642) at Padua
in June 1609. He used his improved instrument to observe the Moon and the Milky Way
and to discover the satellites of Jupiter. In May 1612 he stated that he had been observing
sunspots for 18 months (i.e. since November 1610) and there is no reason to doubt either
this or his later claim that he had noticed them earlier that year, before he moved from Padua
to Florence. The Sun was active at that time: Galileo may have been the first to see spots
through a telescope but he was rapidly followed by others. Thomas Harriot (1560–1621),
in England, was the first to record his observations though his manuscripts, with drawings
made in December 1610, lay undiscovered at Alnwick Castle until 1786. The credit for
publishing the first account goes to Johann Fabricius (latinized from Goldsmid, 1587–1616)
who came from East Friesland. In his book An Account of Spots Observed on the Sun and
their Apparent Rotation with the Sun, published at Wittenberg in June 1611, he describes
how he and his father saw several spots in March 1611, first through a telescope and then
using a camera obscura. They followed the spots as they moved across the solar disc and
recognized one when it reappeared again; noticing that the spots were foreshortened at the
limb, Fabricius concluded that they lay on the surface of a rotating Sun (Casanovas 1997;
Hoyt and Schatten 1997).

A few days before Fabricius’s first observation, Christoph Scheiner (1575–1659), a Jesuit
professor at Ingolstadt in Bavaria, had also noticed some sunspots, through a smoke-filled
sky; he made more systematic observations during the last few months of 1611 but was
persuaded to publish them under a pseudonym, in the form of three letters addressed to
Mark Welser, a wealthy patrician in Augsburg. In these letters, Scheiner asserted that the
dark spots were caused by small bodies orbiting around the Sun and blocking its light;
thus he was able to avoid any contradiction with the Aristotelian notion of a perfect Sun.
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Fig. 2.1. Sunspot drawing by Galileo.

Welser forwarded these letters, published early in 1612, to Galileo in Florence and sought
his comments. This set Galileo making his own systematic observations; he too recognized
that the spots were foreshortened as they approached the limb and rapidly concluded that
they were on the surface of the Sun and probably produced by clouds. Since he had just
written a treatise on hydrostatics that contradicted Aristotelian notions, he eagerly inserted
a paragraph on sunspots into the second edition. Then he went on to make a prolonged
series of observations in the summer of 1612, using a projection technique developed by
his colleague and former student, Benedetto Castelli. Galileo described his findings in three
letters, addressed to Welser but written eloquently in Italian; they were published in 1613,
as Istoria e Dimostrazioni intorno alle Macchie Solari3 by the Accademia dei Lincei in
Rome. His new observations (see Fig. 2.1) confirmed that the spots rotated with the Sun.
He noticed that sunspots always lie near the solar equator, “in a narrow zone of the solar
globe corresponding to the space in the celestial sphere that lies within the tropics”, and he
also realized that sunspots are dark only in a relative sense and by themselves are “at least
as bright as the brightest parts of the Moon”. He also noted the existence of bright patches
near sunspots (later to be named faculae). After mentioning his discovery of the satellites of
Jupiter and the phases of Venus, he concluded the book with a firm statement of support for
Copernicus’s heliocentric system.

3 For an English translation, see Drake (1957), from which the quotations in this paragraph are taken.
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Fig. 2.2. Sunspot drawing from Scheiner’s Rosa Ursina.

Later, there was a dispute between Galileo and Scheiner (who moved to the Jesuit College
in Rome in 1624) over priority in the discovery of sunspots. Scheiner observed sunspots
meticulously from 1625 to 1627, again projecting the telescopic image on to a screen or
sheet of paper. By this time he had discarded some of Aristotle’s teaching and had come to
accept that the spots were on the solar surface and rotated with the Sun. From their apparent
motion he deduced that the Sun’s axis of rotation is not quite perpendicular to the plane of
the ecliptic, but is inclined at about 7 1

2
◦ to the normal. In 1630 he published his results in a

sumptuous volume, entitled Rosa Ursina sive Sol and dedicated to the Orsini family whose
emblem was a rose, that remained the standard text on sunspots for a century and more. The
first drawings by Scheiner and Galileo had already shown some sunspots with dark cores but
Scheiner was now able to emphasize the distinction between the dark nucleus of a sunspot
and the shadowy ring that surrounds it (which he confusingly referred to as the “umbra”),
as shown in Figure 2.2. Scheiner continued to support a geocentric cosmology, though in
Tycho’s variant form (which allowed the other planets to rotate about the Sun) rather than
Ptolemy’s original version, and he remained a firm opponent of the Copernican system until
the end of his life.

Galileo, in his Dialogo sopra i Due Massimi Sistemi del Mondo, ignored Kepler’s dis-
coveries but brought in the motion of sunspots as an argument in favour of a heliocentric
system. He realized that there would be two occasions in the year, separated by six months,
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when the line of sight to the Sun was perpendicular to the plane through the solar centre con-
taining the Sun’s rotation axis and the normal to the ecliptic plane. At those times sunspots
would appear to move in a straight line as the Sun rotated; in between, their paths would
appear convex, pointing alternately up and down. This was confirmed by observations. In a
geocentric system, on the other hand, Scheiner had to invoke an additional precession of the
Sun’s axis of rotation, with a period that just happened to be one year, which seemed less
plausible. Galileo’s disputes with Scheiner and Grassi, both professors at the Jesuit Collegio
Romano, contributed to the events that led to his trial and sentence by the Inquisition.

Sunspots continued to be observed throughout the rest of the seventeenth century (Hoyt
and Schatten 1997), though the non-achromatic refractors that were used had spatial resolu-
tion no better than 10 arcseconds. Among the most active observers was Johannes Hevelius
(1611–1687) in Gdansk: in his Selenographia (1647) he included observations made in
1642–5, when sunspots were plentiful, but 20 years later, in his Cometographia (1667),
he complained, “For a good many years recently, ten and more, I am certain that absolutely
nothing of great significance (apart from some rather unimportant and small spots) has been
observed either by us or by others. On the other hand, in former times (as Rosa Ursina and
Selenographia confirm) a great many spots, remarkable for their size and density of distri-
bution, appeared within a single year” (Weiss and Weiss 1979). He was not the only one
to notice this dearth of sunspots, now referred to as the Maunder Minimum (Eddy 1976),
which lasted from 1645 to 1715 and coincided with the reign of Louis XIV, the Roi Soleil.4

Boyle (in 1660) and Fogelius (in 1661), as well as Picard and Cassini in Paris (in 1671)
all reported excitedly when new spots occasionally appeared. That the seventeenth-century
observers were both assiduous and competent is amply demonstrated by the records of the
Paris Observatory, where systematic observations were carried out from 1667 on a daily
basis, whenever the skies were clear. Ribes and Nesme-Ribes (1993) found that there were
generally at least 15 days of observation each month. Between 1670 and 1700 there were
never more than eight spots visible and long intervals when none were seen at all; indeed,
only a single, short-lived spot was seen during the last decade of the century. Moreover,
almost all the spots that did appear after 1660 were in the southern hemisphere only, and it
was not until 1715 that spots were once more detected in both hemispheres, as they had been
at the time of Galileo.

The next step forward came in 1769, when Alexander Wilson (1714–1786), professor of
astronomy at Glasgow, discovered that, as a sunspot approaches the solar limb, the width
of the penumbra on the side farthest from the limb decreases faster than the width of the
penumbra on the side nearest the limb. From this result, now called the Wilson effect, he
deduced that a sunspot corresponds to a saucer-shaped depression of the visible surface of
the Sun or, as he put it, “a vast excavation in the luminous matter of the sun”. This so-called
Wilson depression is now understood to be a consequence of the fact that in the cooler

4 By 1667 the change was sufficiently well known to be referred to by the poet Andrew Marvell in his satire Last
Instructions to a Painter (Weiss and Weiss 1979):

So his bold Tube, Man to the Sun apply’d,
And Spots unknown to the bright Star descry’d;
Show’d they obscure him, while too near they please,
And seem his courtiers, are but his disease.
Through Optick trunk the Planet seem’d to hear,
And hurls them off, e’er since, in his Career.
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and less dense (and hence more transparent) atmosphere in the penumbra, and especially
in the umbra, the emergent radiation comes from a deeper geometric level.5 Wilson also
conjectured that the “excavations” might actually be revealing the dark interior of the Sun.
This notion was taken up by William Herschel (1738–1822), who suggested that the Sun is
a cool body covered in bright clouds, and that sunspots are holes in these clouds (“Places
where the luminous Clouds of the Sun are Removed”) revealing the cooler surface beneath,
which he further suggested could be “richly stored with inhabitants” (Herschel 1795, 1801)!
(This picture of the Sun as a cool body enveloped in layers of hot clouds persisted for a
surprisingly long time, still appearing in the 1860s in John Herschel’s standard textbook, but
gradually gave way in the face of new results from spectroscopy.) With his 10-foot (focal
length) reflecting telescope, William Herschel found that the sunspots, which he regarded as
“openings” were surrounded by “shallows” which were “tufted”: this is the first indication
of fine structure in penumbrae. He also noted that sunspots had been scarce between 1795
and 1800 or, as he put it, “that our sun has for some time past been labouring under an
indisposition, from which it is now in a fair way of recovering.” He then went on to argue
that there was a link between climate and the incidence of sunspots, supporting his case by
citing variations in the price of wheat – conveniently gleaned from Adam Smith’s Wealth of
Nations – between 1650 and 1717; thus there were material advantages to be gained from
solar observations.6

2.2 The sunspot cycle
In 1826 the German amateur astronomer Heinrich Schwabe (1789–1875) began

his systematic observations of the Sun in search of the transit of a possible planet inside
the orbit of Mercury. As part of this search, which continued for 43 years, Schwabe care-
fully recorded the occurrence of sunspots and in the process discovered the sunspot cycle.
His first announcement (Schwabe 1843) of a possible 10-year periodicity in the number of
sunspots attracted little notice, but in 1851 his table of observations over 25 years, clearly
showing the periodicity, was published by Humboldt in the third volume of his Kosmos and
attracted widespread attention.7 The following year, in 1852, Edward Sabine (1788–1883)
in England, and Rudolf Wolf (1816–1893) and Alfred Gautier (1793–1881) in Switzerland,
independently found relations between the sunspot cycle and various magnetic disturbances
on the Earth.

Inspired by Schwabe’s discovery, the wealthy English amateur astronomer Richard
Carrington (1826–1875) made regular sunspot observations during the years 1853–1861.
By 1858, Carrington had made two important discoveries. First, he found that the latitudes
(N and S) at which sunspots appear drift equatorward during the course of the sunspot cycle,
from about 40◦ at the beginning of the cycle (at solar minimum) to about 5◦ at the end.
Second, he found that spots at lower latitudes are carried around the Sun more quickly than

5 Since the most reasonable definition of the solar surface is the surface at optical depth unity, there really should
be no controversy as to whether the Wilson effect is due to a true depression of the surface.

6 This notion was later taken up by W. S. Jevons, who attempted to relate economic cycles to solar activity. Jevons
credited Arthur Schuster with having recognized a connection between the sunspot cycle and good vintages of
wine.

7 It is interesting to note that the sunspot cycle, which with hindsight is readily apparent in data available well
before Schwabe’s discovery (e.g. the records of the Observatoire de Paris or in W. Herschel’s observations), was
only discovered serendipitously as a result of a search for another phenomenon.
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spots at higher latitudes, indicating that the Sun does not rotate as a rigid body.8 This dif-
ferential rotation provided direct evidence of the fluid nature of the Sun, at least in its outer
layers. On 1 September 1859, Carrington (and independently Richard Hodgson) recorded
the first observation of a solar flare. His important monograph Observations of the Spots on
the Sun, containing all these results, was published by the Royal Society (Carrington 1863).
Carrington also used his sunspot observations to determine the inclination i of the Sun’s rota-
tion axis to the normal to the ecliptic plane with unprecedented accuracy, obtaining the value
i = 7.25◦, which agrees remarkably well with a recent determination i = 7.137◦ ± 0.017◦
(Balthasar et al. 1986). At about the same time, Gustav Spörer (1822–1896) began his sys-
tematic observations of sunspots in Germany in 1860 and independently discovered the
equatorward drift of the sunspot zones, a result that is now often called Spörer’s law; he
also independently noted the differential rotation revealed by east–west sunspot motions.

Schwabe’s discovery of the 11-year sunspot cycle naturally raised the question of whether
the cycle could be traced backwards in time using existing sunspot records. This question
was pursued most actively by Rudolf Wolf in Switzerland. As a means of normalizing
the sunspot observations carried out by different observers using different instruments at
different locations, Wolf in 1848 introduced his relative sunspot number R, defined by
R = k(10g + f ), where g is the number of sunspot groups visible on the disc, f is the
number of individual spots on the disc (including those in the groups), and k is a correc-
tion factor with a different value for each set of observations (with k = 1 for Wolf’s own
original observations, so that all sunspot numbers are reduced to the values that he would
have obtained had he made similar observations with his original telescope in Zurich in
1848). By computing values of R from various sunspot records, Wolf was able to trace the
sunspot cycle back to the cycle occurring in 1755–66. (By convention, this cycle is denoted
as ‘Cycle 1’ and subsequent sunspot cycles are numbered consecutively; at the time of this
writing we are coming to the end of Cycle 23.) In 1855, when he became director of the
new Zurich Observatory, Wolf began a programme of daily determinations of the relative
sunspot number R (now also known as the Wolf, or Zurich, sunspot number). In order to
avoid gaps in the record due to cloudy weather or instrument failures, Wolf enlisted the help
of other observatories around the world. This programme has continued until today and now
involves more than 30 observatories, with the data tabulated by the Solar Influences Data
Analysis Center (SIDC) in Belgium. Other tabulations of sunspot numbers are carried out
by the US National Oceanic and Atmospheric Administration (NOAA) and by the American
Association of Variable Star Observers (an organization of amateur astronomers).

The long record of the Wolf sunspot numbers, already shown in Figure 1.4, provides a
useful measure of the level of solar activity over time, which is similar to that obtained
using the group sunspot number defined by Hoyt and Schatten (1998). Despite its arbitrary
definition, the sunspot number R correlates well with other, physically more plausible mea-
sures of solar activity. In particular, it is nearly proportional to the total surface area of the
Sun covered by spots, and since the magnetic field strength does not differ greatly among
sunspots, R also provides a rough measure of the total magnetic flux emerging in sunspots
on the visible hemisphere of the Sun. The most extensive compilation of sunspot numbers is
that of Waldmeier (1961).

8 Cassini had already been aware, a century earlier, that the Sun’s rotation varied systematically with latitude (Ribes
and Nesme-Ribes 1993).
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2.2.1 The Maunder Minimum
Spörer did historical research on earlier sunspot records and drew attention to the

absence of sunspots during the late seventeenth century (Spörer 1889). However, this dis-
covery attracted little attention until it was taken up again by Ernest Maunder somewhat
later (Maunder 1890, 1922b). Then it was ignored again until interest was revived by John
Eddy (1976), who dubbed this episode of reduced solar activity the Maunder Minimum and
demonstrated that the “prolonged sunspot minimum” was also associated with reductions in
various proxy measures of solar activity. Eddy also revived the issue of a possible connection
between solar activity and climate (first mooted by Herschel) and, in particular, the relation
between the Maunder Minimum and the Little Ice Age (Grove 1988) that extended from
the seventeenth century to about 1850. Conversely, Eddy suggested that the Medieval Warm
Period, when Greenland was settled and good wine was produced in England, was asso-
ciated with an episode of enhanced solar activity, followed by a reduction in the sixteenth
century (the Spörer Minimum) that preceded the Maunder Minimum.

2.2.2 Photographic studies of sunspots
The development of photography in the 1840s allowed the Sun’s surface to be

examined more objectively and in more detail. The first photograph of the Sun was a daguer-
rotype taken in 1845 by Hippolyte Fizeau and Léon Foucault at the Paris Observatory; it
showed several sunspots. One of the early photographic results was to confirm the darkening
of the solar disc toward the limb noted by earlier visual observations; this limb darkening was
later explained by Karl Schwarzschild (Schwarzschild and Villiger 1906) as being an effect
of radiative transfer due to the decrease of temperature with height in the photosphere. Photo-
graphs of the 1860 solar eclipse in Spain firmly established the reality of the chromosphere
and its prominences.

Fig. 2.3. Sunspot cycles from 1878 to 2005: daily observations, averaged over individual
solar rotations. The upper panel shows the incidence of sunspots as a function of latitude
and time, with new cycles beginning around latitudes of ±30◦ as the previous cycle decays
at the equator. The lower panel shows the proportion of the area of the visible hemisphere
occupied by sunspots as a function of time. (Courtesy of D. H. Hathaway.)
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In England, Warren de la Rue (1815–1889) began by obtaining photographs of the Moon
(Bray and Loughhead 1964) and then – encouraged by John Herschel, who had himself
coined the word photography and invented the process of fixing with hypo – constructed
a photoheliograph (a telescope that projected its image onto a photographic plate) which
was installed at Kew Observatory but later moved to Greenwich. The Greenwich photo-
heliographic record of the Sun provided daily images (supplemented, if necessary, from
observations made in India or at the Cape of Good Hope) from 1874 to 1976 and the record
has been continued at Debrecen in Hungary since then.

From this series of photographic images it is possible to calculate the fraction of the visible
solar disc that is covered by spots on any given day and so to obtain a detailed record of
solar activity, as shown in Figure 2.3. It is apparent that the variation is not exactly periodic,
though there is a well-defined mean period of just over 11 years. Maunder (1904, 1922a)
also devised his famous butterfly diagram, which displays the incidence of sunspots as a
function of solar latitude and time. Figure 2.3 clearly shows successive cycles starting at
high latitudes and spreading towards the equator, where they eventually decay away, just as
the next cycle starts. Moreover, this pattern is very nearly symmetrical about the equator.

2.3 Fine structure in sunspots
Over the past two centuries the study of sunspots has emphasized more and more

the determination of the detailed structure of an individual spot, based on observations
with increasing resolution. The invention of achromatic lenses made it possible to construct
refracting telescopes with much higher resolution. In 1826 several large spots were observed
by Ernesto Capocci at Naples, with a 9-foot Fraunhofer refractor; he noted for the first time
the characteristic filamentary structure of the penumbra (Capocci 1827), which appears both
in his drawings and in those of Johann Wilhelm Pastorff (1828), as illustrated in Figure 2.4.
When John Herschel succeeded in making a similar observation, while at the Cape of

Fig. 2.4. Sunspots observed by E. Capocci in July–October 1826. These are the first obser-
vations that revealed the filamentary structure of sunspot penumbrae. Note also the light
bridges. (From Capocci 1827.)
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Fig. 2.5. Sunspot drawing by A. Secchi (1870).

Fig. 2.6. Drawing of a sunspot made by Samuel P. Langley at the Allegheny Observatory
on 23–24 December 1873. This drawing appears as the frontispiece in books on the Sun by
C. A. Young (1881) and C. G. Abbot (1929).

Good Hope in 1837, he commented on the “remarkable radiated or striated apparent struc-
ture of the penumbra, . . . which is obviously connected very intimately with the physical
cause of the spots” (Herschel 1847; Tobias and Weiss 2004). By the mid nineteenth cen-
tury this structure was revealed in considerable detail, as shown by the image from Angelo
Secchi’s masterly monograph Le Soleil (1870) in Figure 2.5, while the remarkable drawing
by Langley shown in Figure 2.6 shows many fine details of the filamentary penumbra. Such
patterns led Herschel to suggest that sunspots were sites of cyclonic motion and this notion
of tornadoes (associated with upward or downward motion) dominated nineteenth-century
discussions.
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By the 1870s, photography was available to record the structures of individual pores and
sunspots. A systematic series of photographic observations was initiated by Jules Janssen
(1824–1907) at Meudon, near Paris, and similar images were obtained by Hansky at Pulkovo
Observatory, near St Petersburg, and by Chevalier at Zô-Sè Observatory, near Shanghai.
Similar programmes were gradually established at Mount Wilson and elsewhere: Bray and
Loughhead (1964) reproduce many images obtained at Sydney. The greatest obstacles to
resolving the smallest features on the Sun are local convection in or near the telescope and
atmospheric ‘seeing’, the distortion of an image due to inhomogeneities in the refractive
index of air in the Earth’s atmosphere. These effects can be reduced by establishing an
observatory at high altitude, as at the Pic-du-Midi in the Pyrenees, where the atmosphere
can sometimes be exceptionally clear and stable, and by selecting the best images from
series of rapid exposures (Rösch 1959).

Before the era of space missions, there were attempts to reduce the effect of seeing by fly-
ing balloon-borne telescopes to high altitudes. Blackwell, Dewhirst and Dollfus (1957, 1959)
themselves undertook a balloon flight to an altitude of 20 000 feet (6000 m) with a 29-cm
aperture telescope to photograph the solar granulation, but their results were still not as good
as the best ground-based observations. Shortly thereafter, in 1957 and 1959, a team under the
direction of Martin Schwarzschild (1912–1997) flew an unmanned balloon with a 12-inch
telescope (Project Stratoscope) to a height of 80 000 feet (24 000 m), producing photo-
graphs of sunspots with unprecedented spatial resolution, as shown in Figure 2.7. These
images revealed not only the detailed pattern of penumbral filaments but also the presence
of bright pointlike features (umbral dots) within the umbra (Danielson 1961a, 1964).

Fig. 2.7. Sunspot image obtained by Project Stratoscope. (From Danielson 1961a.)



9780521860031c02 CUP/THW August 14, 2008 10:56 Page-26

26 Sunspots and starspots: a historical introduction

2.4 Spectroscopy and the sunspot magnetic field
Absorption lines in the photospheric spectrum, first noticed by Wollaston in 1804,

were classified by Fraunhofer, Kirchhoff and Ångström and identified by comparison with
laboratory spectra. Kirchhoff’s interpretation of the dark Fraunhofer lines in the solar spec-
trum as absorption lines required that the interior of the Sun be hotter than the overlying
atmosphere where the absorption lines are formed, thus refuting the long-standing view
originated by Herschel that the Sun was a relatively cool body enveloped by hot, lumi-
nous clouds. Emission lines from the chromosphere and corona were first observed by
Jules Janssen and Norman Lockyer (1836–1920) in 1868 (see the accounts by Bray and
Loughhead 1974 and Golub and Pasachoff 1997) and led to the identification of helium.
In the early 1890s the spectroheliograph was invented independently by George Ellery Hale
(1868–1938) at his Kenwood Observatory in Chicago and by Henri Deslandres (1853–1948)
in Paris. By the end of the nineteenth century the development of spectroscopy had given
rise to the new discipline of astrophysics. The modern era of solar physics began shortly
after 1900 with rapid advances both in atomic physics and in the application of spectroscopy
to the study of the solar atmosphere.

2.4.1 Hale’s discovery of the sunspot magnetic field
The most important breakthrough in our understanding of sunspots came in 1908

with the discovery by Hale of the strong magnetic field in sunspots. Hale (by then at Mount
Wilson in California) measured the Zeeman splitting in magnetically sensitive spectral lines
formed in sunspots, obtaining a field strength of some 3000 G, and he also detected the
polarization of the split components of these lines (Hale 1908b). This was the first detection
of an extraterrestrial magnetic field,9 which opened the way for the discovery of magnetic
fields in other stars and other astronomical objects.

Hale’s discovery of the sunspot magnetic field came soon after Zeeman’s discovery
(in 1896) of magnetic splitting of spectral lines in the laboratory. Hale was led to his search
for Zeeman splitting in sunspots because he had previously observed vortical structure in
sunspot chromospheres (in Hα; Hale 1908a), suggesting vortical motions of the ionized gas
in the sunspot atmosphere, and, by analogy with the magnetic field produced by a rotating
charged body in the laboratory, he inferred that there should be a magnetic field in sunspots.
We now know that his reasoning was faulty on two counts: most sunspots show little or no
vortical motion, and, more importantly, the solar plasma maintains charge neutrality and any
magnetic field must be generated by an electrical current flowing in the plasma, not by a
net charge carried by the fluid motion. This was certainly not the first (or the last) time an
important discovery has been made for the wrong reasons.

In the decade following Hale’s discovery of the magnetic field in sunspots, he and his
collaborators at Mount Wilson discovered the systematic polarity pattern of the magnetic
field (Hale and Nicholson 1925, 1938; see Fig. 2.8). Large sunspots generally occur in pairs
of opposite magnetic polarity. The polarity of the leading spot (in the direction of the Sun’s
rotation) is the same for all pairs in the same hemisphere, but opposite in the other hemi-
sphere. This arrangement reverses sign in the next solar cycle, and hence the Sun’s magnetic

9 In 1866, Lockyer first observed the doubling of spectral lines in a sunspot, but he interpreted it as a reversal.
According to Kiepenheuer (1953), “This observation appears little known and may have been overlooked soon
after it was made.”
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Fig. 2.8. Diagram from Hale and Nicholson (1938) showing the systematic polarity
arrangement of sunspot pairs in consecutive solar cycles, known as Hale’s polarity laws.

cycle has a period twice that of the sunspot cycle. These rules have stood the test of time
and have come to be known as Hale’s polarity laws. This regularity in the polarity arrange-
ment of sunspots reveals the existence of an organized, large-scale magnetic field in the solar
interior that reverses its polarity at the end of each sunspot cycle.

Sunspot fields are strong enough to produce directly measurable splitting of a Zeeman
triplet, but weaker fields can only be detected by comparing overlapping components with
opposite circular polarizations. Using this technique, Babcock and Babcock (1955) con-
structed a magnetograph at Mount Wilson that could measure fields of up to 10 G. They
found that sunspots are associated with bipolar magnetic regions that obey the same polarity
laws, and they also detected a weak dipolar field at high latitudes, which was later found to
reverse at sunspot maximum (Babcock 1959).

2.4.2 The Evershed effect
Sunspots are not static; they exhibit a variety of internal flows and oscillations.

The first of these motions to be discovered, by John Evershed (1864–1956) at Kodaikanal
Observatory in India in 1909, is the flow associated with the Evershed effect, a characteristic
wavelength shift and asymmetry of a photospheric absorption-line profile in the penumbra
(see Fig. 2.9).10 Although other mechanisms were later proposed, Evershed’s interpretation
of this effect as a Doppler shift caused by a radial outflow of gas across the penumbra has
proved to be correct (Thomas 1994).

In his first report of the effect that now bears his name, Evershed (1909a) presented results
for eleven sunspots which he followed across the solar disc. He established that the line
displacements are invariably toward the red in the limb-side penumbra and toward the blue
in the centre-side penumbra. He found that the displacements were maximal when the slit
lay along a line from the spot centre to the centre of the solar disc, and minimal or absent
when the slit lay perpendicular to this line. He was cautious about this result because it
was unexpected; based on Hale’s proposal that the magnetic field of a sunspot is generated
by a vortex motion, Evershed expected to see azimuthal rather than radial motions in the

10 Evershed (1909b) points out that these line shifts had actually been noticed many times during the previous three
decades, without being interpreted correctly.
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Umbra Penumbra 

Fig. 2.9. Evershed’s original sketch of the characteristic wavelength shift of photospheric
absorption lines in a sunspot penumbra. The horizontal axis corresponds to wavelength and
the vertical axis corresponds to position along the spectrograph slit. (From Evershed 1909c.)

penumbra. Instead, he concluded, “A hypothesis which seems in harmony with all the facts
here stated is one which attributes the displacements to a radial movement outward from the
spot centre” and also, “the motion must be essentially horizontal”.11 He also found that the
line displacement increases with increasing radial distance outward across the penumbra,
and he was already concerned about a problem that has only recently been resolved: “This
seems to imply an accelerating movement from the centre of the spot outwards; yet at the
limits of the penumbra the motion apparently ceases abruptly.”

At Mount Wilson, St. John (1913) measured the Evershed effect in over 500 spectral
lines and found the displacement to be roughly proportional to wavelength, thus confirming
Evershed’s interpretation of the effect as a Doppler shift. St. John also found a systematic
decrease in line displacement with increasing line strength, with the displacement becoming
negative in the strongest lines (the inverse Evershed effect), formed high up in the chromo-
sphere. Abetti (1932) found greater flow velocities (up to 6 km s−1) than Evershed or St.
John and also found a substantial azimuthal component of the flow in some cases. Kinman
(1952) measured the Evershed effect at many positions within a single sunspot and found
the flow velocity to be axisymmetric, radial, and horizontal to within the errors of his mea-
surements. He found that the flow speed increases from about 1 km s−1 at the edge of the
umbra to about 2 km s−1 in the middle penumbra before dropping to zero somewhat beyond
the outer edge of the penumbra. As we shall see in Chapter 5, more recent high-resolution
observations have revealed that the Evershed flow is highly structured on fine scales associ-
ated with the penumbral filaments, quite distinct from the smooth flow distribution found by
Kinman and others based on observations at moderate spatial resolution.

2.5 Solar granulation and supergranulation
William Herschel (1801) already observed, “the disc of the sun has an appearance

which may be called mottled” and he described this “very particular and remarkable uneven-
ness, ruggedness, or asperity” as corrugations. Sixty years later there was a controversy over

11 Evershed states, “It is somewhat disappointing, perhaps, that the hypothesis of a radial movement, which is
so strongly supported by these observations, seems entirely out of harmony with the splendid discovery of the
Zeeman effect in sun-spots, made by Professor Hale. This seems to demand a vortex, or at any rate a circular
movement, in sun-spots; and it was only after a considerable amount of evidence had accumulated that the
preconceived conviction that the motion must be circular was abandoned.”
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whether the mottling resembled a pattern of willow-leaves or one of rice-grains, but eventu-
ally it was agreed to call the bright mottles granules (Bray, Loughhead and Durrant 1984;
Spruit, Nordlund and Title 1990).

By 1900 photography had been routinely used to study the solar granulation. Some fine
images were obtained by Janssen, Hansky and Chevalier (see Fig. 13 of Kiepenheuer 1953).
As resolution improved, it became increasingly clear that the bright granules were enclosed
by a network of dark lanes, with spectral lines that were blue- and red-shifted, respectively.
By the 1930s it had also been established that, owing to ionization of hydrogen, the outer
layers of the Sun must be convectively unstable. It was natural, therefore, to interpret the
granulation as convection cells, like those that had been found experimentally by Bénard
(Plaskett 1936). It was not obvious, however, that the granules had been adequately resolved.
A major advance in the study of granulation was provided by the unmanned Stratoscope
balloon, which produced photographs (such as Fig. 2.7) of unprecedented spatial resolution
(Schwarzschild 1959; Bahng and Schwarzschild 1961). They showed that the granulation
corresponded to coherent cellular structures with an average lifetime of 8.6 minutes and an
average diameter – defined as the full width at half-maximum (FWHM) of the correlation
function – of around 850 km; the average spacing, i.e. the distance between the centres of
adjacent granules, is somewhat larger. More recent observations give similar lifetimes with a
FWHM of 1000 km and a spacing of 1400 km in the quiet Sun (Bray, Loughhead and Durrant
1984; Spruit, Nordlund and Title 1990). In magnetic regions the granules are smaller and last
longer.

Early spectroheliograms taken in the H and K lines of singly ionized calcium (Ca II)
showed a mottled pattern dominated by a bright network, with some resemblance to Bénard
convection (Deslandres 1910). Several decades later, Hart (1954, 1956) detected fluctuating
horizontal velocities with an amplitude of around 0.5 km s−1 and a scale of 26 Mm. Simon
and Leighton (1964; see also Leighton, Noyes and Simon 1962) confirmed that this motion
corresponded to a cellular pattern of supergranules with a characteristic diameter of 30 Mm,
and radial outflows that fitted into the Ca II network; furthermore, they used a magnetograph
to show that the Ca II emission coincided with a magnetic network, consistent with fields
being swept aside and concentrated by the horizontal motion.

2.6 Theoretical advances

2.6.1 The development of magnetohydrodynamics
Much of our understanding of the physics of sunspots comes from the theory of

magnetohydrodynamics, the study of the motion of an electrically conducting fluid contin-
uum in the presence of a magnetic field. (Certain detailed aspects of sunspot physics must
be studied in the context of plasma physics, in which we abandon the continuum approx-
imation and treat the medium as a collection of charged and neutral particles.) The study
of solar magnetism originated in early speculations about the Sun and other astronomical
objects. Based on the resemblance of coronal plumes seen during a solar eclipse to the
lines of force of a uniformly magnetized sphere, Arthur Schuster (1891) and Frank Bigelow
(1891) suggested that the Sun is a giant magnet, and Schuster even went on to conjecture
that every large celestial body in rotation has an intrinsic magnetic field. These and other
speculations prompted Hale to search for the Sun’s magnetic field using the Zeeman effect,
resulting in his 1908 detection of the kilogauss field in a sunspot. This discovery opened a



9780521860031c02 CUP/THW August 14, 2008 10:56 Page-30

30 Sunspots and starspots: a historical introduction

whole new branch of astrophysics that led eventually to the development of magnetohydro-
dynamics. Although the basic physical principles involved were already well known even
before Maxwell’s electromagnetic theory, the important physical phenomena described by
magnetohydrodynamics are difficult to produce in the laboratory. However, these phenom-
ena become commonplace in the case of astrophysical bodies with their very large length
and time scales.

In 1942 Alfvén showed that in a perfectly conducting fluid the magnetic lines of force
are frozen into the fluid, i.e. they move with the fluid. This result, now generally known as
Alfvén’s theorem, is a direct result of Faraday’s law applied to a medium of infinite electrical
conductivity. Alfvén also showed that, as a consequence of this ‘flux freezing’, the fluid
will support a new kind of wave, in which the magnetic field lines, under their inherent
magnetic tension and loaded by the mass of the fluid, will undergo transverse oscillations
analogous to those of the classical stretched elastic string. These waves exist even in an
incompressible fluid, thereby providing a means of transporting energy through such a fluid
without large-scale motions.

Since then, magnetohydrodynamics (MHD) has developed in many directions. A brief
outline of key features is provided in Appendix 2. We now know that magnetic fields are
ubiquitous, not only in planets like the Earth or stars like the Sun but also in the inter-
planetary and interstellar plasma, as well as in galaxies and galactic clusters. Moreover, the
behaviour of ionized gases in laboratory experiments, notably those related to controlled
nuclear fusion, can also be represented by MHD.

2.6.2 Magnetoconvection
Hale’s discovery that sunspots are the sites of strong magnetic fields led Larmor

(1919) to postulate that these fields were maintained by the inductive effect of radial out-
flows; in 1934, however, Thomas Cowling (1906–1990) proved that such axisymmetric
self-excited dynamos could not exist, and that sunspot pairs must be created by subpho-
tospheric fields emerging through the surface. There followed a correspondence between
Cowling and Ludwig Biermann (1907–1986) in which they agreed that there had to be
a balance between magnetic pressure inside the spot and gas pressure outside (Cowling
1985); then Biermann proposed that the coolness of sunspots could be explained as a con-
sequence of magnetic suppression of convection in the spot (Biermann 1941).12 Some years
later, Hoyle (1949) pointed out that the energy flux at the photosphere would be reduced
if convective elements had to follow field lines that splayed out towards the surface of a
sunspot.

Schlüter and Temesváry (1958) showed that it is impossible to construct a sunspot model
that is in purely radiative equilibrium, and thus established that convection is not completely
suppressed by the magnetic field within a spot. The first quantitative estimate of the effect of
a magnetic field on convection, due to Walén (1949; Weiss 1991), was taken up by Cowling
(1953) who showed that, in a perfect fluid, thermal buoyancy could be overcome by the
tension along magnetic field lines if the field strength exceeded a critical value. The effects of
adding thermal, magnetic and viscous diffusion were investigated by Thompson (1951) and
Chandrasekhar (1952, 1961), who showed that, in a star, linear instability would typically
set in as growing (overstable) oscillations rather than as monotonically growing modes. In

12 Biermann’s brief but influential statement is reproduced, and translated, by Thomas and Weiss (1992b).
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the presence of an inclined magnetic field, rolls oriented along the direction of inclination
would be favoured. Hale and Nicholson (1938) had shown that the magnetic field, which is
vertical at the centre of a sunspot, becomes increasingly inclined towards its edge and so
Danielson (1961b) interpreted penumbral filaments as radially oriented convection rolls.

2.6.3 Dynamo theory
The above considerations led to a picture in which a sunspot was cool (and there-

fore dark) owing to the presence of a magnetic field whose lines of force were confined to
a tight vertical bundle; Cowling (1946) estimated the lifetime of such a static bundle as 300
years and argued that a sunspot pair must be formed by the emergence through the surface of
a section of a pre-existing, azimuthally oriented flux tube. This raises the issue of how such
magnetic flux, with fields that alternate in direction every 11 years, can be generated. Cowl-
ing’s (1934) theorem shows that any hydromagnetic dynamo must be non-axisymmetric.
Ferraro (1937) had pointed out that a necessary condition for the maintenance of a steady
axisymmetric poloidal field is that the angular velocity should be constant along field lines,
and it is easy to see how a dipole field can be dragged out by differential rotation to pro-
duce an azimuthal (or toroidal) field that is antisymmetric about the equator (Cowling 1953,
1957). The problem is how to generate a reversed poloidal field from the toroidal field.
Eugene Parker (1955b) argued that turbulent convective eddies acted on by Coriolis forces
would develop into cyclonic motion that could twist the toroidal field and so generate small-
scale poloidal fields, which would be smoothed by diffusion to produce a large-scale poloidal
field. This process could be parametrized as an electromotive force that is proportional to the
toroidal field; the constant of proportionality is now denoted by α and hence this is called the
α-effect, while differential rotation is referred to as the ω-effect. Parker demonstrated that
this combination could generate dynamo waves with a qualitative similarity to the sunspot
cycle. In the same year, Parker (1955a) and Jensen (1955) independently demonstrated that
isolated magnetic flux tubes are magnetically buoyant. Six years later, Babcock (1961) put
forward a phenomenological model of the solar cycle in which an initial poloidal field is
drawn out by differential rotation in the convection zone to form a strong toroidal field; the
latter becomes unstable, releasing loops that rise owing to magnetic buoyancy and eventually
emerge through the photosphere to form bipolar magnetic regions. These loops are twisted
round by Coriolis forces and as they decay the poloidal field is eventually reversed. This
model has served as a template for many subsequent calculations.

2.6.4 The solar wind
Eighteenth-century savants were aware of connections between aurorae and mag-

netic disturbances (manifested as movements of the compass needle); they also knew about
the zodiacal light and that comet tails pointed away from the Sun. Already in 1733 de Mairan
suggested that there was a material outflow from the Sun that impinged upon the Earth.
Sabine, in 1852, established a connection between sunspots and geomagnetic variations,
which also show an 11-year periodicity, while magnetic storms recur with a 27-day peri-
odicity that corresponds to the synodic rotation period of the Sun. However, both Herschel
and Kelvin remained extremely sceptical. Much more evidence accumulated over the next
century and by 1930 Chapman and Ferraro were invoking streams of ionized plasma (now
known as coronal mass ejections) to explain magnetic storms. Later, Biermann (1951)
argued that the distorted shape of comet tails required a steady corpuscular outflow from



9780521860031c02 CUP/THW August 14, 2008 10:56 Page-32

32 Sunspots and starspots: a historical introduction

the Sun. Then Parker (1958, 1960) realized that a static corona (as recently modelled by
Chapman) could not be contained by the pressure of the interstellar medium and predicted
the existence of a supersonic solar wind, which was soon confirmed by observations from
space. Since magnetic fields are carried outwards by the solar wind, any variations in solar
activity are bound to have geomagnetic consequences.

2.7 Recent progress on sunspots
The last 40 years have seen a surge of progress, both in observations and in theory,

resulting from technical advances in ground-based telescopes as well as the opportunity of
making observations from space, and from the development of powerful digital computers.
These new results are the subject of the ensuing chapters and we need only summarize them
briefly here.

Perhaps the most striking advance has been in high-resolution observations, which have
revealed unexpected fine structure within the penumbrae of individual sunspots. While clari-
fying some issues, these new observations have raised other theoretical problems that are not
yet fully understood. What is clear, however, is that the overall structure and dynamics of a
sunspot, with its umbra and penumbra, are determined by fine structure on a scale that is only
now beginning to be resolved. In addition to the Dunn Telescope at Sunspot, New Mexico,
there is now a whole battery of instruments on the Canary Islands (see Appendix 1 for further
details) and the latest generation of telescopes rely on adaptive optics to overcome the effects
of seeing. Figure 2.10 shows the new Swedish Solar Telescope, which has produced the
remarkable image in Figure 1.2 (see also Fig. 5.1).

Fig. 2.10. The new 1-m Swedish Solar Telescope on La Palma in the Canary Islands.
(Courtesy of G. B. Scharmer.)
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Meanwhile, important observations of sunspots have been obtained from space, not only
in the visible range but also at X-ray and ultraviolet wavelengths which do not reach the
ground, by satellites such as Yohkoh, SOHO, TRACE and Hinode. SOHO and Hinode also
provide continuous measurements of surface velocities and magnetic fields. Helioseismol-
ogy relies on precise measurements of the frequencies of acoustic oscillations (p-modes) of
the Sun, notably those obtained by SOHO and the ground-based GONG network. From these
data the Sun’s internal structure and the depth of the convection zone can be precisely calcu-
lated, but the great triumph of helioseismology has been to determine how the solar interior
rotates – with results that confounded all theoretical expectations (see Fig. 10.6 below).

Gradients in angular velocity, �, are a key ingredient of the solar dynamo, producing
the strong toroidal fields that emerge in sunspots and in active regions. The other essential
process can be represented by the α-effect, which describes the production of poloidal fields
from toroidal flux. Mean-field electrodynamics has provided a formal justification for the
α-effect in non-mirror symmetric turbulent flows – subject, however, to certain assumptions
that do not hold in the Sun. For the last 30 years there has been a steady stream of mean-
field dynamo models, both linear and nonlinear, with increasingly reliable distributions of �

coupled to arbitrary distributions of α. Such models can reproduce the main features of the
solar cycle, including grand minima, though they have scarcely any predictive power. Work
on direct numerical investigation of the solar dynamo is still in its infancy.

The biggest influence on theory has been the development of large-scale computation.
From the mid sixties onwards, it has become possible to tackle nonlinear problems of ever-
increasing complexity and two styles of research have developed in parallel. One has focused
on idealized models, designed to elucidate individual physical processes and backed up by
advances in understanding nonlinear dynamics, while the other has aimed to reproduce prop-
erties of the solar atmosphere and interior in full detail. For the moment, however, we can
only aspire to a qualitative understanding of the fine structure – particularly that of sunspot
penumbrae – that has been revealed by the latest observations. Ever since the time of Galileo,
theory has lagged behind observations in the study of sunspots.

2.8 Starspots
The idea that the Sun is a star like other stars goes back to the ancient Greeks

(Kuhn 1957).13 By the mid seventeenth century most astronomers accepted, largely through
the influence of Descartes, that the fixed stars were distant suns. It is likely that many
astronomers from then onwards speculated about the possible existence of dark spots on
stars other than the Sun. In his Ad Astronomos Monita Duo, published in 1667, the French
astronomer Ismael Boulliau (1605–1694) noted that the brightness of Mira Ceti varied cycli-
cally with a period of 11 months.14 “Boulliau also offered a physical explanation, by analogy

13 The concept of a universe with many earths and many suns originated with the atomists, Leucippus and Dem-
ocritus, in the fifth century BC; it became part of the Epicurean tradition and is mentioned by Lucretius. Much
later, in the fifteenth century, the idea was revived by Nicholas of Cusa and then, in a Copernican context, by
Giordano Bruno in his De l’Infinito Universo e Mundi (1584). Kepler, commenting on the difference in appear-
ance between the fixed stars and the planets in his Dissertatio cum Nuncio Siderio (1610), said, “What other
conclusion shall we draw from this difference, Galileo, than that the fixed stars generate their light from within,
whereas the planets, being opaque, are illuminated from without; that is, to use Bruno’s terms, the former are
suns, the latter, moons or earths?” (Rosen 1965).

14 Boulliau had previously postulated an inverse square law of attraction, in his Astronomia Philolaica (1645), in
order to explain Kepler’s laws of planetary motion, as later acknowledged by Newton in his Principia.
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with sunspots: the star had dark patches and its light diminished cyclically when these
patches were presented to the observer as the star rotated; but just as sunspots varied, so the
dark patches varied, and this resulted in irregularities in the light curve of the star” (Hoskin
2001). This idea was taken up and spread by Bernard de Fontenelle (1657–1757) in his influ-
ential book Entretiens sur la Pluralité des Mondes (1686), which popularized the opinions
of Descartes. Two centuries later, Rudolf Wolf noted the similarity between the irregular
behaviour of long-period variable stars and the solar cycle and proposed that this behaviour
is caused by rotational modulation of starspots (Tassoul and Tassoul 2004). Pickering (1880)
commented similarly that observed luminosity variations in stars might be caused by a pat-
tern of non-uniform surface brightness being carried across the visible hemisphere by the
star’s rotation. We now know that most variable stars, including the long-period variables,
are pulsating, and the detection of starspots had to await the development of photoelectric
photometry and spectroscopy.

The earliest direct evidence of solar-like activity on stars other than the Sun was provided
in 1900 by Gustav Eberhard’s discovery of a central emission core in the calcium K line
in the spectrum of Arcturus,15 analogous to the K-line emission associated with sunspots,
discovered by Hale and Deslandres in 1891. Subsequently, Eberhard and Karl Schwarzschild
(1913) found similar Ca II emission in the spectra of Aldebaran and strong emission (in both
H and K) in the spectrum of σ Geminorum. They concluded, “the same kind of eruptive
activity that appears in sun-spots, flocculi, and prominences, we probably have to deal with
in Arcturus and Aldebaran and in a very greatly magnified scale in σ Geminorum.” They
also noted that it remained to be shown whether the emission lines in these stars “have a
possible variation in intensity analogous to the sun-spot period.”

Some 30 years later, Joy and R. E. Wilson (1949) were able to compile a list of 445 stars
whose spectra showed bright emission in the Ca II H and K lines. Then, in 1966, Olin Wilson
began a systematic search, using the 100-inch Hooker telescope at Mount Wilson, for long-
term variations in Ca II emission from a sample of nearby cool dwarf stars, which finally
yielded evidence of cyclic magnetic variability in stars other than the Sun (Wilson 1978).

Following Hale’s discovery in 1908 of the magnetic field in a sunspot, and his subsequent
detection of an overall solar magnetic field, many astronomers quite naturally expected
other stars to possess magnetic fields also. Detecting such fields proved elusive, however,
because Zeeman splitting of spectral lines is difficult to see in the integrated light from a
star unless the field is very strong and its geometry quite simple. The first direct detection
did not come until 1946, with Babcock’s discovery of a strong magnetic field in 78 Virgi-
nis (Babcock 1947), a typical Ap star. Over the next few years several other stellar magnetic
fields were measured, but all of them in non-solar-like stars of types B and A. It was not until
the 1980s that new methods of identifying the line broadening due to the unresolved Zeeman
effect (Robinson 1980) enabled the discovery of weaker and less organized magnetic fields
on cooler stars.

The modern story of starspots begins with the paper of Kron (1947) reporting the detec-
tion of patches of varying brightness on the solar-like star AR Lacertae B, a G5 star in an
eclipsing binary system. Intrinsic variability of the G5 component had been noticed earlier
by Wood (1947), based on observations made in 1938 and 1939. Systematic photoelectric

15 The weak emission core was visible only because the plate was exposed for study of the ultraviolet spectrum
and was strongly overexposed in the visible.



9780521860031c02 CUP/THW August 14, 2008 10:56 Page-35

2.8 Starspots 35

observations at Lick Observatory between then and 1947 produced light curves for AR Lac-
ertae with all the usual features of an eclipsing binary system, but with additional small,
sudden steps that could be attributed to the eclipse of patchy areas on the G5 star by the
K0 companion. Subsequently, Kron (1950a) found peculiarities in the dwarf Me star YY
Geminorum that seemed to him likely to be caused by activity similar to that associated with
sunspots.16 The brightness variations in the two stars studied by Kron were small, however,
corresponding to a relatively small area of spot coverage, so the evidence for starspots was
not conclusive and was not widely accepted.

Several astronomers in the 1960s began calling attention to the possibility of solar-
like activity in late-type stars (e.g. Catalano and Rodonò 1967, 1974; Chugainov 1966;
Godoli 1968). In 1965, Chugainov observed small periodic light and colour variations in
the star HD 234677 (Chugainov 1966). This star, of spectral type K6 V, had shown earlier
evidence of weak flaring (Popper 1953), but it was not known to be a spectroscopic binary
and earlier observations (in 1954 and 1960) had shown no photometric variability, so the
variations were unlikely to be due to eclipses. On the other hand, the smallness of the colour
variations ruled out pulsations as the cause. Chugainov suggested that the variations were
due to a spot on the surface of this star. Since the 1960s, periodic variations in the light output
of stars due to surface patterns of intensity have been used to determine very accurately the
rotation periods of many stars. The method has the advantages over spectrographic methods
(based on the Doppler effect) that it is free of the uncertainty due to the unknown inclination
angle i and it works even for very slowly rotating stars.

Peculiar photometric and spectroscopic variations were observed in the late-type dwarf
binary stars CC Eridani (Evans 1959) and BY Draconis (Krzeminski and Kraft 1967), with
both systems showing sinusoidal intensity variations in the V band with varying amplitude
and phase. Krzeminski (1969) proposed that these variations are caused by starspots a few
hundred degrees cooler than the normal photosphere on these stars. Evans (1971) showed
that the starspot hypothesis might account for the variations in CC Eri but also suggested an
alternative mechanism involving the obscuration caused by circumstellar clouds temporarily
accumulating at the Lagrangian points of the binary system. Subsequently, however, Bopp
and Evans (1973) provided more detailed starspot models for the photometric variations of
CC Eri, and also for BY Dra (see Fig. 2.11). In the case of BY Dra, the spots are large, cov-
ering up to 20% of the visible hemisphere, they are some 1500 K cooler than the surrounding
photosphere, they extend up to 60◦ latitude, and they last for many rotation periods.

A direct analogy between intensity patterns on stars and sunspots was suggested by Hall
(1972) in interpreting the complex photometric behaviour of the binary star RS Canum
Venaticorum. The light curve shows wave-like distortions outside of eclipse that migrate
at a non-uniform rate and vary in amplitude. Hall proposed a model of this system in which

16 A direct quotation from Kron (1950b) is of interest here: “One day during the recent war, Dr. Olin Wilson of the
Mount Wilson Observatory and I were driving down California Street in Pasadena. We were on war business at
the time, but we could not help noticing that the Sun was veiled by a uniform layer of haze of such properties
that the solar brightness was reduced to the point where one could make direct visual observations, yet the
optical definition of the dimmed solar disc was unimpaired. We stopped the car to look at the Sun, and were
gratified to see in exchange for our efforts a huge centrally-located sunspot. The spot, we learned later, was one
of many record-breaking large ones of the last broad sunspot maximum. Anyone in Pasadena at the time could
have observed it by simply looking at the Sun without optical aid. But what about stars other than the Sun? If
they are at all similar to the Sun, should they not have such spots, too, and, if so, is it possible to learn anything
about their properties?”
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Fig. 2.11. Representation of observed photometric luminosity variations (dots) of BY Dra-
conis by a starspot model (smooth curve). The phases relate to the rotational period of 3.826
days. (From Bopp and Evans 1973.)

the surface of the cooler star had a large region of starspots extending to 30◦ latitude above
and below the equator and over 180◦ in longitude, with this pattern being periodic with
period (between maxima in the spot coverage) equal to 1800 orbital cycles, or 23.5 yr.

Torres and Ferraz Mello (1973) proposed that periodic variations in brightness of several
dMe stars are due to spots a few hundred degrees cooler than the star’s effective surface
temperature, covering a small percentage of the star’s surface area. Using a simple spot
model, they showed that the light curves for AU Microscopii could be reproduced with two
spots, each about 500 K cooler than the normal photosphere, covering a total of about 10%
of the surface.

Until the early 1980s there was considerable scepticism about the various claims of
starspot detections based solely on photometry. Alternative mechanisms for producing the
asymmetric brightness variations were proposed; for example, Kopal (1982) showed that
pulsations in one member of an eclipsing binary system can produce an asymmetric light
curve. However, beginning in about 1980, new methods based on Doppler imaging and
detections of molecular lines provided firm and unambiguous detections of starspots. Today
the existence of these spots is no longer questioned, and detailed studies of starspots have
revealed not only the properties of the spots themselves but also surface differential rotation
and dynamo patterns on several stars.

2.9 Chronology of key developments (1610–1964)
1610–11 The first telescopic observations of sunspots by Harriot, Fabricius, Scheiner

and Galileo.
1613 Galileo publishes his Istoria e Dimostrazioni intorno alle Macchie Solari.
1630 Scheiner publishes his Rosa Ursina.
1647 Hevelius publishes his Selenographia.
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1769 Alexander Wilson discovers the depression of the visible solar surface within
a sunspot.

1801 William Herschel publishes his solar observations, including descriptions
of penumbral structure and conjectures that sunspots are holes in the Sun’s
atmosphere revealing a cooler (and habitable!) surface below.

1826 Capocci and Pastorff detect penumbral filaments in a sunspot.
1843 Schwabe announces his discovery of the sunspot cycle.
1863 Carrington publishes his findings of the equatorward drift of the sunspot

belts and the solar surface differential rotation.
1870 Secchi publishes Le Soleil, the first monograph on solar physics.
1908 Hale discovers the magnetic field in a sunspot.
1909 Evershed discovers the spectral line shift and asymmetry indicating a radial

outflow in the penumbra.
1913 Eberhard and Schwarzschild observe calcium H and K emission in stars and

suggest a relation to stellar spots and activity.
1925 Hale’s laws of sunspot polarity described by Hale and Nicholson.
1941 Biermann conjectures that a sunspot is cooler than its surroundings because

of the inhibition of convection by the magnetic field.
1942 Alfvén originates the concepts of magnetic flux freezing and magnetohydro-

dynamic waves.
1946 Cowling investigates time scales for growth and decay of sunspot magnetic

fields.
1946 First direct detection of a stellar magnetic field by Babcock, in the Ap star

78 Virginis.
1947 First, tentative detection of starspots by Kron, on the solar-like star AR Lac-

ertae B.
1951 First theoretical investigations of magnetoconvection by Thompson and

Chandrasekhar.
1955 Parker and Jensen independently demonstrate the mechanism of magnetic

buoyancy. Parker also introduces the concept of a solar dynamo based on
differential rotation and helical turbulence, later to become known as the
αω-dynamo.

1957 Cowling discusses the darkness of sunspots in his influential textbook
Magnetohydrodynamics.

1958 Parker predicts the existence of a supersonic solar wind.
1959 The balloon-borne Stratoscope provides images of unprecedented spatial

resolution, revealing new details of penumbral filaments, umbral dots and
photospheric granulation.

1961 Publication of the Stratoscope results; Danielson interprets penumbral fila-
ments as convection rolls. Babcock presents a phenomenological model of
the solar cycle based on differential rotation and latitudinal flux transport by
near-surface motions.

1964 Bray and Loughhead publish their monograph Sunspots.
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Overall structure of a sunspot

In this chapter we describe the gross features of sunspots, including their shapes and sizes
and their overall thermal and magnetic structure. We also discuss those models of a sunspot
that ignore its fine structure and make the simplifying assumption that the spot can be treated
as an axisymmetric magnetic flux tube. This is a reasonable approximation, for although
most spots are irregularly shaped, as can be seen from Figure 1.2, there are still many
examples that are approximately circular, like that in Figure 3.1.

Sunspots are dark because they contain strong magnetic fields that partially inhibit the
normal transport of energy by convection at, or just below, the solar photosphere. A well-
developed spot may have a radius of 10 000–20 000 km, with a dark central nucleus (the
umbra), surrounded by a less dark, filamentary penumbra. Such sunspots have approxi-
mately similar structures. The umbra occupies about 18% of the area of the spot, corre-
sponding to an umbral radius that is about 40% of that of the spot. The umbra radiates
energy at only 20% of the normal photospheric rate, corresponding to a temperature deficit
of 2000 K, while the average penumbral intensity is about 75% of that outside the spot, cor-
responding to a deficit of only 400 K (Bray and Loughhead 1964; Thomas and Weiss 1992a;
Stix 2002), so the total ‘missing energy’ is about 35% of that from a corresponding field-free
area. The magnetic field is almost vertical at the centre of the spot (where its strength is typ-
ically around 2800 G, or 0.28 T) but its inclination to the vertical increases with increasing
radius, reaching an average value of 70◦ at the edge of the spot, where the field strength has
dropped to less than 1000 G.

3.1 Morphology of sunspots
Sunspots come in a wide range of sizes. The largest spots have diameters of

60 000 km or more, while the smallest have diameters of only about 3500 km, less than
the diameters of the largest pores (about 7000 km). The area of a sunspot is typically given
in units of millionths of the surface area of a solar hemisphere: 1.0 × 10−6 A�/2 = 3.044 ×
106 km2, where A�/2 = 2π R2� is the area of the visible hemisphere. The largest recorded
sunspot (in March 1947) had an area of 4300 × 10−6 A�/2 (Newton 1955; Abetti 1957),
corresponding to a mean diameter of 130 000 km (almost 10% of the solar diameter and 10
times that of the Earth).

Bogdan et al. (1988) analysed the distribution of umbral areas in over 24 000 individual
sunspots from the Mount Wilson white-light plates covering the period 1917–1982. They
found this distribution to be lognormal for umbral areas in the range 1.5–141 × 10−6 A�/2.

38
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Fig. 3.1. High-resolution G-band image of a symmetrical sunspot, obtained with the SST on
La Palma. Penumbral filaments are clearly visible, as are a few umbral dots. The bright points
nestling between granules indicate the presence of small-scale magnetic fields. (Courtesy of
L. H. M. Rouppe van der Voort and the Royal Swedish Academy of Sciences.)

They obtained the same distribution for each of the solar cycles in the period 1917–1982,
and for all phases of an individual cycle (minimum, ascending phase, maximum, descending
phase). Since the total area of a sunspot scales nearly linearly with umbral area (see below),
we can infer that the total areas of sunspots have roughly the same lognormal distribution.

The question of the relative size of the umbra and penumbra has been investigated by
a number of observers, beginning with Nicholson (1933) and Waldmeier (1939). Unfortu-
nately, the results of these studies are largely inconsistent, because of different measurement
techniques, different selection procedures and the lack of a precise and consistent defini-
tion of the boundary between the umbra and penumbra. Early micrometer measurements of
diameters (assuming spot symmetry; e.g. Waldmeier 1939) have been replaced by photo-
metric determinations of the umbral (Au) and penumbral (Ap) areas based on continuum
intensity. For example, Brandt, Schmidt and Steinegger (1990) define the umbra–penumbra
and penumbra–photosphere boundaries to be at 59% and 85% of the quiet photospheric
intensity. Their study of 126 sunspots produced the plot of log(Au) versus log(Ap) shown in
Figure 3.2, which shows large scatter for small sunspots but a fairly tight fit given by

log(Au) = −(0.79 ± 0.35) + (1.10 ± 0.17) log(Ap) (3.1)
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Fig. 3.2. Umbral area versus penumbral area (in units of 10−6 A�/2) plotted on a log-log
scale, for 126 sunspots and spot groups observed during the period 19 August – 4 September
1980. (From Brandt, Schmidt and Steinegger 1990.)

for medium-size and large spots. Hence they find a weak tendency for the area ratio Au/Ap

to increase with spot size, being about 0.24 for the smallest spots (of total area around
50 × 10−6 A�/2) and 0.32 for the largest spots in the sample; the corresponding values
of the ratio of Au to the total spot area A are 0.19 and 0.24, respectively. Jensen, Nordø
and Ringnes (1955) measured over 600 large, regular, single spots (from the Greenwich
Photoheliographic Survey) and obtained a ratio Au/Ap = 0.23, corresponding to Au/A =
0.19 and a ratio Ru/R = 0.43 for the umbral to the total radius. In practice, it is commonly
assumed that the umbra occupies about 40% by radius of the spot.

The relative sizes of the umbra and penumbra may well also depend on the atmospheric
height at which they are measured. Indeed, Wilson and Cannon (1968) and Wilson and
McIntosh (1969) have argued that the size of the penumbra increases with height while that
of the umbra decreases. In support of this conclusion, Collados, del Toro Iniesta and Vázquez
(1987) find that the width of the umbra parallel to the limb decreases as a spot approaches
the limb. They also confirm the finding of earlier studies that the width of the penumbra on
the western side of a sunspot is on average less (by about 8%) than that on the eastern side,
a fact which alone can explain an ‘inverse’ Wilson effect observed in spots moving within a
heliocentric angle of 40◦.

Jensen, Nordø and Ringnes (1955) and Ringnes (1964) found a dependence of Ru/R
on the phase of the sunspot cycle in the sense that the average value of Ru/R is smaller
at sunspot maximum than at sunspot minimum. Since they also showed that the average
value of R itself varies in phase with solar activity, this is consistent with the Bogdan et al.
(1988) result that the distribution of umbral area is the same at all phases of the cycle. The
finding of Jensen et al. suggests that penumbrae (but not umbrae) are relatively larger at
solar maximum, though this has not been tested by more modern methods.
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3.2 Thermal properties of sunspots
Here we discuss the distribution of temperature and other thermodynamic variables

in a sunspot, beginning with the fundamental question of why sunspots are significantly
cooler and darker than the surrounding quiet photosphere.

3.2.1 The cooling of sunspots
In a typical sunspot the umbra radiates only 20 to 30% of the flux (integrated over

wavelength) of the quiet Sun and the penumbra radiates some 75 to 85% of the quiet Sun
flux. This implies that, on average, the umbra is 1000 to 1900 K cooler and the penumbra is
250 to 400 K cooler than the quiet Sun at the photosphere. Of course, the brightness is not
uniform across either the umbra or the penumbra: in the umbra there are large-scale intensity
variations and small-scale bright features (the umbral dots), while in the penumbra there
are radial variations and conspicuous azimuthal variations associated with the filamentary
structure.

The low surface temperature of pores and sunspots is caused by the influence of the mag-
netic field on the transport of energy in the optically thick layers below the surface. There are
two important ways in which the heat flux within these large magnetic flux concentrations
can be reduced: inhibition of convection by the magnetic field, and dilution of the heat flux
as the cross-sectional area of the magnetic flux concentration increases with height.

Biermann (1941) suggested that a sunspot is cooler than its surroundings because convec-
tion within the spot is suppressed by the strong magnetic field acting to prevent the motions
of convective eddies (see Section 2.6.2). We now know that this idea is basically correct,
although convection is not fully suppressed because a fairly significant convective flux of
energy is needed to maintain the brightness of the umbra. In modelling the thermal struc-
ture of a sunspot, the partial suppression of convection can be represented most simply by
employing mixing-length theory with a mixing length that is reduced within the spot com-
pared to that in the surrounding convection zone (Chitre 1963; Deinzer 1965; Chitre and
Shaviv 1967; Yun 1970; Jahn 1989).

Another effect of the sunspot’s magnetic field was first pointed out by Hoyle (1949), who
argued that convective motions within the spot are largely channelled along the magnetic
field lines, so that convective heat transport can occur along the field lines but is very inef-
ficient across them. This helps to insulate the sunspot’s flux tube from its surroundings, and
spreading of the cross-sectional area of the flux tube with height dilutes the heat flux and
hence reduces the temperature of the spot at the surface.

A third possible way in which the magnetic field might in principle affect the energy
transport in a sunspot is by carrying away a flux of mechanical energy in the form of MHD
waves (Alfvén waves or magneto-acoustic waves). The idea that a sunspot is cooled by
a flux of such waves was put forward in several papers in the 1960s (Danielson 1965;
Zwaan 1965; Musman 1967; Savage 1969) and was later revived by Parker (1974; see also
Boruta 1977). He argued that if the heat flux were diverted owing to inhibition of convection
there should be a conspicuous bright ring around the spot, which is not observed, whereas
an enhanced transport of energy due to Alfvén waves would produce a cool sunspot without
a bright ring. Cowling (1976b) refuted this proposal on the basis of both magnetohydrody-
namic and thermodynamic considerations (see also Schmidt 1991). Observations (Beckers
and Schneeberger 1977) then showed that the upward flux of wave energy in a sunspot is
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insufficient to produce significant cooling, and theory (Thomas 1978) confirmed that a sig-
nificant upward flux of wave energy is prevented by strong downward reflection of Alfvén
waves in the umbral atmosphere. Meanwhile, it was shown that a wave-energy flux is not
needed to explain the absence of a bright ring: instead, the absence is explained naturally
within the context of magnetic inhibition of convection in terms of the spatial and temporal
properties of convective heat transport and storage in the surrounding convection zone (see
Section 3.2.3).

3.2.2 Brightness of the umbra and penumbra
Measurements of sunspot brightness are important for determining the thermal

structure of the sunspot atmosphere and the effect of sunspots on the Sun’s total and spectral
irradiance. Estimates of the continuum intensity of radiation emerging from a sunspot, espe-
cially from the umbra, go back over 150 years to the work of Henry and Alexander (1846)
and are the subject of several reviews (Bray and Loughhead 1964; Zwaan 1965, 1968;
Obridko 1985; Maltby 1992). The development of photoelectric photometry substantially
increased the accuracy of these measurements. They are influenced significantly by the pres-
ence of stray light in the sunspot image, produced by the Earth’s atmosphere (due to ‘seeing’)
or by scattering within the instrument, and some method of correction for this stray light is
required. It has only been in the past 40 years or so that improved instruments and accurate
methods for correcting for stray light have produced reliable results. Here we will restrict the
discussion to measurements made in integrated light or in selected bands in the continuous
spectrum.

Sunspot brightness is usually measured in relative terms, as the brightness ratio Is/Iqs

between the wavelength-integrated continuum intensities Is in the sunspot and Iqs in the sur-
rounding quiet photosphere, or as the contrast α = (Iqs − Is)/Iqs. The brightness is usually
determined separately for the umbra and the penumbra; typical values of the umbral contrast
αu are in the range 0.5 to 0.8, and typical values of the penumbral contrast αp are in the range
0.15 to 0.2. For modelling variations in the Sun’s total and spectral irradiance due to solar
activity (e.g. Foukal 1981b, 2004; Hudson et al. 1982; Foukal et al. 2006), a single value of
the overall effective contrast is often used, a typical value being α = 0.32. The umbral and
penumbral contrasts do not vary significantly from centre to limb (Maltby et al. 1986), but
because the umbra is partly obscured by the penumbra as a spot approaches the limb (due to
the Wilson depression; see Section 3.2.4), the overall contrast decreases near the limb.

A simple question concerning sunspot brightness is whether it varies with the size of the
sunspot. This question is closely coupled to that of whether the magnetic field strength in a
sunspot varies with the size, for theoretical models of sunspots based on magnetohydrostatic
equilibrium and inhibition of convective heat transport (e.g. Deinzer 1965; Yun 1970) have
lower temperatures for stronger magnetic fields. Until the 1960s, it was generally accepted
that large sunspots are darker than small sunspots (see Bray and Loughhead 1964), but the
measurements on which this was based often lacked sufficient correction for stray light.
Zwaan (1965) pointed out that the amount of stray light affecting the measured umbral
intensity increases rapidly with decreasing umbral radius and that this spurious effect could
account for most of the measured dependence of umbral intensity on umbral size. Some sub-
sequent observations indicated no dependence of umbral intensity on umbral size for umbral
diameters greater than about 8′′ (Rossbach and Schröter 1970; Albregtsen and Maltby 1981).
However, more recent observations, beginning with those of Stellmacher and Wiehr (1988)
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and Sobotka (1988), have established that umbral intensity does decrease with increasing
umbral radius. The observations of Kopp and Rabin (1992) in the near infrared at 1.56 �m,
where stray light is less of a problem than in the visible, showed a nearly linear decrease
in umbral brightness with umbral radius for six sunspots. A similar result was obtained for
seven spots at visible wavelengths by Martı́nez Pillet and Vázquez (1993; see also Collados
et al. 1994), who also found that the umbral contrast is well correlated with the umbral
field strength, allowing one to predict the peak field strength of a sunspot from its bright-
ness to an accuracy of about 100 G (Norton and Gilman 2004). Recently, in a study of
continuum images of more than 160 sunspots taken during solar Cycle 23 with the MDI
instrument aboard SOHO, Mathew et al. (2007) found a strong and clear dependence of
umbral brightness (and a weak dependence of penumbral brightness) on umbral radius.

Observations of large samples of sunspots allow the dependence of the overall sunspot
contrast α on sunspot area to be estimated: Chapman, Cookson and Dobias (1994) found
α = 0.276 + 3.22 × 10−5 As and Brandt, Stix and Weinhardt (1994) found α = 0.2231+
0.0244 log(As), where As is the sunspot area in millionths of the solar hemisphere.

The size dependence of umbral brightness has implications for the issue of whether a
sunspot is essentially a monolithic flux tube or a cluster of individual flux tubes (see Section
3.5). As support for a cluster model, Parker (1979b) pointed out that one would expect
the umbral brightness to decrease with size for a monolithic model but not necessarily for
a cluster model. At that time the best observational evidence suggested that there was no
significant size–brightness relation, but since then such a relation has been firmly estab-
lished and this objection to the monolithic model no longer stands (cf. Martı́nez Pillet and
Vázquez 1993).

A more detailed question concerns the local relation between brightness and magnetic
field strength within a sunspot. Such a relationship is expected on theoretical grounds;
for example, simulations of magnetoconvection within a sunspot umbra show hot rising
plumes that tend to expel the magnetic field and concentrate it into cooler regions (Nord-
lund and Stein 1990; Weiss et al. 1990; Weiss, Proctor and Brownjohn 2002; Schüssler and
Vögler 2006). Detailed observations have established a general inverse relation between
magnetic field strength and continuum intensity at different positions within a sunspot,
although the precise form of this relation has been subject to debate (von Klüber 1955;
Gurman and House 1981; Lites et al. 1991; Kopp and Rabin 1992; Martı́nez Pillet and
Vázquez 1993; Lites et al. 1993; Hofmann et al. 1994; Stanchfield, Thomas and Lites 1997:
Westendorp Plaza et al. 2001; Penn et al. 2003). Figure 3.3 shows the relation in the form
of a scatter plot for all the pixels in high-resolution observations of a single large sunspot.
Note that the relation is distinctly nonlinear in the umbra (points to the left of the dotted
vertical line).

A surprising result concerning sunspot brightness was the discovery by Albregtsen and
Maltby (1978, 1981) that the umbra–photosphere brightness ratio of large sunspots varies
over the solar cycle. They found that sunspots were darkest at the beginning of sunspot Cycle
20 and that spots appearing later in the cycle were progressively brighter (with a nearly lin-
ear dependence on the phase of the cycle), up until the new Cycle 21 spots appeared which
were again darkest. Subsequent observations showed the same behaviour occurred in Cycle
21 (Maltby et al. 1986). Recently, Penn and Livingston (2006) found similar behaviour
during Cycle 23: from observations of more than 900 sunspots during 1998–2005, they
found an increase in the normalized umbral intensity (from 0.60 to 0.75) accompanied by
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Fig. 3.3. Scatter plot of magnetic field strength versus relative continuum intensity for indi-
vidual points within a sunspot. Open circles denote points within the umbra and dots denote
points in the penumbra. The vertical dotted line corresponds to the continuum intensity
level that defines the umbra–penumbra boundary shown in the inset continuum image of
the sunspot. (From Stanchfield, Thomas and Lites 1997.)

a decrease in the maximum umbral magnetic field strength (at a rate of about 52 G yr−1).
However, the results of Penn and Livingston are directly contradicted by the more recent
results of Mathew et al. (2007) in their study of more than 160 spots mentioned above;
they find no significant change in umbral brightness over Cycle 23. From an observa-
tional viewpoint, then, any solar-cycle dependence of umbral brightness seems to be quite
uncertain.

Several complicating factors might influence the observational results. The behaviour
might be related to the known dependence of umbral brightness on latitude and the fact that
spots tend to appear at lower latitudes as the cycle progresses, although Albregtsen, Jorås
and Maltby (1984) claim to have corrected for this effect and still find the cycle dependence.
The established dependence of umbral brightness on umbral size may influence the results:
although there is apparently no systematic variation in the distribution of umbral sizes over
the solar cycle (Bogdan et al. 1988), there may be such a variation in a particular sample of
spots. If there were a variation of the quiet photospheric brightness over the cycle, it would
cause a variation in the umbral brightness ratio, but Maltby (1992) claims to have ruled
this out. From a theoretical viewpoint, possible mechanisms for producing the cycle depen-
dence in the context of dynamo theory have been proposed. Schüssler (1980) suggested
that the umbral brightness might depend on the age of the toroidal flux tube that formed a
sunspot, while Yoshimura (1983) suggested that it might depend on the depth at which the
flux tube forms. Nordlund and Stein (1990) suggested that solar-cycle changes in the rela-
tive pressure between a magnetic flux tube and its surroundings deep in the convection zone
might be transmitted to the surface and affect the efficiency of magnetoconvection within a
sunspot.
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3.2.3 The weak bright ring around a sunspot

Observations of the bright ring
The presence and strength of a bright ring surrounding a sunspot is a long-standing

issue (see references in Rast et al. 1999, 2001). Early photographic studies found bright rings
with an intensity excess of 2–3% above the normal photospheric intensity (see Bray and
Loughhead 1964). More recent photoelectric studies, however, find a much lower contrast
of only 0.1–0.3% (Fowler, Foukal and Duvall 1983; Rast et al. 1999, 2001). In either case,
the observed intensity excess in the bright ring is far too small to account for the deficit in
the sunspot. (Rast et al. 2001, for example, estimate that the bright ring accounts for only
about 10% of the heat flux deficit.) The radiative intensity in the umbra is roughly only a
quarter, and in the penumbra three quarters, of that in the quiet photosphere. If the missing
surface heat flux due to a sunspot were balanced at the same time by an enhanced flux in
the immediate vicinity of the spot, there would be a very conspicuous brightening of the
photosphere around the spot, which is not observed. This point was quantified by Parker
(1974) on the basis of a simple steady-state thermal model of the heat flux blocked by a
shallow sunspot (due to inhibition of convection).

What then is the fate of the missing heat flux in a sunspot? As we shall discuss next, the
missing flux is apparently redistributed so widely, both spatially and temporally, as to be
almost imperceptible.

Thermal models of sunspots
Horizontal temperature gradients, however small, drive motions in a fluid layer, and

the resulting convection is extremely efficient at redistributing thermal energy (Sweet 1955).
This nonlinear process can be parametrized in terms of an (isotropic or anisotropic) ther-
mal conductivity (Parker 1974; Spruit 1977, 1982a,b, 1992; Eschrich and Krause 1977;
Clark 1979; Foukal, Fowler and Livshits 1983; Stix 2002). A sunspot can then be regarded
as a non-conducting cylindrical plug inserted into a conducting layer, and the resulting tem-
perature distribution can be calculated. There are two aspects of this problem: first of all, a
steady-state solution can be obtained, but then the more general time-dependent problem,
modelling the emergence of a sunspot at the solar surface, has to be tackled. Spruit (1992)
has provided a very apt and familiar analogy. Consider an insulating disc (e.g. a ceramic
tile) placed on top of a thick slab of highly conducting copper that is heated electrically
from within (like an electric hob on a stove). In a steady state the disc will be cooler than
its surroundings and radiate less; underneath it, the temperature will be marginally higher,
so that the otherwise vertical heat flux is diverted laterally. To be sure, the rest of the surface
will be slightly hotter and radiate slightly more – but all horizontal gradients of temperature
will be small and any bright ring will be very faint. Now consider what happens just after the
insulating tile is applied to the surface. There is an immediate reduction in the total energy
emitted but the missing energy is rapidly distributed throughout the copper block, on a time
scale determined by its thermal conductivity. It is only on a much longer time scale, depend-
ing on the thermal capacity of the block, that it reaches an equilibrium, radiating as much
energy as the wattage supplies.

In a more realistic situation it is essential to distinguish carefully between the different
time scales that are involved. Spots appear (and usually disappear) on a time scale of days,
though a large spot may survive for several months; if we assume a turbulent diffusivity
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of 108 m2 s−1, the thermal diffusion time τd for the convection zone is about a month (com-
parable to the turnover time of the largest eddies); this is far less than the time taken for
the entire convection zone to respond to changes at its surface, its Kelvin–Helmholtz time
τKH (the ratio of its total thermal capacity to the solar luminosity), which is about 105 years;
this is, in turn, much less than the Kelvin–Helmholtz time for the whole Sun, which is of
order 107 years. The immediate response of the Sun to the appearance of a sunspot is there-
fore a slight reduction in its luminosity; on a time scale of order τd (or less, if the adjustment
applies in a shallow layer only) a weak bright ring appears but the ‘missing energy’ is simply
absorbed by the whole convection zone. On the longer time scale τKH the convection zone
adjusts its structure so that the average rate at which energy is radiated from the solar surface
equals the rate of supply from the solar interior. Since we know from proxy data that solar
activity has been maintained at a similar level for the last 100 000 years, we may assume
that there is a balance between input and output of energy over times much longer than the
intervals between grand minima, i.e. over times of order 1000 years.

More detailed model calculations, for a stratified atmosphere with a depth-dependent ther-
mal diffusivity, show that the proportion, αbr, of the missing energy that is radiated from
the bright ring depends on the aspect ratio of the cylindrical plug (Spruit 1982a,b; Foukal,
Fowler and Livshits 1983). Taking a plug whose depth is equal to its radius R (a reasonable
assumption for the blocking effect of a spot), Spruit (1992) estimates that αbr rises from zero
to a maximum value given by

αbr ≈ 1

2

(
1 + R

3H0

)−2

, (3.2)

where H0 is the pressure scale height at the surface, which is small compared with R. This
is consistent with what is observed.

Having said all this, we should note that, while the measured solar irradiance does indeed
fall when a new sunspot appears, there is a further compensating effect. Active regions con-
tain not only dark sunspots but also bright faculae, and the excess radiation from faculae
actually exceeds the deficit from sunspots (Foukal 2004; Foukal et al. 2006). Consequently
the total solar irradiance increases when activity is highest, varying by about 0.1% over the
solar cycle. We shall return to this topic in Section 12.1.

3.2.4 The Wilson depression
Observations dating back to those of Alexander Wilson in 1769 reveal that, as a

large sunspot approaches the limb, the width of the penumbra on the disc-centre side of
the spot decreases more rapidly than the width on the limbward side, an effect that can be
explained by foreshortening if the spot is a saucer-shaped depression of the solar surface.
We now understand that this Wilson depression is essentially due to the decreased opacity of
the sunspot atmosphere (owing to its lower temperature and gas pressure), allowing one to
see deeper into a sunspot than into the quiet photosphere. The depression can be specified by
giving the geometric depth zW as a function of the optical depth τ500 and horizontal position
within the spot. The value of zW for unit continuum optical depth (τ500 = 1) varies across a
spot, with a maximum value of about 600 km in the centre of the umbra.

A strictly observational determination of the Wilson depression zW is complicated by
evolutionary changes in the shape of the spot. Older observations, summarized by Bray and
Loughhead (1964) and Gokhale and Zwaan (1972), give maximum values in the range of
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400–800 km for mature sunspots. Balthasar and Wöhl (1983) used an indirect method, com-
paring the rotation rate determined by the disc passage of a spot (which is affected by the
Wilson depression) with that determined by successive passages of a spot across the cen-
tral meridian (which is not), and found values of the depression in the range 500–1000 km.
There are other possible complications. If the relation between geometric and optical depth
is different in the umbra, penumbra and photosphere, zW will then depend on the heliocentric
angle θ . The determination of zW will also be affected by variations in the relative size of the
umbra and penumbra with height (Wilson and Cannon 1968; Wilson and McIntosh 1969)
and by the raggedness of the umbral boundary revealed in high-resolution observations
(Solanki and Montavon 1994).

The reduced opacity in a sunspot, and the consequent depression of the τ500 = 1 level,
arise mainly from two effects: the reduced temperature in the spot atmosphere causes a
marked decrease in the H− bound–free opacity, and the radial force balance including mag-
netic pressure and curvature forces demands a lower gas pressure within the spot, further
reducing the net opacity. A purely theoretical determination of the Wilson depression zW

requires a complete magnetohydrostatic model of a sunspot in which magnetic pressure and
curvature forces as well as the temperature distribution are specified. One could instead use
observed values of the vector magnetic field in the equation for the radial force balance in
order to determine zW. An alternative approach has been developed by Martı́nez Pillet and
Vázquez (1990, 1993); they assumed a linear relation between magnetic pressure and tem-
perature in a spot, as indicated by observations, in which case the radial force balance yields
a simple relationship between the net magnetic curvature force and the Wilson depression.
They found that for typical values of the observed Wilson depression, the radial curvature
force must be comparable to the radial pressure force within the spot. Solanki, Walther and
Livingston (1993) used this approach to determine the variation of zW with radius across a
sunspot; they found values of 50–100 km in the penumbra and 400–500 km in the umbra,
with a fairly sharp transition at the umbra–penumbra boundary.

3.3 Spectroscopy and atmospheric models

3.3.1 Spectral analysis of the umbra and penumbra
The vertical temperature structure in the photosphere of a sunspot is revealed by

measurements of the variation of continuum intensity with wavelength within the spot at
a fixed position on the solar disc, or by the variation of intensity at a fixed wavelength as
the spot moves from disc centre to the limb (Maltby 1992). Measuring the centre-to-limb
variation of continuum intensity (‘limb darkening’) is a standard technique for determining
the temperature stratification in the solar atmosphere (see, for example, Mihalas 1978), and
the possibility of using similar measurements as a means of determining the temperature
stratification in a sunspot was first pointed out by Minnaert and Wanders (1932). A number
of early studies found that the umbral limb darkening was either absent or significantly less
than that for the quiet photosphere. However, Albregtsen, Jorås and Maltby (1984) found
a significant decrease in the umbral intensity ratio towards the limb, arguing that previous
studies had made insufficient corrections for stray light, and later studies have generally
confirmed their results.

Photometric measurements of continuum intensities in sunspots are done either in fairly
narrow, clean ‘continuum windows’ lying between spectral lines or in broader spectral bands
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that include spectral lines. In the latter case, the calculations must be corrected for the effect
of the spectral line blanketing on the total absorption coefficient. Modern measurements
usually include a band in the near infrared around the opacity minimum at 1.6 �m, which
corresponds to the deepest visible layers of the umbra, and for which the limb darkening is
relatively greater and line blanketing is less pronounced than in the visible.

The temperature structure in the sunspot atmosphere can also be deduced from high spec-
tral resolution measurements of the profiles of absorption lines. For the sunspot photosphere,
the profiles of weak spectral lines provide a check on the continuum measurements, and the
profiles of molecular lines formed only in the cool umbra are especially useful. For levels
in the atmosphere above the photosphere, line profiles provide the best diagnostic. For the
chromosphere, the profiles of strong absorption lines, such as the Ca II H and K lines, are
used, and for the transition region and corona emission lines in the UV and EUV are used.

3.3.2 Semi-empirical models of umbral and penumbral atmospheres
A number of one-dimensional, semi-empirical models of an umbral or penumbral

atmosphere have been constructed, giving the variation of thermodynamic variables with
optical depth (and geometric height) based on empirical data and theoretical considerations
of mechanical equilibrium and radiative transfer. There are both one-component models,
meant to represent a horizontal average over the umbra or penumbra, and two-component
models meant to represent bright and dark components separately. In most cases, a single
model atmosphere is meant to represent spots of all sizes, or at least all large spots; this
approach was supported by observational evidence that the brightness of the dark cores of
large umbrae is independent of umbral size, but as we have mentioned (in Section 3.2.2)
recent observations contradict this evidence. Although the models represent only a mean
atmosphere, averaged in some sense over small-scale horizontal inhomogeneities, they are
nevertheless useful in constraining certain physical processes that determine the structure
of a real sunspot atmosphere, and also in providing a background model for studies of
element abundances, wave propagation, and other behaviour in a sunspot. Here we shall
present a brief general discussion of atmospheric models with only a few examples; for
more details, see the detailed review of early models in Bray and Loughhead (1964) and the
comprehensive review by Solanki (2003).

In calculating a semi-empirical model, the atmosphere is assumed to be in magneto-
hydrostatic equilibrium, often including a turbulent pressure. For the lower photospheric
layers, measurements of the centre-to-limb variation of continuum intensity, the spectral
distribution of continuum intensity, and the profiles of weak spectral lines (or the wings
of strong lines) are used. The radiative transfer calculations usually assume local thermo-
dynamic equilibrium (LTE), and the temperature–optical depth relation is adjusted so that
the model intensities agree with the observed values. The deepest layers of the photosphere
are detected at infrared wavelengths near 1.64 �m where the H− continuum opacity is a
minimum. For the chromospheric layers and the transition region, profiles of strong spec-
tral lines in the visible and UV ranges are used, and the radiative transfer is necessarily
treated as non-LTE. The general procedure in constructing a model atmosphere is first to
determine a temperature–optical depth relation, T (τ ), as a best fit to the empirical data, and
then to determine the gas and electron pressures by integrating the equation of hydrostatic
equilibrium.
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Umbral models
Most semi-empirical models have been for the umbra. The umbral magnetic field

is usually assumed to be uniform and vertical, in which case it exerts no vertical force and
the stratification is purely hydrostatic. There are both one-component models, meant to rep-
resent a mean umbra or perhaps a dark umbral core free of umbral dots, and two-component
models meant to represent separately the dark main component and a bright component cor-
responding to the umbral dots. The simplest one-component models of the umbral core are
based on a model of the quiet-Sun atmosphere scaled to the lower effective temperature of
the umbra. Such models are usually expressed in terms of the parameters � = 5040/T ,
where the temperature T is measured in K, and

�� = 5040

(
1

T
− 1

Tph

)
(3.3)

where Tph is the temperature in the quiet-Sun model.
Several umbral models were constructed in the 1950s and 1960s; these are discussed

in the reviews by Bray and Loughhead (1964) and Solanki (2003). Two important umbral
models were constructed in the early 1980s based on large amounts of empirical data and the
efforts of several modellers: the model of Avrett (1981), produced at the 1981 Sacramento
Peak workshop held at Sunspot, NM, and hence called the ‘Sunspot sunspot model’, and the
model of Staude (1981). Improvements to the deepest layers of the Sunspot sunspot model
were made later by Maltby et al. (1986); Figure 3.4 shows the variation of temperature with
geometric height in their model M, meant to represent a dark umbral core within a large
sunspot, and, for comparison, in a model of the quiet solar atmosphere. In each temperature
profile, the height is measured relative to the corresponding level where the optical depth
is τ500 = 1; because of the Wilson depression, these two zero levels are offset by several
hundred kilometres and hence the umbral temperature curve needs to be shifted to the right
by this amount in order to compare values at the same geometric height inside and outside the
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Fig. 3.4. Temperature as a function of height in the sunspot umbral model of Maltby et al.
(1986) and in the quiet Sun (model C of Vernazza, Avrett and Loeser 1981). (From Stix
2002, courtesy of Springer Science and Business Media.)
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sunspot. (Note that a value for the Wilson depression is not an inherent part of the umbral
model but instead must be determined from additional considerations.) The profiles show
that the umbra is significantly cooler than the quiet Sun in the photospheric layers but slightly
hotter in the chromosphere, and that the transition to coronal temperatures begins at a lower
height in the umbra. Modifications of the Maltby et al. (1986) models have been proposed
by Lites et al. (1987), Severino, Gomez and Caccin (1994), and Ayres (1996).

Penumbral models
The penumbral atmosphere is more inhomogeneous and complicated than the

umbral atmosphere, and hence models with one and even two components are of more
limited applicability than umbral models and have received less attention. One-component
models were constructed by Makita and Morimoto (1960), Kjeldseth Moe and Maltby
(1969), Yun, Beebe and Baggett (1984) and Ding and Fang (1989). At least at photospheric
heights, a two-component model is needed to account for the different thermal structure of
the bright and dark filaments. Because the penumbra is much closer in temperature to the
quiet photosphere than the umbra, a simple scaling of a quiet-Sun model with a fixed value
of �� will give a reasonable first approximation. An example is the two-component model
of Kjeldseth Moe and Maltby (1974), which has different constant values ��b = 0.010 and
��d = 0.093 for the bright and dark components and assumes that the density at a given
height is the same in both components.

More recent work has focused on models with more components, to better represent
penumbral fine structure. Rouppe van der Voort (2002) constructed three atmospheric mod-
els meant to represent cool, intermediate, and hot features within the penumbra, with
temperature differences of order 300 K between them. A different approach was taken by del
Toro Iniesta, Tarbell and Ruiz Cobo (1994), who constructed models of the vertical temp-
erature profile at many different spatial positions in the penumbra, and also average tem-
perature profiles at different radial distances from the spot centre and an overall average
temperature profile.

3.3.3 The chromospheric superpenumbra
In the chromosphere, particularly as seen in the centre of the Hα line (formed at a

height of about 1500 km), a large, isolated sunspot often displays a superpenumbra, a dis-
tinctive pattern of dark, nearly radial fibrils similar to that seen in white light but extending
outward well beyond the edge of the white-light penumbra (Howard and Harvey 1964; Bray
and Loughhead 1974). The fibrils often show a spiral-like pattern with individual filaments
being slightly curved. An example of a superpenumbra is shown in Figure 3.5. Dark super-
penumbral filaments typically begin near the outer edge of the penumbra (as defined in white
light), although about a third of them begin well within the penumbra (sometimes as far in
as the umbral boundary) and some begin outside the penumbra. Some of the fibrils appear to
branch or coalesce. The spacing between adjacent fibrils is as little as 1′′ in the inner penum-
bra and increases to 2′′–3′′ or more at the outer edge of the superpenumbra, which can lie
more than a spot diameter beyond the white-light penumbra. The overall fibril pattern of the
superpenumbra changes slowly over time periods of several hours to a day or more, although
individual fibrils show small changes in brightness or shape over a few minutes. The dark
superpenumbral fibrils are the locations of the strongest reverse (inward) Evershed flow in
the sunspot chromosphere (see Section 5.4).
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Fig. 3.5. White-light and Hα images of a large sunspot. The Hα image shows the dark
filaments of the chromospheric superpenumbra extending radially outward well beyond
the outer edge of the penumbra seen in the white-light image. Images of the Earth are
superimposed to indicate the scale. (Courtesy of NASA GSFC.)

Low-resolution chromospheric images also show the superpenumbra, and although they
may not resolve the individual dark fibrils they do reveal their sometimes spiral-like appear-
ance. The spiral configuration of Hα sunspot filaments was studied intensively for many
years, particularly by Hale (1908a; Hale et al. 1919) and Abetti (1957), as evidence that
sunspots correspond to cyclonic storms on the Sun, an idea that was abandoned when it was
learned that the filaments are aligned with magnetic field lines. Hale (1925) determined the
spiral pattern of 51 sunspots during two successive sunspot cycles and found that about 80%
of the spots in the northern hemisphere had counter-clockwise twist while about 80% of
those in the southern hemisphere had clockwise twist (consistent with the sense of twist of
terrestrial cyclones). He found no correlation between the sense of twist and the magnetic
polarity of the sunspot; instead, he suggested that the twist was due to the Coriolis force
acting on the reverse Evershed flow. A subsequent study of 141 sunspots by Richardson
(1941), also at Mount Wilson, confirmed Hale’s findings, but a later study by Nakagawa
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et al. (1971) of 240 spots failed to confirm Hale’s hemisphere rule for the direction of twist.
More recently, Balasubramaniam, Pevtsov and Rogers (2004) studied 897 individual super-
penumbral fibrils in 139 sunspots. They found that both clockwise and counter-clockwise
twisted fibrils can be present in the same spot and that the geometry of the fibrils is influ-
enced by the magnetic field distribution outside the spot; nevertheless, they found that on
average the hemisphere rule of Hale is obeyed.

Various attempts to construct static, force-free magnetic field configurations to match the
spiral pattern of the superpenumbra have been made (e.g. Nakagawa et al. 1971; Nakagawa
and Raadu 1972; Schmieder et al. 1989). Peter (1996) has presented a simplified MHD
model of the superpenumbra that includes an Evershed-like inflow and the associated Cori-
olis force; this model can reproduce the essential features of the superpenumbra and the
statistical properties of the observed spiral patterns.

3.3.4 The transition region and corona above a sunspot
Although sunspots are generally thought of as dark features in the solar atmosphere,

in the transition region and corona they are often brighter than their surroundings. Measure-
ments of EUV emission in active regions, from rockets (Brueckner and Bartoe 1974) and
from the Apollo Telescope Mount (ATM) aboard the Skylab mission (Foukal et al. 1974;
Noyes et al. 1985), revealed that the areas directly above sunspot umbrae are often the
brightest features in the transition region. These bright regions, known as sunspot plumes,
show relative enhancements (compared to the quiet Sun) of up to a factor of 40 or more in
the intensities of emission lines formed at temperatures in the range of 105 to 106 K (see
Fig. 3.6). Analysis of the ATM data indicated that the plume emission comes from extended
regions of relatively cool, dense plasma within large magnetic loops, in which the tempera-
ture is one or two orders of magnitude lower than in the surroundings (Foukal 1976, 1981a;
Raymond and Foukal 1982).

In a study of the ATM data for 22 large sunspots, Foukal (1976) found that a sunspot
plume is essentially a steady-state feature within a cool coronal loop emanating from the
sunspot umbra, with enhanced EUV emission extending up into the low corona to heights
as great as 105 km (several density scale heights). He pointed out that the plume material
cannot be supported hydrostatically (even with turbulent pressure included) or magneto-
hydrostatically; instead, plasma must be falling down along the loop. Subsequent spectro-
scopic measurements did indeed reveal the presence of strong downflows in the transition
region above sunspots, with speeds typically in the range 20–40 km s−1(Brueckner 1981;
Dere 1982; Nicolas et al. 1982; Gurman 1993) but occasionally reaching highly supersonic
speeds of up to 200 km s−1 (Brekke et al. 1987). More recent observations have found down-
flows located precisely within the plumes, with speeds greater than 25 km s−1 (Maltby et al.
1999; Brynildsen et al. 2001; Brosius 2005; Brosius and Landi 2005). The downflow, which
seems to be an essential feature of a plume, is fed by an inflow of plasma at transition-region
temperatures from locations well outside the sunspot, maintaining the enhanced emission of
the plume in a quasi-steady state.

A major study of sunspot plumes, in 42 sunspot regions, was carried out by the Oslo
group (Brynildsen et al. 2001) using data from the Coronal Diagnostic Spectrometer and
the SUMER instrument aboard SOHO. They found that the plumes are almost invariably
present in spots where one magnetic polarity dominates throughout a region extending well
away (50′′ or more) from the centre of the spot. The plumes show their maximum spatial
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Fig. 3.6. Images of peak EUV line intensities associated with sunspot plumes. Regions with
enhanced intensity are shown as dark areas. The images are ordered (starting at the upper
left) with increasing line-formation temperature. The contours of the umbra and penum-
bra are from continuum intensity observations. The scales in arcseconds are in a reference
system with its origin at the centre of the solar disc. (From Brynildsen et al. 2001.)

extent in lines formed at temperatures near 40 000 K and are essentially invisible in lines
formed at temperatures less than 10 000 K or greater than 100 000 K. Observations of a few
spots at the limb indicate a plume height of no more than 15 000 km, considerably less
than the heights estimated from the ATM data. Transition-region lines are almost invariably
red-shifted in sunspot plumes, with the line-of-sight velocity peaking in lines formed at
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temperatures near 32 000 K and decreasing rapidly for higher temperatures. The line-of-
sight velocity in the corona above a plume is too small to provide the material to sustain the
downflow in the plume; instead, the downflow is maintained by a more horizontal inflow of
material from the surroundings along individual flow channels, of widths ranging from 2′′
to nearly 20′′ (see also Brynildsen et al. 1998; Maltby et al. 1999). A mean flow in these
channels persists for times up to about a day, while fluctuations about the mean flow occur
on a time scale of about 10 minutes. As Brynildsen et al. (2001) point out, these inflows are
almost certainly field-aligned and the flow channels correspond to magnetic flux tubes. The
flows are most likely produced by the ‘siphon-flow’ mechanism, which we shall discuss in
some detail in Chapter 5 in connection with the Evershed effect. The characteristic 3-minute
chromospheric umbral oscillations are also present in sunspot plumes; these oscillations are
discussed in Chapter 6.

3.4 Observations of the magnetic field in sunspots
Measurements of magnetic fields on the Sun rely on the Zeeman effect, which

produces splitting and polarization of spectral lines. Here we outline how this effect can be
used not only to measure strong longitudinal fields directly but also to detect weaker fields
by measuring circular polarization and, more recently, to measure the full vector magnetic
field by determining the four Stokes parameters across a spectral line. Then we go on to
describe the average magnetic structure, first of pores and then of sunspots. For this purpose,
we regard them as axisymmetric configurations, leaving the fine structure of the umbral and
penumbral magnetic fields to be described in Chapters 4 and 5.

3.4.1 The Zeeman effect
Here we give only a brief discussion of the Zeeman effect and its use in measuring

solar magnetic fields. A fuller account can be found in the books by Stenflo (1994) and Stix
(2002).

Individual atoms precess in the presence of a magnetic field and the precession frequency
combines with the atomic transition frequency. As a result, spectral lines formed in a mag-
netized layer of the solar atmosphere get split up into different components, separated in
wavelength. The pattern of this splitting depends on the quantum numbers of the atomic
transition and on the strength and direction of the magnetic field. The simplest form of split-
ting is the so-called normal Zeeman triplet, consisting of an unshifted π component and
two σ components shifted symmetrically to either side of the central π component. The
wavelength shift can be represented in terms of the Landé factor g, defined as

g = 1 + J (J + 1) − L(L + 1) + S(S + 1)

2J (J + 1)
, (3.4)

where L , S and J are the quantum numbers characterizing the orbital, spin, and total
angular momentum vectors, respectively. If we let M denote the additional ‘magnetic’ quan-
tum number that determines the component of total angular momentum in the direction of
the magnetic field, then the wavelength displacement of a spectral line from its original
wavelength λ0 is given by

λ − λ0 = e

4πmec
g∗λ2 B, (3.5)
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where e and me are the charge and mass of an electron, c is the speed of light, B is the
magnetic field strength, and g∗ is the Landé factor for the transition, given by

g∗ = gu Mu − gl Ml, (3.6)

where the subscripts u and l denote the upper and lower levels of the transition.
More generally, there is anomalous splitting producing a Zeeman multiplet with several π

and σ components. Because solar spectral lines are considerably broadened, these individual
components are usually not distinguishable. If the magnetic field is not too strong, however,
the multiplet can be considered as a triplet with an effective Landé factor geff calculated from
the individual g∗ values of the components, each weighted by the corresponding intensity.

In observing a Zeeman triplet of a solar absorption line, if the line of sight is along the
magnetic field then one sees only the two σ components, which are circularly polarized in
opposite senses; this is known as the longitudinal Zeeman effect. On the other hand, if the
magnetic field is perpendicular to the line of sight then one sees all three components, with
the π component being linearly polarized perpendicular to B and the σ components being
linearly polarized parallel to B; this is known as the transverse Zeeman effect.1 In the more
general case, when the magnetic field is neither along nor perpendicular to the line of sight,
all of these components are superimposed, but they can be singled out by taking advantage
of their different polarization states (polarimetry).

Direct measurement of Zeeman splitting is possible only if �λ is greater than the half-
width of the broadened spectral line. A typical half-width of a Zeeman-sensitive spectral
line is 0.1 Å, and typically �λ will exceed this width only for field strengths greater than
about 1500 G. Hence Zeeman splitting is directly measurable in a sunspot umbra but not in
most local magnetic fields outside of spots.

If the magnetic field is strong enough, as in a sunspot (see Fig. 3.7), the σ components
are clearly separated and the longitudinal magnetic field strength can be measured directly in
integrated light. (This is the basis for Hale’s original discovery of the sunspot magnetic field.)
For weaker fields, the σ components overlap but they can be resolved by taking advantage of
their opposite circular polarization produced by the longitudinal (line-of-sight) component
of the magnetic field; this is the basis for the magnetograph, developed by the Babcocks at
Mount Wilson in the 1950s, which measures the longitudinal magnetic field. More recently,
polarimeters have been developed that measure the full polarization state (circular and lin-
ear) of a spectral line and thus are capable of determining the full vector magnetic field B.
These instruments, known as vector magnetographs or Stokes polarimeters, measure the
four Stokes parameters I , Q, U and V which together uniquely determine the polarization
state of the light. For a monochromatic, completely polarized light wave propagating in the
z-direction with its electric field lying in the xy-plane, with components

Ex = ξx cos(ωt − kz), Ey = ξycos(ωt − kz + φ), (3.7)

where ξx and ξy are constant amplitudes and φ is the phase difference between Ex and Ey ,
the Stokes parameters are defined by

I = ξx
2 + ξy

2, Q = ξx
2 − ξy

2, U = 2ξxξycos φ, V = 2ξxξysin φ, (3.8)

1 For an emission line, the senses of the circular polarization are reversed in the longitudinal Zeeman effect and
the directions of the linear polarization are exchanged in the transverse Zeeman effect; this is simply because the
emission lines have their own intensity, whereas in an absorption line we see only the residual intensity.
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Fig. 3.7. Zeeman splitting of spectral lines in a sunspot. Shown are sample Stokes I , Q, U ,
and V profiles of the spectrum near 630 nm along the spectrograph slit, which lies across
the image of a sunspot in the focal plane. In each panel the vertical direction corresponds to
distance along the spectrograph slit (in arcseconds) and the horizontal direction corresponds
to wavelength (in nm). The spectral lines visible in total intensity I (upper left panel) are Fe I
630.15, telluric O2 630.20, Fe I 630.20, telluric O2 630.30, Fe I 630.35 and Ti I 630.40 nm.
(The dark horizontal lines near the top and bottom of this panel are crosshairs used to aid
in registration of consecutive frames.) In the bottom two panels, the Stokes I and V profiles
have been scaled to bring forward the weak molecular lines of TiO and CaH that occur in
the umbra between the stronger lines. (From Lites et al. 1998: data taken with the Advanced
Stokes Polarimeter at the NSO Dunn Telescope.)

and they obey the relation I 2 = Q2 + U 2 + V 2. For a beam of light of finite bandwidth,
consisting of a superposition of many independent wave trains of different amplitudes and
phases, we replace the right-hand sides of Equations (3.8) by suitable time averages. In this
case, the beam need not be fully polarized. If it is completely unpolarized, then all transverse
directions are equivalent and all phases φ between 0 and 2π occur with equal probability, so
Q, U and V are all zero. If the beam is partially polarized, then Q and U describe the net
linear polarization, V describes the net circular polarization, and the degree of polarization
is given by P = [(Q2 + U 2 + V 2)/I 2]1/2.
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An example of a measurement of the four Stokes parameters as functions of wavelength
(Stokes profiles) for spectral lines formed in a sunspot and its immediate surroundings is
shown in Figure 3.7. Such measurements of Stokes profiles must be transformed into infor-
mation about the distribution of the velocity and magnetic fields in the solar atmosphere
through some sort of inversion technique. All such inversion techniques are based on some
model of the physical state of the solar atmosphere, and this model dependence is usually the
largest source of uncertainty in the measured vector magnetic field. The various inversion
methods are based on the radiative transfer equations applied to the model atmosphere. A
non-uniform magnetic field within a resolution element typically produces abnormal Stokes
profiles with more than two lobes. The simplest model atmosphere that can reproduce these
profiles consists of two different components sitting side by side within the resolution ele-
ment. In some cases, one component is magnetic and the other is non-magnetic (and hence
may represent stray light from non-magnetic surroundings). Computed synthetic Stokes pro-
files for the model atmosphere are fitted iteratively to the observed profiles using response
functions and an algorithm that measures the goodness of fit, through variations in a set
of free parameters for the model atmosphere such as magnetic field strength and inclina-
tion, line-of-sight velocity, and the filling factor of the magnetic component. An alternative
approach is based on a single-component model atmosphere with vertical gradients. Fur-
ther information on Stokes inversion methods may be found in several recent reviews (e.g.
Socas-Navarro 2001; Bellot Rubio 2003; del Toro Iniesta 2003).

Beckers (1969b) provides a useful table of solar Zeeman multiplets with their effective
Landé factors geff, while Harvey (1973) gives a selected list of spectral lines with large
Zeeman splitting (geff ≥ 2.5).

According to Equation (3.5), Zeeman splitting increases as the square of the wavelength,
but the width of spectral lines increases only linearly with wavelength. Thus, the separation
of the Zeeman components becomes more easily detectable at larger wavelengths, which
makes magnetic field measurements in infrared lines highly desirable. Work in recent years
has concentrated on spectral lines near 1.6 �m and 12 �m.

3.4.2 The magnetic field in a pore
Figure 1.2 shows a continuous hierarchy of magnetic features at the solar surface,

ranging from tiny intergranular magnetic elements with kilogauss fields, which appear as
bright points in the continuum, through dark pores, with typical diameters of 1500–4000 km,
to sunspots with fully fledged penumbrae. Magnetic fields in pores are typically measured
in Fe I lines, for instance those at 630.2 nm formed about 350 km above the level where
τ500 = 1. Owing to the Wilson depression, that surface of constant optical depth dips within
a pore, lying about 300 km deeper at its centre (Sütterlin 1998). The measured field strength
at the centre ranges from 1800 G to 2300 G, depending on the size of the pore, and drops to
about 1000 G at the edge, after which the field falls abruptly. The field’s strength decreases
with height at a rate of about 4 G km−1; it is vertical at the centre, and estimates of its
inclination at the edge range from 35◦ to 60◦ (Brants and Zwaan 1982; Muglach, Solanki
and Livingston 1994; Sütterlin, Schröter and Muglach 1996; Keppens and Martı́nez Pillet
1996; Martı́nez Pillet 1997; Sütterlin 1998). Apparently the field splays out rapidly above
the photosphere, for the diameter of the magnetic structure in the Fe I 630.2 nm lines is
up to 25% higher than that of the pore radius in the continuum (Martı́nez Pillet 1997).
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Magnetohydrostatic equilibrium of a pore’s flux tube in the highly stratified photosphere
indeed requires that the magnetic field should fan out with height.

A pore is surrounded by granules with cool downflows at their edges. It is not surpris-
ing therefore that Doppler velocity measurements show the existence of an annular region
of downflow immediately surrounding most pores (Keil et al. 1999; Tritschler, Schmidt
and Rimmele 2002). These annuli have widths of 1′′–2′′ and flow speeds (measured in
photospheric spectral lines) of order 300–500 m s−1, occasionally reaching 1 km s−1. The
associated dynamic pressure helps to confine the magnetic field.

3.4.3 Magnetic fields in sunspots
Hale (1908b) demonstrated the presence of longitudinal fields with strengths of

2500–3000 G in sunspots by measuring the separations of the circularly polarized σ com-
ponents in various Zeeman doublets. Subsequent measurements at Mount Wilson revealed
fields of up to 4600 G (Hale and Nicholson 1938; Livingston et al. 2006); the record is held
by a field of 6100 G in a large sunspot group that appeared in February 1942 (Mulders 1943;
Livingston et al. 2006). Nicholson (1933) found that large spots (with radii of more than
about 12 000 km) typically had central fields of around 2600 G. Systematic observations of
spots as they were carried across the solar disc by the Sun’s rotation were used to locate the
positions where the longitudinal component vanished and hence to determine the variation
of the field’s inclination with radius within a spot, yielding a roughly linear increase from
zero, at the centre, to a maximum of 70–80◦ at the edge of the spot (Hale et al. 1919; Hale
and Nicholson 1938). Broxon (1942) proposed that the variation of the field strength with
radius followed a parabolic law of the form B = B0(1 − r̂2), where B0 is the central field
and r̂ = r/R is the normalized radius, so that the field actually dropped to zero at the outer
boundary of a spot.

The acceleration of subsequent progress can be followed through a sequence of reviews
(Kiepenheuer 1953; Bray and Loughhead 1964; Skumanich 1992; Martı́nez Pillet 1997;
Solanki 2003). The gradual development of spectropolarimetry has allowed transverse as
well as longitudinal components to be determined. Here we will only describe some of
the key developments. Beckers and Schröter (1969) obtained the Stokes V parameter from
Zeeman spectra with opposite circular polarizations as a chosen spot traversed the Sun’s disc.
Hence (using a theoretical model of line formation) they calculated both the field strength
B and its angle of inclination γ as functions of the normalized radius r̂ = r/R. They found
that the radial variation of B could best be represented by the expression

B(r̂) = B0/(1 + r̂2), (3.9)

so that the field fell to half its central value at the edge of the spot. More specifically, in
the spot they studied, with B0 = 2600 G, the field reached a value of 1300 G at the outer
boundary of the penumbra and then dropped abruptly to a very small value. Meanwhile, the
apparent angle of inclination increased until the field became horizontal at r̂ = 1. Similar
results were obtained by Kawakami (1983), based on the first polarimetric measurement of
all four Stokes parameters, and hence of the vector field.

A reliable measurement of the vector field was obtained by Adam (1990). She measured
interference fringes produced by a Babinet compensator in order to calculate the elliptical
polarization of the σ components at different positions in a sunspot. The corresponding field
strength fell to about half its central value at r̂ = 0.7, while the inclination γ approached a
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maximum value of about 70◦ at the edge of the spot. This limiting inclination of the mean
field has been confirmed by subsequent observations.

Since 1990, such measurements have been transformed by the availability both of spec-
tropolarimeters and of high-resolution observations. The development first of the Stokes II
Polarimeter (Lites and Skumanich 1990; Arena, Landi degl’Innocenti and Noci 1990), and
then of the more powerful Advanced Stokes Polarimeter at Sacramento Peak (Keppens and
Martı́nez Pillet 1996; Stanchfield, Thomas and Lites 1997; Westendorp Plaza et al. 2001),
followed by the Tenerife Infrared Polarimeter (Bellot Rubio et al. 2003; Mathew et al.
2003; Bellot Rubio, Balthasar and Collados 2004) has made it possible to make precise
measurements of all four Stokes components, and hence to determine the vector magnetic
field. These results all concur in showing azimuthally averaged mesoscale fields that drop
to 700–900 G at the visible edge of the penumbra, where the field reaches an inclination
of 70–80◦. These averaged fields lie in meridional planes and the azimuthal component of
the field is always weak. Figure 3.8 shows the two-dimensional distribution of B and γ in
a nearly axisymmetric, medium-sized sunspot (diameter about 20 000 km). Superimposed
on the mesoscale structure – which extends beyond the visible edge of the penumbra – are
significant variations, notably in the orientation of the field but also in its magnitude, which
are apparent in this figure. This fine structure, which will receive a detailed discussion in
Chapter 5, is clearly seen in the high-resolution images of the line-of-sight magnetic field
obtained first on the Swedish Vacuum Solar Telescope (Title et al. 1992, 1993) and, more
recently, on the 1-m Swedish Solar Telescope (Langhans et al. 2005) on La Palma. Mag-
netograms made from filtergrams taken in circularly polarized light, using the Lockheed
Solar Optical Universal Polarimeter, show the line-of-sight component of the magnetic field
at different orientations around a sunspot. Provided the spot is off-centre on the solar disc,
the mesoscale field and the fluctuating fine-scale field can be determined. The radial varia-
tion of the azimuthally averaged field in the penumbra, in both magnitude and inclination,
is included in Figure 5.7 below. The inclinations of 70–75◦ at the outer boundary of the
spot are consistent with those obtained by spectropolarimetry but the corresponding field
strengths are higher (Title et al. 1993).

Information on the vertical structure of the magnetic field can be obtained either by
comparing measurements made with absorption lines that are formed at different levels in
the photosphere or by inverting Stokes profiles obtained across a given line. Westendorp
Plaza et al. (2001) used the Fe I 630.15 and 630.25 nm lines to investigate the variation
of the mesoscale vector field at continuum optical depths 0.0 ≥ log τ500 ≥ −2.8; in the
outer penumbra they found that B decreased, while γ increased, with increasing optical
depth. Mathew et al. (2003) used the Fe I 1564.8 and 1565.3 nm infrared lines, which are
formed low in the atmosphere (Solanki, Rüedi and Livingston 1992), and obtained simi-
lar results. These changes probably reflect the depth-dependent fine structure discussed by
Bellot Rubio, Balthasar and Collados (2004). In all these measurements it is apparent that
the magnetic field does not vanish outside the visible penumbra. Instead, the field persists
in an elevated canopy that extends into the chromospheric superpenumbra, with its lower
boundary rising gradually to reach a height of about 300 km above τ500 = 1 at a distance of
twice the spot radius (Solanki et al. 1999; Solanki 2002, 2003).

The field strength at the outer edge of the penumbra varies somewhat from spot to spot
but the central field in the umbra of a sunspot depends on its size. Various estimates, going
back to Nicholson (1933; see Bray and Loughhead 1964), agree that the central field B0
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Fig. 3.8. The vector magnetic field in a sunspot, as determined by spectropolarimetry from
the Stokes profiles of the Fe I 630.15 and 630.25 nm lines, formed about 160 km above the
τ500 = 1 level in the photosphere. The four panels show a continuum spectroheliogram
(at 630 nm), the field magnitude, B, the azimuth of the horizontal component and the angle
of inclination, γ . Note that the magnetic field extends beyond the visible boundary of the
sunspot at r̂ = 1. Although the overall structure corresponds to a meridional field whose
strength drops to around 800 G at r̂ = 1, where γ ≈ 70◦, there is clear evidence of fine
structure associated with penumbral filaments. Furthermore, there are isolated regions, both
inside and outside the penumbra, where the field plunges downwards, with γ > 90◦. (From
Stanchfield, Thomas and Lites 1997.)

increases with increasing umbral radius (e.g. Brants and Zwaan 1982; Collados et al. 1994;
Martı́nez Pillet 1997; Solanki 2002), as might be expected if larger spots have deeper Wilson
depressions. On the other hand, the average field strength of 1200–1700 G apparently shows
much less variation from one spot to another (Solanki 2002).

3.5 Modelling the overall magnetic structure of a sunspot
We turn now to a discussion of theoretical models of the gross magnetic structure

of a sunspot. Two alternative pictures were originally proposed (see Fig. 4 of Thomas and
Weiss 1992b). Cowling (1946, 1976a) had favoured a single, coherent, monolithic tube of
magnetic flux both above and below the solar surface. Ignoring fine structure, this assump-
tion is justified for the visible layers of the spot, where the plasma beta is relatively low and
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the field must be essentially space-filling. For the layers beneath the surface, the issue is
more controversial. Parker (1975) imagined that the field split into many independent flux
tubes which spread out like the tentacles of a jellyfish immediately below the photosphere;
such a configuration, with a tight throat, would be liable to interchange instabilities and
unlikely to survive.

We now know from helioseismology that a sunspot is sufficiently coherent to support
magneto-acoustic modes of oscillation down to a depth of at least 10 Mm (Kosovichev
2002, 2006; Zharkov, Nicholas and Thompson 2007). Figure 3.9 shows the fluctuations in
sound speed beneath a spot; the sound speed decreases below the surface (where the tem-
perature is reduced) and increases again at depths greater than about 4 Mm; this pattern is
consistent with the thermal models described in Section 3.2.3 above. In the modern form
of Parker’s model, the isolated flux tubes are supposed to be gathered into a tight cluster,
within which they are separated by regions of field-free plasma where heat transport by
convection is locally unimpeded (Parker 1979b; Spruit 1981b; Choudhuri 1992; Spruit and
Scharmer 2006). The alternative model is of a coherent but inhomogeneous flux tube, with
convection transporting energy upwards and consequent variations of field strength within
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Fig. 3.9. Helioseismic measurement of the sound speed beneath a sunspot, determined from
measurements with the MDI instrument on SOHO. The variation with radius and depth
of the sound speed c is shown (a) projected onto vertical and horizontal planes, with sur-
face intensity represented on the top, and (b) in a horizontal plane at a depth of 4 Mm. The
lower images show vertical cuts through the spot with sound speeds determined by two dif-
ferent techniques, using (c) Fresnel-zone and (d) ray-approximation kernels. In each case,
the thermal disturbance extends to depths of at least 14 Mm beneath the spot. Note also the
connection to the two pores labelled A and B. (From Kosovichev 2006, courtesy of Elsevier.)
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Fig. 3.10. Monolith and cluster models of a sunspot. (From Thomas and Weiss 1992b,
courtesy of Springer Science and Business Media.)

the magnetic column. In either case, local convective plumes penetrate into the visible layers
of the umbra to form umbral dots (see Section 4.1 below). These versions of the monolith
and cluster models are illustrated schematically in Figure 3.10.

3.5.1 Static axisymmetric models
The simplest static models of a pore or a sunspot ignore azimuthal variations and

treat it as an axisymmetric, meridional magnetic field (with no azimuthal component) con-
fined to a homogeneous flux tube of circular cross-section, and maintained by an azimuthal
current sheet (the magnetopause) separating the tube from its non-magnetic surroundings. If
B is referred to cylindrical polar co-ordinates (r, φ, z), the assumed axial symmetry implies
that Bφ = 0 and �Br/�φ = �Bz/�φ = 0.

The equation describing the magnetohydrostatic equilibrium of the flux tube is

0 = −�p + ρg + 1

μ0
(� × B) × B. (3.10)

Because the surrounding atmosphere is strongly stratified, with the pressure dropping nearly
exponentially with height, the flux tube must expand radially with height in order to maintain
a total magnetohydrostatic pressure balance across the boundary.

Potential-field models
In the simplest approach, the magnetic field within the sunspot flux tube is assumed

to be force-free, in which case the atmosphere is horizontally stratified, with variations only
in the vertical direction. The force-free field must satisfy the condition

(∇ × B) × B = 0, (3.11)

but the axisymmetry in fact requires that the field satisfy the more stringent current-free
condition ∇ ×B = 0, and hence B is a potential field B = −∇� where � satisfies Laplace’s
equation, ∇2� = 0.

Simon and Weiss (1970) constructed models of a pore based on the simple Bessel func-
tion solution � = AJ0(kr) exp(−kz) of Laplace’s equation with a single value of k. For a
given total magnetic flux, exact pressure balance with the surrounding atmosphere is then
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possible only at two distinct values of the height z, but fixing these values still gives a fairly
satisfactory model at other heights. For models with total magnetic flux in the range 0.5–
3.0 × 1020 Mx the surface diameter is in the range 2200–5400 km. The inclination (to the
vertical) of the outermost field lines at the surface increases, becoming nearly horizontal
for the highest value of the total flux. Presumably the non-axisymmetric penumbra forms
at some critical value of the total flux (or field inclination); we shall discuss this further in
Section 5.6. More elaborate versions of this model were subsequently developed by Spruit
(1976) and by Simon, Weiss and Nye (1983), who represented the field in a pore by a poten-
tial field such that, at the photosphere, Bz was uniform over a disc with a prescribed radius
and zero outside it.

A more satisfactory potential field model can be derived by constructing a field contained
within a flux tube of radius R(z), whose boundary is a field line, such that the difference
between the internal and external gas pressures is balanced by the magnetic pressure at
the magnetopause (Jahn 1989, 1992; Pizzo 1990). Schmidt and Wegmann (1983; see also
Schmidt 1991) developed an elegant procedure for calculating such a field, by reducing
the associated free boundary problem to an integral equation. The stratifications inside and
outside the flux tube can be computed in the normal manner, using the standard mixing-
length description of convective transport but with a reduced mixing length inside the flux
tube (to simulate magnetic suppression of convection). This approach can provide acceptable
models of the magnetic field in pores but it obviously fails for sunspots, where there is a
distinction between the umbra and penumbra.

Self-similar models
The visible surface of the umbra is lower than that of the surrounding photosphere

(the Wilson depression) and it would require a field of about 5000 G to maintain a lat-
eral pressure balance between the centre of a sunspot and the field-free plasma outside the
magnetopause if the poloidal field were force-free. Since the peak fields that are observed
are significantly weaker, it becomes necessary to include azimuthal volume currents in the
penumbra. The Lorentz force then has a horizontal component that can balance the horizon-
tal gradient in the gas pressure. There is, however, considerable arbitrariness in assigning
the distribution of this volume current and the corresponding radial structure in the sunspot
atmosphere. As first shown by Schlüter and Temesváry (1958), the problem can be greatly
simplified by assuming a self-similar form for the magnetic field, regarded as a function
of (r/R).

At the visible surface of the umbra the atmosphere is stably stratified and energy is trans-
ported by radiation. Schlüter and Temesváry (1958) showed, however, that it is impossible to
construct a purely radiative model of a sunspot and that energy transport must be primarily
convective just below the surface. The energy emitted from a spot is reduced both by the
expanding cross-sectional area of the flux tube and by magnetic inhibition of convection.
The latter leads to a greater superadiabatic temperature gradient in the tube, with the result
that the sunspot appears cooler and darker, and its visible surface is depressed. A number
of sunspot models have been constructed, some with self-similar fields and others adopting
equivalent assumptions but all relying on various estimates of the partial inhibition of con-
vective transport by the magnetic field (Chitre 1963; Deinzer 1965; Jakimiec 1965; Jakimiec
and Zabza 1966; Chitre and Shaviv 1967; Yun 1970; Landman and Finn 1979; Low 1980).
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The role of the penumbra
As we have seen, there must be volume currents within a sunspot in order to pro-

duce a curvature force that opposes the radial gradient in gas pressure. Since the umbral field
is fairly uniform, these currents are likely to flow in the penumbra. Jahn (1989) explored the
effects of introducing a volume current distributed beneath the visible surface of the outer
penumbra; subsequently, Jahn and Schmidt (1994) introduced a convenient approximation
whereby these volume currents were replaced by a second azimuthal current sheet at the
umbral–penumbral boundary.2 As shown in Figure 3.11, their sunspot model contains three
distinct regions, separated by two azimuthal current sheets: an inner region with a current-
free potential magnetic field (the umbra), an outer region, also with a potential magnetic
field (the penumbra), and a field-free exterior region. These regions are separated by two
current sheets: one at the umbra–penumbra interface, representing all of the volume cur-
rent within the flux tube, and one at the outer penumbral boundary (the magnetopause)
which tapers inward with increasing depth. They furthermore assumed that the umbra is
thermally insulated from the penumbra, while some of the energy radiated from the penum-
bra itself is supplied by convective processes that transfer energy across the magnetopause.
They conjectured that this transport is accomplished by small flux tubes that are heated at
the magnetopause and driven radially inward by buoyancy forces as far as the inner current
sheet. This approach leads to a family of models, with different total magnetic fluxes, that
provide a reasonable description of the overall global (azimuthally averaged) structure of
sunspots below the solar surface. For a large spot with a flux of 2 × 1022 Mx (200 TWb) the
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Fig. 3.11. Schematic diagram of the axisymmetric static sunspot model of Jahn and Schmidt
(1994), for a spot containing a magnetic flux of 1022 Mx. The left half shows the magnetic
field configuration and the right half shows the pattern of heat flow; the base of the penumbra
is at a depth given by zbp. The intensities of shading are proportional to the field strength
and inversely proportional to the energy flux, which is augmented by transport across the
magnetopause. The inset shows the surface profile of the magnetic field, as compared with
that obtained by Beckers and Schröter (1969). (After Jahn and Schmidt 1994.)

2 In their picture, peripatetic flux tubes transport energy inwards from the magnetopause; hence Schmidt (1991)
dubbed this boundary the ‘peripatopause’.
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radius of the magnetopause drops smoothly from 20 Mm at the surface to 12 Mm at a depth
of 5 Mm and then to 9 Mm at 10 Mm depth. This corresponds to a fourfold decrease in the
cross-sectional area of the flux tube, with a corresponding increase in field strength.

3.5.2 Stability of static models
It is well known that attempts to contain a plasma by an external magnetic field

that is concave toward the plasma are doomed owing to interchange instabilities that lead
to fluting of the field. Since a static, vertical flux tube that fans out near the solar surface
is concave toward its field-free surroundings, it too might appear susceptible to a fluting
instability. There is, however, an additional stabilizing effect: in a stratified atmosphere, a
configuration with less dense fluid lying above denser fluid is Rayleigh–Taylor stable, and
the gas within the flux tube is indeed less dense than the external plasma. Meyer, Schmidt and
Weiss (1977) used the energy principle of Bernstein et al. (1958) to show that a flux tube
in an adiabatically stratified atmosphere is stabilized by the buoyancy force provided the
radial component of the magnetic field at the surface of the tube decreases with height. The
field at the magnetopause becomes more nearly horizontal, while it decreases in strength, and
stability depends on the competition between these two effects. Simple potential field models
of sunspots, as well as the models of Jahn and Schmidt (1994), turn out to be stable near the
solar surface. With increasing depth, however, the field at the magnetopause becomes less
steeply inclined and the configuration is only marginally stable. If the field is nearly vertical
it becomes unstable to interchanges (although it could be stabilized by a sufficient twist of
the flux tube about its axis). If the flux tube beneath a sunspot had a throat below which
it expanded, it would certainly be liable to fluting instabilities that would rapidly destroy
the spot.

It appears therefore that some further dynamical effect is needed to stabilize the entire
configuration, and it is suspected that the required containment is provided by some sort of
supergranule-scale ‘collar’ flow in the surrounding gas. Such a collar might be provided by
the moat cell that surrounds a fully developed sunspot, with an outflow at the photosphere,
for mass conservation requires that there should be an inflow at greater depth and this inflow
might act as the collar that preserves the spot.

3.6 The moat flow
Once a stable sunspot has formed, a characteristic pattern of surface motion is

quickly established around it, consisting of a persistent radial outflow in an annular region,
or moat, around the spot (Shine and Title 2001; Solanki 2003). The diameter of this cell
ranges from about 15 Mm for very small spots to 100 Mm or more for large ones. The moat
flow was first detected by Sheeley (1969) in the form of a continual radial outflow of bright
points from sunspots in CN spectroheliograms. Before the moat is formed, the typical pho-
tospheric network pattern adjoins the outer penumbral boundary. As the moat flow develops,
it sweeps magnetic flux to its periphery, leaving the moat free of magnetic field except for
small magnetic features (of both polarities) that move outward across the moat at speeds of
order 1 km s−1 (Sheeley 1969, 1972; Vrabec 1971, 1974; Harvey and Harvey 1973). Gran-
ules within the moat are swept outward too (Muller and Mena 1987; Shine et al. 1987).
Moats are 10 to 20 Mm wide, and the outer radius of the moat scales with the size of the
enclosed sunspot, being about twice the radius of the spot itself (Brickhouse and LaBonte
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1988). The moat flow begins immediately after the formation of a penumbra; if a spot pos-
sesses only a partial penumbra, then the moat develops in sectors where penumbral filaments
are present (Vargas Domı́nguez et al. 2007). The flow usually persists over the rest of the
spot’s life, while the spot’s area and magnetic flux decrease at a roughly constant rate.

Sheeley (1969) suggested that the moat flow is similar to that in a supergranule, but with
the sunspot at the centre. Many others have noted that the size, shape, and velocity pat-
tern in the moat are similar to those in a supergranule, although the surface flow speed
in the moat is on average about twice that in a typical supergranule (e.g. Brickhouse and
LaBonte 1988). Although the moat flow was first seen as a motion of individual features,
it can also be detected as a Doppler shift (Sheeley and Bhatnagar 1971; Sheeley 1972).
Doppler maps show a systematic decrease of the flow speed with radius across the moat, as
in a supergranule. The moat flow has also been detected through local helioseismology using
f -mode surface gravity waves (Gizon, Duvall and Larsen 2000, 2001). Somewhat surpris-
ingly, p-mode measurements show an inflow near the photosphere (Zhao, Kosovichev and
Duvall 2001). These conflicting results could only be reconciled if the flow changed direc-
tion within 2 Mm of the surface. That seems unlikely, although it has been suggested that
the moat flow is merely a superficial extension of the Evershed outflow (Vargas Domı́nguez
et al. 2007).

The moat cell is not a simple axially symmetric outflow. Local correlation tracking of the
proper motions of granules, G-band bright points, and magnetic features shows azimuthal
variations in the outward motion within the moat (Shine and Title 2001; Hagenaar and Shine
2005; Bonet et al. 2005). The azimuthal motion appears to diverge from certain orientations
and to converge on spoke-like channels that extend radially across the moat. Correspond-
ingly, magnetic features tend to accumulate along these channels as they are transported
outwards.

Meyer et al. (1974) modelled the moat flow as essentially an annular supergranule,
anchored around the sunspot, with an inflow at depth and an outflow at the surface. The
somewhat larger size and longer lifetime of the moat, compared to a typical supergranule,
can then be ascribed to the stabilizing influence of the central sunspot. They suggested that
the upflow around a sunspot is caused by the spreading penumbral magnetic field, which
blocks small-scale convective transport and causes local heating.

One way to investigate this possibility is to simulate the formation of the sunspot flux
tube by magnetoconvection in an idealized geometry. Hurlburt and Rucklidge (2000; see
also Botha, Rucklidge and Hurlburt 2006) conducted numerical experiments designed to
model the formation of axisymmetric magnetic flux concentrations (pores and sunspots)
in a convecting compressible atmosphere. In all cases they found that the preferred mode
of convection is an annular cell with a downflow along the flux concentration, driven by
local cooling there, and an inflow (toward the central flux concentration) at the surface.
This flow pattern corresponds to the formation of a pore, but contradicts the observed moat
flow in a fully developed sunspot. For larger flux concentrations, however, they found that
the convective cell has an annular countercell outside it, with outflow at the surface. They
conjectured that in a real sunspot the inner ‘collar’ cell that confines the flux concentra-
tion is hidden beneath the penumbra, leaving only the outer moat cell visible at the surface.
This is an attractive possibility, for it reconciles the expected presence of a downflow along
a cooled sunspot flux tube and the observed outflow in the moat; furthermore, there are
suggestions from helioseismology that such an inflow is indeed present. It must be borne in
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mind, however, that in reality both the inside and the outside of the flux tube are superadi-
abatically stratified and unstable to convection, and that the resulting motion will be fully
three-dimensional.

Further calculations, no longer restricted to axisymmetric configurations, reveal that the
axisymmetric flow outside the central flux tube is unstable to non-axisymmetric pertur-
bations that are essentially hydrodynamically (rather than magnetically) driven (Botha,
Rucklidge and Hurlburt 2007). In the nonlinear domain, these instabilities develop into a
pattern of sectors, separated by spoke-like regions of convergence, that are reminiscent of the
channels in moat cells around sunspots (Hurlburt, Matthews and Rucklidge 2000; Hurlburt
and Alexander 2002).
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4

Fine structure of the umbra

We turn now to a discussion of the fine structure of a sunspot, beginning here with features in
the umbra and continuing in the next chapter with features in the penumbra. Our knowledge
of this fine structure has been transformed in recent years due to remarkable improvements
in high-resolution observations. We review the results of these observations and theoretical
interpretations of them. Our enhanced knowledge of the fine structure of sunspots has not
only provided us with a far larger collection of details; it has also stimulated new insights
that allow us to start assembling a coherent picture of the formation and maintenance of a
sunspot, with its dark umbra and its puzzling filamentary penumbra.

4.1 Umbral dots
In many images, sunspot umbrae – like pores, which are just isolated umbrae –

appear uniformly dark. When such images are appropriately exposed, however, as in
Figure 4.1, it becomes apparent that there is an intensity pattern in sunspot umbrae, com-
posed of many small, isolated, bright features embedded in a darker, smoothly varying
background. These features are called umbral dots and they are found in essentially all
sunspots and also in pores (Sobotka 1997, 2002). Earlier observations of an intensity pattern
in umbrae, with a resolution of about 1′′, had failed to resolve the umbral dots and instead
showed a pattern that looked more like a weaker version of the photospheric granulation
(Chevalier 1916; Bray and Loughhead 1964). Umbral dots themselves were first reported
by Thiessen (1950), who resolved the granulation pattern into bright points as small as the
diffraction limit (0.3′′) of his 60-cm refractor. They were later rediscovered in photographs
from the Stratoscope balloon-borne telescope and named by Danielson (1964). As Beck-
ers and Schröter (1968) explained, “these features do not form a kind of closed pattern as
observed in the photosphere. They appear rather as isolated emission points . . . ”

In fact, the umbral background is not uniformly dark. The intensity is lowest in dark
nuclei, which cover 10–20% of the umbral area and are almost free of umbral dots (Sobotka,
Bonet and Vázquez 1993), so much so that Livingston (1991) termed them ‘voids’. They
are comparable in size to photospheric granules, with diameters of around 1000 km. The
relative intensity Imin of these dark nuclei, expressed as a fraction of the intensity Iphot of
the undisturbed photosphere, lies in the range 0.05 ≤ Imin ≤ 0.33 with typical values around
Imin ≈ 0.15 (Sobotka, Bonet and Vázquez 1993; Sobotka and Hanslmeier 2005).

Umbral dots cover only 3 to 10% of the umbral area but contribute 10 to 20% of the
total umbral brightness (Sobotka, Bonet and Vázquez 1993). Although they are distributed

68
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Fig. 4.1. Sunspot image exposed to show umbral dots. This image has been corrected using
a phase-diversity reconstruction. Tick marks are at intervals of 1′′. (From Tritschler and
Schmidt 2002a.)

throughout the umbra, their distribution is not uniform: they can occur in clusters and align-
ments (Rimmele 1997), and no large dots are found in dark nuclei. Grossmann-Doerth,
Schmidt and Schröter (1986) introduced a distinction between peripheral and central umbral
dots. The former are typically brighter, as is to be expected, since the intensity of umbral
dots is positively correlated with that of the local umbral background (Sobotka, Bonet and
Vázquez 1993; Tritschler and Schmidt 2002b). The peripheral umbral dots are also associ-
ated with bright grains that flow inwards across the penumbral–umbral boundary (Sobotka,
Brandt and Simon 1997b). The average relative intensity of central umbral dots lies in the
range 0.38–0.64, with peak values as high as 1.24 (Sobotka and Hanslmeier 2005). Thus
individual umbral dots may exceed the average photospheric intensity Iphot, though not its
maximum value within an individual granule. On average, umbral dots are 500–1000 K
cooler than the photosphere outside a spot, but about 1000 K hotter than the coolest parts
of the umbra itself (Sobotka and Hanslmeier 2005; Kitai et al. 2007).

Accurate measurements of the diameters of umbral dots require observations with suf-
ficient resolution. Early measurements (e.g. Beckers and Schröter 1968; Koutchmy and
Adjabshirzadeh 1981) suggested that the true diameters might be as low as 150–200 km;
observations with the Swedish Vacuum Solar Telescope at La Palma confirmed this esti-
mate (Lites et al. 1991; Sobotka, Bonet and Vázquez 1993; Socas-Navarro et al. 2004)
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but Sobotka, Brandt and Simon (1997a; see also Tritschler and Schmidt 2002b) found that
the probability distribution function kept on rising down to the smallest dots that could be
resolved, with diameters of about 200 km. Finally, Sobotka and Hanslmeier (2005) used the
new Swedish Solar Telescope to measure effective diameters (for dots defined as having
intensities more than 5% above the local umbral background) down to 100 km: they found
that the distribution peaked at diameters of 175 km – and that the observed diameters were
not correlated with intensities. They also investigated the spacing between umbral dots, and
found that the mean distance between nearest neighbours was about 300 km, while the aver-
age peak-to-peak distance was about twice that. Comparable results have also been obtained
with the Solar Optical Telescope on Hinode (Kitai et al. 2007).

Umbral dots are dynamic features. Sobotka, Brandt and Simon (1997a) found that larger
and brighter dots were also long-lived. A few survived for longer than two hours but most
lifetimes were much shorter. In their sample, lifetimes appear to decrease with decreasing
size, down to the limit set by resolution; they found an average lifetime of about 14 minutes
and a median of 6 minutes. Similar values were obtained by Kitai et al. (2007). Long-lived
individual dots show variations in intensity and Sobotka, Brandt and Simon (1997b) found
peaks in power spectra at periods from 3 to 32 minutes. The bright features also travel hori-
zontally, with typical velocities of several hundred metres per second. Rapidly and slowly
moving dots are distributed throughout the umbra but those with the longest lifetimes are
most nearly stationary. Interestingly, there are examples of fast-moving penumbral grains
or umbral dots that disappear after colliding with one side of a dark nucleus but stimu-
late brightenings of umbral dots on the far side of the same nucleus (Sobotka et al. 1995;
Sobotka, Brandt and Simon 1997b).

The physical properties of umbral dots – brightness, temperature, diameter, vertical
motion and magnetic field strength – all vary rapidly with height in the photosphere and
measurements are therefore sensitive to the level at which they are made. Some observa-
tions with limited resolution did show upward velocities of no more than a few hundred
m s−1 (Lites et al. 1991; Rimmele 1997). More recent Doppler measurements, with high
resolution, show upflows exceeding 1 km s−1 in the lower photosphere (using a C I line) but
fail to detect any significant motion in the upper photosphere (Rimmele 2004); velocities of
around 100 m s−1 at unit optical depth were reported by Socas-Navarro et al. (2004). There
has been a general consensus that the magnetic field in umbral dots is weaker than that in
the umbral background (Sobotka 1997). Socas-Navarro et al. (2004) found differences of
several hundred gauss and deduced that the fields were more inclined to the vertical, by
about 10◦.

The umbral dots can naturally be interpreted as hot convective plumes that overshoot
to a level where the photosphere is stably stratified (Weiss et al. 1990, 1996; Degen-
hardt and Lites 1993a,b). The plumes decelerate as they rise and the magnetic field is
reduced, and swept aside, as they expand. These features owe their origin to some form
of magnetoconvection, which will be discussed in the next section.

4.2 Convection in the umbra
Below the visible surface of the umbra the predominant mode of energy transport

has to be by convection (as explained in Section 3.5.1) and umbral dots provide some clues
as to its subphotospheric pattern. Sunspots have provided the principal motivation for study-
ing convection in an imposed magnetic field, and magnetoconvection is a fascinating topic
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in its own right. In what follows, we first outline what can be learnt from idealized model
calculations and then go on to describe recent, more realistic simulations of umbral convec-
tion; finally, we discuss the deeper, subphotospheric structure of the umbra in the light of
these results.

4.2.1 Idealized model calculations
In idealized models the umbra is represented by a plane layer, containing an electri-

cally conducting fluid and heated from below, with an imposed vertical magnetic field. The
simplest approach is to assume that the fluid is incompressible; the main properties of mag-
netoconvection in this Boussinesq approximation are summarized in Appendix 2, and the
subsequent development of the subject can be followed in a series of reviews (Weiss 1991,
2003; Schüssler 2001; Proctor 2005). Two robust features of Boussinesq convection in a
strong magnetic field are that it occurs in narrow, vertically elongated cells, and that its
nature depends on the ratio, ζ , of the magnetic to the thermal diffusivity: if ζ > 1 convection
sets in as steady overturning motion but if ζ < 1 oscillatory convection is preferred.

These properties hold also for a stratified, compressible layer. In the absence of any diffu-
sion, convection would set in as a steady overturning mode (Moreno-Insertis and Spruit
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Fig. 4.2. Two-dimensional compressible magnetoconvection: spatially modulated oscilla-
tions over a half-period. Shown are field lines, arrows that indicate the fluid velocity, and
shading corresponding to the relative temperature fluctuations. (After Hurlburt, Matthews
and Rucklidge 2000.)
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1989), but if magnetic and (radiative) thermal diffusion are included and ζ � 1, as is
typically the case in a star, then oscillatory convection appears in the form of thermally
destabilized slow magneto-acoustic modes (Cowling 1976b). In the Sun, however, the radia-
tive diffusivity decreases owing to the effects of ionization, so that ζ > 1 at depths between
2000 and 20 000 km below the surface (Meyer et al. 1974). The effects of this variation can
most simply be modelled by considering two-dimensional magnetoconvection in a poly-
tropic atmosphere with ζ < 1 at the top and ζ > 1 at the bottom. Then convection first
sets in as a steady mode, which becomes unstable to oscillatory perturbations as the super-
adiabatic gradient, measured by a Rayleigh number Ra, is increased (Weiss et al. 1990).
In this highly idealized configuration, solutions then take the form of spatially modulated
oscillations, with slender rising plumes that are anchored at their bases but wax and wane
alternately in vigour, as illustrated in Figure 4.2 (Hurlburt, Matthews and Proctor 1996;
Hurlburt, Matthews and Rucklidge 2000). Three-dimensional behaviour is naturally richer.
Convection sets in as a hexagonal array of steady, isolated plumes; as Ra is increased (or,
equivalently, the imposed field is reduced) an irregular time-dependent pattern develops,
as shown in Figure 4.3 (Weiss, Proctor and Brownjohn 2002). In all these examples, the
slender plumes expand as they rise and spread as they impinge upon the upper boundary.
Thus magnetic flux is swept aside and, at the top of the layer, the field is weakest where the
temperature is highest.

Fig. 4.3. Three-dimensional compressible magnetoconvection: spatially modulated oscilla-
tions. (From Weiss, Proctor and Brownjohn 2002.)
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Fig. 4.4. Realistic simulation of umbral magnetoconvection: the pattern of vertically
emerging intensity. (From Schüssler and Vögler 2006.)

4.2.2 Realistic simulations
Schüssler and Vögler (2006) have adopted a much more ambitious approach. They

represent a realistic umbral atmosphere, including both radiative transfer and partial ioniza-
tion, and describe three-dimensional convection in a region 1600 km deep and approximately
5800 km wide, extending to an ‘open’ lower boundary at a depth of 1200 km below the
level of average optical depth τ500 = 1 (Vögler et al. 2005). Figure 4.4 shows a snap-
shot of the temperature at this level. As expected, there is an irregular pattern of slender,
short-lived plumes, with a typical size of 200 to 300 km and a lifetime of around 30 min.
They achieve a peak upward velocity of about 3 km s−1 and spread laterally, so that the
local field strength is drastically reduced. Interestingly, the plumes are not circular but
oval, with dark streaks along their major axes, giving them a ‘coffee-bean’ appearance, as
shown in Figure 4.4. Moreover, the horizontal outflow is anisotropic and focused along the
dark streaks, as though the plumes had undergone a non-axisymmetric m = 2 instability.
Figure 4.5 shows the velocity and field strength in a detailed cross-section perpendicular to
a dark streak. Note that the surfaces of constant optical depth are elevated above the central
axis of the plume, implying that the weakest fields could not be observed, while upward and
downward motions would scarcely be resolved. (This explains the disparities in observations
made in lines formed at different levels in the atmosphere.) As the rising plume encounters
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Fig. 4.5. Realistic simulation of umbral magnetoconvection: vertical cut across a rising
plume. The shading indicates the strength of the magnetic field, which is reduced at the head
of the plume, and the arrows represent the projected velocity. The dark lines indicate sur-
faces of constant optical depth, which are elevated above the rising plume. (From Schüssler
and Vögler 2006.)

the stably stratified layer of the atmosphere it is decelerated by buoyancy braking. It follows
that both the pressure and the density are locally high, and it is this local density maximum
that is responsible for the dark streaks as absorption features. This remarkable numerical
model demonstrates how convection can occur in the umbra of a sunspot and convincingly
reproduces the principal features of umbral dots.

4.2.3 Magnetic structure of the umbra
As already mentioned in Section 3.5, there are two competing theoretical pictures of

the magnetic field beneath the visible surface of the umbra. In the cluster model (Parker 1979b;
Spruit 1981b; Choudhuri 1992; Spruit and Scharmer 2006) it is supposed that magnetic flux
separates out into isolated tubes that are surrounded by field-free plasma. Where the field is
strong, convection is effectively suppressed but energy transport is unimpeded in the field-free
regions, which extend to just below the visible surface and form umbral dots. In that case we
should, however, expect to see a bright network enclosing dark features – the opposite of what
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is actually observed. Furthermore, although numerical experiments do reveal examples of flux
separation, with patches of almost field-free convection surrounded by strong fields with
smaller-scale motion (Tao, Proctor and Weiss 1998; Weiss, Proctor and Brownjohn 2002;
Schüssler and Vögler 2006), the converse does not occur: an isolated clump of magnetic
flux always escapes along the interstices between convection cells and disperses.

An inhomogeneous monolithic model, on the other hand, is compatible not only with
the observations but also with numerical experiments and simulations. The calculations of
Schüssler and Vögler (2006) indicate that umbral dots do indeed correspond to convective
plumes that are capable of supplying the reduced energy that is emitted from the umbra itself.
This energy is drawn from below, either by transport along the underlying flux concentration
or by draining its internal energy. We conclude, therefore, that the field below the umbra is
contained in an inhomogeneous column that extends at least for several tens of megametres
below the surface. Whether such a column continues right down to the base of the convection
zone is a different issue, to which we will return in Chapter 11.

Although an ideal umbral model has a field that is uniform (or varies only with distance
from the centre of the spot) when averaged over a region large compared with umbral dots, it
is not to be expected that such uniformity will be found in real sunspots. Observations show
that there are dark nuclei, which are patches with relatively stronger and more vertical fields
(Stanchfield, Thomas and Lites 1997) and significantly weaker convection. Schüssler and
Vögler (2006) found that the averaged energy output was reduced when the imposed field
strength was increased from 2500 to 3000 G. It has been conjectured that these dark nuclei
may be examples of flux separation (e.g. Blanchflower, Rucklidge and Weiss 1998) but they
may well be relics of a sunspot’s earlier history and formation.

4.3 Light bridges
The umbrae of most sunspots are at some time, especially late in their lives, crossed

by narrow, bright features known as light bridges. These features come in a variety of
shapes, sizes, and brightnesses, with the largest of them extending all the way across the
umbra and covering an appreciable fraction of its area. Most light bridges are segmented,
with bright segments separated by narrow dark lanes lying perpendicular to a long, narrow,
central dark lane running along the length of the bridge (Berger and Berdyugina 2003).
Some light bridges show little or no segmentation, however; many of these extend well into
the penumbra where they resemble the other elongated bright penumbral filaments. Indeed,
these features might better be thought of as penumbral filaments extending into the umbra.

A light bridge of each of these types may be seen in the umbral image shown in Figure 4.6.
In this blue-continuum image (from Lites et al. 2004), taken near the solar limb, we have a
perspective view in which we can see that the light bridge at the upper left is an elongated,
raised, tent-like structure, segmented along its length. The dark central lane runs along the
elevated ridge of the tent. The elevation and the dark lane are explained by a combination
of the increased opacity of the plasma due to the increased temperature and the increased
gas pressure due to the reduced magnetic field strength in the light bridge. The light bridge
along the bottom of the image shows less segmentation and extends into the penumbra.

The term ‘light bridge’ was originally coined because it was thought that these structures
consisted of elevated, bright facular material lying above the dark umbral photosphere. For
some time now it has been known that they are instead low-lying features of the umbral
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Fig. 4.6. Blue-continuum image of a large umbra near the solar limb, with two conspicuous
light bridges. The interval between tick marks is 1′′, and the image is oriented with its vertical
direction along a solar radius and the closest point on the limb toward the top. (From Lites
et al. 2004.)

photosphere itself, but now the recent discovery of the slightly elevated nature of the light
bridges, as seen in Figure 4.6, again makes the term appropriate.

Several earlier attempts were made to classify light bridges into different types, but these
classifications have not been particularly helpful in understanding them (a point emphasized
by Leka 1997). Some of the widest and brightest features that have been called light bridges
are actually strips of nearly normal granulation separating two umbrae lacking penumbrae.
True light bridges are narrow features (less than about 10 Mm across) of roughly penumbral
(not photospheric) intensity that lie within an umbra of single magnetic polarity. In com-
plex δ-sunspots there are usually bright lanes separating umbral cores of opposite magnetic
polarity, but these bright lanes are filamentary and are more closely akin to penumbrae than
to light bridges.

Light bridges often follow sutures or fissures in the umbra, outlining individual pores that
assembled to form the umbra or the segments into which the umbra will split during the
decay phase of the spot. Narrow, faint light bridges come and go during the lifetime of a
sunspot, but a few might remain throughout, outlining a pore that retains its identity. One
of the first indications of the imminent breakup of a sunspot is brightening of existing light
bridges or the appearance of new bright light bridges in the umbra. These light bridges grow
in intensity and width, reaching photospheric intensity and displaying a nearly normal gran-
ulation pattern as the sunspot fragments and expands during its decay phase (Vázquez 1973).
The formation of a new light bridge occurs as a number of umbral dots emerge sequentially
from the inner end of a penumbral filament and move rapidly inward into the umbra, where
they collect to form the light bridge (Katsukawa et al. 2007b).

The magnetic field strength at photospheric heights in a light bridge is significantly less
than that in the surrounding umbra (Beckers and Schröter 1969; Abdussamatov 1971; Lites
et al. 1991; Rüedi, Solanki and Livingston 1995; Leka 1997; Katsukawa et al. 2007b) and
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it decreases with depth. The magnetic field configuration varies considerably from one light
bridge to another, but the field is generally more inclined to the vertical than in the surround-
ing umbra (Leka 1997) and in some cases may be locally horizontal, or even of reverse
polarity (Lites et al. 2004). On the basis of a study of many light bridges, Leka (1997) sug-
gested that light bridges consist of intrusions of field-free gas from below, with the magnetic
field diverted around the intrusion and merging again above the intrusion. Jurc̆ák, Martı́nez
Pillet and Sobotka (2006) find a field configuration consistent with such a field-free intrusion
at the deepest visible level but with magnetic canopies spreading from either side of the light
bridge and merging above the bridge, where the associated intense electric currents heat the
base of coronal loops having a footpoint above the light bridge (as seen in TRACE images).

It seems then that a light bridge corresponds to a fissure that separates two distinct com-
ponents of a spot, which only merge as their expanding magnetic fields meet on either side
of a separatrix surface above the photosphere. Beneath the visible surface the plasma is
apparently more or less field-free, implying that the subphotospheric flux concentrations
remain separate to some indeterminate depth. Rimmele (1997) found a correlation between
vertical velocity and continuum intensity in a light bridge that is consistent with a pattern
of segmented, time-dependent convection in a narrow slot. This pattern resembles the spa-
tially modulated oscillations illustrated in Figure 4.2. As in the model of umbral convection
described in Section 4.2.2 above, the surface of unit optical depth will be raised above the
row of plumes and buoyancy braking will lead to an enhancement of density along the axis
of the slot, just as in Figure 4.5, which helps to explain the occurrence of a dark central lane.
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Fine structure of the penumbra

The most striking recent development in the study of sunspots has been the revelation of
fine structure in intensity, magnetic fields and velocity patterns in the penumbra. Within the
past 15 years new observations, notably those made first with the Swedish Vacuum Solar
Telescope (SVST) on La Palma, then with the aid of adaptive optics on the Dunn Telescope
at Sacramento Peak and the 1-m Swedish Solar Telescope (SST) and, most recently, with
the Solar Optical Telescope on the Hinode spacecraft, have resolved delicate features with
unprecedented clarity – and, in so doing, have posed major problems for theory to explain
(Thomas and Weiss 2004). The filamentary penumbra appears clearly in Figures 1.2 and 3.1
and is shown here in greater detail in Figure 5.1.

In this chapter we discuss this fine-scale filamentary structure and the associated
interlocking-comb configuration of the penumbral magnetic field. We begin with observa-
tions and describe first the two-dimensional intensity pattern in the penumbral photosphere.
Then we go on to discuss the complex three-dimensional structure that is revealed by mea-
suring two vector fields, the magnetic field B and the velocity u. This rich and intricate
magnetic geometry results from interactions between convection and the inclined magnetic
fields in the outer part of a sunspot. We next outline the current theoretical understanding of
this form of magnetoconvection, and attempt to interpret the observed penumbral structure
in the light of available theoretical models. Then we consider in turn the outward photo-
spheric Evershed flow, which is organized on fine scales that are closely associated with the
filamentary structure, and the outward-moving magnetic features in the moat surrounding
a sunspot. Finally, we present some theoretical ideas on how the penumbra is formed and
maintained.

5.1 Penumbral filaments
At moderate spatial resolution (1′′–2′′) the penumbra is seen to consist of alter-

nating bright and dark elongated filaments. These filaments have a predominantly radial
alignment, which is most apparent in a single isolated spot, like that in Figure 3.1. In
a minority of such spots, the pattern shows a distinct vortical structure (which is much
more prominent in Hα spectroheliograms; see Section 3.3.3), with a sense that corresponds
(statistically) to that of terrestrial cyclones and is antisymmetric about the equator.1 In
many cases the pattern leaves the impression of narrow bright filaments superimposed on

1 It was this pattern that prompted Hale to search for a magnetic field, and later stimulated Bjerknes (1926) to
introduce a model of the solar cycle that relied on vortex tubes.

78
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Fig. 5.1. Detailed structure of penumbral filaments in Figure 1.2, as observed at high
resolution with the Swedish Solar Telescope. (From Scharmer et al. 2002.)

a dark background. However, the terms ‘bright’ and ‘dark’ are here only relative; there are
also larger-scale intensity variations within the penumbra, and some bright filaments may
actually have lower intensity than a dark filament elsewhere.

The width of the narrowest penumbral filaments is apparently near or below even the cur-
rent limit of resolution (0.1′′), so it is not surprising that reported widths have decreased
as spatial resolution has improved. Early studies determined the width directly from pho-
tometric profiles (e.g. Muller 1973b; Bonet, Ponz and Vázquez 1982), and Scharmer et al.
(2002) measured widths of 150–180 km for well-resolved bright filaments extending into the
umbra. Some recent studies have tried to make more objective measurements based on the
spatial power spectrum of intensity. For example, Sánchez Almeida and Bonet (1998) found
a flat power spectrum and hence concluded that the actual widths are typically well below
their resolution limit of about 0.2′′. Sütterlin (2001), on the other hand, found an enhance-
ment of spatial power at around 0.35′′ (250 km) and suggested that this is the preferred width
of filaments. Rouppe van der Voort et al. (2004), using observations with spatial resolution
of 0.12′′ (80 km), found a power spectrum that drops off roughly as k−4 (where k is the
horizontal wavenumber) and has no distinct peak corresponding to a preferred width. This
implies that, although there certainly are bright filaments that have been resolved, there are
also many unresolved features with widths less than 80 km.

Bright filaments appear most prominently near the inner penumbral boundary, where they
protrude into the dark umbra. Some filaments may extend across the entire penumbra, while
others peter out within it. There are, moreover, many filaments that originate within the
penumbra itself and fan out with increasing distance from the umbra. Individual filaments
may extend for lengths of 3500–7000 km (Rouppe van der Voort et al. 2004; Langhans et al.
2005). The filamentary pattern becomes less distinct in the outer penumbra, where brighter
and darker features are apparently intermingled.
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5.1.1 Bright grains in penumbral filaments
At sub-arcsecond resolution, a bright penumbral filament is seen to consist of a

number of elongated bright features known as penumbral grains (Muller 1973a,b, 1992).
The widths of these grains are typically 0.5′′ or less, and their lengths range from about
0.5′′ to 3.5′′. The intensity of the grains ranges from about 0.85Iphot to 1.10Iphot, with the
brightest grains being hotter than the brightest granules outside the sunspot by some 150 K
(Tritschler and Schmidt 2002b). Images at the highest available resolution (near 0.1′′) show
that some parts of the bright filaments consist of several narrower, long (5′′–9′′), truly fila-
mentary features, while other parts (especially at the ends nearest the umbra) consist of more
grain-like, segmented features made up of yet smaller bright features separated by narrow
dark bands (see Fig. 5.2). These transverse bands appear as dark streaks, apparently inclined
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Fig. 5.2. Images of bright penumbral filaments at nearly 0.1′′ resolution, taken with the
Swedish Solar Telescope. The bright filaments are seen to divide into long, even narrower
filaments and (especially nearest the umbra) segmented penumbral grains. (From Rouppe
van der Voort et al. 2004.)
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Fig. 5.3. Images of a sunspot observed with the Solar Optical Telescope on the Hinode
satellite, with exceptionally clear resolution. Upper panel: G-band image, showing hyperfine
structure within bright filaments. Lower panel: magnetogram, demonstrating the variations
in the line-of-sight field strength caused by the interlocking-comb structure of the magnetic
field. (Courtesy of NAOJ/LMSAL/JAXA/NASA.)

at about 45◦ to the filaments, and give the illusion of a twisted structure; this pattern migrates
inward across the grain and may even continue over an adjacent filament (Scharmer et al.
2002; Rouppe van der Voort et al. 2004). The G-band image in Figure 5.3 shows a number of
these features. Careful observations with Hinode reveal, however, that although the orienta-
tion of the dark streaks is consistent in any quadrant of the solar surface, their inclinations are
opposite in the E and W hemispheres (Ichimoto et al. 2007a). This mirror symmetry implies
the presence of a three-dimensional structure; the streaks appear then as two-dimensional
projections of transverse cuts across the elevated filaments, in planes that are inclined to the
local vertical.

Penumbral grains show systematic proper motions in the radial direction (see Fig. 5.4).
Early observations found only inward radial motion, toward the umbra. More recent observa-
tions, however, have revealed a pattern of both inward and outward motion: the grains move
inward in the inner penumbra and outward in the outer penumbra (Wang and Zirin 1992;
Denker 1998; Sobotka, Brandt and Simon 1999; Sobotka and Sütterlin 2001; Márquez,
Sánchez Almeida and Bonet 2006). There seems to be a dividing circle located at about
60% of the radial distance from the inner to the outer edge of the penumbra, inside of
which the grains move radially inward at speeds of about 0.5 km s−1, and outside of which
the grains move outward at about the same speed (Wang and Zirin 1992) or perhaps
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Fig. 5.4. Paths of proper motions of penumbral grains, showing inward-moving grains
(black curves) in the inner penumbra and outward-moving grains (white curves) in the outer
penumbra. The image size is 29.8 × 28.4 Mm, and the white cross marks the centre of the
umbra. (From Sobotka and Sütterlin 2001.)

slightly higher speeds of about 0.75 km s−1 (Sobotka and Sütterlin 2001). The inward-
moving penumbral grains often penetrate into the umbra, where they become peripheral
umbral dots (see Section 4.1), and may continue to move inward for a while at speeds
of up to 0.5 km s−1 (Ewell 1992). The majority of the outward-moving grains disappear
before reaching the outer penumbral boundary, but roughly a third of them cross this
boundary and evolve into either a small bright feature (of diameter less than 0.5′′) or
a normal photospheric granule, and continue to move radially outward away from the
sunspot (Bonet et al. 2004). New penumbral grains appear and tend to follow trajectories
identical to those of the grains that preceded them at that location (Sobotka, Brandt and
Simon 1999). White-light images of the penumbra averaged over 2–4 hours still show the
filamentary structure (Balthasar et al. 1996; Sobotka, Brandt and Simon 1999), indicating
a long-term stability of this pattern of motion, and indeed of the magnetic structure of the
penumbra too.

Márquez, Sánchez Almeida and Bonet (2006) applied the technique of local correlation
tracking (November and Simon 1988) to the sequence of high-resolution G-band images
obtained by Scharmer et al. (2002) in order to determine proper motions of fine-scale fea-
tures within the penumbra. As expected, they found a predominantly radial velocity field,
corresponding to inward motion; but they also detected an apparent transverse flow out of
the bright filaments that converged on the intervening dark filaments. This pattern of proper
motions was demonstrated by following passive test particles (‘corks’), which moved rapidly
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out of adjacent bright filaments and accumulated in a linear array, cospatial with the inter-
mediate dark filament. The fundamental question regarding these observed proper motions,
as well as those of the penumbral grains, is whether they correspond to material motions of
the gas itself (along with the magnetic field) or to a travelling pattern of magnetoconvection.
We shall return to this issue in Section 5.3, after we have discussed the arrangement of the
magnetic field in the penumbra.

5.1.2 Dark cores within bright filaments
High-resolution observations have also revealed hyperfine structure within the

bright filaments. The slender dark cores that can be seen clearly in Figures 5.1, 5.2 and
5.3 were first reported by Scharmer et al. (2002).2 Many – but not all – bright filaments
contain dark cores, which may extend right across the penumbra. The width of a typical
dark core is around 0.2′′ (Bellot Rubio, Langhans and Schlichenmaier 2005; Langhans et al.
2007). They are most apparent near the umbra–penumbra boundary, where they often split
to give a Y-shaped structure that penetrates into the umbra. The dark cores themselves seem
to be elevated features, which are more apparent on the centre side than on the limb side of
a spot, indicating that they are shallow structures perched upon bright filaments (Sütterlin,
Bellot Rubio and Schlichenmaier 2004).

5.2 The intricate structure of the penumbral magnetic field
Early measurements of azimuthally averaged velocities and magnetic fields had

already raised a contradiction: in a steady state the flow should be parallel to the magnetic
field in a highly conducting plasma, yet the persistent Evershed flow was horizontal while
the magnetic field reached an inclination of only 70◦ (with respect to the local vertical) at
the edge of the spot (e.g. Adam and Petford 1991), as shown schematically in Figure 5.5a.
This paradox could only be resolved by assuming an inhomogeneous magnetic structure.
We now know that, like the intensity pattern, the magnetic field in the penumbra is not axi-
ally symmetric. The inclination of the magnetic field varies azimuthally, being more nearly
horizontal in the dark filaments, as first observed by Beckers and Schröter (1969). More
recent high-resolution observations, beginning in about 1990, have gradually revealed the
complex interlocking-comb, or interlocking-sheet, configuration3 of the penumbral mag-
netic field (Degenhardt and Wiehr 1991; Title et al. 1992, 1993; Schmidt et al. 1992; Lites
et al. 1993; Solanki and Montavon 1993; Hofmann et al. 1994; Stanchfield, Thomas and
Lites 1997; Westendorp Plaza et al. 1997), which is sketched in Figure 5.5b. These mea-
surements showed that the field inclination in the bright filaments increases from about 40◦
at the umbra–penumbra boundary to around 60◦ at the outer edge of the spot. Although
the field in the dark filaments is approximately aligned with that in bright filaments at the
inner boundary of the penumbra, it becomes almost horizontal at the outer edge. Thus the
line-of-sight component of the magnetic field yields the spiny pattern that is apparent in
Figure 5.3.

2 In fact, the dark cores can also be discerned in an earlier image, reproduced by Thomas and Weiss (1992b, Fig. 7),
obtained with the 50 cm SVST, the predecessor of the 1-m SST on La Palma. At the time, it was not clear whether
these features were genuine or an artefact of the image restoration process.

3 The configuration has been given various other names: ‘spines’ (the more vertical fields) and ‘inter-spines’ (Lites
et al. 1993); ‘fluted’ (Title et al. 1993); ‘uncombed’ (Solanki and Montavon 1993); and even ‘interdigitated’. We
prefer to stick with ‘interlocking-comb’ (Thomas and Weiss 1992b), which accords with manual demonstrations.
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(a)

(b)

Fig. 5.5. Sketches showing (a) the axisymmetric field configuration in an idealized model of
a sunspot and (b) the interlocking-comb configuration of individual flux tubes in a sunspot
penumbra. Note that these flux tubes combine with their vertically displaced neighbours to
form interlocking sheets. (From Weiss et al. 2004.)

Fig. 5.6. The fluted structure of the penumbral magnetic field in a sunspot. Left panel: a
broadband continuum image of the sunspot. Right panel: a magnetogram showing the line-
of-sight magnetic field. The arrows indicate the directions of the disc centre and north on the
Sun; the spot was 16◦ off disc centre. Images obtained with the SST. (From Langhans et al.
2005.)

5.2.1 The interlocking-comb magnetic structure
Figure 5.6 shows two images of a sunspot, obtained with the SST (Langhans et al.

2005). It is apparent that the line-of-sight magnetic field varies rapidly in the azimuthal
direction and is stronger in the bright filaments than in the intervening darker filaments. This
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line-of-sight component is also stronger on the centre-side of the spot, where the field points
towards the observer, than on the limb-side, where it is strongly inclined to the line of sight
and points away from the observer in the dark filaments. Langhans et al. (2005) exploited
this magnetic geometry (which is more pronounced for spots that are further off disc centre)
in order to compute the radial variation of field inclinations in the bright and dark filaments,
and their results are summarized in Figure 5.7.

Their analysis clearly shows that the relative field strength is well correlated with varia-
tions in intensity, and that fields in bright filaments are stronger than those in dark filaments.
Nevertheless, the measured field inclinations differ depending on whether line-of-sight field
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Fig. 5.7. Variation of the inclination and strength of magnetic fields in bright and dark fil-
aments across the penumbra. Top panel: field inclinations; middle panel: relative strengths
of the magnetic field; bottom panel: vectors showing average strengths and inclinations in
strong (grey) and weak (black) field components of the penumbra. The abscissa runs from
just inside (0.4R) to just outside (1.05R) the penumbra, and the dashed lines indicate its inner
and outer boundaries. In the upper panels, filled symbols refer to dark (or weaker field) com-
ponents, hollow symbols refer to bright (or stronger field) components; diamonds and circles
indicate components distinguished by magnetic and intensity measurements, respectively; +
symbols denote azimuthal averages. (From Langhans et al. 2005.)
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strength or relative intensity is used as a criterion. Taking the former as more reliable, we
see that the tilt in the less inclined component increases monotonically from around 40◦ in
the inner penumbra to about 60◦ at the edge of the spot. The more inclined component has
a slightly greater inclination near the umbra but its inclination increases rapidly to reach
90◦ at 0.8R and goes on to around 100◦ for r > 0.9R. Thus the field in this component
is almost horizontal in the outer 20% by radius of the penumbra, and field lines actually
reverse their direction and plunge below the surface in the outermost 10%. This configura-
tion agrees with that found by Bellot Rubio, Balthasar and Collados (2004; see also Bellot
Rubio et al. 2003; Mathew et al. 2003), in a spectropolarimetric investigation. Despite being
unable to resolve the fine structure of the field, they were able to invert the Stokes profiles
of three infrared Fe I lines and to demonstrate the presence of two field components with
different inclinations. In a related treatment, Borrero et al. (2006) found that the steeply
inclined field component has a limited vertical extent, reaching no higher than an optical
depth τ500 ≈ 3 × 10−2, a few hundred km above the photosphere.4 Hinode measurements
of the vector field (Jurc̆ák et al. 2007) indicate that the more steeply inclined field com-
ponent only appears as the optical depth τ500 approaches unity; they also suggest that the
field strength above the bright filaments decreases at this level. The vertical extent of this
field component remains undetermined. These results confirm earlier, less well resolved
measurements, which revealed patches in the outer penumbra where the vertical compo-
nent of the field reversed (Stanchfield, Thomas and Lites 1997; Westendorp Plaza et al.
1997).

It is possible therefore to distinguish between three different components that make up the
penumbral magnetic field. First, the field lines that are less steeply inclined, and typically
associated with bright filaments, rise up to form loops that extend for great distances across
the solar surface, connecting either to other sunspots or to distant footpoints. These loops
appear both in X-ray images of the corona (Sams, Golub and Weiss 1992) and, more strik-
ingly, in the extreme ultraviolet, as shown in Figure 5.8 (Winebarger, DeLuca and Golub
2001; Winebarger et al. 2002). Then there are steeply inclined field lines that emerge from
darker regions of the penumbra and rise to form a shallow canopy, elevated above the pho-
tosphere, which extends well beyond the visible boundary of the spot (e.g. Giovanelli and
Jones 1982; Solanki, Rüedi and Livingston 1992; Solanki, Montavon and Livingston 1994;
Solanki 2002, 2003; Rezaei et al. 2006). This magnetic canopy has a diameter that may be
more than twice that of the spot itself, while its base rises gradually upwards to a height of
around 300 km above the τ500 = 1 level in the photosphere (Solanki 2002). Finally, there is
the third component, with strongly inclined field lines that emerge in the outer penumbra and
then bend over to return below the solar surface, either within the penumbra or just outside
it. It seems clear that there is little scope for interchanges between the first component and
the other two, and so they must remain essentially distinct. Nevertheless, since the magnetic
structure cannot be entirely current-free, and is also dynamic and constantly evolving, some
localized magnetic reconnection is inevitable. Evidence for this comes from Hinode obser-
vations of fine-scale jets in Ca II H emission, aligned with the less inclined magnetic field
component (Katsukawa et al. 2007a).

4 They also identify a lower boundary at τ500 ≈ 1, in accordance with the ‘uncombed’ model of Solanki and
Montavon (1993).
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Fig. 5.8. Coronal loops connecting a sunspot pair. The lower image, in white light, shows
the two spots, while the upper image, obtained in the extreme ultraviolet by the TRACE
spacecraft, reveals fine loops, following magnetic field lines in the corona, that link the two
spots or extend to distant footpoints on the solar surface. (Courtesy of Lockheed-Martin
Solar and Astrophysics Research Laboratory.)

5.2.2 Velocity structure
Although the radial outflow in the outer penumbra was discovered by Evershed

(1909a) almost a century ago, its detailed velocity structure was not established until obser-
vations could be made with much higher resolution. Recent observations have confirmed
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that the Evershed flow is associated with dark filaments, and therefore with more inclined
magnetic fields. Correlations between upflows and bright features, and downflows and dark
features, first pointed out by Beckers and Schröter (1969), have also been firmly established
(Schmidt and Schlichenmaier 2000; Bellot Rubio, Schlichenmaier and Tritschler 2006).
Spectropolarimetric inversions indicate that the velocity is everywhere parallel to the mag-
netic field (Bellot Rubio et al. 2003; Bellot Rubio, Balthasar and Collados 2004), as expected
for a highly conducting plasma, and that the Evershed flow is carried along nearly horizontal
fields (Borrero et al. 2004, 2005; Bello González et al. 2005), with a velocity that increases
with increasing optical depth (Bellot Rubio, Schlichenmaier and Tritschler 2006). (We will
discuss the high-resolution observations of the Evershed flow in more detail in Section 5.4.)

The relationship between the velocity u, the magnetic field B and filamentary structure has
been clearly demonstrated by Langhans et al. (2005), using measurements with a resolution
of 0.2′′ on the SST. They show that u is roughly parallel to B in both bright and dark fila-
ments, with the velocity always directed outwards in the penumbra and hence with a much
stronger upward component in bright filaments, although the greatest speeds are attained
in the most nearly horizontal fields. The strong outflow masks any indications of local
convective motion. The strongest upflows are associated with small bright grains (around
0.2′′ in size) in the inner penumbra, and preferentially at the umbra–penumbra boundary
(Rimmele 2004; Rimmele and Marino 2006; see also Ichimoto et al. 2007a). These upflows
(with speeds of up to 0.5 km s−1) move inward and are closely associated with outflows
along dark filaments, where the fields are more inclined. In the outer penumbra the Evershed
flow is predominantly, though not exclusively, associated with dark filaments (Rouppe van
der Voort 2003), while the downflows necessarily coincide with downward-pointing fields.

5.2.3 Hyperfine structure and dark cores
Dark cores within bright filaments were originally identified in continuum and G-

band images (Scharmer et al. 2002; Rouppe van der Voort et al. 2004; Sütterlin, Bellot Rubio
and Schlichenmaier 2004) but they are even more obvious in magnetograms (Langhans et al.
2005, 2007; Bellot Rubio, Langhans and Schlichenmaier 2005; Bellot Rubio et al. 2007).
Ground-based measurements have shown that the line-of-sight magnetic field is weaker in
the dark cores than in the parallel bright features that enclose them, and also more steeply
inclined to the vertical (Langhans et al. 2005; Bellot Rubio, Langhans and Schlichenmaier
2005). Langhans et al. (2007) estimate that the actual field strength |B| drops by 30–40% in
the dark cores, while the difference in inclination rises rapidly, from zero at the inner end
of the filament to about 10◦, within 1′′. Correspondingly, the tilt of the field in a dark core
increases from 40◦ to 60◦ within a few arcseconds. Spectropolarimetric measurements from
the Hinode satellite have made it possible to determine the profiles of the four Stokes param-
eters across two Fe I lines in dark cores, and hence to calculate the vector field B (Bellot
Rubio et al. 2007). Dark cores within filaments are clearly visible in maps of total polariza-
tion, which yield field strengths only 150–200 G less than those in the lateral brightenings
around them and (rather surprisingly) a difference of only 4◦ in inclination.

Doppler shifts indicate larger line-of-sight velocities in dark cores, corresponding to
upflows with a stronger horizontal component than that in the neighbouring bright features
(Bellot Rubio, Langhans and Schlichenmaier 2005; Langhans et al. 2007). Rimmele and
Marino (2006) studied the flow patterns in dark cores and found an abrupt transition from
upflows in bright features at the edge of the umbra to outflows that are more horizontal.
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Since this relationship is so similar to that between upflows and dark filaments, it raises a
fundamental question: could the Evershed flow emanate entirely from dark cores? This will
be answered by future observations at yet higher resolution; for the moment, it seems that
the flows in dark cores are distinct from those in dark filaments, and that it is the latter that
are linked to Evershed flows in the outer penumbra of a sunspot.

5.3 Convection in the penumbra
Having discussed the observations, we now turn to theoretical models of the pro-

cesses that result in the complicated structure of the penumbra. It is already clear that
the various features that we have described are intimately connected to different patterns
of convection. In his study of linearized Boussinesq magnetoconvection, Chandrasekhar
(1952, 1961) pointed out that in an inclined magnetic field convection first sets in as rolls
oriented parallel to the horizontal component of the field; in an infinite layer with a horizon-
tal field such rolls would be unimpeded by magnetic forces. Danielson (1961b) interpreted
penumbral filaments as convection rolls in a strongly inclined magnetic field – and it
now seems intuitively obvious that the penumbra’s filamentary structure results from the
interactions between its inclined meridional field and convection.

In any model of an isolated flux tube embedded in a strongly stratified layer, the mag-
netic field fans out with height. As the enclosed flux increases, so does the inclination of
the field lines at the edge of the flux tube. If we consider a simplified model of a pore that
gradually accrues more magnetic flux, the field at its boundary with the external photo-
sphere will become increasingly tilted, until the total flux reaches a critical value (Simon
and Weiss 1970). Prior to that, we expect to see a tesselated pattern of convection in the
pore; once the critical tilt is exceeded, a filamentary penumbra will appear. This transition
is nicely illustrated in Figure 5.9, which shows results obtained for a highly idealized two-
dimensional model system, governed by an extended Swift–Hohenberg equation and relying

Fig. 5.9. Schematic illustration of the transition from a pore, with an isolated umbra
containing a tesselated pattern of convection, to a sunspot, with an umbra and a filamen-
tary penumbra, as the total magnetic flux is increased. Patterns generated by an extended
Swift–Hohenberg equation, including terms modelling the tilt of the field. Only hexagonal
patterns are stable within the inner circle, and only rolls are stable outside the outer circle.
Dislocations appear because the rolls have fixed widths. (Courtesy of S. D. Thompson.)
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solely on symmetry constraints (Thompson 2006b). In this nonlinear model system, a hexag-
onal pattern is favoured when the imposed ‘field’ is vertical or only slightly inclined, but rolls
take over at steeper inclinations; analogous effects appear in a numerical experiment on con-
vection in an arched field configuration. A more realistic simulation of magnetoconvection
with an arched field, in Cartesian geometry, shows a rudimentary penumbra, with hints of
dark-cored structures (Heinemann et al. 2007).

Here we start by describing what is known about the behaviour of convection in both
weak and strong inclined magnetic fields. Then we attempt to apply these results to con-
vection in the penumbra itself. It is helpful to distinguish behaviour in the inner penumbra,
whose structure is dominated by bright filaments, from that in the outer penumbra, where
the dark component is more prevalent, and we shall consider these two regions separately.
For convenience we choose as the boundary between them the line separating inward and
outward moving grains in bright filaments; this line, at about 0.75R, or 60% of the radial
distance from the inner to the outer edge of the penumbra (see Section 5.1.1) divides the
penumbra into two roughly equal areas. We first try to explain the patterns of convection in
bright and dark filaments in the inner penumbra and then go on to discuss dark cores. Next,
we consider convection in the outer penumbra, where the spiny magnetic structure is most
apparent. Finally, we comment on an alternative model that uses the motions of individual
flux tubes to represent convective processes. It is clear that the available theoretical mod-
els can only be regarded as tentative and preliminary descriptions of the actual penumbral
structure.

5.3.1 Travelling patterns in inclined magnetic fields
In the presence of an imposed vertical magnetic field, all horizontal directions are

equivalent, but once the field is tilted this degeneracy is removed. If the field is vertical and
convection is steady at onset, then hexagonal cells are preferred, both in the Boussinesq
regime (Clune and Knobloch 1994) and for a compressible layer (Rucklidge et al. 2000).
This pattern survives even for a tilted field if the up–down symmetry of a Boussinesq layer
is maintained. Once that symmetry is broken, as it is in a stratified fluid layer, then station-
ary solutions cease to exist for inclined fields (Matthews et al. 1992). It is easy to see, for
instance, that, while rolls with vertical boundaries need not travel, rolls with tilted boundaries
are bound to do so. It is convenient to consider an imposed field B0 that lies in the xz-plane,
referred to Cartesian co-ordinates, and is tilted at an angle φ to the upward vertical, so that
B0 = B0(sin φ, 0, cos φ). We note that for φ sufficiently small the critical Rayleigh number
Rac for the onset of convection in parallel rolls (with axes in the x-direction) cannot depend
on the sign of φ, so that Rac = Ra0 + O(φ2); for transverse rolls, on the other hand, either
left-travelling or right-travelling rolls (as viewed along the y-axis) will be preferred and
hence Rac = Ra0 + O(φ). It follows therefore that one or other family of transverse rolls
will set in first, and a similar argument holds for growth rates when Ra > Rac (Matthews
et al. 1992; Thompson 2005). Linearized theory confirms the prediction of this simple argu-
ment, which is based on symmetry alone. Transverse rolls are indeed preferred at onset for
small values of φ but as φ is increased there is a transition first to oblique rolls (which grow
progressively more oblique) and then another jump to parallel rolls as φ approaches 90◦.

Whether left-going or right-going rolls are preferred is a delicate matter that depends on
the details of the configuration studied. Two-dimensional numerical studies of nonlinear
transverse waves in a stratified compressible layer (Hurlburt, Matthews and Proctor 1996)



9780521860031c05 CUP/THW August 14, 2008 11:28 Page-91

5.3 Convection in the penumbra 91

revealed tilted cells, with clockwise motion predominating over anticlockwise, so that the
mean surface velocity was in the direction of tilt; the direction and speed of travel of the
waves were, however, sensitive to the parameters of the problem – the degree of nonlinearity,
the field strength, the angle of tilt and the choice of boundary conditions – making it hard
to draw any general conclusions. Hurlburt, Matthews and Rucklidge (2000) extended these
results to three dimensions, for a relatively shallow atmosphere which allowed stationary,
spatially modulated oscillations when the field was vertical. For a mildly tilted field (22◦)
they found a hexagonal pattern of leftward-travelling oscillations, but there was a gradual
transition to roll-like solutions as the tilt was increased. For φ = 45◦ there were larger
plumes in parallel rows, elongated in the direction of tilt, and for φ = 67◦ there was an
almost roll-like, modulated, leftward-travelling wave (see Fig. 6 of Thomas and Weiss 2004).
These model solutions provide a hint of what might be expected in the penumbra of a sunspot.

Julien, Knobloch and Tobias (1999, 2000, 2003) have developed an asymptotic treatment
of high Ra magnetoconvection in a very strong magnetic field, which relies on assuming
very small horizontal scales for the motion. Within this framework, they consider both trans-
verse and parallel rolls and find, interestingly, that as the tilt increases there is in each case
an abrupt transition to an extremely inefficient ‘horizontal’ mode of convection, which they
associate with the formation of a penumbra. It is not clear, however, that such a transition
exists when wider horizontal scales are admitted.

5.3.2 Convection in the inner penumbra
At the inner edge of the penumbra, the inclinations of the magnetic fields in bright

and dark filaments are not significantly different, though the difference increases to 15–30◦
at the boundary with the outer penumbra. The overall convective pattern seems to be one
of parallel rolls, with hot gas rising in the bright filaments and cooler gas sinking within
the darker gaps between them. The proper motions detected by local correlation tracking
(Márquez, Sánchez Almeida and Bonet 2006) provide evidence of transverse outflows from
bright filaments, which converge in the adjacent dark lanes, as expected for such rolls. The
inward-moving bright grains are presumably travelling waves that penetrate into the umbra,
where their contrast is highest and where there is a strong upward velocity (Rimmele and
Marino 2006). These grains, in turn, are apparently modulated by a pattern of transverse
waves that passes radially inward across them.

Thus the observed patterns in the inner penumbra can be explained as a combination of
three different scales of motion. The tilted field forces a roll-like structure, with regular
overturning motion at least in the innermost penumbra. This pattern is then modulated by
the appearance of bright grains which move radially inward and eventually enter the umbra;
their behaviour is consistent with that of the time-dependent umbral dots, except that they
are now constrained to migrate radially inwards. Morover, the grains exhibit a fine-scale seg-
mented structure, apparently caused by transverse waves that travel inwards at a faster rate.
Within bright filaments the plasma velocity itself is predominantly upwards and outwards
along the field lines, although these may themselves be laterally displaced by interchanges
with adjacent darker lanes. It is difficult to conceive that interchanges between bright and
dark filaments can persist when the magnetic field inclinations differ significantly between
them. It seems more likely that bright filaments are enclosed by darker lanes with sink-
ing plasma and that, while the bright and dark filaments merge in the innermost penumbra,
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further outward they separate progressively as their field inclinations come to differ signif-
icantly. Before the boundary with the outer penumbra, the two families of field lines are
distinct, and their convective structures have to be considered separately.

5.3.3 Buoyancy braking and the origin of dark cores
The dark cores within bright filaments have been convincingly explained by Spruit

and Scharmer (2006) as absorption features caused by a density excess above the rising two-
dimensional plume. There is a close analogy with the dark streaks found by Schüssler and
Vögler (2006) in their simulations of umbral convection (see Section 4.2.2). As they point
out, in any convecting system there has to be a pressure excess around the stagnation point
(or line) where a rising plume is brought to a halt; this leads to a density excess that results
in buoyancy braking of the rising gas (e.g. Spruit, Nordlund and Title 1990) and also acts as
an absorption feature. Hence the dark cores can be regarded as slender absorption features
perched on top of the upwelling plasma in a bright filament. (Similar features appear in light
bridges for the same reason – see Section 4.3.) In an umbral dot, the enhanced pressure
drives an outward flow in both directions along the dark streak (Schüssler and Vögler 2006),
but the tilted fields in the penumbra inevitably force a radial outflow in dark cores (where the
field is only slightly more inclined than in the rest of the bright filament). Thus dark cores
can be seen as an inevitable consequence of roll-like convection. The flow along them is
driven by a persistent pressure excess, as in the flux tube models of Schlichenmaier (2002).
As in all manifestations of magnetoconvection, a rising and expanding plume sweeps the
magnetic field aside and the field strength immediately above it is reduced. Given the narrow
width of the bright filaments, such a local reduction will fall off very rapidly with height.
In summary, therefore, we may regard the dark cores as a remarkable – but very natural –
feature of penumbral convection.5

5.3.4 Dark filaments and convection in the outer penumbra
It is apparent that convective transport is more efficient in the bright filaments,

which allow some form of oscillation in bright grains, than it is in the dark filaments, where
the field is more inclined. This difference becomes most acute in the outermost part of the
penumbra (r > 0.8R, about 35% of the total area of the spot) where the magnetic field is
almost horizontal over a large fraction of the area. Theoretical models indicate that in such
a field convection should take the form of horizontal rolls whose axes lie in vertical planes
containing the magnetic field, as originally suggested by Danielson (1961b). These rolls
are presumably confined to long, narrow slots of limited vertical extent. Within these slots
there must be some form of time-dependent interchange convection that transfers heat both
upward, across the average field, and inward, from the surrounding field-free plasma toward
the umbra (Schmidt 1991).

Bright grains in the outer penumbra resemble those in the inner penumbra, except that
they move outwards rather than inwards, and at greater average speeds (Sobotka, Brandt
and Simon 1999; Sobotka and Sütterlin 2001). We may presume that they too represent a
travelling wave pattern and that the transition from inward to outward proper motion results

5 In particular, there is no need to invoke field-free ‘gaps’ (Spruit and Scharmer 2006; Scharmer and Spruit 2006)
beneath the inner penumbra in order to explain their presence. It should be noted also that the three-dimensional
magnetic configuration in Fig. 4 of Spruit and Scharmer (2006), where the inclination of the field in meridional
planes is greater above bright filaments than above dark filaments, directly contradicts the observations.
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from the increase in the angle of inclination of the magnetic field in bright filaments, as
in some theoretical models. The darker regions have a somewhat mottled appearance; the
Evershed outflow appears in both bright and dark patches and may even link one with the
other at different radii (Schlichenmaier, Bellot Rubio and Tritschler 2005). There are also
prevalent ‘dark clouds’ that move outwards into the surrounding granulation; they appear
also in the Doppler signal and may extend over several filaments. All this suggests that there
is an irregular, confused pattern of overturning convection in the almost horizontal fields of
the outer penumbra.

The downward extent of these highly inclined fields in the outer penumbra cannot be
directly observed, though the field geometry itself implies a depth of not less than several
hundred kilometres (cf. Borrero et al. 2006). Moreover, since these fields lie in regions
that are relatively dark, they must extend sufficiently deep for convective energy transport
to be seriously inhibited: that in turn indicates a depth of at least 1000 km. Some rough
estimates suggest depths of up to 5 Mm (Weiss et al. 2004; Brummell et al. 2008). If so, then
a significant fraction of the spot’s magnetic flux extends outward below the photosphere and
into the surrounding moat region.

A further issue is the extent to which convection in these darker regions is related to that
in the external field-free plasma. It is clear from observations (see, for example, Fig. 5.1) that
the penumbra has a very ragged outer boundary and that shallow dark features overlie bright
granules and eventually disappear into the cracks between them. Conversely, it seems highly
probable that external convection will enter into the outward-flaring flux tube below the outer
part of the visible penumbra, providing an inward flux of thermal energy, as envisaged by
Jahn and Schmidt (1994). While it is not clear how far such field-free tongues can penetrate,
it seems unlikely that they will extend farther than the outermost 10–20% of the spot radius,
and extremely unlikely that they will reach the inner penumbra. In any case, they must be
overlain by a horizontal field that is thick enough to impede heat transport upwards.

5.3.5 Thin flux tubes in the penumbra
An alternative approach to modelling penumbral convection is to consider

the motion of thin flux tubes within an unstably stratified background atmosphere
(Schlichenmaier, Jahn and Schmidt 1998a,b; Schlichenmaier 2002). It is envisaged that an
individual thin flux tube within a sunspot is initially located at the outer edge of the spot
configuration, in thermal contact with the external field-free plasma, and then gradually
migrates inwards, thereby transporting energy from outside into the penumbra. Although
this is a helpful representation of the convection process, it must be borne in mind that indi-
vidual flux tubes will not be able to maintain their identities in a turbulent background flow.
An interesting feature of this approach is the resulting behaviour of the free upper end of
the flux tube. Initially it rises above the photosphere, but subsequently it falls down towards
the surface, squirting an outward flow along its length.6 We shall return to this outflow in
the next section.

5.4 The Evershed flow
The horizontal Evershed outflow at photospheric heights in the penumbra is an

inherent feature of sunspots. The existence of this flow is inferred from the Evershed effect,

6 As previously suggested by Wentzel (1992).
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which consists of a wavelength shift and an asymmetry of spectral lines formed in penumbra.
The effect is seen in essentially all fully developed sunspots and appears immediately after
the penumbra first forms. Beginning with Evershed’s (1909a) first report, the cause of the
Evershed effect has been generally assumed to be a radial, nearly horizontal outflow across
the penumbra. (Alternative interpretations invoking small-scale, unresolved wave motions
have been proposed but are now considered untenable; see Thomas 1994 for a discussion.)

The normal Evershed effect, in weak lines formed at photospheric heights, is consistent
with a radial outflow of gas, while the reverse Evershed effect, seen in strong lines formed at
chromospheric heights, is consistent with a radial inflow. Early observations at moderate spa-
tial resolution show a rather smooth radial flow field with flow speed decreasing with height
(i.e. with increasing line strength) and reversing direction in the low chromosphere (St. John
1913; Kinman 1952). This reverse flow follows field lines that emanate from the umbra.

At a fixed height in the penumbral photosphere, the speed of the normal Evershed flow
increases outward across the penumbra, reaching a maximum in the outer penumbra before
disappearing rather abruptly at or near the outer penumbral boundary (e.g. Brekke and
Maltby 1963; Maltby 1964; Beckers 1969a; Wiehr et al. 1986; Wiehr and Degenhardt 1992;
Wiehr 1996), although there is evidence that a small fraction of the flow continues out-
ward along the elevated magnetic canopy (Solanki, Montavon and Livingston 1994; Rezaei
et al. 2006). At moderate resolution, a typical peak outflow speed in the photosphere is
1–2 km s−1.

5.4.1 Fine-scale organization of the Evershed flow
High-resolution observations have revealed that the Evershed flow is structured on

fine scales and is episodic. Beckers (1968) and Beckers and Schröter (1969) first established
that the flow is mostly concentrated in the dark penumbral filaments, and subsequent obser-
vations have generally confirmed this (e.g. Title et al. 1993; Rimmele 1995a; Stanchfield,
Thomas and Lites 1997), although the most recent observations show that the flow often
originates within a bright feature in the inner penumbra but continues along a dark feature
the rest of the way outward (Rimmele 2004; Rimmele and Marino 2006; Ichimoto et al.
2007b). There is a strong spatial correlation between the Evershed flow and the most hori-
zontal magnetic fields in the penumbra. Stokes polarimetry reveals that the flow is confined
to thin, loop-like channels elevated above the surface (Rimmele 1995a,b), and that many
of these flow channels (and their associated magnetic fields) actually arch back downward
and dive below the surface somewhere in the outermost penumbra or just outside the spot
(Börner and Kneer 1992; Rimmele 1995b; Stanchfield, Thomas and Lites 1997; Westendorp
Plaza et al. 1997; Schlichenmaier and Schmidt 1999, 2000; del Toro Iniesta, Bellot Rubio
and Collados 2001; Bellot Rubio et al. 2003). Detailed inversions of Stokes profiles (Bellot
Rubio et al. 2003; Bellot Rubio, Balthasar and Collados 2004) show the flow and magnetic
field to be very well aligned everywhere across the penumbra, as one would of course expect
on the basis of magnetohydrodynamic theory.

The Evershed flows along individual flux tubes are time dependent (Shine et al. 1994;
Rimmele 1994; Rouppe van der Voort 2003): the flow waxes and wanes along these channels
with a time scale of 10 to 20 minutes. The flow often apparently repeats along the same chan-
nel, and the episodes of flow in different channels seem to be uncorrelated (Rimmele 1994);
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outward-moving coherent ‘clouds’ of Evershed flow, extending over several penumbral fila-
ments, do occur (Shine et al. 1994; Cabrera Solana et al. 2007), but these may be associated
with a large-scale wave motion superimposed on the flow.

5.4.2 Theoretical models of the Evershed flow
The observations discussed above generally support the idea that the Evershed

flow consists of many individual flows along arched magnetic flux tubes in the penumbra.7

These individual flows must be driven by pressure gradients along the flux tubes. Meyer
and Schmidt (1968) first proposed that the Evershed flow (both normal and reverse) consists
of ‘siphon flows’ along individual arched magnetic flux tubes, driven by a pressure differ-
ence between the two footpoints of each tube. For footpoints on the same gravitational equi-
potential surface, the total pressure (gas plus magnetic) will be the same, but the gas pressure
will be lower at a footpoint where the magnetic pressure is higher. Thus, they suggested that
for an arched flux tube with a footpoint in the umbra, where the magnetic field strength is
high, the flow is likely to be inward, whereas for an arched tube originating in the penumbra,
where the field strength is much lower, the flow is likely to be outward, thus explaining the
normal and reverse Evershed flow. This picture was clarified by the later discovery that most
of the photospheric magnetic flux outside of sunspots is concentrated into small, intense
elements with field strengths of 1200 to 1500 G, intermediate between the typical values for
an umbra and a penumbra; hence, if the outer footpoints of the arched flux tubes are such
elements, the normal and reversed flows follow naturally (Spruit 1981c).

The model of Meyer and Schmidt (1968) was based on the limit of small plasma beta, in
which an individual magnetic flux tube (embedded in the space-filling field) is effectively
rigid, with its geometry unaffected by a flow within it. This approximation is valid in the
chromosphere and corona but not in the photosphere and below, where the magnetic pres-
sure is comparable to the gas pressure and the siphon flow will affect the equilibrium path
of the tube and its cross-sectional area (Thomas 1984b). The siphon-flow model has been
reformulated to include these ‘flexible tube’ effects (Thomas 1988; Montesinos and Thomas
1989, 1993, 1997; Degenhardt 1989, 1991; Thomas and Montesinos 1990, 1991, 1993).
In this case, the critical speed for the flow is not the sound speed cs but rather the ‘tube
speed’ ct = [c2

s v
2
A/(c2

s + v2
A)]1/2, where vA is the Alfvén speed. (Note that ct is always less

than both the sound speed and the Alfvén speed.) Figure 5.10 shows two examples of com-
puted steady siphon flows for penumbral flux tubes (Montesinos and Thomas 1997). One
flow is subcritical everywhere. The other flow passes through the critical speed near the top
of the arch and continues to accelerate downstream (up to a speed of about 8 km s−1) until it
is slowed suddenly to subcritical speed at a standing ‘tube shock’ in the downstream leg of
the arch. This supercritical flow corresponds well with the supersonic Evershed downflows
that are regularly observed in the outer penumbra (e.g. del Toro Iniesta, Bellot Rubio and
Collados 2001). So far, all of the siphon-flow models have assumed a steady state and hence
do not explain the episodic nature of the Evershed flow, but in principle time-dependent
siphon flows could also be computed.

A variant of the siphon-flow model, also based on the thin-flux-tube approximation, is the
‘moving-tube’ model of Schlichenmaier, Jahn and Schmidt (1998a,b). In this model, the flux

7 On the other hand, the detailed structure of the Evershed flow is not consistent with a simple convectively driven
outward flow (Galloway 1975; Busse 1987).
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Fig. 5.10. Examples of steady Evershed siphon flows along penumbral flux tubes. The bot-
tom two panels show the flow velocity and the equilibrium path of the flux tube for a purely
subcritical flow (solid line) and for a critical flow with supercritical flow (dashed line) and a
standing tube shock (vertical dotted line) in the descending part of the arch. The upper panel
shows the temperature within the flux tube for the critical flow and the temperature of the
external atmosphere (dot-dash line). (From Montesinos and Thomas 1997.)

tube lies initially along the outer edge of the sunspot’s overall magnetic field and extends
radially outward along the magnetic canopy, where at some point the tube is truncated and
an open boundary condition is applied. The flux tube is heated in its lower parts where it
is in contact with the hotter surroundings: this creates pressure and buoyancy forces that
drive an outward flow along the tube and cause the footpoint of the tube (where it crosses
the visible surface) to move inward (see Fig. 5.11). The flow may be associated with the
Evershed flow, and the inward-moving footpoint may be associated with a bright penumbral
grain. This model has the advantage of being time-dependent and hence capable, in prin-
ciple, of explaining the episodic nature of the Evershed flow. On the other hand, it has the
distinct disadvantage of not having an arched form with a downstream footpoint where the
flow dives back below the surface, as observed for much of the Evershed flow.8 All of the

8 High-speed, super-Alfvénic flows in the moving-tube model produce a serpentine configuration of the flux tube
(Schlichenmaier 2002) which does dive back below the surface, but this configuration has been shown to be
gravitationally unstable and hence will not occur (Thomas 2005).
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Fig. 5.11. Snapshot of the evolution of a penumbral flux tube in the moving-tube model for
the Evershed flow, showing temperature according to a grey-scale and flow velocity as scaled
arrows. (From Schlichenmaier, Jahn and Schmidt 1998b.)

Evershed flow in this model continues radially outward along the magnetic canopy outside
the sunspot, whereas observations tell us that only a small fraction of the flow does so. Also,
the outward flow can attain unrealistically high speeds because the open outer boundary
condition provides no impediment (adverse pressure gradient) to the flow.

One can imagine an improved thin-flux-tube model of the Evershed flow that combines the
best features of the siphon-flow model (arched, returning flux tube; supersonic downflows
decelerated at a tube shock) and the moving-tube model (time dependence and moving foot-
points; heating of the flux tube at its base) into a very satisfactory model for the Evershed
flow. In such a model, the pressure gradient that drives the flow could arise through a com-
bination of heating (increasing the gas pressure) at the upstream footpoint and magnetic flux
concentration (reducing the gas pressure) at the downstream footpoint.

5.5 Moving magnetic features in the moat
Intimately connected with the penumbra and the sunspot moat are the so-called

moving magnetic features (MMFs), small magnetic elements that move radially outward
across the moat at speeds ranging from a few tenths to 3 km s−1. These features were first
detected by Sheeley (1969) as moving bright points in CN spectroheliograms. The bright
points travel outward from the spot until they either disappear or reach the surrounding pho-
tospheric network and merge with it. Vrabec (1971, 1974) confirmed the magnetic nature of
these features in sequences of Zeeman spectroheliograms and found what is, from a theo-
retical point of view, their most remarkable property: they come in both magnetic polarities
around a single sunspot, with only a slight preference for the polarity of the spot. More
extensive observations of these features were made by Harvey and Harvey (1973), who
named them MMFs. The MMFs tend to spread and weaken as they move outward across
the moat, and strong downdrafts have been observed in some MMFs (e.g. Nye, Thomas and
Cram 1984). Individual MMFs move radially outward at nearly constant speed, but nearby
MMFs may have quite different speeds (Brickhouse and LaBonte 1988).

Shine and Title (2001) have provided a useful classification of the MMFs into three types,
according to the arrangement of their magnetic polarity. Type I MMFs are bipolar pairs of
magnetic elements that move outward together at speeds of 0.5 to 1 km s−1. Type II MMFs
are single magnetic elements of the same polarity as the sunspot that move outward at speeds
of 0.5 to 1 km s−1. The latter features have generally been interpreted as flux tubes that have
separated from the sunspot flux bundle and are being carried away by the moat flow: as such,
they provide the primary mechanism for the decay of a sunspot. Type III MMFs are also
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single magnetic elements, but with polarity opposite to that of the sunspot. These features
move outward more rapidly than the Type I or II MMFs, at speeds of 2 to 3 km s−1.

The Type I bipolar pairs usually first appear just outside the penumbra and then move
along a radial line extending outward from a dark penumbral filament. Often several bipolar
pairs are seen to form and move outward sequentially along the same radial path. In the usual
polarity arrangement, the element of the pair nearest the penumbra has the same magnetic
polarity as the sunspot itself (Harvey and Harvey 1973). Sometimes pairs of magnetic ele-
ments with the opposite polarity arrangement are seen (Yurchyshyn, Wang and Goode 2001;
Zhang, Solanki and Wang 2003), but some of these may be associated with newly emerging
magnetic flux and hence not connected to the sunspot, as Type I MMFs are (V. Martı́nez
Pillet, private communication). In general, it is difficult to assign MMFs to bipolar pairs in
an unambiguous way because of the presence of many features and the possibility that fea-
tures near the spot may be masked by the flux within the spot. Kubo, Shimizu and Tsuneta
(2007) find that an MMF with polarity opposite that of the spot is often masked by ambient
magnetic fields in the moat, and that one member of a pair (with polarity the same as the
spot’s) is often hidden within the outer penumbra itself. The bipolar MMFs are generally
not visible at chromospheric levels, suggesting that they correspond to a magnetic loop less
than 1500 km high (Nye, Thomas and Cram 1984; Penn and Kuhn 1995).

The bipolar Type I MMFs are associated with radial extensions of the more horizon-
tal components of the penumbral magnetic field outward across the moat (Sainz Dalda
and Martı́nez Pillet 2005; Kubo et al. 2007). The MMFs originate just inside the penum-
bra, cross the penumbral boundary, and move outward across the moat along the path of
these filamentary extensions of the penumbral field. There is some evidence that the start-
ing points of bipolar MMFs correspond to Evershed flow channels (Zirin and Wang 1991;
Lee 1992), and that the launching of a bipolar MMF into the moat is associated with the
arrival of a ‘cloud’ of more intense Evershed flow at the outer edge of the penumbra (Cabrera
Solana et al. 2006). The Type II MMFs, single elements with the same polarity as the spot,
originate at the outer edge of the radial spines of more vertical penumbral magnetic field,
where they appear to be eroded away by granular convection at the edge of the penumbra
(Kubo et al. 2007).

Hagenaar and Shine (2005) studied the behaviour of MMFs around eight different
sunspots using sequences of high-resolution magnetograms from the Michelson Doppler
Imager (MDI) on SOHO. They find an average MMF lifetime of 1 hr and average outflow
speeds of 1.5–1.8 km s−1, significantly faster than the moat flow speed of about 1 km s−1.
They also find that the moat flow itself is not purely radial; it also has a structured azimuthal
component with radial lines of convergence and divergence, suggestive of convective rolls.
The MMFs follow preferred paths across the moat which correspond to the radial lines of
convergence of the moat flow.

Several different theoretical models have been proposed to explain the Type I bipolar
MMFs: Figure 5.12 illustrates three of them. Harvey and Harvey (1973) proposed a ‘sea-
serpent’ model in which the bipolar pairs correspond to small loops that form in a submerged
horizontal flux tube, which remains attached to the main sunspot flux bundle near the surface.
In this configuration, the element of the bipole nearest the spot has the same polarity as the
sunspot. Wilson (1973) proposed instead that a flux tube detaches from the spot at some
depth and is swept away by a subsurface flow, but remains attached to the spot above the
surface, producing a submerged horizontal flux tube in the opposite direction to Harvey and
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Fig. 5.12. Proposed models for bipolar MMFs: a flux tube detached near the surface (Harvey
and Harvey 1973); a flux tube detached deeper down (Wilson 1973); and a depression in an
elevated flux tube (Zhang, Solanki and Wang 2003).

Harvey’s sea serpent. In this configuration the element nearest the spot has polarity opposite
that of the spot. In a variant of this model, proposed by Spruit, Title and van Ballegooijen
(1987), a submerged ‘U-loop’ rises to just below the surface where granular convection
brings up smaller stitches of field and then reconnection leads to the formation of small
loops. In this configuration the element nearest the spot has the same polarity as the spot.
In a fourth alternative, Zhang, Solanki and Wang (2003) proposed an inverted sea serpent in
which the bipolar pair corresponds to a depressed loop in an elevated flux tube in the canopy,
the depression being caused by mass loading due to a flow. Here the element nearest the spot
will have polarity opposite that of the spot. (The fact that the bipolar MMFs are not seen in
the chromosphere argues against this picture.)

The sea-serpent models in Figure 5.12 raise an important question: what would keep the
flux tube submerged in spite of its inherent magnetic buoyancy? The answer seems to be
magnetic flux pumping by the compressible, turbulent granular convection (Thomas et al.
2002; Weiss et al. 2004). We discuss this process in detail in the next section.

5.6 Formation and maintenance of the penumbra
To a theoretician, the most puzzling features of the filamentary penumbra are its

interlocking-comb magnetic structure and the presence of flux tubes that arch downwards
and actually plunge below the solar surface in the outer penumbra. One might naively predict
that an equilibrium configuration composed of adjacent magnetic sheets with substantially
different inclinations should be unstable; the field reversals are even more surprising because
one would expect flux tubes to rise and straighten out, owing to the combined effects of
magnetic buoyancy and magnetic tension along the field lines. Apparently some force is
tugging these fields down below the surface of the photosphere, and this process offers a key
to understanding the complex magnetic structure of the penumbra.
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Fig. 5.13. Sketch of the interlocking-comb structure of the magnetic field in the penumbra.
The flux tubes illustrate the orientations of the magnetic field in adjacent flux sheets. In
bright filaments the field is less inclined to the vertical but the fields in darker filaments
are much more steeply inclined. Some flux tubes emerge and hug the surface in a slightly
elevated canopy but others dive below the surface either just inside or just outside the spot.
Small-scale granular convection acts to pump this flux downwards, as indicated by vertical
arrows, while the larger-scale moat flow carries magnetic features outwards. (From Weiss
et al. 2004.)

Only one such process has so far been proposed: we believe that these magnetic fields are
pumped downward by turbulent convection in the photospheric granulation layer that sur-
rounds the sunspot, and stored in a less vigorously convecting layer that lies below (Thomas
et al. 2002; Weiss et al. 2004; Thomas and Weiss 2004). This leads to the overall picture
that is presented schematically in Figure 5.13.

Here we first outline the process of magnetic flux pumping and illustrate it with some
idealized model calculations; then we explain how it may operate so as to maintain the
interlocking sheets of magnetic field in a sunspot. Finally, we go on to consider the role of
flux pumping in the formation of the sunspot penumbra.

5.6.1 Magnetic flux pumping and returning flux tubes
The origins of the concept of magnetic flux pumping trace back to earlier ideas

of turbulent diamagnetism, magnetic flux expulsion, and topological pumping. In a turbu-
lent flow field, magnetic flux tends to be transported from regions of stronger turbulence
to regions of weaker turbulence, so that flux is pumped down a gradient in turbulent
intensity (‘turbulent diamagnetism’; Zeldovich 1956; Zeldovich, Ruzmaikin and Sokoloff
1983). Magnetic flux is expelled from the interiors of convective eddies through the com-
bined actions of advection and diffusion, and concentrated between them, as was shown
in simple kinematic calculations (Parker 1963; Clark 1965, 1966; Weiss 1966; Clark and
Johnson 1967; see Appendix 2). In incompressible convection magnetic flux is transported
preferentially in the direction of the flow within the connected downflow channels that sur-
round the isolated upflow channels, an effect called topological pumping (Drobyshevski and
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Yuferev 1974). However, in highly compressible, turbulent convection the up–down symme-
try of Boussinesq convection is broken and the dominant effect that leads to downward flux
pumping is the asymmetry of the flow pattern, which consists of strong, concentrated down-
drafts and weaker, broad updrafts (e.g. Weiss et al. 2004). This pumping has been shown to
be important in the lower part of the solar convection zone, where it can transport magnetic
flux into the underlying stable layers (Tobias et al. 2001; Dorch and Nordlund 2001) as part
of the solar dynamo process (see Section 11.1.2 below).

Idealized model calculations
The flux pumping process, in its simplest form, is best demonstrated by considering

the effect of a vigorously convecting layer on an initially horizontal magnetic field. The
configuration studied by Weiss et al. (2004) has two stratified layers, one above the other;
the upper layer is strongly unstable, while the lower one is only very weakly unstable. (In
the absence of convection, the polytropic indices m1, m2 of the two layers are related by a
stability parameter S = (m2 −3/2)/(3/2−m1), with S = −0.01.) The initial unidirectional
field, introduced after the convection has reached a statistically steady state, is contained in a
thin slab near the upper boundary, and Figure 5.14 illustrates its subsequent evolution. There
is always a tangled field in the upper layer (see Fig. 3 of Thomas et al. 2002 or Fig. 12 of

Early

S = −0.01

Late

B2

W

Fig. 5.14. Volume renderings of the instantaneous vertical velocity w and the magnetic
energy density B2 (left) near the beginning and (right) near the end of a run with the stiff-
ness parameter S = −0.01. The velocity pattern shows broad upwellings enclosed by narrow
sinking sheets and plumes. Magnetic energy is initially concentrated in the upper layer but
later the surviving flux is concentrated in the lower region. (After Weiss et al. 2004.)
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t = 0 t = 17.4

Fig. 5.15. Space-time diagram showing the redistribution of the horizontally averaged field
for the calculation in Figure 5.14. Light shading indicates strong fields. Much of the flux
escapes upwards but the remainder is pumped down into the lower layer. (From Weiss et al.
2004.)

t = 0.3

t = 4.4

Fig. 5.16. Flux pumping with an arched magnetic field. The initial field lies in the yz-plane.
The grey-scale image in the upper panel shows the x-averaged distribution of |B|2 near the
beginning of the calculation. The lower panel shows |B|2 later in the calculation, when the
more horizontal fields have been pumped downwards, towards the bottom of the strongly
unstable upper portion of the layer. (From Brummell et al. 2008.)
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Thomas and Weiss 2004), but the horizontally averaged field is pumped downwards into the
weakly stratified layer, where the field is more uniform. Since magnetic flux can escape from
the top and bottom of the layer, this is a run-down calculation, as shown in Figure 5.15. At
first, flux is expelled upwards and ejected; later, the remaining flux is pumped downwards
into the weakly unstable layer, and gradually diffuses out.

While Figures 5.14 and 5.15 illustrate how magnetic flux can be held down below a layer
of turbulent granular convection, they do not relate closely to the geometry of a sunspot.
Figure 5.16 shows similar results for a slightly more realistic model, with an arched mag-
netic field that is pumped downwards in spite of both buoyancy and curvature forces. These
various model calculations confirm that the pumping process is indeed robust.

Flux pumping at the solar photosphere
The calculations discussed above provide support for the sunspot model sketched in

Figure 5.13, in which strongly inclined flux tubes near the edge of the penumbra are captured
by turbulent granules and mesogranules and pulled down below the solar photosphere. The
convection becomes less vigorous with increasing depth, and so a balance between pumping
and magnetic buoyancy can be achieved. The latter may be aided by the larger-scale upflow
associated with the radial outflow in the moat cell that surrounds a sunspot. As in the ideal-
ized models, not all the magnetic flux is pumped downwards; some is expelled upwards and
accumulates in the magnetic canopy, which is supported by a layer of convective overshoot
extending for several hundred km above the level where τ500 = 1 (e.g. Rutten, de Wijn and
Sütterlin 2004; Puschmann et al. 2005; Cheung, Schüssler and Moreno-Insertis 2007). The
rest, however, is submerged and may only surface again at the periphery of the moat, which
is often surrounded by plage with magnetic fields of the same sign as that of the spot itself.

Observations of Evershed flows in a δ-sunspot (i.e. one with a pair of umbrae with oppo-
sitely directed fields, and a shared penumbra) offer some additional evidence for downward
pumping. Lites et al. (2002) found an example with radial outflows from each umbra that
converged and plunged downwards below the surface, implying that the field lines to which
they were attached were pulled downwards below the photosphere, instead of running hori-
zontally from one umbra to the other. Further corroboration comes from the behaviour of
moving magnetic features in the moat. If flux tubes emerging from the spot are pumped
down by granular convection, and stored in a subsurface layer subject to the supergranular-
scale moat flow, then Type I MMFs are easily explained as stitches of the submerged field
that are brought up to the surface, either by an upwelling granular plume or through mag-
netic buoyancy. In that case, the inner element will have the same polarity as the spot, as
in the sea-serpent model of Harvey and Harvey (1973). Type II MMFs are straightforward
escapees. Type III MMFs, on the other hand, are submerged but rising upward and there-
fore travelling outwards. Since their flux tubes make an acute angle with the horizontal at
the photosphere, the speed at which they travel is significantly enhanced. These different
configurations are illustrated in Figure 5.17.

5.6.2 Formation of the penumbra
A sunspot forms through the coalescence of pores and smaller magnetic flux tubes

into a single, growing pore (see Section 7.3 below). When the pore has grown to suffi-
cient size (with a diameter of about 3.5 Mm) or, more likely, to sufficient total magnetic
flux (about 1 × 1020 Mx), it forms a penumbra and becomes a fully fledged sunspot. The
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Fig. 5.17. Sketch showing how moving magnetic features of Types I, II and III can be related
to flux pumping by granular convection at the photosphere and to the underlying moat flow.
(From Weiss et al. 2004.)

penumbra often forms in sectors, usually beginning on the side of the umbra away from the
opposite-polarity magnetic flux of the active region, but sometimes, because of the proximity
of another sunspot of like polarity, beginning on the side toward the magnetic neutral line.
The formation of a penumbral sector is a sudden event, generally occurring in less than 20
minutes, and both the interlocking-comb configuration of the magnetic field and the Ever-
shed flow pattern of a mature sunspot are established within this same short time (Leka and
Skumanich 1998; Yang et al. 2003). The formation of the penumbra is not associated with
any abrupt increase in total magnetic flux (Zwaan 1992).

The sudden transition from pore to sunspot strongly suggests that the penumbra forms
as a consequence of the onset of a fluting instability of the magnetic field configuration in
the growing pore. Simple equilibrium models indicate that the inclination of the magnetic
field at the edge of a pore increases as the total magnetic flux increases and suggest that the
configuration becomes unstable when this inclination reaches a critical value, at which point
the pore develops a penumbra and becomes a sunspot (Simon and Weiss 1970; Rucklidge,
Schmidt and Weiss 1995; Hurlburt and Rucklidge 2000). Observations indicate that the criti-
cal inclination angle (to the local vertical) is about 35◦, which interestingly is the same as the
inclination of the mean magnetic field at the umbra–penumbra boundary in a fully formed
sunspot (Martı́nez Pillet 1997). There is apparently some hysteresis associated with the tran-
sition from a pore to a sunspot, because observations show that the largest pores are bigger
than the smallest sunspots (Bray and Loughhead 1964; Rucklidge, Schmidt and Weiss 1995;
Skumanich 1999).

We have suggested the following scenario9 for the formation and maintenance of a sunspot
penumbra (Thomas et al. 2002; Weiss et al. 2004; Thomas and Weiss 2004). The magnetic
flux concentration in a growing pore eventually becomes convectively unstable to filamen-
tary perturbations because of the increasing inclination of the field near the outer edge of
the pore. The nonlinear development of this instability results in a moderate fluting of the

9 Rosner (2000) has given a useful definition of the term ‘scenario’ in this context, as “a verbal description of a
sequence of physical processes; typically, limited aspects of this sequence, as well as limited numbers of physical
processes in this sequence, may be mathematically or computationally approachable calculations, but the entire
sequence is usually completely inaccessible to realistic computations.”
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outer edge of the pore and the formation of a rudimentary penumbra, as observed in proto-
spots (Leka and Skumanich 1998). The transition to a fully developed penumbra then occurs
when the depressed, more nearly horizontal spokes of the mildly fluted magnetic field are
grabbed by the sinking plumes in the surrounding layer of granular convection and dragged
downward by magnetic flux pumping. Some of the magnetic field in the dark filaments is
kept submerged in the moat by granular flux pumping as the sunspot evolves and, later, when
it decays, thus maintaining the penumbra even when the total magnetic flux in the sunspot
becomes somewhat less than that in the pore when the penumbra first formed. In this way,
flux pumping provides the physical mechanism for the subcritical bifurcation proposed by
Rucklidge, Schmidt and Weiss (1995; see also Tildesley and Weiss 2004) as the explanation
for hysteresis in the pore–sunspot transition.

The convective filamentary instability that produces an embryonic penumbra in the
above scenario has been investigated in the context of idealized models, but as yet these
calculations have been inconclusive. What is needed is to set up a nonlinear equilibrium con-
figuration with a magnetic field that is enclosed by moat-like convective motion and spreads
out towards the upper surface, and then to probe its stability to filamentary modes. Tildesley
(2003) considered a two-dimensional Boussinesq model in Cartesian geometry and demon-
strated the presence of unstable three-dimensional modes whose growth rates are enhanced
by the magnetic field. These modes eventually saturate to give a broad spoke-like pattern
(Tildesley and Weiss 2004). The stability of an axisymmetric configuration in a compress-
ible layer, with a central flux rope at its core (Hurlburt and Rucklidge 2000; Botha, Rucklidge
and Hurlburt 2006) has been studied by Botha, Rucklidge and Hurlburt (2007): the
non-axisymmetric instabilities that they find turn out, however, to be driven by external con-
vection rather than by the magnetic field. In the nonlinear domain, they develop into a strik-
ing spoke-like pattern (Hurlburt, Matthews and Rucklidge 2000; Hurlburt and Alexander
2002). In due course, it should become possible to extend these preliminary studies so as to
develop a more realistic pore model and to confirm the onset and nonlinear development of
a non-axisymmetric fluting instability of the magnetic field that is driven by convection.
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6

Oscillations in sunspots

Various kinds of wave motions have been observed in sunspots. These include characteristic
umbral oscillations with periods around 3 minutes, umbral oscillations with periods around 5
minutes (which differ in several respects from the 5-minute p-mode oscillations in the quiet
photosphere), and large-scale propagating waves in the penumbra. These oscillatory phe-
nomena are of considerable interest because they are the most readily observable examples
of magnetohydrodynamic waves under astrophysical conditions. In addition, observations
of oscillations in a sunspot and its nearby surroundings can be used to probe the structure of
a sunspot below the solar surface (‘sunspot seismology’).

Interest in sunspot oscillations began in 1969 with the discovery of periodic umbral
flashes in the Ca II H and K lines by Beckers and Tallant (1969). These flashes were
soon attributed by Havnes (1970) to the compressive effects of magneto-acoustic waves.
In 1972 three other types of sunspot oscillations were discovered: running penumbral waves
in Hα (Giovanelli 1972; Zirin and Stein 1972); 3-minute velocity oscillations in the umbral
photosphere and chromosphere (closely connected to the umbral flashes: Giovanelli 1972;
Bhatnagar and Tanaka 1972); and 5-minute velocity oscillations in the umbral photosphere
(Bhatnagar, Livingston and Harvey 1972). For some time these three types of oscillations
were considered as distinct phenomena, but recent work suggests that they might actually
be different manifestations of the same coherent oscillations of the entire sunspot (Bogdan
2000). Here we shall follow the historical development of the subject by discussing the three
types of oscillations separately before attempting to present a unified picture. Progress in
the subject can be traced through several useful review articles (Moore 1981; Thomas 1981,
1985; Moore and Rabin 1985; Lites 1992; Chitre 1992; Staude 1994, 1999; Bogdan 2000;
Bogdan and Judge 2006).

6.1 Magneto-atmospheric waves
Before discussing observations and theoretical models of oscillatory phenomena in

sunspots, it is helpful to consider briefly the general theoretical framework in which they can
be understood. Oscillations in sunspots are manifestations of magneto-atmospheric waves
(or magneto-acoustic-gravity waves), which occur in a compressible, gravitationally strat-
ified, electrically conducting atmosphere permeated by a magnetic field (Thomas 1983).
These waves are supported by some combination of three different restoring forces: a pres-
sure force due to compression or expansion, a buoyancy force due to stratification under

106
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gravity, and a Lorentz force due to distortion of the magnetic field. The relative contribu-
tions of these restoring forces are different for different wave modes and vary with position
for a given wave mode. These waves can be considered as magneto-acoustic waves modified
by stratification and buoyancy, or as acoustic-gravity waves modified by the magnetic field.
Most studies of magneto-atmospheric waves, beginning with the work of Ferraro and Plump-
ton (1958), have been limited to small-amplitude, linearized waves in a non-dissipative
atmosphere. Even with these idealizations, the analysis is complicated because the atmo-
sphere is both inhomogeneous and anisotropic, with gravity and the magnetic field each
imposing a preferred direction.

Magneto-atmospheric waves occur over a wide range of length scales in the solar atmo-
sphere and no doubt occur in the atmospheres of most magnetic stars. A sunspot, with
its relatively well ordered magnetic field and reduced turbulence, makes an ideal ‘labo-
ratory’ for studying these waves in detail. A broad spectrum of such waves is excited
within a sunspot, either by interactions with the acoustic oscillations in the surroundings
or by subsurface convective motions within the spot itself. Because of the strong magnetic
field in a sunspot, the waves may best be thought of as magneto-acoustic waves modified
by stratification and buoyancy. As with pure magneto-acoustic waves, there are fast and
slow compressional modes and also a pure Alfvén mode with incompressible motions. (See
Appendix 2 for a discussion of pure magneto-acoustic waves.) However, because of the
temperature and density stratification of the sunspot atmosphere and the spreading magnetic
field geometry, the sound speed c and Alfvén speed vA vary with height, with (roughly
speaking) c > vA below the umbral surface and c < vA above the umbral surface. Thus, the
characterization of a particular wave mode as slow or fast has only local meaning at a par-
ticular height, and a wave of fixed frequency and wavenumber can change its character from
slow to fast (or vice versa) as it propagates vertically over a range of heights. For example,
a nearly longitudinal, acoustic-like wave propagating vertically upward in the umbra would
be classified as a fast mode while it is below the surface but as a slow mode as it propagates
through the umbral photosphere and chromosphere. The reader should keep in mind that the
distinction between fast and slow modes is potentially confusing, and probably less useful,
for waves in a highly stratified structure like a sunspot.

6.2 Umbral oscillations
The general characteristics of umbral oscillations are illustrated in Figure 6.1,

which shows space-time plots of Doppler velocity along a spectrograph slit crossing a
sunspot, in frequency bands centred on periods of 5 minutes and 3 minutes. Fairly regu-
lar oscillations are evident even in the simple, filtered velocity signals presented here, and
the 3-minute oscillations, which are strongest in the chromosphere, nevertheless show up
clearly in this photospheric signal. The 5-minute oscillations are generally coherent over
a large fraction of the umbral area, while the 3-minute oscillations are more localized and
more intermittent.

Typical temporal power spectra of umbral velocity oscillations in the photosphere and
chromosphere are shown in Figure 6.2. The photospheric oscillations have a broad hump of
power in the frequency range 2 mHz ≤ ν ≤ 5 mHz, peaking at about 3 mHz (period near 5
minutes). The chromospheric oscillations show an even broader distribution of power, from
2 to 8 mHz, but with most of their power concentrated in the band 4.5 mHz ≤ ν ≤ 7 mHz,
centred on a period of about 3 minutes. (Note the different scales for power in the two
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Fig. 6.1. Grey-scale plots of the space-time behaviour of fluctuations in Doppler velocity
in Fe I 630.15 nm along the spectrograph slit. In the upper and lower panels the time series
has been filtered to pass only oscillations in the 5-minute band (2 mHz ≤ ν ≤ 4.5 mHz)
and the 3-minute band (4.5 mHz ≤ ν ≤ 7 mHz), respectively. The smaller plots to the right
show mean values of the Doppler velocity and continuum intensity for the entire run, with
thicker segments of the curves indicating the location of the umbra and penumbra along the
slit. Note the difference in scaling of the velocity amplitudes in the two panels. (From Lites
et al. 1998.)

power spectra in Fig. 6.2; the velocities are typically much higher in the chromosphere
where the density is much lower.) Within these broad bands of power, the photospheric
and chromospheric power spectra typically show several individual peaks of power whose
significance will be discussed below.

In the rest of this section we discuss the 5-minute and 3-minute umbral velocity
oscillations separately, then consider the magnetic field variations associated with these
oscillations, and finally discuss theoretical models for the oscillations.

6.2.1 Five-minute umbral oscillations
Because a sunspot’s magnetic flux bundle floats in the surrounding convection zone,

it is to be expected that there will be oscillations in the umbral photosphere with periods
around 5 minutes, in response to buffeting of the sunspot by the p-mode oscillations in
the quiet Sun (Thomas 1981). Indeed, 5-minute oscillations do occur in the umbral photo-
sphere, but with smaller amplitude than those in the quiet photosphere. Early detections of
these oscillations were uncertain because of the possibility of contamination of the signal
by the strong 5-minute oscillations in the surroundings, either by means of scattered light or
through the use of the quiet-photosphere line profile as a wavelength reference. Beckers and
Schultz (1972) were the first to detect 5-minute oscillations in sunspots, but they concluded
that the oscillations were most likely caused artificially by oscillations in their wavelength
reference, which was based on an average line profile at a position outside the sunspot.
Subsequent observations employed techniques to overcome the problems associated with
scattered light and the wavelength reference and firmly established the existence of 5-minute
oscillations in the umbra. Bhatnagar, Livingston and Harvey (1972) reduced the scattered
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Fig. 6.2. Typical space-averaged temporal power spectra of umbral oscillations in Doppler
velocity in the photosphere (in Fe I 630.3 nm) and in the chromosphere (in the Ca II H line
core). The photospheric oscillations were measured using the Doppler shift of the Stokes V
profile of the Fe line in order to reduce the influence of stray light. (From Thomas, Cram and
Nye 1984.)

light by using molecular spectral lines that are present in the cool umbra but nearly absent
in the hotter photosphere. Rice and Gaizauskas (1973) established a more stable wavelength
reference by averaging line profiles over a very large area of quiet photosphere. Soltau,
Schröter and Wöhl (1976) and Livingston and Mahaffey (1981) used umbral molecular lines
referenced to nearby non-solar telluric lines. Thomas, Cram and Nye (1982, 1984) also used
telluric lines as a wavelength reference and measured umbral velocities as Doppler shifts of
the Stokes V profile of a magnetically sensitive line (Fe I 630.3 nm), thereby largely avoid-
ing contamination by stray light from the surroundings where the magnetic field is weak or
absent.

The 5-minute umbral oscillations are nearly coherent over most of the umbra and often
extend into the surrounding penumbra, as can be seen in the upper panel of Figure 6.1. Com-
pared to the 5-minute oscillations in the quiet Sun, their power extends over the same range
of frequencies (roughly 2.0–4.5 mHz) but their power level is reduced by a factor of two
or three. They have rms velocities in the range of 40–100 m s−1. When these oscillations
are measured with sufficient time resolution, one can detect rapid radial phase propaga-
tion outward from the centre of the umbra extending well into the penumbra, at speeds of
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50–100 km s−1. This rapid phase propagation produces a characteristic ‘herringbone’ pat-
tern in space-time plots of velocity (Thomas, Cram and Nye 1984; Lites et al. 1998), such
as that seen in Figure 6.1.

Because of the limited spatial extent of a sunspot, it is not possible to produce an accurate
space-time (k–ω) power spectrum for umbral oscillations alone. However, Abdelatif, Lites
and Thomas (1986) presented crude k–ω diagrams for an umbra and for an equivalent small
patch of quiet Sun, which indicated that the 5-minute oscillations in the surroundings are
transmitted selectively into the umbra with an accompanying increase in horizontal wave-
length. A simple theoretical model suggests that the shift of power to longer wavelengths is
due to the faster propagation speed in the magnetized umbra, and that the selective trans-
mission is due to variations of the transmission coefficient along a p-mode ridge because of
resonances (Abdelatif and Thomas 1987).

6.2.2 Three-minute umbral oscillations and umbral flashes
The 3-minute umbral oscillations are primarily a chromospheric phenomenon,

although they also appear in spectral lines formed in the upper photosphere (such as the
Fe I 630.15 nm line). Compared to the 5-minute oscillations, they have greater rms veloci-
ties (largely as a consequence of the lower densities at greater heights) and they are coherent
over smaller portions of the umbra. The rms velocities of the 3-minute oscillations can be as
large as several kilometres per second, and the velocity time series has the sawtooth structure
characteristic of nonlinear compressive waves forming shocks as they propagate into regions
of lower density.

The nonlinear, highly compressive nature of the 3-minute umbral oscillations causes the
related umbral flashes, which are sudden brightenings in the core of a chromospheric spec-
tral line (such as the Ca II K line) followed by gradual dimming back to the unperturbed
state (Beckers and Tallant 1969; Wittmann 1969). These flashes repeat quite regularly with
periods in the range of 140–190 s for different sunspots. The flashes are best seen in a time-
resolved spectrum (intensity on a grey scale plotted on a wavelength vs. time diagram), as
shown in Figure 6.3 for the Ca II K line. Here we see that an umbral flash consists of a
strong, rapid brightening in the blue side of the emission core, which decays rapidly (in
about 50 s) leaving a weak, narrow emission peak that shifts uniformly to the red side of line
centre in about 100 s. This is followed by a new brightening on the blue side, and the pattern
repeats regularly, forming a series of Z-shaped signatures (Thomas, Cram and Nye 1984).
This pattern can also be discerned in a time series of individual K-line profiles, as described
by Beckers and Tallant (1969) and illustrated by Schultz (1974) and by Kneer, Mattig and
von Uexküll (1981). The left panel of Figure 6.3 shows that the umbral flashes are consid-
erably weaker in a light bridge, where instead there is a sporadic pattern of broader, more
intense, and more symmetric brightenings of the K-line core, possibly associated with surges
observed in light bridges in Hα filtergrams (Roy 1973).

The relation between umbral oscillations and flashes is well illustrated in the space-time
plots of Ca II H intensity in Figure 6.4, from Rouppe van der Voort et al. (2003).1 Within the
umbra the 3-minute oscillations appear as stacks of nested bowl-shaped figures of enhanced
intensity. The bowl shapes indicate that the horizontal propagation speed decreases outward

1 The behaviour illustrated in Figure 6.4 is seen even more clearly in the movies that accompany the online version
of this paper.
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Fig. 6.3. Time-resolved Ca II K-line spectra for three different spatial points in a sunspot:
in a prominent light bridge, in the umbra, and in the penumbra. Note the characteristic,
repeating, Z-shaped signature of the umbral flashes in the umbral spectrum. The flashes are
weaker in the light bridge and essentially absent in the penumbra. The light bridge displays
a more sporadic pattern of strong brightenings and broadenings of the K-line emission core.
(From Thomas, Cram and Nye 1984.)

from the centre of each bowl, starting at 20 km s−1 or more at the bottom of the bowl. Some
of the bowls are seen to extend across the penumbra with propagation speeds as low as
5 km s−1. The umbral flashes are seen here to correspond to restricted regions of the bowls
where the intensity variation is particularly great. In the case of one sunspot observed at high
spatial resolution (Nagashima et al. 2007), the umbral flashes appear to be suppressed at a
‘node’ at the centre of the umbra.

Early observational studies of umbral oscillations generally produced temporal power
spectra with discrete peaks, such as those in Figure 6.2, and these power peaks were inter-
preted as representing discrete resonant oscillation modes of the umbra. It gradually became
apparent, however, that the oscillation periods of the power peaks differ in no systematic
way in different sunspots and even shift significantly in the same sunspot during a long time
sequence (Lites 1992). Assuming that resonant modes exist, it is now understood that lim-
ited spatial resolution prevents us from separating out individual eigenmodes of oscillation,
and that the individual peaks in temporal power spectra actually represent a superposition of
several modes. Alternatively, if there are no resonances, any data set of finite temporal extent
will produce peaks and troughs superimposed on a continuous temporal power spectrum.

The extension of the 3-minute chromospheric oscillations upward into the transition
region has been examined thoroughly in ultraviolet observations by the Oslo group (Brynild-
sen et al. 1999a,b, 2000, 2002; Maltby et al. 2001) and by Fludra (1999, 2001). Intensity
oscillations with relative amplitudes up to 10% are seen in the O V 629.2 Å line and other
transition-region lines formed in the temperature range 1.7–4.0 × 105 K (Fludra 1999).
These oscillations are most evident in the bright ‘sunspot plumes’ but are also seen in less
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Fig. 6.4. Grey-scale plots of the space-time behaviour of Ca II H brightness variations
associated with umbral oscillations and flashes, along image cuts across a sunspot in two
perpendicular horizontal directions (left and right panels), for four different data sets (top to
bottom). The vertical white lines mark the umbra–penumbra boundary. (From Rouppe van
der Voort et al. 2003.)
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bright areas of the transition region above a sunspot (Brynildsen et al. 2000). Phase relations
between velocity and intensity in these transition-region oscillations in some cases indicate
upward-propagating acoustic waves but in other cases show evidence of partial downward
reflection of the waves (Brynildsen et al. 2000). Three-minute oscillations are also seen in
bright transition-region features associated with magnetic structures outside of sunspots (Lin
et al. 2005).

Umbral oscillations in the transition region have also been detected in microwave obser-
vations (Gelfreikh et al. 1999; Shibasaki 2001). For example, Nindos et al. (2002) used the
Very Large Array (VLA) to detect 3-minute oscillations in microwave intensity (Stokes I )
and circular polarization (Stokes V ) above a sunspot umbra. These oscillations are intermit-
tent and localized, with the strongest fluctuations recurring in the same locations. Nindos
et al. interpreted the oscillations as being caused either by variations in magnetic field
strength (of amplitude ∼40 G in the photosphere, which seems unlikely based on the results
discussed in the next subsection) or by variations in the height of the base of the transition
region (of ∼25 km).

Bogdan and Judge (2006) call attention to the striking disappearance of the 3-minute
intensity oscillations as they progress across the umbral transition region into the low corona.
They attribute this to the rapid increase in the local temperature scale height in going from
the chromosphere to the corona. In the chromosphere the temperature scale height is sub-
stantially less than the vertical wavelength of the oscillations, and hence the motion and
compression (or rarefaction) is essentially uniform over the height range in which a particu-
lar chromospheric spectral line is formed, producing strong Doppler and intensity variations.
In the corona, however, the temperature scale height is much greater than the vertical wave-
length of the oscillations and coronal emission lines are optically thin, so that several layers
of alternating compression and rarefaction contribute to the line formation and cancel each
other out, thus producing little or no variation in intensity. It is interesting to note, how-
ever, that umbral intensity oscillations can be seen to continue along coronal loops in EUV
observations from the TRACE satellite (Schrijver et al. 1999).

6.2.3 Magnetic field variations
It is only natural to imagine that the velocity oscillations in the umbra might be

accompanied by oscillations in the strength and inclination of the umbral magnetic field.
However, detection of such magnetic oscillations has proved to be very difficult, and conflict-
ing results have been obtained. From a theoretical viewpoint, this situation is understandable
because any magnetic field perturbations would be expected to be quite small at the height
of formation of magnetically sensitive photospheric spectral lines, where the plasma beta is
small and the inertia of the moving plasma is insufficient to produce significant bending or
compression of the magnetic field lines.

Some observers have reported positive detections of oscillations in umbral magnetic
field strength, at various frequencies in the 3- and 5-minute bands (Mogilevskii, Obridko
and Shel’ting 1973; Gurman and House 1981; Horn, Staude and Landgraf 1997; Rüedi
et al. 1998; Balthasar 1999, 2003; Norton et al. 1999) or at higher frequencies (Efremov
and Parfinenko 1996), while others have found no significant oscillations in field strength
at the limit of their sensitivity (Schultz and White 1974; Thomas, Cram and Nye 1984;
Landgraf 1997). The detection is confounded by possible spurious sources of variations in



9780521860031c06 CUP/THW July 28, 2008 12:15 Page-114

114 Oscillations in sunspots

the measured magnetic field. One such source is the opacity variation due to the compres-
sive nature of the velocity oscillations, which produces a variation in the effective magnetic
response height of the spectral line (Lites et al. 1998). Even if the oscillations are due to
pure acoustic waves with motions everywhere aligned with the undisturbed magnetic field,
apparent oscillations in field strength and inclination will be detected simply because these
quantities vary with the response height in the spreading magnetic field configuration. Rüedi
and Cally (2003) have actually modelled this effect and find that it can account for nearly all
of the magnetic variations measured with the Michelson Doppler Imager on SOHO. Another
possible spurious source of magnetic field oscillations is stray light from the surrounding
photosphere (Landgraf 1997).

The most reliable measurements of magnetic oscillations are those based on the full set
of Stokes profiles. Lites et al. (1998), using the Advanced Stokes Polarimeter (ASP) at the
Dunn Telescope, found very weak oscillations in field strength in the 5-minute band, with
rms amplitude of about 4 G, which they attributed at least in part to instrumental and inver-
sion cross-talk between the Doppler and magnetic signals. These authors also presented a
theoretical model of the umbral oscillations that predicts field strength variations of at most
0.5 G in the spectral lines used in their observations (Fe I 630.15 and 630.25 nm). Settele,
Sigwarth and Muglach (2002), also using the ASP, found only a marginal detection of oscil-
lations of average amplitude 5.8 G in restricted parts of the umbra. Kupke, LaBonte and
Mickey (2000), using the Mees CCD Spectrograph at Haleakala, detected oscillations in
field strength concentrated only near the umbra–penumbra boundary (as found earlier by
Balthasar 1999), with rms amplitude of 22 G. Staude (2002), using the Fabry–Perot inter-
ferometer at the VTT on Tenerife, also found the most significant oscillatory power in field
strength to lie near the umbra–penumbra boundary, but he could not rule out the effects of
opacity oscillations or cross-talk with the velocity oscillations. Bellot Rubio et al. (2000),
using the Tenerife Infrared Polarimeter (TIP) at the German Vacuum Telescope, also pre-
sented a marginal detection of field strength oscillations, but they argued, based on the phase
lag they found between the velocity and magnetic field fluctuations (105◦), that the magnetic
oscillations are mostly the result of opacity fluctuations.

Altogether, it seems fair to say that there have been at best only marginal detections of
magnetic field oscillations in the umbral photosphere, at the level of only a few gauss, and
that this result is fully consistent with theoretical considerations.

6.2.4 Theoretical interpretations of umbral oscillations
The most significant feature of the 5-minute umbral oscillations is their reduced

power (by a factor of two or three) compared to the 5-minute oscillations in the quiet
Sun. There are at least four different mechanisms that might contribute to this suppres-
sion of power (Hindman, Jain and Zweibel 1997). First, the reduced power might be due in
part to weaker generation of p-modes by turbulent convection within the spot itself, where
the convection is strongly inhibited by the magnetic field. (This effect has been investi-
gated in recent numerical simulations by Parchevsky and Kosovichev 2007.) However, the
p-modes are known to propagate over horizontal distances much larger than a sunspot, so
the local effects of sunspots on the excitation will be mostly smeared out (but might produce
a solar-cycle dependence of p-mode amplitudes). Ignoring internal excitation altogether, the
5-minute umbral oscillations may be interpreted as the passive response of the sunspot to
forcing by the p-modes in the surrounding convection zone (Thomas 1981).
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A second mechanism for the power suppression is that which produces the observed
absorption of p-modes by the sunspot; this mechanism, which is well established by observa-
tions but still not completely understood, is discussed in some detail in Section 6.4.1 below.
A third mechanism, which may in fact be closely related to the p-mode absorption, is selec-
tive filtering of incident p-mode acoustic waves by the sunspot, which transmits only selected
modes into the interior (Abdelatif and Thomas 1987) and alters the eigenfunctions as the
acoustic waves couple to magneto-acoustic waves in the umbra (Hindman, Jain and Zweibel
1997). Some of the transmitted modes are not vertically trapped; instead, they propagate
wave energy downward along the sunspot’s magnetic flux tube. These wave modes have
been proposed as the mechanism for the absorption of p-modes by a sunspot. Finally, a
fourth mechanism is simply due to the Wilson depression, which implies that velocities
measured in a spectral line correspond to a greater geometric depth in the umbra (compared
to the quiet photosphere), where the amplitude of the p-mode oscillations is naturally lower.

Turning now to the 3-minute umbral oscillations, we find that a large body of theo-
retical work has been devoted to interpreting them as resonant modes of oscillation of
the sunspot itself, excited either by oscillatory convection within the umbra or by the
high-frequency tail of the spectrum of incident p-modes. Possible resonant cavities for
magneto-atmospheric waves exist in the stratified umbral atmosphere due to variations of
the sound speed and Alfvén speed with height and the consequent reflection or refrac-
tion of the waves (see Fig. 6.5). Two such resonant cavities have been proposed: one for
fast modes in the low umbral photosphere (Uchida and Sakurai 1975; Antia and Chitre
1979; Scheuer and Thomas 1981; Thomas and Scheuer 1982; Cally 1983; Abdelatif 1990;
Hasan 1991), and one for slow modes in the umbral chromosphere (Zhugzhda, Locans and
Staude 1983; Zhugzhda, Staude and Locans 1984; Gurman and Leibacher 1984). Waves can
tunnel between the lower and upper cavities, and a unified theory of the 3-minute oscilla-
tions as coupled wave modes of the two cavities can be constructed (Thomas 1984a, 1985;
Zhugzhda, Locans and Staude 1987).
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Fig. 6.5. Schematic plot of the variations with height of the square of the sound speed, c2,
and the square of the Alfvén speed, v2

A, in a sunspot umbra. Also shown are the locations
of the possible resonant cavities for 3-minute umbral oscillations. Wave modes in the two
cavities may be coupled due to vertical tunnelling through the space between them. (From
Thomas 1985.)
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The theoretical work on resonant modes of umbral oscillation was motivated primarily by
observational results showing temporal power spectra with individual peaks that might be
associated with particular resonant modes (cf. Fig. 6.2). As discussed in Section 6.2.2 above,
it is now understood that if a spectrum of resonant modes exists, then because of insufficient
spatial resolution an individual peak in a temporal power spectrum of umbral oscillations
actually corresponds to a superposition of a number of different modes with slightly differ-
ent frequencies and spatial properties, and the frequency of this composite peak shifts about
as the distribution of power among the different modes varies. Here the lack of spatial reso-
lution is due to the limited spatial extent of the umbra, which makes it difficult to construct
a space-time (k-ω) power spectrum of the oscillations and thus distinguish the various reso-
nant modes (see, however, Abdelatif, Lites and Thomas 1986 and Penn and LaBonte 1993).
Although individual resonant modes cannot be resolved in temporal power spectra, other
evidence of the resonant nature of the oscillations exists. Small measured phase differences
between the 3-minute oscillations in the low photosphere and the low chromosphere indicate
a nearly standing wave in the vertical direction between these two levels (Lites and Thomas
1985). Simultaneous measurements in the umbral photosphere, chromosphere and transition
region reveal a coherent 3-minute oscillation with an apparent node in the chromosphere
(Thomas et al. 1987). Using cross-spectral analysis, O’Shea, Muglach and Fleck (2002) find
both upward and downward propagating waves in the umbral chromosphere, consistent with
the behaviour of waves in a resonant cavity.

What drives the 3-minute umbral oscillations? No doubt the mechanism lies below the
solar surface, but then there are two possibilities: oscillatory convection in the subsurface
layers of the sunspot itself (Moore 1973; Mullan and Yun 1973; Antia and Chitre 1979;
Knobloch and Weiss 1984), or the high-frequency tail of the spectrum of p-mode oscilla-
tions in the surrounding convection zone (Moore and Rabin 1985). The question of which is
the dominant mechanism is not fully settled, but evidence has accumulated in favour of the
latter. For example, Rouppe van der Voort et al. (2003) find that there is no close connection
between umbral flashes (due to the umbral oscillations) and umbral dots (due to the under-
lying magnetoconvection). There is little doubt that the 5-minute oscillations in the umbra
are driven largely by the external p-modes (e.g. Penn and LaBonte 1993), and it is likely that
this coupling extends to higher frequencies as well.

Bogdan and Judge (2006) argue that the umbral oscillations in the photosphere and chro-
mosphere, in both the 5-minute and 3-minute bands, are manifestations of trains of slow
magneto-acoustic-gravity waves with motions directed along the ambient, nearly vertical
magnetic field. In the optically thin umbral atmosphere the Alfvén speed exceeds the sound
speed and hence these slow waves are essentially pure acoustic waves with both plasma
motions and propagation directed along the vertical magnetic field lines. The dominance of
3-minute oscillations over 5-minute oscillations in the chromosphere is then explained by
the existence of the cutoff frequency for these acoustic-like waves, which in an isothermal
atmosphere is given by ωc = c/2H where c is the adiabatic sound speed and H is the den-
sity scale height. The umbral atmosphere is of course not isothermal, but roughly speaking
we can think of it as having a local cutoff frequency ωc = c/2H that varies with height
because of the variations of c and H with temperature. This local cutoff frequency has a
maximum value of about 5 mHz at the height of the temperature minimum in the low pho-
tosphere, a frequency that lies just between the 5-minute and 3-minute bands. Bogdan and
Judge suggest that the 3-minute chromospheric oscillations correspond to oscillations in the



9780521860031c06 CUP/THW July 28, 2008 12:15 Page-117

6.3 Penumbral waves 117

high-frequency tail of the underlying photospheric oscillations that are allowed to propagate
upward into the chromosphere, where they then dominate over the evanescent waves in the
5-minute band. Of course this interpretation is not incompatible with the existence of cer-
tain resonant modes of the slow waves, and it is in some respects similar to the ‘tunnelling’
mechanism associated with the resonant-mode models.

6.3 Penumbral waves
The most readily apparent waves in a sunspot are the so-called running penumbral

waves (Giovanelli 1972; Zirin and Stein 1972). These waves are seen as dark wavefronts
in Hα movies, in the form of concentric circular arcs that start from the outer edge of the
umbra and propagate radially outward across the entire penumbra. The wavefronts often
extend azimuthally around a substantial fraction of a full circle enclosing the umbra.

The radial propagation speed of a typical wavefront starts out at some 15–20 km s−1 at the
umbra–penumbra boundary but decreases monotonically across the penumbra, slowing to
5–7 km s−1 at the outer edge of the penumbra. (A similar slowing trend is seen in the much
faster radial propagation of waves across the umbra.) The oscillation period of the waves
increases outward across the penumbra, from about 200 s to 300 s or longer. The wave-
fronts tend to become more ragged as they move radially outward across the penumbra, most
likely due to different propagation speeds and directions in the light and dark filaments. The
velocity amplitude of the penumbral waves is about 1 km s−1 in the chromosphere. These
waves are less energetic than the 3-minute chromospheric oscillations in the umbra, and their
oscillation periods are distinctly longer.

The running penumbral waves are primarily a chromospheric phenomenon: they are read-
ily apparent over a range of heights in the chromosphere (in the spectral lines Na I D, Hα,
and Ca II H and K), but they appear only weakly and intermittently at photospheric heights.
Spectral lines formed in the penumbral photosphere generally show 5-minute oscillations
moving through the spot but little evidence of the systematic penumbral waves. Running
penumbral waves of a sort have been detected in the upper photosphere (in Fe I 557.61 nm;
Musman, Nye and Thomas 1976) and even in the lower photosphere (in Fe II 722.45 nm;
Marco et al. 1996), but they are more intermittent than the chromospheric waves and the
relation between them is not clear.

Despite many attempts, the connection between umbral oscillations and running penum-
bral waves, if any, is still not well understood. Some studies have found no clear connection
(e.g. Christopoulou, Georgakilas and Koutchmy 2000), while others have found evidence
of penumbral waves originating from oscillating regions within the umbra (Alissandrakis,
Georgakilas and Dialetis 1992; Tsiropoula et al. 1996; Tsiropoula, Alissandrakis and Mein
2000; Christopoulou, Georgakilas and Koutchmy 2001). On the basis of sequences of high-
resolution Ca II H and K filtergrams, Rouppe van der Voort et al. (2003) found that umbral
flashes and running penumbral waves are manifestations of a common oscillatory phe-
nomenon with wavefronts spreading outward over the umbra and penumbra. They suggested
that the wavefronts actually propagate vertically but spread out horizontally because of the
diverging magnetic field.

Early theoretical models of running penumbral waves attributed them to vertically
trapped fast magneto-atmospheric waves (Nye and Thomas 1974, 1976; Antia, Chitre and
Gokhale 1978; Cally and Adam 1983) or to interfacial magneto-atmospheric waves running
along the sunspot’s magnetopause (Small and Roberts 1984; Roberts 1992). However, these
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models assumed a shallow penumbra with a nearly horizontal magnetic field overlying field-
free gas. Since we now know that the penumbra is a deep structure with a strong vertical
component of magnetic field, these models are no longer tenable. An alternative suggestion
was that the penumbral waves are a manifestation of travelling-wave magnetoconvection in
an inclined magnetic field (Galloway 1978). If this were true, the convective wave pattern
should also be clearly visible at photospheric heights in the penumbra, which is not the case;
instead, we see a more complicated convective pattern with bright features moving radially
inward and outward (see Section 5.1).

The most effective theoretical approach to explaining penumbral waves and their relation
to umbral oscillations would be to carry out numerical simulations of wave propagation in a
more realistic representation of the sunspot magnetic field configuration. A promising start
along these lines are the simulations of Bogdan et al. (2003) of waves in a two-dimensional
stratified magneto-atmosphere with a spreading magnetic field and fairly realistic represen-
tations of the photospheric and chromospheric layers. These simulations reveal how fast and
slow magneto-acoustic-gravity waves interact within such a configuration.

6.4 Sunspot seismology
Thomas, Cram and Nye (1982) were the first to suggest that sunspot oscillations

could be used to probe the subsurface structure of a sunspot, introducing the concept of
‘sunspot seismology’ based on the interaction of the solar p-modes with the sunspot and the
way in which different p-modes sample different depths below the solar surface. They inter-
preted a temporal power spectrum of 5-minute umbral oscillations in terms of a naive model
of the interaction of these oscillations with the sunspot, producing a seismic measurement of
the diameter of the sunspot’s flux bundle at a depth of about 10 Mm that was consistent with
sunspot models. This crude result was intended only to illustrate what might be achieved
with better spatial and temporal resolution of the oscillations and better theoretical models.
Alas, in spite of the development of a number of new observational techniques and theoreti-
cal ideas, reliable results from sunspot seismology have proved to be remarkably difficult to
obtain.

An early approach was to compare space-time power spectra of oscillations inside and out-
side a sunspot, as in the work of Abdelatif, Lites and Thomas (1986) and Penn and LaBonte
(1993) discussed in Section 6.2.1 above. This approach had some success in clarifying the
interaction between the p-modes and a sunspot, but failed to produce any firm results on
subsurface structure.

A different approach, based on observations of ingoing and outgoing waves in an annu-
lar region outside the sunspot, was developed by Braun, Duvall and LaBonte (1987, 1988).
They made the remarkable discovery that a sunspot is a net absorber of the power of the
incident p-modes, absorbing as much as half of the power at certain frequencies and hori-
zontal wavenumbers. We discuss this phenomenon in some detail in Section 6.4.1 below.
More recently, attention has focused on local helioseismology of sunspots, employing
time–distance and holographic techniques; this work is discussed in Section 6.4.2.

6.4.1 Absorption of p-modes by a sunspot
When the p-mode oscillations in a circular annulus surrounding an isolated sunspot

are decomposed into waves propagating radially inward and radially outward (in the form
of a Fourier–Hankel decomposition), it is found that there is a relative deficit in power in the
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Fig. 6.6. p-mode absorption by a sunspot. Shown here is the absorption coefficient α inte-
grated over frequency from ν = 1.5 mHz to ν = 5.5 mHz and summed over different sets
of azimuthal order m. The upper panel is for an isolated sunspot centred within the circu-
lar annulus, while the lower panel is for a field of view containing only quiet Sun. (From
Bogdan et al. 1993.)

outward-propagating waves (Braun, Duvall and LaBonte 1987, 1988; Bogdan et al. 1993;
Chen et al. 1996, 1997). This power deficit is as high as 50% at some horizontal wavenum-
bers (see Fig. 6.6). No such power deficit is found for a circular annulus surrounding only
quiet Sun.

Figure 6.7 shows the dependence on horizontal wavenumber of the absorption coefficient
integrated over a range of frequencies and summed over a range of azimuthal orders, for two
different sunspots (Braun, Duvall and LaBonte 1988; Bogdan et al. 1993). The agreement
between the two data sets up to wavenumber 0.8 Mm−1 is striking, considering that dif-
ferent techniques of observing and data reduction were used. For higher wavenumbers, the
higher-resolution results of Bogdan et al. show the absorption coefficient decreasing with
increasing wavenumber k. The absorption coefficient can also be evaluated along individual
p-mode ridges for radial orders up to n = 5: it is found that the absorption is greatest for
n = 1 and decreases with increasing n, and that the absorption along each ridge peaks at an
intermediate value of the spherical harmonic degree l in the range 200 ≤ l ≤ 400 (Bogdan
et al. 1993).
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Fig. 6.7. The absorption coefficient α, integrated over frequency from ν = 1.5 mHz to
ν = 5.5 mHz and summed over azimuthal orders m = −5, −4, ...,+4, +5, as a function
of the horizontal wavenumber for an annular region surrounding a sunspot. The vertical
line segments are the error bars for the original measurements of Braun et al. (1988) for
a sunspot observed on 18 January 1983. The triangles (with dashed error bars) are for the
later observations of Bogdan et al. (1993) of sunspot SPO 7983 on 19 March 1989. (From
Bogdan et al. 1993.)

With sufficient temporal resolution (from data sets spanning longer times), one can deter-
mine not only the amplitudes of p-modes absorbed by a sunspot, but also their phase shifts.
Braun et al. (1992a) presented the first measurements of these phase shifts using a 68-hour
data set obtained at the South Pole. They found that the sunspot causes a phase shift δ that
increases linearly with spherical harmonic degree l from 0◦ at l = 125 to about 150◦ at
l = 400, while the absorption coefficient α increases nearly linearly from 0% to 40%. (Here
α and δ are averaged over azimuthal orders −5 ≤ m ≤ 5.)

Following the discovery of acoustic absorption by sunspots, a number of different possi-
ble mechanisms for the absorption were soon put forward (see the review by Bogdan 1992).
Hollweg (1988) proposed the resonant absorption of acoustic waves in a thin surface layer
of the sunspot’s magnetic flux tube. This suggestion was followed up in several subsequent
papers (e.g. Lou 1990; Rosenthal 1990, 1992; Chitre and Davila 1991; Sakurai, Goossens
and Hollweg 1991; Goossens and Poedts 1992; Keppens, Bogdan and Goossens 1994);
these models are based on equilibrium configurations that do not include density stratifi-
cation, and so they are not suitable for direct comparison with observations. Ryutova and
colleagues (Ryutova, Kaisig and Tajima 1991: LaBonte and Ryutova 1993) proposed the
enhanced dissipation due to inhomogeneities in a close-packed bundle of magnetic flux
tubes. Another proposed mechanism involves mode mixing, in which incoming acoustic
energy gets dispersed into a wide range of magnetic wave modes within the sunspot (e.g.
D’Silva 1994).

Perhaps the most convincing model, and certainly the one that has been worked out in
the most detail, is based on the suggestion by Spruit (1991) and Spruit and Bogdan (1992)
that a purely acoustic oscillation impinging on a sunspot will be partially converted to a
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slow magneto-acoustic wave that propagates downward along the sunspot’s magnetic flux
tube and hence causes a leak of energy out of the near-surface acoustic cavity in which
the resonant p-mode resides. With this mechanism, p-mode power is not actually absorbed
within the surface layers of the sunspot, but instead is carried downward into the convection
zone where presumably it is diffused and becomes part of the overall convective energy.
The partial conversion of the incoming acoustic wave to the slow MHD wave takes place a
little below the surface, at a depth where the sound speed and the Alfvén speed are equal (or
equivalently, where the plasma beta is near unity).

A detailed normal-mode description of this mechanism has been developed in a series of
papers by Cally and collaborators, first assuming a uniform vertical magnetic field (Cally
and Bogdan 1993; Cally, Bogdan and Zweibel 1994; see also Rosenthal and Julien 2000)
and then allowing the uniform field to be tilted (Crouch and Cally 2003; Crouch et al. 2005;
Schunker and Cally 2006), which substantially enhances the process of mode conversion
for higher-order modes. Numerical simulations of the process generally confirm the results
of the analytical models (Cally and Bogdan 1997; Cally 2000). These results are in fairly
good agreement with the measured variations of the absorption coefficient and phase shift
with spherical harmonic degree (Cally, Crouch and Braun 2004). The mode conversion of
incident p-modes into magneto-acoustic-gravity waves in a sunspot will produce not only
downward-propagating waves, which are largely responsible for the absorption of p-mode
power, but also upward-propagating waves that might be associated with umbral oscillations
and running penumbral waves.

6.4.2 Time–distance and holographic seismology of sunspots
Time–distance helioseismology, introduced by Duvall et al. (1993), provides an

effective technique for detecting sound speed variations and flow patterns beneath the solar
surface. The technique in its simplest form is based on ray theory, but it can be formulated
more generally (Gizon and Birch 2002). It was first applied to sunspots by Duvall et al.
(1996), who found downflows beneath the spots extending down to a depth of about 2 Mm,
with speeds of about 2 km s−1. Since then, the technique has been applied to active regions
and sunspots with several interesting results.

Using the time–distance technique, Gizon, Duvall and Larsen (2000) detected the sunspot
moat flow using just the surface gravity mode (the f-mode), which is sensitive to the flow
velocity over the first 2 Mm beneath the solar surface. They found a radially directed hori-
zontal outflow with speeds up to 1 km s−1 in an annular region extending out to 30 Mm from
the centre of the sunspot. Outside the moat they detected an annular counter-flow, implying a
downflow at the moat boundary. Using the time–distance technique with a range of acoustic
waves, Zhao, Kosovichev and Duvall (2001; see also Kosovichev 2006) found a horizontal
inflow in a sunspot moat at depths of 0–3 Mm, in disagreement with the outflow found by
Gizon et al. (and with direct Doppler measurements), as already mentioned in Section 3.6.
This conflict is likely to be resolved as the spatial resolution of the time–distance technique
improves. Zhao et al. also found downflows beneath the sunspot to depths of about 6 Mm
and horizontal outflows away from the sunspot at depths of about 5–10 Mm, a pattern sug-
gestive of the ‘collar flow’ proposed as a mechanism for stabilizing the sunspot flux tube
(see Section 3.5).

Most of the work on time–distance helioseismology of sunspots has ignored the effects
of the sunspot’s magnetic field on the acoustic waves passing through it. These acoustic
waves will be partially converted to magneto-acoustic waves, especially at depths where
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the local sound speed is comparable to the local Alfvén speed, and this mode conversion
will depend on frequency and also on the angle of incidence (Cally 2005). More detailed
models of this interaction are clearly needed in order to interpret the results of time–distance
helioseismology of sunspots and active regions.

Another approach to local helioseismology of sunspots is that known as helioseismic
holography (Lindsey and Braun 1990, 1997; Braun and Lindsey 2000), which involves a
computational reconstruction of the acoustic wave field in the solar interior based on the
disturbances it creates at the surface. This technique has revealed that a sunspot is typ-
ically surrounded by an ‘acoustic moat’, a region with a deficit of acoustic power (of
order 10–30%) extending radially outward from the spot over a distance of 30–60 Mm
(Braun et al. 1998). The acoustic moat is roughly contiguous with the traditional sunspot
moat defined by the surface velocity pattern (see Section 3.6).

6.4.3 Acoustic halos
The effect of near-surface magnetic fields, both inside and outside sunspots, on the

p-modes is an important consideration in helioseismology. It has been known since their dis-
covery (Leighton, Noyes and Simon 1962) that the amplitude of the 5-minute oscillations is
reduced in regions of strong magnetic field (see e.g. Howard, Tanenbaum and Wilcox 1968;
Woods and Cram 1981). More recently, however, it was discovered that the amplitude of
higher-frequency acoustic waves, with frequencies in the range 5.5–7.7 mHz (just above the
acoustic cutoff frequency in the low photosphere), is actually increased in areas surrounding
regions of strong magnetic field. In the chromosphere so-called ‘halos’ of excess high-
frequency acoustic power (in Ca II K intensity) surround active regions and often extend
well into the surrounding quiet Sun (Braun et al. 1992b; Toner and LaBonte 1993), while in
the photosphere more compact and fragmented halos of excess acoustic power (in Doppler
velocity) surround small patches of strong magnetic field (Brown et al. 1992; Hindman and
Brown 1998; Jain and Haber 2002). Both the suppression of p-mode power within a devel-
oping pore and the surrounding halo of enhanced higher-frequency acoustic power can be
detected even before the pore begins to appear as a dark patch in the photosphere (Thomas
and Stanchfield 2000).

The origin of the acoustic halos and the connection between the chromospheric and pho-
tospheric halos are still not fully understood. The large chromospheric halos might be caused
by a general enhancement of acoustic emission from the convection zone in regions adjacent
to a strong magnetic field. The more localized photospheric halos might be associated with
some sort of magnetic flux-tube wave concentrated around the surface of the flux tube, such
as the ‘jacket modes’ found by Bogdan and Cally (1995) or a surface Alfvén wave excited by
resonant absorption of incident acoustic waves. Hindman and Brown (1998) found that the
photospheric halos show up in Doppler velocity but not in continuum intensity, suggesting
either nearly incompressible motions or compressible acoustic motions aligned vertically by
the magnetic field, increasing the line-of-sight velocity without increasing the intensity vari-
ations. Muglach (2003) found no enhancement of 3-minute chromospheric power around
active regions in UV intensity variations measured with broad-band filters on the TRACE
satellite, suggesting that the halos in Ca II K intensity observed with narrow-band filters may
be more a product of Doppler shifts of the line than of intensity variations within the line.
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7

Sunspots and active regions

Sunspots are the most conspicuous but not the only product of solar magnetic activity. In this
chapter we relate sunspots to other manifestations of solar activity, such as the emergence
of magnetic flux at the solar surface, the formation of active regions, and the organization of
magnetic flux into small flux tubes, pores and sunspots. We also consider the evolution of an
individual sunspot, from its formation by the coalescence of small magnetic flux tubes and
pores to its decay through the loss of magnetic flux at the periphery. Most of this chapter is
devoted to features seen in and immediately above the photosphere, but we also attempt to
relate these features to processes occurring beneath the solar surface.

7.1 Description of active regions
Magnetic activity on the Sun is not uniformly distributed over the solar surface,

but instead is concentrated into active regions where sunspots, pores, faculae, plages and
filaments are gathered. The underlying cause of all these features of solar activity is the
Sun’s magnetic field; an active region is basically a portion of the solar surface through
which a significant amount of magnetic flux has emerged from the interior. Magnetic fields
are also found everywhere on the solar surface outside of active regions, in weaker, more
diffuse form or as small flux concentrations in the intergranular lanes, but those fields are
not organized into the structures that so clearly define an active region. Active regions can
be easily identified in full-disc magnetograms, such as the one shown in Figure 7.1.

Active regions may be as large as 100 000 km across and may live for several months, but
they have a broad range of sizes and lifetimes, extending down to the small ephemeral active
regions only 10 000 km across and lasting only several hours. Figure 7.2 shows a white-light
photograph of three large active regions, on an unusually active day on the Sun. Throughout
most of this chapter we shall be concerned with the properties of such large active regions,
which typically contain sunspots and take part in the Sun’s cyclic activity, with magnetic
fields that follow Hale’s polarity laws. We shall, however, return to ephemeral active regions,
and yet smaller scale flux emergence, in Section 7.6.

7.1.1 Pores and their relation to sunspots
Pores are essentially the smallest sunspots, umbrae without penumbrae. The small-

est pores are about the size of an individual granule, with diameters of about 1000 km,
while the largest have diameters of 7000 km or more, larger than the smallest sunspots with
penumbrae. Pores have continuum intensities ranging from 80% down to 20% of the normal
photospheric intensity, and maximum (central) magnetic field strengths of 1500 to 2000 G.

123
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Fig. 7.1. Full-disc SOLIS magnetogram from 27 October 2003 showing several active
regions. (Courtesy of NSO.)

(The detailed magnetic structure of a pore is described in Section 3.4.2.) They are generally
darker than the intergranular lanes but somewhat brighter than the umbrae of larger sunspots.
Large pores display a pattern of umbral dots that are essentially the same as those in sunspot
umbrae, but perhaps a little brighter and longer lived. Several examples of pores can be seen
in the white-light images in Figures 1.2 and 7.2.

Pores represent an intermediate state of magnetic flux concentration between the smaller
intense magnetic flux tubes produced by granular convection (described in Section 7.2.3
below) and proper sunspots with penumbrae. Pores begin to form shortly after the emer-
gence of the active-region magnetic flux. The local environment just before the formation of
a pore consists of a coherent concentration of nearly vertical magnetic field, a few arcsec-
onds across, that as yet shows no signature in continuum intensity (Keppens and Martı́nez
Pillet 1996). The radiative disturbance that signals the formation of a pore is accompanied
by a redshift (Leka and Skumanich 1998), suggesting that a convective collapse mechanism
is at work (see Section 7.2.3). A newly formed pore can grow through the coalescence of
nearby intense magnetic flux tubes, driven by an annular convective flow on a somewhat
larger scale than the granulation pattern (Wang and Zirin 1992). The flow pattern consists of
a radial inflow (at a speed of about 0.5 km s−1) across an annulus about 2′′ wide around the
pore and a downflow at the edge of the pore (Keil et al. 1999; Sobotka et al. 1999; Tritschler,
Schmidt and Rimmele 2002). This ‘collar’ cell confining the pore has been modelled in the
numerical simulations of Hurlburt and Rucklidge (2000).

The lifetimes of pores in active regions range from about ten minutes (comparable to
the lifetime of a granule) up to a day or more, with a typical value being about an hour.
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Fig. 7.2. Three closely spaced, large active regions on the Sun (NOAA ARs 10039, 10044
and 10050), photographed in white light on 31 July 2002 by the TRACE satellite. (Courtesy
of Stanford-Lockheed Institute for Space Research.)

(Pores also form in the quiet photosphere, but their lifetimes are typically only 10–15
minutes; McIntosh 1981.) Many small pores simply disappear, but often two or more
pores (of the same magnetic polarity) move together and coalesce to form a larger pore
(Vrabec 1971, 1974; McIntosh 1981; Zwaan 1985, 1992). Occasionally a growing pore,
accumulating magnetic flux through coalescence with intense magnetic flux tubes and other
pores, reaches sufficient size to form a penumbra at its periphery and become a fully fledged
sunspot (as described in Section 5.6.2). We will return to the subject of the formation of a
sunspot in Section 7.3 below.

7.1.2 Faculae and plages
Whenever a sunspot forms, it is accompanied by the formation of nearby, irregu-

larly shaped bright patches called faculae (from Latin, meaning ‘little torches’). Apart from
sunspots, faculae are the most apparent features on the solar disc observed in white light,
where they are best seen near the limb. Several faculae are visible in the active region shown
in Figure 7.2. At high resolution (<0.5′′) the faculae are seen to consist of numerous small,
close-packed bright elements, or facular points, in the intergranular lanes (see Fig. 7.3). The
facular points correspond to magnetic flux concentrations with diameters of order 200 km
(Keller and von der Luhe 1992).

Although about 90% of all faculae are closely associated with active regions, small facular
points also exist outside of active regions, distributed more sparsely over the entire solar
surface in the photospheric network corresponding to the boundaries between supergranules.
Facular bright points tend to cluster into crinkly rows within the intergranular lanes, forming
bright structures known as filigree (Dunn and Zirker 1973).
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Fig. 7.3. Speckle-reconstructed image of faculae near the limb in the continuum at wave-
length 487.5 nm, taken with the Swedish Solar Telescope. The field of view is approximately
80′′× 80′′. (From Hirzberger and Wiehr 2005.)

In white light, faculae are barely detectable at disc centre but they are easily seen near
the limb, indicating that their contrast depends on the viewing angle.1 In line radiation,
however, faculae are quite visible even at disc centre, especially in strong chromospheric
lines such as the Ca II H and K lines where the corresponding facular brightenings, known
as plages, have much higher contrast. There is a continuous transition (in height) between
the photospheric faculae and the plages, and indeed they almost certainly represent the same
magnetic structures seen at different heights. At disc centre the photospheric faculae are
clearly visible as bright points in the G-band (CH absorption band), serving as a useful
indicator of strong magnetic fields.

The temperature of faculae is about 100 K higher than their surroundings at the photo-
sphere. The number of faculae varies in phase with the sunspot cycle, and the enhanced
radiation from the large area of hot faculae at solar maximum more than compensates for
the reduced radiation from cool sunspots, thereby producing a slightly greater total solar
irradiance at sunspot maximum (see Section 12.1). This fact alone makes it important to
understand the origin of faculae.

The granulation pattern in plage regions is distorted by the prevalent magnetic fields. As
expected, the individual cells are smaller and strong fields fill the lanes between them. At
the centre of the disc, flux elements appear only as magnetic bright points, without any
overall brightening, but bright faculae appear at the limb (Berger, Rouppe van der Voort

1 As a result of this, and the non-uniform distribution of faculae with latitude, it is very difficult to determine the
true shape of the solar limb, and hence the oblateness of the Sun.
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and Löfdahl 2007). Observations at the highest available spatial resolution (0.12′′) of gran-
ules and faculae near the limb begin to reveal their three-dimensional structure (Lites et al.
2004; Hirzberger and Wiehr 2005). The τ500 =1 surface is elevated over bright granules and
depressed in intergranular lanes (Lites et al. 2004), as shown in Figure 7.4. A typical facular
brightening appears as an extended feature lying on the inclined, Sun-centre side face of an
individual elevated granule, just limbward of the concentrated facular magnetic field in the
intergranular lane. Adjacent to this bright face is a dark, narrow lane separating the facu-
lar brightening from the next granule toward Sun centre. This configuration has been well
explained in realistic numerical simulations of photospheric magnetoconvection (Carlsson
et al. 2004; Keller et al. 2004; Steiner 2005). The bright face appears because of the greater
transparency in the partially evacuated magnetic flux concentration, allowing a clear view of

Fig. 7.4. Upper panel: the three-dimensional structure of facular granules in an active region
near the solar limb. Perspective view obtained with the SST in an 8 nm bandpass centred at
487.7 nm; tick marks have a 1′′spacing. (Courtesy of B. W. Lites.) Lower panel: correspond-
ing image of the emergent intensity, as viewed from a 60◦ inclination to the vertical, from a
realistic numerical simulation of granular magnetoconvection. (Courtesy of Å. Nordlund.)
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the adjacent hot granule on the limbward side, as first explained in the ‘bright wall’ model
of Spruit (1976). The dark lane corresponds to cool, dense, downflowing gas between the
flux concentration and the adjacent granule on the centreward side.

Within a facular region individual facular elements form and dissolve on a time scale of
a few hours, but the facular regions themselves live longer than sunspots. Facular regions
often appear before their associated spots, by as much as several days, and can outlast them
by a factor of two or three. On the other hand, sunspots are almost never seen without nearby
faculae. Faculae and plages are associated with enhanced magnetic field strengths and they
are broadly distributed across an active region, so that their extent gives a good measure
of the overall size of an active region. Initially, faculae are compact, bright, and irregularly
distributed, but as they evolve they fragment and lose contrast as they are carried into the
active-region magnetic network by the supergranules and then eventually disperse into the
quiet-Sun network.

The main zones of faculae correspond to the two sunspot zones, although they tend to
be about 15◦ broader and extend a bit farther toward the poles. These facular zones move
equatorward along with the sunspot zones over the course of the solar cycle. There is also
a separate class of faculae that occur at higher latitudes (above about 60◦), poleward of the
activity belts. These polar faculae are most numerous near the minimum of the solar cycle
(Waldmeier 1955).

7.2 Birth and evolution of active regions
The spatial scale and systematic properties of a solar active region indicate that it is

produced by a fairly coherent bundle of toroidal magnetic flux that rises buoyantly from deep
in the convection zone, in the form of an Ω-shaped loop, and breaks through the photosphere
in fragmented form (see Fig. 7.5). The relatively quick emergence of this magnetic flux, the

Fig. 7.5. A schematic model for the formation of an active region. An emerging flux region
is formed as an Ω-shaped magnetic loop rises through the solar surface. Broad open arrows
indicate local displacements of the flux tubes. (From Zwaan 1992, courtesy of Springer
Science and Business Media.)
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rapid formation of sunspots, and the immediate onset of the slow decay process together
suggest that the fragmented flux that first appears is well organized into a tighter, more
coherent bundle somewhere below the surface (Zwaan 1978, 1992). As it approaches the
surface, the flux bundle is shredded into many separate strands which, upon emergence,
are quickly concentrated into small, intense (kilogauss strength) magnetic flux bundles (or
elements) by the vigorous thermal convection occurring in the thin superadiabatic layer at
the top of the convection zone. These small flux elements then accumulate at the boundaries
between granules or mesogranules, and some of them coalesce to form small pores (Keppens
and Martı́nez Pillet 1996; Leka and Skumanich 1998). Some pores and flux elements in turn
coalesce to form sunspots (as we shall describe in more detail in Section 7.3).

7.2.1 Magnetic flux emergence in active regions
The process of magnetic flux emergence, in which magnetic flux that has risen

through the convection zone under magnetic buoyancy reaches the solar surface and pene-
trates into the solar atmosphere, is a fundamental aspect of solar activity. Flux emergence is
a highly dynamical process, in which the configuration of the magnetic field changes rapidly
as it emerges from the dense subsurface region into the rarefied atmosphere.

A large active region is formed over a period of a few days by a succession of emerging
and expanding magnetic bipoles known as emerging flux regions (Zirin 1972, 1974). The
emerging magnetic field produces characteristic signatures in the chromosphere and corona.
The first evidence in the chromosphere of an emerging flux region is a compact, bright bipo-
lar plage (Fox 1908; Waldmeier 1937). Soon thereafter an arch filament system is seen to
form in Hα, appearing on the disc as a number of parallel dark fibrils connecting regions
of opposite polarity. Each fibril is actually a rising magnetic loop, carrying plasma that sub-
sequently flows down along the field lines under gravity. The top of the loop ascends at
speeds up to 10 km s−1 while matter flows downward from the top along both legs of the
arch at speeds up to 50 km s−1 in the chromosphere, as measured by Doppler shifts in Hα

(Bruzek 1969), and speeds of about 2 km s−1 in the photosphere, where of course the density
is much greater (Zwaan, Brants and Cram 1985).

An emerging flux loop has bright faculae of opposite polarity marking its two footpoints.
These footpoints move apart as the loop rises, initially at speeds of 2–3 km s−1 but slow-
ing down to less than 1 km s−1 over the next few hours and decelerating further over the
next several days (Harvey and Martin 1973; Strous et al. 1996; Shimizu et al. 2002). In
longitudinal magnetograms the footpoints first appear in the photosphere as a pair of small
magnetic patches of opposite polarity, and in white light the granulation pattern between
these patches has abnormally dark intergranular lanes which presumably mark the locations
of other magnetic loops just reaching the surface.

The behaviour of an emerging flux region has been beautifully clarified by Kubo, Shimizu
and Lites (2003), who followed the evolution of the full vector magnetic field in the region
using Stokes polarimetry. The field that first appeared was nearly horizontal, as expected,
and weak (B ∼ 500 G), with a high filling factor (>80%) and an upward motion of less than
1 km s−1. Over the next several hours, as the loop rose and the bipole expanded, the magnetic
field strength at the two footpoints increased to about 1500 G and the filling factor dropped
to 40% as the magnetic field became more vertical there and, presumably, the convective
collapse mechanism kicked in. The magnetic field inclination was not symmetric about the
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centre of the emerging flux region, indicating that the rising magnetic loop was affected by
pre-existing magnetic fields in the region.

Magnetic flux emergence is also responsible for generating many of the bright structures
seen in the corona, as evidenced by many observations from Yohkoh, SOHO and TRACE.
The average X-ray brightness of the corona begins to increase above an emerging flux region
almost immediately after its first appearance and remains high for several days (Kawai et al.
1992; Yashiro, Shibata and Shimojo 1998). Transient phenomena such as flares and jets
are often triggered by the emerging flux, perhaps through reconnection with pre-existing
magnetic fields at the site (Yokoyama and Shibata 1995, 1996). In established active regions,
bright coronal loops seen in X-rays or the EUV connect the opposite magnetic polarities seen
at the surface.

New magnetic bipoles emerge within old ones and their footpoints also move outward
away from the neutral polarity line as the corresponding magnetic loop rises. An arch fila-
ment system in Hα exists as long as new magnetic loops are emerging, which can be up to
several days, but individual fibrils in the system live only about a half hour, fading away as
material is drained from the corresponding loop and then replaced by fibrils associated with
newly emerging loops. The several emerging flux regions that form an active region initially
have a somewhat random orientation, but they gradually align to form a large bipole oriented
nearly E–W (Weart 1970, 1972; Frazier 1972).

K. Harvey carried out a careful study of the emergence of active regions based on Kitt
Peak magnetograms (Harvey-Angle 1993). She defined the emergence time of an active
region as the time between the first appearance of a bipolar magnetic field on the magne-
tograms and the time of maximum development, when flux emergence apparently ceases.
From the magnetograms, the emergence time can be determined to within about half a day.
The 978 active regions in Harvey’s sample all had emergence times of five days or less. Both
the emergence time and the total lifetime of an active region tend to increase with increasing
total area (and flux) at maximum development, although there is a wide range of these time
scales for any given maximum area. In all cases, the emergence time is short compared to
the total lifetime of the active region.

Although most active regions end their lives by dispersing and weakening to the extent that
they no longer show a measurable bipolar field, a significant fraction of them are disrupted
by the emergence of new flux leading to the formation of a new active region at the same site.
This fits into a more general pattern of activity nests, in which a new active region emerges
in the same location as a previous active region even though the site had been inactive for
a period of two or three solar rotations (Brouwer and Zwaan 1990). More than one-third
of all active regions appear within such nests, and at solar maximum sunspot groups tend to
appear within nests in rapid succession (van Driel-Gesztelyi, van der Zalm and Zwaan 1992).
Activity nests are manifestations of the more general phenomenon of active longitudes in
which new active regions tend to develop at the same Carrington longitude as old regions
over periods of up to several years.

Most active regions exhibit some degree of twist in their magnetic fields. A useful measure
of the amount of such twist is the magnetic helicity density A · B, where A is the vector
potential for B (i.e. B = � × A), or the total magnetic helicity Hm = ∫

V A · B dV in a
volume V . The flux of magnetic helicity into the solar atmosphere has two components, one
due to the vertical advection of an already-twisted magnetic field into the photosphere, and
the other due to local creation of helicity through the ‘braiding’ of the field by differential
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rotation or other large-scale shearing motions in the photosphere (Berger and Field 1984).
As discussed in the next subsection, at least a small amount of twist is needed in a rising
flux tube in order for it to resist fragmentation and preserve its identity as it rises through
the convection zone. Once the magnetic flux rises into the photosphere, however, additional
helicity is created by the braiding process. The contribution due to braiding is known to be
much greater than might be expected from surface differential rotation alone, based on direct
photospheric observations (DeVore 2000; Chae 2001; Moon et al. 2002; Nindos, Zhang
and Zhang 2003) and also on the observed loss of helicity through coronal mass ejections
(Démoulin et al. 2002; Green et al. 2002). The additional vortical photospheric motions
responsible for producing helicity are most likely driven by magnetic forces due to twist in
the subsurface magnetic field and can be thought of as torsional Alfvén waves transporting
helicity along the flux tube (Longcope and Welsch 2000; Pevtsov, Maleev and Longcope
2003).

7.2.2 Theoretical models of emerging magnetic flux
The magnetic fields in surface active regions on the Sun are thought to originate

from a strong global toroidal field generated by a dynamo mechanism near the base of the
convection zone. Loops of magnetic flux must occasionally break away from this region of
strong toroidal field and rise through the convection zone to the surface as reasonably coher-
ent structures in order to produce the observed patterns of surface activity, as characterized
by empirical relations such as Hale’s polarity law and Joy’s law. The individual loops might
be produced directly by turbulent dynamo action, or they might be created by an insta-
bility of a larger-scale, continuous toroidal field produced by a dynamo. The buoyant rise
of an individual magnetic loop through the convection zone has been modelled intensively
using the thin flux tube approximation, in which the magnetic field behaves essentially as
a one-dimensional, flexible, buoyant ‘string’. However, this approximation is inappropriate
for modelling the emergence into the atmosphere, where the magnetic field must expand
rapidly as the gas pressure drops rapidly with height (the pressure scale height being only
about 150 km in the photosphere). Instead, flux emergence at the surface has of necessity
been studied through direct numerical solutions of the full MHD equations.

Thin flux tubes rising through the convection zone
In the standard picture of the solar dynamo, the strong toroidal flux is produced by

differential rotation in the tachocline, coincident with the subadiabatic region just below the
base of the convection zone. When this toroidal field reaches a sufficiently high strength, it
becomes buoyantly unstable and a loop of strong, buoyant magnetic flux rises through the
convection zone to form an active region at the surface. Beginning with the seminal work of
Moreno-Insertis (1983, 1986) and Choudhuri and Gilman (1987), there have been a number
of calculations of the rise of these buoyant magnetic flux tubes through the convection zone
(see the reviews by Moreno-Insertis 1992, Fisher et al. 2000, and Fan 20042); these calcu-
lations are mostly based on the thin flux tube approximation (explained in Appendix 2). In
almost all such models, the convection zone is modelled as a static, adiabatically stratified
gas, ignoring the effects of the turbulent convection. The inclusion of solar rotation in the

2 This last review is part of an ever-expanding series of Living Reviews of Solar Physics, accessible on-line at the
website www.livingreviews.org.
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model is crucial, as the Coriolis force has a significant effect on the shape and path of the
rising flux tube. Also, it is generally found that the rising flux tube must have some degree
of twist in order for magnetic tension forces to prevent fragmentation of the tube during its
rise to the surface.

A key result of these calculations is that in order to reproduce the observed properties of
sunspot groups (latitude of emergence, tilt angle, asymmetry of leader and follower spots,
proper motions) the field strength of the flux tube at the base of the convection zone must be
of order 105 G.

Numerical simulations of flux emergence
To study flux emergence at the surface, we must abandon the thin flux tube approx-

imation and solve the full MHD equations numerically. The early numerical models of flux
emergence were two-dimensional (Shibata et al. 1989, 1990). For example, Shibata et al.
(1990) showed how an initial magnetic slab in the convection zone rises into a stable, unmag-
netized atmosphere under the combined effects of convection and magnetic buoyancy and
forms an expanding magnetic loop. Their results essentially illustrate the Parker instability
(Parker 1966, 1979a), in which plasma slides down the two legs of the rising loop, thereby
evacuating the top of the loop and increasing its buoyancy, causing it to rise farther. Other
studies have shown that an initially weak field B ∼ 500 G in the upper convection zone is
intensified locally in the photosphere to B ∼ 1000 G by the convective collapse triggered
by the downflows (Nozawa et al. 1992), and that Rayleigh–Taylor instabilities occur in the
flattened horizontal part of the emerging flux tube (Magara 2001). Yokoyama and Shibata
(1995, 1996) carried out two-dimensional simulations of magnetic flux emerging into a pre-
existing coronal field, which produced magnetic reconnection and coronal jets suggestive of
observed X-ray jets.

However, the complex magnetic structures formed by flux emergence are inherently
three-dimensional, and three-dimensional numerical simulations, beginning with those of
Matsumoto et al. (1993), have indeed revealed more complicated and realistic behaviour. A
number of these studies have examined the buoyant rise of magnetic flux sitting initially just
below the surface and rising into a non-magnetized atmosphere (e.g. Magara and Longcope
2001, 2003; Manchester et al. 2004; Cheung, Schüssler and Moreno-Insertis 2007). Several
independent studies of the rise of thin flux tubes through the convection zone have shown
that the tubes must have a significant amount of twist in order to maintain their integrity
and not fragment in the face of hydrodynamic forces, and indeed observations show that
magnetic flux usually emerges at the surface already in a significantly twisted state (e.g.
Lites et al. 1995). This suggests that studies of flux emergence should begin with a twisted
magnetic flux tube somewhere below the solar surface, as indeed has now been done in the
analytical model of Longcope and Welsch (2000) and in several numerical simulations (e.g.
Fan 2001; Abbett and Fisher 2003; Archontis et al. 2004).

The numerical simulations by Archontis et al. (2004) and Galsgaard et al. (2005) treat the
rise of magnetic flux into an atmosphere with a pre-existing coronal magnetic field, taken to
be uniform and horizontal. The results show the formation of a concentrated, arched current
sheet and magnetic reconnection accompanied by strong local heating, which drives strong,
collimated jets along the ambient magnetic field lines. Such jets are indeed seen in Yohkoh
and TRACE observations. Recently, Archontis, Hood and Brady (2007) simulated the rise of
two twisted flux tubes arriving and emerging successively at the solar surface and producing
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current sheets, high-speed reconnection jets, and arcades of magnetic loops with flare-like
brightenings.

7.2.3 Intense magnetic elements
Beginning in the 1970s, high-resolution observations revealed that most of the

magnetic flux seen at the solar surface outside sunspots is in the form of intense field con-
centrations with diameters less than about 300 km and field strengths of order 1500 G (see
the review by Spruit and Roberts 1983). The standard theoretical picture of an intense mag-
netic element is an isolated, vertical magnetic flux tube that is highly evacuated and in total
(gas plus magnetic) pressure balance with its surroundings.

During the emergence of an active region, magnetic flux appears in the form of many sep-
arate, small flux bundles. A typical flux bundle emerges with a field strength of order 500 G
and radius of order 200 km (for a total magnetic flux of order 1018 Mx), but is quickly com-
pressed to a field strength of order 1500 G and radius of order 100 km. The magnetic fields in
these separate flux bundles expand with height and merge somewhere in the chromosphere.
The flux bundles exhibit a strong tendency to cluster into pores and sunspots, in spite of the
opposing magnetic stresses that this clustering must generate in the chromosphere where
their fields merge. The clustering must be driven by hydrodynamic forces due to a converg-
ing flow near the surface (Meyer et al. 1974; Meyer, Schmidt and Weiss 1977), established
by a strong downdraft immediately adjacent to the flux bundle. The flow creates a vortex
ring around each flux bundle, and the clustering can be understood as being the result of the
mutual attraction of interacting vortices (Parker 1992).

The surprisingly high field strengths of these magnetic elements approach the limiting
magnetic field strength Bp = (8πpe)

1/2 of a totally evacuated flux tube in static pressure
balance with the external pressure pe. This vacuum field strength has a value of about 1700 G
at the solar surface (continuum optical depth τ500 = 1). Field strengths greater than this
value have been reported, which might be explained either by the addition of dynamical
pressure due to an exterior flow converging on the flux tube or as a consequence of the
enhanced transparency of the flux tube, which lowers the geometric level of surfaces of
constant optical depth. In any case, the high field strengths of the magnetic elements reflect
convective processes occurring very near the solar surface, rather than the deeper processes
of dynamo generation of the field and its buoyant rise to the surface.

Convective collapse of a thin flux tube
Parker (1978) and Zwaan (1978) first proposed that the intense, kilogauss mag-

netic flux concentrations observed in the photosphere are formed by a convective collapse
mechanism occurring in a magnetic flux tube within the superadiabatic layer just below the
solar surface. This mechanism was first modelled as an instability-driven process in an iso-
lated, vertical, thin magnetic flux tube (Webb and Roberts 1978; Spruit 1979; Spruit and
Zweibel 1979; Unno and Ando 1979). Although we now know that the actual mechanism
of flux concentration is more complicated than this, involving fully nonlinear magnetocon-
vection, it is nevertheless instructive to examine this linear instability as an illustration of
the strong dynamical effect of the superadiabaticity of the near-surface layer of the Sun.
The basic mechanism for the instability is illustrated in Figure 7.6. The thin flux tube is
initially in thermal equilibrium with the surrounding convection zone, so the temperature
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Fig. 7.6. Schematic diagram of the convective collapse mechanism for a magnetic flux tube.
Upper panel: the temperature profile Ti(z) inside the flux tube (solid curve) is initially the
same as the profile Te(z) outside the tube, but the temperature of a vertically displaced fluid
parcel will follow an adiabatic profile (dashed line). For a downward displacement, the par-
cel will be cooler than the surroundings and the tube will collapse and concentrate. (From
Thomas 1990.) Lower panel: in the initial unstable state, the flux tube is in thermal equilib-
rium with its surroundings, but in the collapsed state it is cooler than the surroundings over
most of the superadiabatic layer. The cross-hatched regions correspond to the same mass of
plasma within the flux tube. The schematic plot of total energy W (�) of the system as a func-
tion of the vertical displacement � illustrates the stability properties of the two equilibrium
states. (After Spruit 1979.)

profile (solid curve) is superadiabatic both inside and outside the tube near the solar sur-
face. Because of the inhibiting effect of the magnetic field on small-scale convection, the
temperature of a parcel of fluid displaced vertically within the tube will closely follow an
adiabat (dashed line). After a downward displacement, the parcel will be cooler than its sur-
roundings, and if the magnetic pressure is not too high the parcel will also be denser than its
surroundings. The resulting negative buoyancy force on the parcel will then accelerate the
displacement, thereby evacuating the upper part of the tube and causing it to collapse and
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intensify its magnetic field. If the initial magnetic field strength is sufficiently high, however,
lateral pressure balance can be maintained by an increase in magnetic pressure, and both the
gas pressure and the density of the parcel will be less than in the surroundings, giving a
positive (restoring) buoyancy force and producing an oscillation rather than an instability.
This argument suggests that there is a critical magnetic field strength above which the tube
is stable and below which it is unstable to convective collapse. This is indeed confirmed
by a calculation for a model atmosphere (Spruit and Zweibel 1979), which gives a critical
field strength of around 1350 G, typical of the observed field strengths in intense magnetic
elements. (Interestingly, the linear instability accelerates an upward displacement too, lead-
ing to an expansion of the tube and a weakening of the magnetic field, suggesting that both
collapse and expansion of magnetic flux tubes occur at the solar surface.)

After the initial collapse, the nonlinear development of the instability leads to a new, sta-
ble, collapsed equilibrium state with higher magnetic field strength (Spruit 1979). If radiative
heat exchange and viscosity are included, however, the collapsed state is found to be over-
stable, with oscillation periods of order 1000 s or more (Venkatakrishnan 1985; Hasan 1985;
Massaglia, Bodo and Rossi 1989). Other influences occurring on shorter time scales, such as
the formation and decay of adjacent granules, make these oscillations somewhat irrelevant.
The detailed behaviour of the collapse instability depends rather sensitively on the boundary
conditions imposed at the top and bottom of the model (Schüssler 1990).

Formation of intense flux elements in nonlinear magnetoconvection
In reality, the processes of magnetic flux concentration are occurring continually

near the solar surface, and they should be looked upon as different facets of magnetocon-
vection (Hughes and Proctor 1988; Schüssler and Knölker 2001). Models of the formation
of intense flux elements in a turbulent convecting layer based on mixing-length theory
have been presented by Schüssler (1990, 1991) and his collaborators (Deinzer et al. 1984;
Knölker, Schüssler and Weisshaar 1988; Knölker and Schüssler 1988). The interactions
between intense flux sheets and turbulent convection were subsequently modelled in two
dimensions (Steiner et al. 1998; Grossmann-Doerth, Schüssler and Steiner 1998). Strong
localized magnetic fields also appear both in direct numerical simulations of granular mag-
netoconvection, whether anelastic (Nordlund 1983, 1986) or fully compressible (Carlsson
et al. 2004; Vögler et al. 2005; Stein and Nordlund 2006), and in idealized numerical exper-
iments on three-dimensional compressible magnetoconvection (Weiss et al. 1996; Weiss,
Proctor and Brownjohn 2002; Bushby and Houghton 2005).

There are two relevant processes that lead to the appearance of fields that are locally
intense: the first is the expulsion of magnetic flux from a convective eddy (Parker 1963; Clark
1965, 1966; Weiss 1966), while the second – which is probably more relevant here – is the
transport of flux tubes or sheets along the intergranular network. Recent calculations reveal
the asymmetry between rising and falling plumes, owing to the effects of stratification and
buoyancy braking. Strong, local magnetic flux concentrations (or flux sheets or tubes) are
formed in the narrow, intense downdrafts in the cool intergranular lanes. The strong magnetic
field inhibits heat transport along and into the flux tube, and radiative losses at the surface
may cause a tube to collapse even more. Once the magnetic pressure becomes significant,
the tube must be partially evacuated in order to achieve an overall lateral pressure balance.
Such flux tubes can reach field strengths exceeding the equipartition value Be = (4πρv2)1/2

and approaching – or even exceeding – the limiting vacuum field strength Bp = (8πpe)
1/2
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(where pe is the external gas pressure). The tube is then contained by a balance between the
combined magnetic and (reduced) gas pressure within, and the sum of the gas pressure pe

and the dynamic pressure 1/2 ρ|u|2 without, giving a value of B greater than Bp (Bushby
2007; Bushby et al. 2008).

7.3 Formation, growth and decay of sunspots
Sunspots form through the coalescence of pores and smaller magnetic flux tubes

into a single, growing pore (Vrabec 1974; Zwaan 1978, 1992; McIntosh 1981). If a grow-
ing pore reaches a sufficient size (a diameter of about 3500 km but sometimes as much as
7000 km), or perhaps more significantly, sufficient total magnetic flux (of order 1×1020 Mx;
Leka and Skumanich 1998), it forms a penumbra at its periphery and becomes a fully fledged
sunspot. The formation of a penumbra is a rapid event, occurring in less than 20 minutes,
and the characteristic sunspot magnetic field configuration and Evershed flow are both estab-
lished within this same short time period (Leka and Skumanich 1998; Yang et al. 2003). (The
process of the formation of a penumbra has already been described in some detail in Section
5.6 above.)

A substantial fraction of the magnetic flux in an active region ends up in sunspots, espe-
cially the flux of leading polarity of which up to 60% may be concentrated into one or more
sunspots at the maximum stage of development of the region (Zwaan 1992). The flux of lead-
ing polarity usually forms a dominant spot near the leading (western) edge of the region. A
large spot forms through the coalescence not only of pores but also of small sunspots already
possessing penumbrae. Figure 7.7 shows an example of the formation of a large sunspot.
Several other good illustrations of sunspot formation are presented by McIntosh (1981). The
coalescence of small spots into large spots often continues for several days, and it can take a
week or more for the dominant leader spot to form. However, even when a large spot is still
experiencing net growth, it may already be losing magnetic flux from part of its periphery.

After individual pores have coagulated to form a sunspot, the boundaries between them
sometimes persist, as in a ball of putty formed from individual strands. These visible seams
preserve some memory of the spot’s formation and provide a recognizable pattern in the
umbra that may persist over the lifetime of the spot. (In H. U. Schmidt’s words, sunspots
have recognizable faces.) Eventually, light bridges form along these same seams as the spot
begins to break up into roughly the same segments from which it formed (Garcia de la
Rosa 1987a,b). On the other hand, some large sunspots develop very dark umbral cores
virtually free of fine structure or any visible seams between the fragments that formed them
(Zwaan 1992).

7.3.1 Growth rates of sunspots
The growth phase of a sunspot is generally much shorter than its decay phase. A

sunspot forms in only a few days but will typically live for a few weeks and occasionally for
several months (several solar rotation periods). A sunspot begins to decay almost immedi-
ately after it is fully formed, but the decay process is usually slow enough that it is reasonable
to think of a steady-state ‘middle age’ for the spot, during which its structure is as we have
described in Chapters 3–5.

Early studies of the growth rates of sunspots based on the Greenwich photoheliographic
records found that the growth was fastest at the first appearance of a spot (Greenwich 1925),
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Fig. 7.7. A sequence of photographs showing the formation of a large sunspot through the
coalescence of smaller spots and pores (in August 1966). Magnetic N and S polarities of the
individual spots are indicated. This large, symmetric leader sunspot went on to have a very
long lifetime of 137 days. (From McIntosh 1981.)

but Dobbie (1939) later found that the growth rate typically increased during the early stages
of spot growth, especially for the largest spots.

An important step forward in the study of sunspot growth and decay was the digitization
of the Mount Wilson white-light solar images (Howard, Gilman and Gilman 1984). This
data set includes the areas and positions of every sunspot visible on the disc in the daily
photographs taken from 1917 to 1985. Howard (1992) examined the daily changes in area of
over 36 000 sunspot groups in this data set and found that the median percentage daily area
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change for all these groups was −25%, while the mean values for growing and decaying
groups separately were +502% and −45%, respectively, showing the strong asymmetry
between the rapid growth and slow decay of sunspots.

7.3.2 Lifetimes of sunspots
Sunspots have a broad range of lifetimes. Some spots form and disperse in a matter

of hours, while a few during each sunspot cycle live for several months and thus are visible
over several disc passages. Leader and follower spots generally have very different lifetimes.
Follower spots usually live only a few days at most and seldom form a stable, long-lived con-
figuration. Leader spots, on the other hand, tend to achieve a round, stable, slowly decaying
configuration and can live up to several months (Bumba 1963; Bray and Loughhead 1964).
As summarized by Zwaan (1992), a long-lived sunspot has the following properties: (i) it
is a leader spot; (ii) it has one or more dark umbral cores; (iii) it is very nearly circular in
shape; and (iv) it is surrounded by a moat.

Larger spots generally live longer, with lifetime T being roughly proportional to the
maximum area Amax of the spot (Gnevyshev 1938; Waldmeier 1955),

Amax = DGWT, (7.1)

with DGW � 10 × 10−6 A�/2 day−1 (where A�/2 is the surface area of a solar hemisphere).
Petrovay and van Driel-Gesztelyi (1997) confirm this relationship and give the more precise
value DGW = (10.89 ± 0.18) × 10−6 A�/2 day−1.

7.3.3 The decay of a sunspot
Cowling (1946) was the first to show that sunspots do not decay solely by Ohmic

dissipation, which would occur on much too long a time scale (a few hundred years). Instead,
the decay must be due in large part to fluid motions that carry magnetic flux away from
the spot.

In discussing the decay mechanisms of sunspots, it is useful to distinguish between the
rapid fragmentation of the short-lived (usually follower) sunspots and the gradual decay of
longer-lived (usually leader) sunspots (Zwaan 1992). Follower sunspots are typically irreg-
ular in shape, with only partial penumbrae, and usually fragment within a few days after
formation, as a result of being torn apart by convection. An example of this is shown in
Figure 7.8. Here a stable, fairly symmetric leader spot formed and maintained its identity,
while the pores and flux elements in the following-polarity region formed a rudimentary
spot that lasted only several hours. The fragmentation normally starts with the appearance
of very bright dots in the umbra, after which the umbra breaks up in less than a day (Zwaan
1968, 1987). Only a small percentage of the follower spots achieve a longer-lived, stable
configuration. Other factors seem to affect the decay rate: spots with larger proper motion
(Howard 1992) and spots at higher latitudes (Lustig and Wöhl 1995) generally decay faster.

During the gradual decay process, a long-lived spot slowly shrinks in size while roughly
maintaining the same relative size, brightness, and magnetic field strength of its umbra and
penumbra. The process occurs through the gradual loss of magnetic flux to the surroundings
at the periphery of the spot and a redistribution of magnetic flux from the umbra to the
penumbra within the spot. The spot is surrounded by an annular moat across which small,
moving magnetic features (MMFs) stream away from the spot in the radial direction; some
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Fig. 7.8. Fragmentation of a large sunspot into a decaying cluster of small spots and pores.
This sequence of white-light images, taken by the TRACE satellite, shows the central spot
in NOAA AR 1926, which produced three X-class flares on 6–7 June 2000. (Courtesy of the
Stanford-Lockheed Institute for Space Research.)

of these MMFs carry magnetic flux away from the spot. The decay process continues until
the spot is reduced either to a pore or to a small spot that fragments.

Decay laws for sunspot area and magnetic flux
A number of observational studies have examined the rate at which the total area

A of a long-lived sunspot, as seen in white light, decreases with time during its gradual
decay phase. Measurements of this photometric decay are important because they offer
clues to the nature of the decay mechanism, since different mechanisms produce different
area decay laws (Martı́nez Pillet 2002). Most of the early studies were statistical analyses
of large data sets, such as the long series of white-light photographs of sunspots taken at
the Royal Greenwich Observatory beginning in 1874. These studies generally show that A
decreases linearly with time, with a decay rate that is different for different spots (Green-
wich 1925; Cowling 1946; Bumba 1963; Bray and Loughhead 1964; Gokhale and Zwaan
1972). For example, Bumba (1963) found a linear decay law dA/dt = D for recurrent
spots in the Greenwich plates, with a mean value of D equal to −4.2 × 10−6 A�/2 day−1

(where 1 × 10−6 A�/2 day−1 = 3.321 Mm2 day−1 = 3.843 × 1011 cm2 s−1). Martı́nez Pillet,
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Moreno-Insertis and Vázquez (1993) found a mean value of D equal to −12.1 × 10−6 A�/2

day−1 for recurring spots in the Greenwich data, and they also found that the values of D for
individual spots have a lognormal distribution. They also found evidence that the decay law
is slightly nonlinear, with the decay rate decreasing with time. More recently, Petrovay and
van Driel-Gesztelyi (1997) studied the Debrecen photoheliograph data and found a parabolic
area decay law, dA/dt ∝ √

A.
It is often assumed that the total magnetic flux � in a large sunspot is simply proportional

to total area A, which then implies that the magnetic decay law d�/dt follows the area
decay law d A/dt . � will be proportional to A if the distribution of magnetic flux over
the spot remains self-similar during the decay, and there is evidence that this is nearly the
case. Direct measurements of the total magnetic flux � of a spot as a function of time are
desirable but difficult; they require vector magnetograms so that the flux can be measured
accurately at different viewing angles as the spot moves across the solar disc. Martı́nez Pillet
(2002) reported measurements for two slowly decaying leader spots in the group studied
by Martı́nez Pillet, Lites and Skumanich (1997), and found in each case a very good fit
to a linear decay law for both area and total magnetic flux over a 6-day time span. The
A(t) and �(t) data and linear fits for one of the sunspots are shown in Figure 7.9. The
area decay rates for the two sunspots were −5.26 and −3.87 × 10−6 A�/2 day−1, in good
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Fig. 7.9. Upper panels: total sunspot area and umbral area in units of MSH = 1×10−6 A�/2
as a function of time for two slowly decaying leader sunspots (in NOAA 7197 and 7201).
Lower panels: total and umbral magnetic fluxes as functions of time for the same sunspots.
(From Martı́nez Pillet 2002.)
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agreement with Bumba’s value of −4.2 × 10−6 A�/2 day−1, and the magnetic flux decay
rates were −1.44 × 1020 and −0.6 × 1020 Mx day−1.

Diffusion models of sunspot decay
A linear decay law for sunspot area A is reproduced by a theoretical model involv-

ing a constant turbulent diffusion across the spot (Meyer et al. 1974; see also Krause and
Rüdiger 1975). Petrovay and Moreno-Insertis (1997) modelled the decay with a turbulent
diffusivity ηT(B) dependent on magnetic field strength in order to incorporate the quenching
of the turbulent diffusion by a strong magnetic field (‘η quenching’). Their model produces
a parabolic decay law, as found by Petrovay and van Driel-Gesztelyi (1997). Rüdiger and
Kitchatinov (2000) also present a model with η quenching, leading to a nonlinear decay law
with decreasing decay rate.

7.4 Sunspot groups
Although individual, isolated sunspots are not uncommon, most sunspots occur in

groups, which are often very large and complex. Studies of the properties and motions of spot
groups reveal information about the dynamo-generated magnetic field in the solar interior.
Such studies are quite demanding, however, requiring long-term synoptic observations and
careful data analysis. Important contributions include the summary by McIntosh (1981) of
his 25 years of sunspot observations.

Sunspot groups display a wide variety of sizes and configurations, with significant dif-
ferences between groups and between different evolutionary stages of the same group. As
with most complex phenomena, it has proved helpful to have a classification scheme for the
various configurations. The standard scheme is the venerable Zurich classification system
(Waldmeier 1947, 1955), which is essentially an evolutionary sequence for the longest-lived
groups. Class A consists of a single small spot or group of spots without penumbrae and
Class B consists of bipolar pairs of small spots without penumbrae; in the terminology we
have used, these spots would all be called pores. Classes C and D are similar to A and B
except that at least one of the spots in the group has a penumbra. Classes E and F are large
bipolar groups with large spots with penumbrae and several pores, extending over at least 10◦
(Class E) or 15◦ (Class F) of longitude. Classes G, H and J consist of groups in successive
stages of decay, with Class J consisting of single, round, long-lived spots. Half of all groups
never progress beyond Class A or B. McIntosh (1981) developed a more detailed classifi-
cation scheme, based on the Zurich system but with additional information on sunspot size,
complexity and stability to aid in forecasting solar flares.

7.4.1 The magnetic configuration of active regions and sunspot groups
A large, fully developed active region has a bipolar magnetic configuration (see

Fig. 7.10). The effective axis of the bipole is slightly inclined with respect to the solar equa-
tor, with the leading polarity being closer to the equator. The inclination angle α varies with
latitude, ranging from at most a few degrees for regions nearest the equator up to 15◦ for
regions at latitude 35◦ (Joy’s law: Hale et al. 1919; Brunner 1930; Hale and Nicholson 1938).
The smallness of the inclination angle suggests that active regions originate from a strong,
buried toroidal magnetic field, with the slight inclination being produced by the Coriolis
effect as the flux rises to the surface. The polarities of bipolar active regions follow Hale’s
polarity law: the east–west polarity orientation is opposite in the northern and southern
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Fig. 7.10. Sketch of a large, fully developed, bipolar active region, showing areas of leading
polarity (LP) and following polarity (FP). The inclination angle α varies with the latitude
of the active region, ranging from 0◦ near the equator to about 15◦ at latitude 35◦. The
separation distance d between the centroids of LP and FP is typically 100–150 Mm. (From
Zwaan 1992, courtesy of Springer Science and Business Media.)

hemispheres, and the orientation reverses in the next 11-year sunspot cycle. Joy’s law and
Hale’s polarity law play an important role in models of the solar dynamo (see Chapter 11).

There are systematic differences between leader and follower spots. While leader spots
tend to be stable and long-lived, follower spots seldom achieve long-term stability. Of all
sunspot groups that last long enough to return for a second disc passage, some 95% return
with only a leader spot. Follower spots tend to be more irregular in shape than leader spots,
often having only a partial penumbra, and they often break up within a few days after emer-
gence. We have already seen an example of this rapid fragmentation in Figure 7.8; over most
of its life, this active region consisted of a leader spot plus some plage of the same polarity
and trailing plages of the opposite polarity.

7.4.2 Sunspots and solar rotation
Both the Sun’s overall rotation and its surface differential rotation were discovered

by observing the passage of sunspots across the solar disc. Here we discuss some subtler
aspects of the relation between sunspots and solar rotation.

The rotation rate of sunspots around the Sun’s rotation axis is observed to be slightly
faster than that of the surrounding plasma (Snodgrass 1984; Stix 2002; Thompson et al.
2003). This difference is consistent with the idea that a sunspot’s magnetic flux tube is
anchored to denser material at some depth below the surface, where the rotation rate is
slightly higher (in the latitude bands where sunspots live). The sunspots’ rotation rate varies
systematically through the solar cycle, with a distinct maximum rotation rate occurring near
the time of minimum activity and a smaller maximum at the time of peak activity (Gilman
and Howard 1984).

There is also evidence that the rotation rate of sunspots decreases with their age
(Tuominen 1962; Nesme-Ribes, Ferreira and Mein 1993; Pulkkinen and Tuominen 1998;
Hiremath 2002), perhaps due to a systematic change in the anchoring depth of the spots,
or to a relaxation in the shape of the loop of emerging toroidal flux that creates the active
region.

As mentioned above, in a bipolar sunspot pair the leader spot generally lies at a lower
latitude than the follower spot. The solar surface differential rotation then causes the lower-
latitude leader spot to rotate more rapidly than the higher-latitude follower spot, causing a
slow longitudinal drift between the positions of the two spots, at a rate of about 0.1◦ per day
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(Bray and Loughhead 1964). This systematic motion, due to a small difference in rotation
rates between leader and follower spots, is superimposed on solar-cycle variations in rotation
rate which the leader and follower spots share (Gilman and Howard 1985).

In addition to the systematic longitudinal drift due to the Sun’s differential rotation, many
spot groups show proper motions in longitude (relative to the solar rotation) and latitude
(Waldmeier 1955), presumably caused by the dynamical behaviour of the corresponding
magnetic flux tubes beneath the surface. Also, some sunspots are seen (in white light) to
rotate slowly around their central axes. The total rotation can be significant, as much as 200◦
over a period of 3–5 days (Brown et al. 2003). This rotation causes the coronal loops emanat-
ing from the spot to twist and, in some cases, to erupt as a flare. The rotation of the sunspot
is most likely due to the relaxation of a twist in the spot’s magnetic flux bundle beneath the
solar surface; in this case, one would expect a systematic preference for the sense of rota-
tion in each hemisphere. There seems to be insufficient evidence on this point, although the
results of Brown et al. (2003) show anticlockwise rotation in five of six northern-hemisphere
spots.

Possible meridional (north–south) motions of sunspots and spot groups have been looked
for in statistical analyses of the large Greenwich and Mount Wilson data sets, with results
that are not all in accord (see Pulkkinen and Tuominen 1998 and Wöhl and Brajša 2001
and references to earlier papers therein). In these studies, the scatter in the data points
is very large and the statistical significance of the results is not strong. We mention
only two interesting results here. Howard and Gilman (1986), using the digitized Mount
Wilson data, obtained the surprising result of a northward motion at intermediate latitudes
(roughly from 10 to 25◦) in both hemispheres. Using the Greenwich data, Wöhl and Brajša
(2001) found that in each hemisphere sunspot groups tend to move away from the lati-
tude of the centroid of all spots in that hemisphere. Results from helioseismology, however,
show a shallow flow toward the zones of maximum activity (Beck, Gizon and Duvall 2002),
although this flow may reverse direction deeper down (Zhao and Kosovichev 2004).

7.5 Dissolution of active regions
By the time that all of the available magnetic flux has emerged, an active region

has already begun to show signs of decay (Zwaan 1992). Most of the sunspots are already
diminishing in size and total magnetic flux, and only one or two dominant spots continue
to grow for a few more days. Then most of the pores disappear, followed by most of the
sunspots, leaving perhaps just one stable leading spot, which decays away slowly over a
period of a few weeks or occasionally up to a few months. During this whole time, the active
region has been spreading over a greater part of the solar surface while the filling factor
of its magnetic field has been decreasing. Holes appear in the plage regions as magnetic
flux is swept to the boundaries of supergranules, forming an enhanced bright network which
eventually fades until it is indistinguishable from the quiet-Sun network. The lifetime of an
active region is roughly proportional to the maximum value of its total magnetic flux, with
a constant of proportionality of about 1 × 1020 Mx day−1 (Golub 1980). Exceptions to this
decay scenario are the active regions appearing in succession within an activity nest, where
a new region emerges before the previous region has fully decayed.

What happens to the magnetic flux of an active region as it disappears? Part of the flux
leaves the region by gradual dispersal over a wider area, the dispersed flux then forming part
of the quiet-Sun magnetic field. However, this dilution cannot be the only process involved;
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Fig. 7.11. The formation of a U-loop between two rising Ω-loops along a single toroidal
flux tube. (From Zwaan 1992, courtesy of Springer Science and Business Media.)

surface magnetic flux is often seen to disappear without visible transport away from its loca-
tion (e.g. Wallenhorst and Howard 1982; Wallenhorst and Topka 1982; Wilson and Simon
1983; Simon and Wilson 1985; Topka, Tarbell and Title 1986). Photospheric magnetic flux
can seemingly disappear in situ through two mechanisms: the emergence of a U-loop or
the re-submergence of an Ω-loop (Zwaan 1992). As shown in Figure 7.11, U-loops form
naturally in a rising toroidal flux tube, between the Ω-loops that form active regions. While
an Ω-loop can rise rapidly into the atmosphere by draining plasma down its two legs, a U-
loop cannot rise so rapidly because the plasma is trapped within it, and some mechanism of
moving mass across field lines is required for complete escape of the loop (Parker 1984).
As Spruit, Title and van Ballegooijen (1987) have pointed out, a buoyant U-loop will rise,
expand, and fragment near the surface, where subsurface convection will then dominate
the weakened field and arrange it into the typical intranetwork pattern. Also, smaller-scale
Ω-loops forming along a large U-loop might rise, expand laterally, and reconnect where
they meet to form closed O-loops that decay away through Ohmic dissipation. Convincing
observational evidence for the emergence of a U-loop between two active regions has been
presented by van Driel-Gesztelyi, Malherbe and Démoulin (2000).

Re-submergence of an Ω-loop is no doubt an important process in the case of a long-lived
activity nest, which survives through successive emergences and retractions of an Ω-loop
whose coherence is maintained by the strong underlying toroidal flux tube.

7.6 Flux emergence in the quiet Sun
So far, we have only discussed large active regions, which contain sunspots and

behave as part of the Sun’s activity cycle (see Section 10.1 below). However, active regions
come in a broad range of sizes. There is a hierarchy, running from large-scale activity in
regions containing magnetic fluxes � that are greater than 3 × 1020 Mx, through bipolar
ephemeral active regions with fluxes between 3 × 1020 and 3 × 1018 Mx, to small-scale
fields that nestle between granules and have fluxes as low as 1015 Mx. In this section we
consider both ephemeral regions and intergranular magnetic fields.

The intermediate-scale fields emerge across the entire solar disc, from pole to pole, but
they are most apparent in the quiet Sun, away from large active regions. Here the emer-
gence and reconnection of magnetic fields give rise to soft X-ray emission in the form of
X-ray bright points (XBP). These were first discovered in rocket flights (Krieger, Vaiana
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Fig. 7.12. Soft X-ray image from the X-Ray Telescope on Hinode, showing X-ray bright
points distributed across the entire solar disc, at a time of very low large-scale activity. Note
the dark coronal holes. (Courtesy of NAOJ/SAO/JAXA/NASA.)

and Van Speybroeck 1971) and then observed from space, with ever-increasing precision,
by the Skylab, Yohkoh and Hinode satellites. Figure 7.12 shows the distribution of XBPs
across the solar disc at sunspot minimum, and indicates the prevalence of ephemeral active
regions.

These fields give rise to a ‘magnetic carpet’ that covers the surface of the Sun, as shown
in Figure 7.13 (Title and Schrijver 1998; Title 2000). This carpet is composed of individ-
ual magnetic elements with fluxes around 1018 Mx and intense kilogauss magnetic fields
(Stenflo 1973). The ephemeral regions appear all over the solar surface, and are largely
uncorrelated with sunspots and large-scale activity; they seem to owe their origin to small-
scale dynamo action (Durney, De Young and Roxburgh 1993; Cattaneo 1999; Hagenaar,
Schrijver and Title 2003) at relatively shallow depths below the photosphere, as discussed in
Section 11.5.

7.6.1 Ephemeral active regions
Ephemeral active regions emerge as small magnetic bipoles that last for a relatively

short time (Harvey and Martin 1973; Harvey-Angle 1993). They generally have areas less
than 2.5 square degrees and lifetimes that are less than a day and typically only a few hours.
While at most only a few large active regions emerge each day, hundreds of ephemeral
regions do so and together contribute as much surface magnetic flux as a single large active
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Fig. 7.13. The magnetic network and the mixed-polarity magnetic carpet on the quiet Sun.
In this magnetogram, obtained with the Solar Optical Telescope on Hinode, regions with
line-of-sight field strengths less than 5 G are shown in grey, and light (dark) regions indi-
cate parallel (antiparallel) magnetic fields. The region shown has a width of about 200 Mm.
(Courtesy of A. M. Title.)

region. The rate of emergence corresponds to an unsigned flux of 5 × 1023 Mx day−1 over
the entire solar surface (Hagenaar 2001). The orientation of the emerging bipoles is scarcely
related to that of the active regions that are involved in the solar cycle: Harvey-Angle (1993)
and Hagenaar (2001) found that 60% of ephemeral regions have a net latitudinal orienta-
tion corresponding to that of the sunspot cycle, but Hagenaar, Schrijver and Title (2003)
see no significant correlation. On the other hand, the rate of emergence does seem to vary,
by ±20%, in antiphase with the solar cycle (Harvey-Angle 1993; Hagenaar 2001; Hagenaar,
Schrijver and Title 2003).

The fate of the flux that emerges in ephemeral regions is closely related to the pattern
of supergranular convection at the solar surface, which was mentioned in Section 2.5. The
motion in a supergranule corresponds to a radial outflow, carrying magnetic fields and gran-
ules with it, towards the magnetic network that forms the supergranule’s boundary (Simon
and Leighton 1964; Simon et al. 1988). Thus any small-scale fields are bound to accumulate
in the network. Observations with the Michelson Doppler Imager (MDI) on SOHO show
that ephemeral regions emerge in the interiors of supergranules and preferentially near their
centres. Bipolar features with fluxes between 1018 and 1019 Mx appear first as horizontal
fields, whose footpoints move rapidly apart, attaining a separation of about 7000 km in the
next 30 minutes. Meanwhile, these flux concentrations are shredded by turbulent granu-
lar convection into fragments containing only about 1017 Mx but with locally intense fields
of around 1500 G. These fragments drift apart and are transported within a few hours to
different parts of the network; once there, they migrate along the supergranule boundaries
until they meet flux elements of opposite polarity, reconnect and disappear (Title 2000). In a
steady state, the total unsigned flux in the network amounts to 2×1023 Mx, implying that the
lifetime of emerging flux is less than a day. Kinematic modelling allows the whole process
of eruption, fragmentation, transport and cancellation to be represented numerically (Simon,
Title and Weiss 2001; Parnell 2001).
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7.6.2 Intergranular magnetic fields and smaller-scale flux emergence
The presence of small-scale, mixed-polarity fields within the supergranular net-

work has been known for a long time (Livingston and Harvey 1971). These intranetwork3

fields give rise to a ‘pepper and salt’ appearance in magnetograms like that in Figure 7.13.
As the spatial resolution of magnetograms has improved, they have revealed the emergence
of mixed-polarity magnetic fields on smaller and smaller scales. Recent progress can be fol-
lowed both in ground-based observations, from Big Bear (Wang et al. 1995) and Sacramento
Peak (Lin and Rimmele 1999; Lites 2002; Rimmele 2004; Socas-Navarro, Martı́nez Pillet
and Lites 2004), as well as the SVST (Berger and Title 1996; Topka, Tarbell and Title 1997)
and SST (Berger et al. 2004; Sánchez Almeida, Márquez and Bonet 2004; Rouppe van der
Voort et al. 2005; Berger, Rouppe van der Voort and Löfdahl 2007) on La Palma, and in those
from space, on Spacelab 2 (Simon et al. 1988), with MDI on SOHO (Schrijver et al. 1998;
Title and Schrijver 1998; Ortiz, Solanki and Domingo 2002) and with the Solar Optical
Telescope (SOT) on Hinode (Centeno et al. 2007; Lites et al. 2007).

The pattern of intranetwork fields is organized on two scales, by granules (with diameters
around 1 Mm) and by mesogranules (with diameters of 5–8 Mm). The granules correspond
to the vigorous energy-carrying scale of convection at the photosphere, but the mesoscale
pattern, though driven by convection, is selected as a result of nonlinear interactions between
the granules; mesocells are a characteristic feature of both Boussinesq and compressible
convection (Stein and Nordlund 1998; Cattaneo, Lenz and Weiss 2001; Rincon, Lignières
and Rieutord 2005). At the solar photosphere, mesogranules were discovered by November
et al. (1981; see also Shine, Simon and Hurlburt 2000), and Spacelab observations showed
that magnetic flux around an active region was carried into a mesogranular network (Simon
et al. 1988). Higher resolution observations have confirmed that the intranetwork field has
a mesogranular structure in the quiet Sun as well (Domı́nguez Cerdeña 2003; Lites et al.
2007).

The most striking feature of these small-scale fields is their relationship to granules.
Intense vertical fields accumulate in the dark intergranular lanes, where flux sheets can form,
and especially at corners, where isolated flux tubes can appear. These patterns are constantly
changing: the fields move as a ‘magnetic fluid’ without any evidence of quasipermanent
flux tubes (Berger and Title 1996; Berger et al. 2004; Rouppe van der Voort et al. 2005;
Berger, Rouppe van der Voort and Löfdahl 2007). If sufficient magnetic flux is present
(as in the network, or near sunspots), the fields have a ribbon-like structure at the photo-
sphere, but with weaker overall flux ephemeral point-like features are more prevalent, in
keeping with the numerical results described in Section 7.2.3 above. These magnetic ele-
ments are associated with localized ‘bright points’ in the continuum (Dunn and Zirker 1973;
Mehltretter 1974; Muller 1983) and especially in CH G-band emission (Berger et al. 1995,
1998), which acts as a reliable proxy for magnetic fields. Intergranular G-band emission is
naturally most prominent in plage regions, and Figure 7.14 shows two very clear examples.

Berger, Rouppe van der Voort and Löfdahl (2007) emphasize the importance of the Wilson
depression within magnetic flux elements. If they are sufficiently slender, the τ500 = 1 level
within them will be heated laterally by radiation from the hot walls of adjacent granules,
making them appear bright at disc centre; only if they are wide enough to be optically thick

3 Both internetwork and intranetwork appear in the literature. We prefer using the latter to describe the areas that
are enclosed by the network.
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Fig. 7.14. Fine structure of intergranular magnetic fields. The top panel shows a G-band
image of filamentary and point-like structures, clustered around mesogranules in the neigh-
bourhood of a sunspot. The middle panel displays the corresponding magnetic fields. The
lower panel shows a filigree-like pattern of G-band emission in greater detail. The ribbon
indicated has a width of about 500 km. (From Berger et al. 2004, 2007.)
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will they cool down and appear dark, as micropores. At the limb, the bright sides of the
granules are visible through the transparent flux elements, giving rise to faculae as proxy
evidence of magnetic fields.

The predominantly vertical fields move through intergranular lanes, as in the numerical
models with an imposed magnetic field that were discussed in Section 7.2.3. Intragranular
flux elements can also emerge as bipoles (Lites et al. 1996) or, after reconnection, disap-
pear. Centeno et al. (2007) present an example of bipolar flux emergence on a granular
scale, obtained using the SOT with a spectropolarimeter aboard Hinode. These measure-
ments of the vector field B reveal the initial appearance of a horizontal field centred on a
bright granule, which gradually spreads until two oppositely directed vertical fields appear
at either end of a granule diameter. Thereafter, the horizontal field fades away (presumably
rising upwards out of the region where the absorption lines are formed) while the vertical
fields remain. Numerical simulations of flux loops rising into the photosphere reveal similar
behaviour (Cheung, Schüssler and Moreno-Insertis 2007).

At the centre of the solar disc, the magnetic field in flux elements is predominantly lon-
gitudinal but flux conservation demands that oppositely directed longitudinal fields in the
photosphere must be connected by transverse fields higher up. Harvey et al. (2007) reported
measurements of “seething” horizontal fields on scales greater than 3′′. Lites et al. (1996)
measured transverse, predominantly horizontal fields with typical lifetimes of 5 minutes
associated with flux emerging on a 1′′ scale. Hinode observations of the vector field in an
unusually quiet Sun have attained much higher resolution: Lites et al. (2007) and Orozco
Suárez et al. (2007) find relatively strong horizontal fields – typically of order 100 G and
predominantly at the edges of granules – while vertical fields are confined to intergranular
lanes. This overall pattern is consistent with the observations of an individual event described
above. The likely source of this disordered emerging flux is probably a turbulent small-scale
dynamo operating on a granular (and mesogranular) scale and largely independent of the
dynamo processes that give rise to cyclic activity and ephemeral active regions. This pro-
cess has been demonstrated numerically both in Boussinesq calculations (Cattaneo 1999;
Cattaneo, Lenz and Weiss 2001) and in more realistic models (Vögler and Schüssler 2007).
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8

Magnetic activity in stars

If we were to observe the Sun from the distance of α Centauri (4.3 light years), we would not
be able to resolve its spots directly or to detect luminosity variations as they came and went;
nor could we measure its magnetic field. Although we naturally expect that there should be
analogues of solar magnetic activity on lower main-sequence stars that are similar to the
Sun (Tayler 1997; Rosner 2000), we can only detect this activity through indirect measure-
ments of other effects that are known to be associated with active regions on the Sun itself.
These effects include X-ray emission from stellar coronae, optical and radio emission from
flares and enhanced chromospheric emission, notably in the H and K lines of singly ion-
ized Ca II (Wilson 1994; Schrijver and Zwaan 2000). As we shall see, there are indeed also
some stars that are much more active than the Sun, whose magnetic fields can be measured
directly; such stars also exhibit substantial variations in luminosity that can be ascribed to
the presence of starspots on their surfaces.

8.1 Stellar Ca II emission
The most widely used indicators of stellar magnetic activity are the emission cores

of the Ca II H and K absorption lines. On the Sun, Ca II emission forms a chromospheric net-
work, first observed by Hale (Bray and Loughhead 1974), which corresponds to the magnetic
network that outlines supergranules in the photosphere. This emission could be detected if
the Sun were viewed from a nearby star, and the cyclic variation of solar activity would also
be apparent, as can be seen from Figure 8.1. The strong correlation between Ca II H and K
emission and magnetic fields on the Sun (Skumanich, Smythe and Frazier 1975; Schrijver
and Zwaan 2000) provides a firm basis for also using Ca II emission as a proxy measure
of stellar magnetic fields. Early observations were reported by Eberhard and Schwarzschild
(1913) but it was not until 1966 that a systematic programme of observations was initiated,
by Olin Wilson on the 100-inch telescope at Mount Wilson in California. This programme
was continued for almost 40 years, providing measurements of activity on about 2500 nearby
stars as well as monitoring variations in activity (to be discussed in Chapter 10 below) on up
to 400 of them.

Surveys of nearby main-sequence stars in both northern and southern skies reveal
a wide range of magnetic activity (Vaughan and Preston 1980; Soderblom 1985;
Baliunas et al. 1995; Henry et al. 1996; Wright et al. 2004). Figure 8.2 shows a measure,
R′

HK, of normalized chromospheric Ca II emission as a function of spectral type (i.e. of effec-
tive surface temperature) for solar-type stars. The position of the Sun is indicated, together

150
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Fig. 8.1. The Sun as a star. Variation of Ca II H and K emission with the solar cycle.
(Courtesy of the Mount Wilson H-K Project.)

with its range of variation with the solar cycle. It is apparent that there is a spread of an
order of magnitude in R′

HK for stars of the same spectral type. Moreover, there appears to be
an underpopulated gap, around log R′

HK = −4.75, between groups of more active and less
active stars. Henry et al. conclude that this so-called ‘Vaughan–Preston gap’ is a real effect,
with about 30% of the stars lying above it. They go further to distinguish a small subgroup of
very active stars with log R′

HK > −4.20 and one of inactive stars with log R′
HK < −5.1; the

former contains less than 3% of the stars, while the latter (which may include stars undergo-
ing a grand minimum) contains 5–10% of the total sample. The hyperactive group includes
rapidly rotating binaries, with components that have already evolved off the main sequence,

It follows from Figure 8.2 that a star of given mass, for instance a G2 star like the Sun
with B – V = 0.66, may exhibit a wide range of magnetic activity. Further information can
be gained by studying stellar clusters. All members of a cluster have the same age, and
this age can be determined from lithium abundances or by noting where massive stars have
evolved off the main sequence. It is found that stars in a given cluster – for instance the
Hyades, with an age of about 600 Myr – lie on a roughly horizontal strip in diagrams like
Figure 8.2 (Soderblom 1985) and that younger clusters show stronger magnetic activity, as
measured by Ca II emission, than do older clusters. It follows that an individual star will
trace a downward trajectory in such a diagram as it evolves and, in particular, that the Sun
has moved downwards during its lifetime of 4.6 Gyr on the main sequence; thus its magnetic
activity has (on average) decreased with age until it reached its present state.

8.2 Variation of activity with rotation rate and age
The crucial physical parameter that determines the strength of magnetic activity

in a star is its angular velocity (Hartmann and Noyes 1987). For a rapidly rotating star the
angular velocity can be estimated from the Doppler broadening of spectral lines, which
is proportional to v sin i , the projected component of its rotational velocity, where v is its
equatorial velocity and i is the angle between the rotation axis and the line of sight. The angle
i is generally not known. If there is some observable feature that rotates with the star, its
rotation period P can be directly measured. Thus the rotation rates of stars with local sources
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Fig. 8.2. Ca II H and K emission in solar-type (F, G and K) stars. A normalized measure of
Ca II emission, R′

HK, for stars of different spectral types, measured by B – V , visible in the
southern (upper panel) and northern (lower panel) hemispheres. The lower panel also shows
the range of the Sun’s variation. (From Henry et al. 1996.)

of Ca II emission can be determined and differential rotation can even be detected. This has
been achieved for many of the stars in the Mount Wilson data set (Noyes et al. 1984; Baliunas
et al. 1995; Saar and Brandenburg 1999). When R′

HK is compared with the angular velocity
� = 2π/P it becomes apparent that, for stars of a given spectral type, Ca II emission
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increases with increasing angular velocity. In order to take some account of variations in
stellar structure, Noyes et al. (1984; Hartmann and Noyes 1987; see also Montesinos et al.
2001) introduced the Rossby number Ro = P/τc = 2π/(�τc) as a parameter; here τc is a
crude estimate (derived, for instance, from stellar models that rely on mixing-length theory)
of the convective turnover time at the base of the star’s convection zone. This ansatz helps to
reduce the spread between stars of different masses and therefore of different spectral types.
Figure 8.3 shows the relationship between R′

HK and Ro for 40 lower main-sequence stars,
including the Sun. It is clear that this measure of magnetic activity decreases monotonically
as Ro increases – or increases monotonically as the rotation period P decreases – though
R′

HK tends to saturate for very short rotation periods.
The rotational history of a star such as the Sun can be established by measuring the rota-

tion rates of younger G stars as a function of their ages. In general, it is found that pre-main-
sequence T Tauri stars have a spread of angular velocities, depending in part on whether
they possess discs and massive planets. As they approach the main sequence they collapse,
conserving their angular momentum and therefore spinning up (Soderblom et al. 1993b).
On arriving at the zero-age main sequence (ZAMS), after about 20 Myr, G stars have a
range of angular velocities up to a maximum of � ≈ 100 �� (corresponding to a rotation
period of only 6 hr), which is about twice the critical rotation rate for centrifugal break-up.
Their rotational evolution can be followed by using observations of stars in clusters of dif-
ferent ages, starting with those that are very young. In the youngest clusters, such as IC2602
and IC2391 which are only 30 Myr old (Stauffer et al. 1997; Barnes et al. 1999), or α Persei
which is 50 Myr old (Stauffer et al. 1985; Stauffer, Hartmann and Jones 1989; Prosser 1992),
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Fig. 8.4. v sin i vs. B – V for the Pleiades, M34 and the Hyades, with ages 100 Myr, 140
Myr and 600 Myr, respectively. (From Soderblom, Jones and Fischer 2001.)

late-type stars display a wide range of rotational velocities, with v sin i ranging from 10 to
200 km s−1. The Pleiades have an age of 100 Myr and the peak values of v sin i range from
50 km s−1 for G stars to 100 km s−1 for K and M stars, as shown in Figure 8.4 (Stauffer and
Hartmann 1987; Soderblom et al. 1993a; Soderblom, Jones and Fischer 2001). These peak
values continue to decline in clusters like NGC 2516 (Terndrup et al. 2002), NGC 6475
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(James and Jeffries 1997) and M34 (Soderblom, Jones and Fischer 2001), with ages of 140,
220 and 250 Myr, respectively. By an age of 500 Myr, as in the U Ma cluster (Soderblom and
Mayor 1993), the spread has almost disappeared, and in the Hyades, with an age of 600 Myr,
there is very little scatter about a mean relationship between rotation rate and spectral type
(Radick et al. 1987; Soderblom et al. 1993a; Soderblom, Jones and Fischer 2001), with an
average value of v sin i for G stars of only 6 km s−1.

Figure 8.4 illustrates the rapid spin-down of fast rotators, which is followed by a more
gradual decay in their rotation rates until, for the Sun at an age of 4.6 Gyr, v ≈ 2 km s−1. A
significant early result was that of Skumanich (1972), who claimed that, for a broad sample
of stars in the Pleiades, Hyades and Ursa Major, both chromospheric activity (as measured
by Ca II emission) and stellar rotation rate decrease with age as t−1/2. Since Ca II emission
is roughly proportional to the surface magnetic field strength in a star, this would indicate
that magnetic field strength is proportional to rotation rate and that both decay together as
the inverse square root of time. With the huge increase in the number of measured rota-
tional velocities over the last 30 years, it has become clear that Skumanich’s simple law
can only be applied, as a rough approximation, to stars that are younger than those in the
Hyades.

The mechanism responsible for stellar spin-down relies on the star’s magnetic field,
which is generated by dynamo action in the star’s interior (see Chapter 11) and depends,
as we have seen, on the rotation rate itself. The magnetic field is responsible for heat-
ing a corona to temperatures of several million degrees (thus emitting X-rays as thermal
radiation) and so for driving a stellar wind. The rate at which angular momentum is lost
depends on the flow of plasma across the Alfvénic surface, where the radial velocity
equals the Alfvén speed and the open field lines therefore act as a magnetic lever arm
(Mestel 1999). Hence magnetic braking is a strongly increasing function of the field strength
and so of the rotation rate itself. The star’s internal magnetic field is probably strong enough
to ensure that its convection zone remains coupled to the radiative interior and that the
entire star is therefore almost uniformly rotating as it spins down (Mestel 1999). As the
field grows weaker, so magnetic braking becomes less effective; apparently the angular
velocity never sinks so low during the star’s main-sequence lifetime that its field actually
disappears.

8.3 Vigorous activity in late-type stars
The most active stars are those that are most rapidly rotating, and the consequent

Doppler broadening of spectral lines (along with other effects) makes it difficult to detect
the Zeeman signature of their magnetic fields. Until recently, most measurements have been
based on the method first implemented by Robinson, Worden and Harvey (1980) in which
the Zeeman effect is extracted through a comparison of line profiles of a magnetically sen-
sitive line and a magnetically insensitive line. Measurements become easier in the infrared,
where the Zeeman splitting is relatively stronger (Valenti, Marcy and Basri 1995). By using
a number of lines with different Landé factors it is possible to obtain estimates of the filling
factor, f , and the magnetic field strength, |B| (Saar 1996). Typical values show increases
in activity towards later spectral types, ranging from |B| ≈ 2 kG and 2% ≤ f ≤ 20%
for main-sequence G and K dwarfs, through to |B| ≈ 4 kG and f ≈ 50% for dwarf M
emission-line (dMe) stars; for comparison, the Sun has |B| ≈ 1.5 kG and f ≈ 1%. These
field strengths are all such that the magnetic pressure is able to balance the gas pressure
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at the photosphere. Note, however, that these values refer to network fields rather than to
dark spots: Zeeman–Doppler imaging of starspots (Donati et al. 1997) will be discussed in
Section 9.1.4.

It is empirically clear that any rotating star with a turbulent outer convection zone gener-
ates magnetic fields that lead to the presence of a hot corona which produces X-ray emission.
Observations with the Einstein, ROSAT and XMM-Newton satellites have amply confirmed
that all late-type stars are X-ray sources (Schmitt and Liefke 2004). Saar (1996; see also Shi
and Zhao 2003) finds that the surface flux density of X-ray emission, FX, varies approxi-
mately as the normalized magnetic flux density f |B|. As would be expected, both FX and the
X-ray luminosity LX increase as the rotation rate � increases, or decrease as Ro increases
(Hempelmann et al. 1995).

Flaring activity is prevalent in dMe stars, which have only a tenth of the Sun’s surface area,
and also in the active RS Canum Venaticorum (RS CVn) stars (Tayler 1997). The latter are
rapidly rotating members of close binary systems, with their spin and orbital angular veloci-
ties tidally coupled; they have already evolved off the main sequence and are among the most
vigorously active stars. These flares are visible in the optical range, and may correspond to
a temporary increase of one or more magnitudes in luminosity. The optical emission is also
accompanied by flaring at both radio and X-ray frequencies. Solar flares are insignificant by
comparison with such displays.

8.4 Other magnetic stars
Since magnetic fields are omnipresent in galaxies and the interstellar medium,

we should expect most stars to harbour some magnetic flux, whether dynamo-generated
or a fossil relic of some earlier stage of evolution (Rosner 2000; Mestel and Landstreet
2005). Unfortunately, these fields are not always easy to detect. The strongest fields are
found in neutron stars, which are compact remnants of exploding supernovae. Typical pul-
sars have fields of order 1012 G, while the subclass of magnetars exhibit magnetic fields
with strengths of up to 1015 G – the strongest fields that are known (Lyne 2000; Rüdiger
and Hollerbach 2004). The fields detected in white dwarfs are much weaker, ranging
from 107 G to over 108 G (Mestel and Landstreet 2005). Among normal massive upper
main-sequence stars, magnetic fields of around 1.5 kG have recently been measured in a
couple of O stars, along with weaker fields in some B stars (Donati et al. 2001, 2006a; Wade
et al. 2006).

The best-known magnetic stars are, however, those stars of spectral classes A and B that
exhibit spectroscopic peculiarities corresponding to anomalous abundances, the Ap and Bp
stars (Mestel 1999; Mestel and Landstreet 2005). The mean line-of-sight components of their
magnetic fields, which can be determined by measuring circularly polarized components
of magnetically sensitive spectral lines, range from a lower observational limit of a few
gauss up to about 20 kG, with typical rms values of around 300 G. The corresponding values
of the mean field strength, which can be measured directly from the Zeeman splitting for
sufficiently strong fields, are significantly larger (Mathys et al. 1997; Bagnulo et al. 2003,
2004), ranging up to 34 kG for Babcock’s star, HD 215441 (Babcock 1960). The periodic
variation of these fields is ascribed to the rotation of the stars; compared to typical stars of the
same spectral types, they turn out to be relatively slow rotators, with periods ranging from
half-a-day up to half-a-century (but typically of several days). Their spectra show anomalous
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abundances of certain elements, including rare earths, that vary with the same rotational
period. The magnetic field of such a star is adequately represented by a rotating dipole whose
axis is inclined to the axis of rotation. Such an oblique rotator, with a long-lived fossil field,
must be contrasted with the oscillatory fields, maintained by dynamo action, that will be
discussed in Chapter 11.
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9

Starspots

Starspots are analogues of sunspots that appear as dark patterns in a stellar atmosphere and
modulate the radiative output over the visible hemisphere of the star. Early detections of
starspots, beginning with the work of Kron (1947), are discussed in Section 2.8. Intensity
patterns of various types have been detected on many stars, not all of which are analogous
to sunspots; for instance, optical aperture synthesis has revealed convection cells on Betel-
geuse. Here we shall restrict attention to those patterns that are most like sunspots, although
in almost all cases the dark areas are substantially larger than spots on the Sun, for otherwise
they would not have been detectable. A good example of such a large starspot has already
been shown in Figure 1.8. We infer that starspots share with sunspots a magnetic origin.

The motivation to study starspots comes from many areas of investigation, including the
study of magnetoconvection and the study of stellar activity and patterns of emergence of
magnetic flux. Starspots and other surface intensity patterns provide the most accurate means
of determining stellar rotation periods and also allow the detection of surface differential
rotation, a key ingredient in understanding stellar dynamos. The possible effects of starspots
often have to be considered in interpreting data related to stellar pulsations or searches for
extrasolar planets.

Methods for detecting and mapping starspots on stellar surfaces have advanced rapidly
over the past two decades. Techniques have been developed for determining starspot temper-
atures and areas and their location on the stellar surface, and for using starspots to determine
surface differential rotation on stars much as we do for the Sun with sunspots. Even the
direct detection of magnetic fields in starspots has been proposed. The study of starspots
is moving fast, and a future breakthrough, such as direct interferometric imaging of stellar
surfaces, may render some of the specific results we present here obsolete, but our principal
aim in this chapter is to give a thorough introduction to the fundamentals of research on
starspots that might remain useful for some time to come.

9.1 Observing techniques

9.1.1 Photometry
Starspots, or more general surface brightness patterns, can be detected by searching

for photometric light-curve variations whose period is the same as the rotation period of the
star, provided the surface inhomogeneities have lifetimes extending over several rotations.
Multi-colour photometry and careful modelling of limb darkening allow one to estimate
the temperatures and surface distribution of cool starspots. Although photometric studies of

158
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starspots generally provide less information than the spectroscopic methods to be described
below, they can take advantage of the existence of long-term sequences of single-colour
or multi-colour photometric data for many active stars, allowing studies of the long-term
evolution of the spots and the detection of spot cycles. Photometric monitoring of starspots
can be done from smaller telescopes, and a number of dedicated programmes are under
way. The precision of photometry from ground-based telescopes can be 1 milli-magnitude
or higher in several colour bands.

In order to deduce starspot properties from photometric data, both forward and inverse
methods have been used. In the forward methods (sometimes called ‘spot modelling’
or ‘light-curve modelling’), one attempts to reproduce the light curve of a spotted star by
trial and error using trial distributions of spotted areas of certain simple shapes and sizes at
assumed temperatures. It is often assumed that the spots are circular, with either uniform
intensity (Budding 1977; Vogt 1981b; Poe and Eaton 1985) or with distinct umbral and
penumbral intensities (Dorren 1987). Alternatively, the spots can be taken to be bounded
by lines of latitude and longitude (Bopp and Evans 1973; Eaton and Hall 1979). In many
cases a single spot is unable to fit the observed light curve, so two or more spots must be
assumed. For example, Figure 9.1 shows an early two-spot model of the light curve of II
Pegasi (HD 224085), a rapidly rotating (period 6.7 days) RS CVn binary of spectral class
K2 IV. In general, it is not possible to arrive at unique values of the positions, sizes, shapes,
and temperatures of the starspots by this method alone; additional information is required,
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such as that provided by multi-colour photometry or independent measurements of spot
temperatures using molecular lines or line-depth ratios.

Good constraints on starspot properties can be obtained using multi-colour photometry
and modelling simultaneously the variations in total light and in colour. Separating geo-
metric and temperature effects requires photometric light curves in at least two colours and
careful account of the wavelength dependence of limb darkening. Vogt (1981a,b) developed
a forward method for determining both temperature and effective area of starspots from
standardized V and R light curves obtained over a star’s rotation period. The effective spot
temperature is obtained from a calibrated dependence of Teff on the colour difference V − R.
Light curves assuming a single, circular spot are computed for many different combinations
of spot size and latitude and different inclinations of the rotation axis and are compared
automatically with the actual light curves to produce a best-fit model. Spot modelling has
been automated with user-friendly computer codes (e.g. Ribárik, Oláh and Strassmeier 2002)
in order to handle the large amount of photometric data collected by dedicated robotic
telescopes.

Various inverse methods for deducing starspot properties from light curves have
been developed. For example, the method of matrix light-curve inversion (Harmon
and Crews 2000), originally developed for imaging the surface of Pluto or an asteroid
(Wild 1989, 1991), divides the stellar surface into a large number of patches bounded by
circles of latitude and meridians of longitude. Each patch is assumed to radiate uniformly,
and the method then seeks the set of patch intensities that produces the best fit to the observed
light curves.

Messina et al. (2006) applied two-band photometry (V and B) to three active K dwarf
stars (AB Doradus, LQ Hydrae and DX Leonis), producing synthetic V and B − V curves
based on Dorren’s (1987) two-component spot model with a range of spot sizes, latitudes and
temperatures. While this method does not lead to a unique solution, it does yield a narrow
range of spot temperatures for each star at each epoch, and a mean temperature that varies
from epoch to epoch as the starspots evolve. They also found that the best fit to the data
is obtained with a two-component (two-temperature) spot model consisting of either dark
umbrae and less dark penumbrae, or dark spots and bright faculae.

9.1.2 Spectroscopy
With photometric data alone one cannot completely distinguish between the effects

of spot area and spot temperature on the light curves, but with the addition of spectroscopic
measurements to determine spot temperature this ambiguity can be resolved.

Line-depth ratios
Gray and collaborators showed that line-depth ratios are an effective diagnostic of

temperatures in stellar atmospheres, capable of determining absolute temperatures to within
a few tens of degrees and detecting temperature differences of less than 10 K (Gray 1994).
Line-depth ratios also provide a useful measure of temperatures in starspots (Gray 1996;
Catalano et al. 2002a). The passage of dark spots across the visible hemisphere of a star
produces a variation of the depth of absorption line profiles, and the magnitude of this varia-
tion is different in lines of different temperature sensitivity. Thus the ratio of the depths of a
temperature-sensitive line and a temperature-insensitive line is a good diagnostic of temper-
ature variations across the stellar surface. This method has been used to detect temperature
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variations associated with activity cycles (Gray et al. 1996) and rotational modulation by
large surface features (Toner and Gray 1988).

Catalano et al. (2002b) and Frasca et al. (2005) have shown how photometric light curves
and spectroscopic line-depth ratios can be combined to yield unique values for spot areas
and temperatures, even on slowly rotating stars where Doppler imaging does not work. They
applied their method to data from three slowly rotating active binaries of RS CVn type
and obtained spot temperatures in the range 3800–4000 K (comparable to sunspot umbral
temperatures) and area coverages of 36–45% of the stellar disc. Recently, however, O’Neal
(2006) has cautioned that the use of atomic line-depth ratios by Catalano et al. (2002a,b)
tends to overestimate spot temperatures because their atomic lines blend with TiO molecular
lines in cooler spots.

Molecular lines
For stars of high enough effective temperature, molecular absorption lines are

absent in the normal photospheric spectrum and can form only in the cooler atmospheres
of starspots. Hence these lines serve as a useful diagnostic of spots on these stars. Molec-
ular lines have long been used as a diagnostic tool for sunspots (especially their umbrae),
where they have the distinct advantages of high temperature sensitivity and greatly reduced
scattered light from the quiet photosphere.

The first detection of molecular bands in a starspot was made by Vogt (1979), who found
TiO and VO bands in the spectrum of HD 224085, a star of spectral type K2 which in an
unspotted state would be too hot to show molecular bands. From the relative strengths of
these molecular lines, Vogt was able to determine a ‘spectral type’ of M6 for the starspot
spectrum. Soon thereafter Ramsey and Nations (1980) observed the TiO band system at
886.0 nm in the active binary system HR 1099 (V711 Tau) and found that these lines
strengthened greatly when this photometrically variable system was near its minimum inten-
sity. The spectral classes of the two stars in this system, G5 IV and K1 IV, are incompatible
with the formation of the TiO bands in their normal photospheres; instead, these bands can
be understood to form on the K1 star in spots that are at least 1000 K cooler than the nor-
mal photosphere. Further confirmation of the association of molecular lines with starspots
was provided by Huenemoerder, Ramsey and Buzasi (1989), who found a phase-dependent
variation in the strength of the TiO band in II Pegasi with the highest strength occurring in
phase with the minimum in overall photometric intensity.

A technique for determining the temperatures and area filling factors of starspots using
two or more molecular bands was first suggested by Huenemoerder and Ramsey (1987)
and has since been considerably refined. For example, the absorption bands of TiO near
705.5 nm and the band at 886.0 nm can be used to measure the temperatures and filling fac-
tors of starspots on late-type stars (Neff, O’Neal and Saar 1995; O’Neal, Saar and Neff 1996;
O’Neal, Neff and Saar 1998; O’Neal et al. 2004a). The spectrum of an inactive M star is used
to model the spotted regions of the star, and the spectrum of the appropriate inactive G or
K star is used to model the unspotted regions. These proxy spectra are weighted by their
relative continuum fluxes and by surface-area filling factors in producing a net spectrum of
the spotted star. The strengths of the two TiO band systems both increase with decreasing
temperature but at different rates, and hence their relative strength is a measure of temper-
ature. Their absolute strengths, however, are functions of the fractional projected area fs of



9780521860031c09 CUP/THW August 14, 2008 13:30 Page-162

162 Starspots

spots on the visible hemisphere, weighted by limb darkening. Hence, fs is a flux-weighted
filling factor for the starspots.

Applying this technique to the very active star II Peg, Neff, O’Neal and Saar (1995)
derived a spot temperature Ts of about 3500 K and a filling factor fs varying from 54% to
64% as the star rotated. In subsequent observations of II Peg (O’Neal, Saar and Neff 1996),
they obtained similar results (Ts = 3500 ± 100 K and fs ranging from 43% to 56%). Later
observations of II Peg using Doppler imaging (Berdyugina et al. 1998, 1999) produced much
smaller filling factors fs, in the range of 10% to 15%, suggesting that perhaps this star has
a large area of permanent, uniformly distributed spots (with fs of 30% to 40%) that con-
tribute to the molecular bands but not to the Doppler images, together with a varying spot
coverage (with fs of 10% to 15%) that contributes to both the molecular bands and the
Doppler-imaging signal. O’Neal, Saar and Neff (1996) also reported results for four other
spectroscopic binary stars: EI Eri (Ts = 3700 K and fs ranging from 17% to 38%); V1762
Cygni (Ts = 3450 K and fs = 24% for one observation); V1794 Cygni (Ts = 3800 K and fs

ranging from 16% to 37%); and σ Gem (Ts = 3850 K and fs ranging from 14% to 33%).
The latter two stars were too hot to produce a measurable depth in the 886.0 nm band, so Ts

had to be estimated from photometry.
The use of molecular lines for determining spot temperatures can be extended to other

molecular bands, in particular to bands in the near infrared where spots are relatively brighter
than the unspotted photosphere and hence contribute more strongly to the star’s overall spec-
trum (O’Neal and Neff 1997). Using the absorption lines of the OH molecule near 1.563 �m,
O’Neal et al. (2001) detected starspots on several active stars of the RS CVn and BY Dra
classes. The OH lines are formed at higher temperatures (up to 5000 K) than the TiO lines
and hence can only be used to detect starspots on hotter stars.

O’Neal et al. (2004b) compared three methods of determining starspot temperatures for
the same data sets: (1) fitting TiO-band spectra using spectra of proxy stars; (2) fitting TiO-
band spectra using model atmospheres; and (3) fitting line-depth ratios of different bands.

It has also been suggested that molecular lines might be used as diagnostics of the mag-
netic fields in starspots (Berdyugina and Solanki 2002; Berdyugina, Solanki and Frutiger
2003). The TiO lines at 7055 Å are magnetically sensitive, with effective Landé factors
approaching 1, but their separation is small making magnetic splitting difficult to determine.
The possibility of using Stokes polarimetry in the TiO lines to measure the magnetic field
in starspots has been discussed by Berdyugina (2002). The expected Stokes V signal is only
at a level of about 0.3%, so very high sensitivity is required, but it may soon be possible to
detect the magnetic field of a single, large, unipolar spot on a stellar disc.

9.1.3 Doppler imaging
Although modelling of a star’s photometric variations can yield good estimates of

a spot’s size and temperature, the spot models are usually highly idealized and the solutions
are never unique. Fortunately there is a newer and more powerful technique, Doppler imag-
ing, that can better determine a spot’s size, shape, and position on the disc and follow its
rotational and migratory motion.

The concept of Doppler imaging traces back to the methods of Deutsch (1958, 1970),
Falk and Wehlau (1974) and Goncharskii et al. (1977) for producing surface maps of mag-
netic field strength and element abundance anomalies in Ap stars, based on the fact that the
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combination of surface inhomogeneities and Doppler shifts due to the star’s rotation pro-
duces line profiles that vary in shape with the phase of the rotation. These early methods
assumed uniform surface brightness on the star. In the early 1980s, Vogt and Penrod intro-
duced the technique of Doppler imaging of surface brightness and produced the first images
of starspots (Vogt 1981c; Vogt and Penrod 1983).1 Their technique was soon improved
by employing maximum-entropy methods for solving the inverse problem of construct-
ing images of the spots from line profiles (Vogt, Penrod and Hatzes 1987). Several other
inversion techniques for Doppler imaging have been developed since then.

The powerful technique of Doppler imaging revolutionized the study of starspots. It allows
one to determine the longitude and latitude of an individual starspot, and in cases where a
long time series of observations is available, to detect surface differential rotation, active
longitudes and cycle periods.

Technique
Doppler imaging is based on the way in which dark starspots at different locations

on the surface of a rapidly rotating star produce distinctive deviations from an ideal rotation-
ally broadened absorption line profile (see the review by Rice 2002). For a rapidly rotating
star, there is a one-to-one correspondence between wavelength position across a rotation-
ally broadened absorption line profile and spatial position across the stellar disc. Lines of
constant line-of-sight radial velocity are chords across the stellar disc parallel to the rotation
axis, and there is a one-dimensional mapping between the position of the chord across the
disc (perpendicular to the rotation axis) and Doppler-shifted wavelength across the spectral
line. A dark spot on the stellar surface causes an associated bump in the absorption line
profile at the wavelength position corresponding to the spot’s position on the stellar surface.
This effect has been clearly explained by Vogt and Penrod (1983) using the simple model
illustrated in Figure 9.2. In this model the stellar disc is divided into five sections by chords
parallel to the rotation axis, and the radial velocity is assumed to be constant in each section.
For the unspotted star (left-hand column), ignoring limb-darkening effects, all five sections
contribute equally (per unit area) to the total line profile. For simplicity, the intensity profile
in each section is assumed to drop to zero at line centre and the continuum intensities are
normalized so as to add up to unity when summed over the five sections. Thus the individual
line profiles for the five sections are all identical except for their Doppler shifts, and their
sum produces the Doppler-broadened line profile shown at the bottom left. For the spotted
star (right-hand column), there is a decreased continuum contribution, and hence a decreased
absorption of continuum photons, at the wavelength corresponding to the spot’s velocity sec-
tion. Here the spot has been placed in section III and is assumed to occupy half the area of
that section. The individual line profile in this section is unchanged but the continuum level
is halved because of the presence of the spot. When the individual line profiles are summed,
they produce a Doppler-broadened line profile with an apparent emission bump at the wave-
length position corresponding to its section. This bump does not actually represent enhanced
emission, but rather a lack of absorption at that wavelength position. The bump will move
across the line profile from blue to red as the spot is carried across the visible hemisphere by
the star’s rotation, allowing us to determine the spot’s longitude at any time.

1 It is fitting that the first paper (Vogt 1981c) to present the Doppler imaging technique (called “spectral imaging”
in that paper) was actually presented at a conference devoted to sunspots (Cram and Thomas 1981).
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Fig. 9.2. Schematic illustration of the formation of a bump in a spectral absorption line by a
dark spot on the surface of a rapidly rotating star. (From Vogt and Penrod 1983.)

With real, observed line profiles the situation is of course more complicated than the
simple model of Figure 9.2. The continuum flux and line profile from the spot itself cannot
be ignored, and the centre-to-limb variation of the continuum flux (limb darkening) and
the line profile must be accounted for. Obviously, the technique requires spectra of high
resolution and high signal-to-noise ratio, but the factors that most often limit the effective
resolution of the technique are the rotation velocity of the star and the intrinsic width of the
spectral line.
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Fig. 9.3. Illustration of the motion of the bumps across a rotationally broadened spectral line
profile for starspots at different latitudes. (From Rice 2002.)
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Fig. 9.4. Doppler images of starspots on HR 1099 at different phases of its rotation. Beneath
each image is the corresponding theoretical spectral line profile (for Fe I 643.09 nm), which
provides a best fit to the observed line profile. (From Vogt and Penrod 1983.)

Doppler imaging also allows us to determine the latitude of a spot from the range of
wavelengths over which the ‘emission’ bump moves during each disc passage, the range
being wider for spots nearer the equator, as shown in Figure 9.3. For spots closer to the
poles, the bump enters and leaves the line profile closer to line centre, and a spot centred on
the visible rotation pole will produce a bump that sits at line centre throughout the rotation
period. If several spots appear at different latitudes on a star, and we can trace their motions
across the disc separately, we then have a means of determining the rotation rate of the star
as a function of latitude, i.e. we can measure the star’s surface differential rotation.

The first spotted star to be studied by Doppler imaging was the primary star in HR 1099
(V711 Tau), one of the brighter members of the RS CVn class (Vogt and Penrod 1983).
Starspots had already been postulated for this star to explain its photometric variability
(Eaton and Hall 1979), and their existence had been confirmed by the presence of molecular
TiO bands in the spectrum (Ramsey and Nations 1980). In autumn 1981, Doppler imaging
revealed two large spots on HR 1099, separated by about 120◦ in longitude (see Fig. 9.4):
a large, nearly circular polar spot with a narrow appendage extending down to about 30◦
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latitude, and a large spot near the equator (latitude ∼12◦). Each of these spots covered
nearly 10% of the star’s surface.

The technique of Doppler imaging is only possible when the rotational Doppler shift of
light from the approaching and receding hemispheres of the star exceeds the wavelength
shifts due to other effects, that is, when Doppler broadening due to rotation is the dominant
mechanism of line broadening. This technique is thus limited to rapidly rotating stars, which
are generally much more active than the Sun. Many of these rapidly rotating stars are in
close binaries, in which the rotation rates remain high during the stars’ evolution because of
tidal synchronization with the orbital motion.

Doppler imaging poses the basic inversion problem of determining the intensity pattern
on the stellar surface that produces the best fit, in some statistical sense, to a time sequence
of observed line-profile distortions. Such a procedure is liable to various systematic errors.
First of all, the angle i between the star’s rotation axis and the line of sight is unknown and
has to be estimated; values of i assigned by different observers may differ by as much as
20◦ (Strassmeier 2002). Then, latitudinal resolution is poor near the equator, where v sin i
is extremal, and features therefore appear to be smeared out in latitude. Conversely, the
rotational velocity drops to zero at the pole and high-latitude features are poorly determined.
Any errors in the inversion procedure could therefore accumulate in polar regions, where
they are least constrained by observations. Many stars do in fact exhibit polar spots, like
that in Figure 9.4. Although the existence of such spots was initially controversial, it is now
accepted that they are real. Fortunately, there are examples of active stars without polar spots
(e.g. HD 31993) and others (e.g. AB Doradus) where the polar spot is not always present.

As of this writing, more than 70 stars have been successfully investigated using Doppler
imaging. Strassmeier (2002) presents a useful table of the 65 late-type stars that had been
Doppler imaged by 2002, of which 29 are single stars and 36 are in close binary systems.
The sample includes stars at almost all evolutionary stages, from pre-main-sequence T Tauri
stars to evolved giants. The closest solar analogue among these stars is the G1.5 dwarf EK
Draconis (HD 12933), which rotates ten times faster than the Sun, illustrating the restriction
of Doppler imaging to fast rotators.

Doppler imaging can only detect fairly large starspots. On the Sun, however, there is a
wide range of spot sizes with a lognormal distribution. Extrapolating this distribution to
higher activity levels suggests that even on the most heavily spotted stars there are many
smaller spots that are unresolved by Doppler imaging (Solanki and Unruh 2004). This sug-
gestion is supported by the fact that, in cases of stars where both techniques have been
applied, photometric light-curve modelling often indicates a greater total spot coverage than
the Doppler-imaging technique (e.g. Unruh, Collier Cameron and Cutispoto 1995).

In very rapidly rotating stars, such as G, K and M stars in young clusters, the rotational
broadening of photospheric spectral lines far exceeds their intrinsic line width. In principle,
this permits very high resolution Doppler imaging, but the signal-to-noise ratio of measure-
ments in a single spectral line is quite low because the lines are very broad and shallow.
In order to overcome this problem, Donati et al. (1997) developed a least-squares deconvo-
lution technique using the profiles of many different lines (thousands) to produce a single
Doppler imaging signal with high signal-to-noise ratio and surface angular resolution of a
few degrees.

Barnes et al. (1998) used both Doppler imaging and photometry to observe spots on two
rapidly rotating G dwarfs at two epochs separated by a month. Since these stars are too faint
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for conventional Doppler imaging in a single spectral line, they used many photospheric
metal lines and deconvolved them into a single line profile to obtain a high signal-to-noise
ratio. On both of the stars they found both a dark polar cap and isolated spots at lower lati-
tudes. For one of the stars (He 699, rotation period 0.49 days) the polar cap was essentially
unchanged after a month, whereas the pattern of spots at lower latitudes was quite different.

9.1.4 Zeeman–Doppler imaging
The possibility of applying the methods of Doppler imaging to polarimetric mea-

surements of spectral lines in order to detect the surface magnetic field distribution on stars
was first discussed by Semel (1989). The principle behind the method can be simply stated.
Suppose there are two equivalent magnetic starspots of opposite polarity on a stellar disc. In
the absence of any rotation of the star, their circular polarization signals will cancel. If the
star rotates, however, and the spots are at different longitudes, then there will be a relative
line-of-sight velocity between the spots and the Doppler effect will separate in wavelength
their contributions to the circular polarization signal. In principle, the line-of-sight magnetic
field component of each spot can then be determined. In practice, several different spectral
lines must be used to achieve a sufficient signal-to-noise ratio.

Brown et al. (1991) developed the first inversion code for Zeeman–Doppler imaging,
based on the maximum entropy principle. Their code assumed a purely radial magnetic
field and used only the rotationally modulated Stokes V (circularly polarized) and I profiles
(Rice 2002). It is clear, of course, that small bipolar features (compact starspot groups) will
not be resolved with this technique. Subsequently, Donati and colleagues implemented a
least-squares deconvolution method that combined Stokes V and I profiles from about 1500
different lines across the visible spectrum; from these data they were then able to calcu-
late distributions of all three components of the magnetic field across the surface of the star
(Donati and Brown 1997; Donati and Collier Cameron 1997). It should be noted that the
maps obtained with this technique are incomplete. Although regions with azimuthal fields
are adequately detected and distinguished from those where the field is radial or merid-
ional, the latter components cannot be unambiguously separated, especially at low latitudes
(Donati 1999; Donati et al. 2003). Consequently, the magnetic field may appear not to be
solenoidal. Attempts are now being made to include measurements of the Stokes Q and
U parameters, which measure linear polarization, in order to gain a better estimate of the
three-dimensional vector magnetic field (Rice 2002).

Zeeman–Doppler imaging has been applied intensively to three stars: the young dwarfs
AB Dor and LQ Hya, and the RS CVn star HR 1099 (Donati et al. 2003 and references
therein; Petit et al. 2004a). Figure 9.5 shows both Doppler and Zeeman–Doppler images
of HR 1099. A common feature of the three stars is that the strongest magnetic fields do
not coincide with the darkest areas in intensity. The radial magnetic field component is
concentrated in patches of both polarities at mid-latitudes, while the azimuthal component of
the field is concentrated in nearly axisymmetric rings around the star, one at high latitude and
the other, of opposite polarity, at a lower latitude. Donati et al. (2003) interpret this pattern
as reflecting the poloidal and toroidal components of the large-scale mean field generated by
a dynamo distributed throughout the convection zone. Solanki (2002) suggested that instead
the azimuthal field may reside in large-scale penumbral regions. Another reason why the
strongest magnetic fields are not seen in the darkest regions is that the contrast at optical
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Fig. 9.5. Starspot and magnetic field distributions on HR 1099 in December 1998, shown
in a flattened polar projection. The concentric circles correspond to latitudes −30◦ (outer
circle), 0◦, +30◦, +60◦. The upper-left panel shows a Doppler image of brightness; the
other three panels show the radial (r ), azimuthal (φ) and meridional (θ ) components of the
magnetic field, referred to spherical polar co-ordinates, as constructed by Zeeman–Doppler
imaging. (From Petit et al. 2004a.)

wavelengths between these regions and the bright photosphere is so strong that the Zeeman
signal is suppressed in the dark spots (Donati and Collier Cameron 1997).

Zeeman–Doppler imaging is not restricted to stars like the Sun, whose radiative interiors
are enclosed by outer hydrogen convection zones. Donati et al. (2006a) recently produced
a map of the magnetic field of a rapidly rotating M4 dwarf (V374 Peg), which is fully
convective, using tomographic imaging from a time series of spectropolarimetric measure-
ments. Donati et al. (2006b) have also reported measurements of 0.5 kG fields on the much
more massive early type B0.2 V star τ Sco, which has a convective core but no significant
convective envelope.

9.2 Case studies of starspots
In this section we discuss some observations of starspots on specific stars or types of

stars. As indicated above, these are all rapid rotators and many of them belong to close binary
systems, so that their rotation periods are tidally synchronized with their orbital periods.

Table 9.1 presents some basic properties of the spotted stars discussed in this section:
spectral and luminosity class, type, effective temperature Teff, rotational period Prot, and line-
of-sight equatorial velocity v sin i (where i is the angle of inclination of the star’s rotation
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Table 9.1 Properties of spotted stars discussed in this chapter

Star Type Spectral class Teff Prot v sin i
(K) (days) (km s−1)

Sun Single G2 V 5780 25.4 2.0
EK Dra Single G1.5 V 5870 2.60 17.3
HD 171488 Single G0 V 5800 1.337 38
AB Dor Single K0 V 5250 0.5148 91
HR 1099 RS CVn K2 V 4800 2.84 41
HD 12545 RS CVn K0 III 4750 24.0 21
II Peg RS CVn K2 IV 4600 6.72 23
FK Com FK Com G4 III 5080 2.40 155
HD 199178 FK Com G5 III–IV 5450 3.32 71.5
BY Dra BY Dra K7 IV–V 4100 3.8 7.4
AG Dor BY Dra K0 V 4900 2.56 18
V410 Tau T Tau K4 IV 4400 1.872 77
HDE 283572 T Tau G8 IV–V 5500 1.55 80

axis to the line of sight). Most of the data in Table 9.1 are taken from a more extensive table,
compiled by Strassmeier (2002), of properties of all stars that have been Doppler imaged.

9.2.1 EK Draconis and other solar analogues
EK Draconis (HD 129333) is a young, active, nearby, effectively single2 star of

class G1.5 V. It is perhaps the closest analogue of the early Sun among the stars that have
been studied extensively for their activity and spots. Its rotation rate (period 2.6 days) is
about ten times faster than that of the current Sun. Considerable attention has been given to
EK Dra ever since its strong Ca II H and K emission was discovered in the survey of solar-
neighbourhood stars by Vaughan and Preston (1980). It displays the highest level of surface
activity of any known early G star that is not in a close binary system (Soderblom 1985),
and its X-ray luminosity is about 300 times that of the Sun. From its spatial motion, as
measured by the Hipparcos satellite, we know that EK Dra is almost certainly a member of
the Pleiades moving group, implying that its age is 70–100 Myr (Soderblom and Clements
1987; Soderblom, Jones and Fischer 2001). It is thus a young star, very near the ZAMS, and
it gives us a glimpse of what our Sun might have been like at the same early stage of its
evolution.

Photometric variations of EK Dra associated with its rotation were discovered indepen-
dently by Chugainov, Lovkaya and Zajtseva (1991) and Dorren and Guinan (1994a). These
variations have a range of about 0.05 magnitude in the visible, a relatively large range for
a star that is not a member of a close binary system. Additionally, there has been a slow
decrease in brightness by about 0.005 magnitudes per year since about 1975 (Messina and
Guinan 2002; Fröhlich et al. 2002).

2 Although EK Dra has generally been considered to be a single star, it seems that it actually belongs to a very long
period binary with a low-mass companion (Duquennoy and Mayor 1991; König et al. 2005).
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Fig. 9.6. Doppler images of starspots on the solar analogues EK Draconis and HD 171488
at different phases of their rotation. Temperatures are indicated according to the grey scale
beside each image. (Courtesy of K. Strassmeier.)

Strassmeier and Rice (1998a) have produced Doppler images of spots on EK Dra, using
spectra obtained in 1995 (see Fig. 9.6); more recent images have been obtained by Järvinen
et al. (2007). Strassmeier and Rice detected several spots at low and middle latitudes, but the
dominant feature was a large spot at latitude 70–80◦, which might have been an appendage
of a spot at the pole (which could not be seen because of the small value of v sin i). They
found temperature deficits for the spots in the range �T = 400−1200 K.

Long-term photometry of EK Dra has shown that it has a long-lived, non-axisymmetric
distribution of spots appearing preferentially at two active longitudes separated by
about 180◦ (Järvinen, Berdyugina and Strassmeier 2005). The activity switches between
these two longitudes at intervals of 2–2.25 years, producing a flip-flop cycle with period of
about 4–4.5 years. There also appears to be a longer-term periodic variation of the total area
of spot coverage, with period 10.5 years, during which the active longitudes migrate around
the star.

EK Dra is just one of several G stars that are being studied as proxies for the Sun at var-
ious stages of its evolution. Another close solar analogue is the star HD 171488, a single,
rapidly rotating (period 1.337 days) G0 V star. Doppler images of its surface (Strassmeier
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et al. 2003) are shown in Figure 9.6. The intensity pattern shows a high-latitude spot and
alternating, elongated (in latitude) bright and dark bands suggestive of the ‘banana cells’
seen in numerical simulations of convection in a rotating spherical container. Biazzo et al.
(2007), using a combination of photometric and spectroscopic measurements, modelled pho-
tospheric and chromospheric inhomogeneities and found a close association between spots
and plage in three young solar analogues.

There are specific observational programmes devoted to solar analogues. For example, the
Sun in Time programme (Dorren and Guinan 1994b) involves multi-wavelength observations
of single G0–G5 V stars with ages ranging from about 70 Myr (near the ZAMS) to 9 Gyr
(near the end of their main-sequence lifetimes).

9.2.2 RS CVn binaries and FK Com stars
Close binary systems in which at least one of the components has an outer con-

vection zone often display intense magnetic activity, presumably driven by a strong dynamo
sustained by the fast rotation of the stars that is maintained by tidally enforced spin-orbit
synchronization. Among these systems, the detached RS Canum Venaticorum binaries have
been studied most extensively. In these systems the more massive primary star is a G or
K giant or subgiant (which has evolved off the main sequence) and the secondary star is a
subgiant or dwarf of spectral class M, G or K. In many cases the secondary has much lower
luminosity than the primary and the system shows a single-line spectrum, which simpli-
fies the analysis. The large photometric variability of these non-eclipsing binaries indicates
the presence of very large starspots (such as that shown in Figure 1.8 for the red giant star
HD 12545) which may cover as much as half of the visible hemisphere. The intense activity,
high luminosity and rapid rotation of the RS CVn stars have made them ideal subjects for
photometric, spectral, and Doppler-imaging studies of starspots, and much of our knowledge
of starspots indeed comes from these stars.

The RS CVn star HR 1099 (V711 Tau) was the first star to be Doppler imaged, by Vogt
and Penrod (1983). Their images (for late 1981), already shown in Figure 9.4, reveal two
large spots, one at the pole and the other near the equator. A more recent Doppler image of
the same star, by Strassmeier, displays a single, large, high-latitude spot.

One of the most active and best studied RS CVn variables is the K2 IV star II Peg, whose
photometric variation has been discussed already in Section 9.1.1. During the period 1992–8,
the constantly evolving surface pattern was dominated by two high-latitude spots but showed
no polar cap (Berdyugina et al. 1998, 1999). Figure 9.7 shows a later Doppler image of this
star, with several spots at different latitudes, accompanied by a striking Zeeman–Doppler
image of the radial magnetic field at the stellar surface.

Closely related to the RS CVn stars are the FK Com stars (Bopp and Stencel 1981),
which are single, but rapidly rotating, G–K giants exhibiting strong and variable Ca II H and
K emission and visual magnitude variations with periods of a few days. As single giant stars,
their rapid rotation is puzzling; they might, for example, be recently coalesced binaries. The
prototype star, FK Comae Berenices itself, is a G4 III star with a rotation period of 2.40
days. Small rotationally modulated variations in its visual magnitude were first discovered
by Chugainov (1966) and later interpreted by Bopp and Rucinski (1981) as being caused
by starspots. Dorren, Guinan and McCook (1984) confirmed this interpretation and found
the spots to be some 600–800 K cooler than the unspotted surface. Subsequently, Doppler
imaging has shown that the spots on FK Com can occur at both high and low latitudes



9780521860031c09 CUP/THW August 14, 2008 13:30 Page-172

172 Starspots

T (K)

4739

4489

4240

3990

3740

|B| (G)

800

600

400

200

0

Fig. 9.7. Upper panel: Doppler image of starspots on II Peg. Lower panel: the corresponding
Zeeman–Doppler image, showing the radial field; the vectors represent the orientation and
magnitude of a potential field extrapolation. (From Carroll et al. 2007; courtesy of K. G.
Strassmeier.)

(Piskunov, Huenemoerder and Saar 1994; Korhonen et al. 2000). FK Com was the first of
several stars discovered to have spots occurring at preferred longitudes about 180◦ apart and
to have the relative strength of spots at the two longitudes switch back and forth on long
time scales (the so-called ‘flip-flop’ phenomenon; see Section 9.3.2).

Another FK Com star known to be spotted is HD 199178, a G5 III–IV star with a rotation
period of 3.32 days. Figure 9.8 shows Zeeman–Doppler images of HD 199178 made in July
2003. (See also the back cover of this book.) This star has a very large polar spot along with
several smaller spots near its equator.

9.2.3 BY Draconis
The dMe flare star BY Draconis shows nearly sinusoidal variations in brightness

which early on were interpreted as due to rotational modulation of surface features loosely
called starspots. Changes in the amplitude of these variations were attributed to changes
in the area, temperature, and location of these spots (Chugainov 1966; Krzeminski 1969;
Bopp and Evans 1973; Torres and Ferraz Mello 1973). BY Draconis is now considered the
prototype of a class of rapidly rotating G, K or M dwarfs that show intense magnetic activity,
flares and starspots. They show chromospheric emission lines, and many belong to binary
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Fig. 9.8. Zeeman–Doppler images of starspots on HD 199178 in July 2003. (From Petit
et al. 2004b.)

systems. It follows that BY Dra stars are similar in many respects to RS CVn systems,
though they are still on the main sequence.

Early multi-colour photometry on BY Dra itself suggested the presence of spots (e.g.
Poe and Eaton 1985). The relatively large amplitude of the photometric variations indicated
that the spots were almost certainly on the brighter of the two companion stars, the K7
IV primary. Doppler imaging of BY Dra is fairly unreliable because of its low inclination
angle i . A better candidate for Doppler imaging is the BY Dra star AG Doradus. Figure 9.9
shows Doppler images of AG Dor obtained by Washuettl and Strassmeier in 2001; it has a
large, dark, near-polar spot and a less-contrasting pattern of bright and dark regions at lower
latitudes.

RS CVn and BY Dra binary systems contain some of the most active of all stars, with large
starspots covering a substantial fraction of their surfaces. Many of these rapidly rotating
close binaries have a non-uniform longitudinal distribution of spots, with the spots appear-
ing preferentially at long-lived active longitudes. In the fastest rotators (periods less than
one day), the active longitude coincides with the quadrature points on the stellar surface
(Zeilik et al. 1994), suggesting that the preferred location of the spots is due to tidal effects
(Holzwarth and Schüssler 2002).

9.2.4 AB Doradus
The single K0 dwarf star AB Doradus (HD 36705) is one of the brightest, most

rapidly rotating, and most active lower main-sequence stars in the sky. Its estimated age
of 106−3 × 107 years (e.g. Vilhu, Gustafsson and Edvardsson 1987) means it is in the
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Fig. 9.9. Doppler maps of the BY Dra star AG Doradus. (Courtesy of K. G. Strassmeier.)

final stages of core contraction or just arriving on the main sequence. It shows many signs of
stellar activity: it is photometrically variable in all wavelength bands, it is variable in Hα and
other chromospheric lines, showing evidence of coronal prominences (Collier Cameron and
Robinson 1989a,b), and it is also a variable radio source and soft X-ray source (see Kürster,
Schmitt and Cutispoto 1994 for references). It has been closely monitored for stellar activity
and starspots for a number of years. It is an ideal candidate for Doppler and Zeeman–Doppler
imaging, having significant rotational broadening (ve sin i = 90 km s−1) and a relatively
short rotation period (Prot = 12.4 h), which allows nearly 60% of its surface to be mapped
in a single night.

Doppler images of AB Dor have been obtained at least once a year since 1992. The sur-
face intensity pattern is generally very different from that on the Sun (see Fig. 9.10), with
large dark spots at high latitudes and smaller, more isolated spots near the equator (Hussain
et al. 2000; Donati et al. 2003). At times, however, it has a large number of smaller spots
distributed over all latitudes but concentrated near an active latitude of about 25◦. (Activity
belts at low latitudes have been seen on several other stars, including the K1 giant YY Men:
Piskunov 1991; Kürster et al. 1992.)

The surface magnetic field has a strong azimuthal component at all visible latitudes
(Donati and Collier Cameron 1997; Donati et al. 1999). In December 1996, AB Dor showed
a complex magnetic topology, with at least 12 different patches of radial field of both polari-
ties at various locations, and also significant azimuthal fields in the form of a ring of negative
polarity encircling the pole at high latitudes and several patches of positive polarity at inter-
mediate latitudes (Donati et al. 1999). This arrangement of azimuthal-field polarity, which
is very similar to that found a year earlier (in December 1995; Donati and Collier Cameron
1997), may well be indicative of the large-scale toroidal field configuration of the dynamo
operating in this star. Hussain et al. (2000) showed that maps of surface magnetic fields of
AB Dor produced by two independent inversion codes are nearly identical.

Photometric monitoring of AB Dor, which began in 1978, shows that the star went through
an intensity minimum (maximum spottedness) in about 1988 and has been increasing in
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Fig. 9.10. Brightness and magnetic field map of AB Doradus. (From Donati et al. 2003.)

brightness ever since (Amado, Cutispoto and Lanza 2001). The first Doppler images of AB
Dor, obtained near the time of minimum intensity (December 1988 and February 1989)
showed a solar-like band of low-latitude spots but no polar spot (Kürster et al. 1992; Hus-
sain 2002). As the star increased in brightness (decreased in spottedness) in subsequent years
it developed a large polar spot, as shown in Figure 9.10. From the distortion of the bright-
ness images, Donati et al. (1997) detected surface differential rotation on AB Dor, with the
pole rotating more slowly than the equator by about one part in 120. A further study of its
differential rotation (Collier Cameron and Donati 2002) indicates that it was rotating almost
rigidly in December 1988 (140 day equator–pole lap time) but increased its shear as the
polar spot developed (70 day equator–pole lap time in 1992).
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9.2.5 T Tauri stars
T Tauri stars are a class of young, active stars that have not yet reached the main

sequence. They acquire high rotation rates as a result of the conservation of angular momen-
tum as they contract toward their main-sequence state. T Tauri stars are of interest because
of what they can reveal about the early stages of stellar evolution and, in particular, about
the role of a magnetic field in transferring angular momentum away from the star in order to
allow contraction to occur in spite of spin-up (see Mestel 2003). They can be separated into
two categories: the classical T Tauri stars, which are surrounded by a proto-planetary accre-
tion disc, and the weak-line T Tauri stars, which have evolved closer to the main sequence
and may have lost their accretion discs.

V410 Tau is a weak-line T Tauri star that exhibits large photometric variations (up to 1
mag in V ) and has a large rotational velocity (∼70 km s−1), making it an ideal candidate
for Doppler imaging. The first Doppler image of V410 Tau, by Strassmeier, Welty and Rice
(1994), showed it to have a large, high-latitude spot that reached but did not straddle the
pole. Subsequent Doppler images by Joncour, Bertout and Ménard (1994) and Hatzes (1995)
confirmed this configuration (see Fig. 9.11).

Several other young, pre-main-sequence T Tauri stars have been found to have polar or
near-polar spots. For example, in February 1993 the weak-line star HDE 283572 (V987 Tau),
with rotation period 1.55 days, had one of the largest and coolest polar spots ever observed:
a complete dark polar cap some 1600 K cooler than its surrounding photosphere (Joncour,
Bertout and Bouvier 1994). When this star was Doppler imaged at higher resolution in Octo-
ber 1997 (Strassmeier and Rice 1998b), it again showed a large polar spot (covering about

0.00 0.25

0.750.50

Fig. 9.11. Doppler image of V410 Tau shown at four phases of rotation (φ = 0.0, 0.25, 0.5,
0.75). The dark spotted regions correspond to pixels that are at least 500 K cooler than the
photospheric temperature. (From Hatzes 1995.)
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6% of the star’s surface) but with several appendages extending downward to latitudes as
low as 40◦. One possible interpretation of the appendages is that they correspond to lower-
latitude spots that are migrating toward the pole where they merge with the polar cap, as
suggested by Vogt and Hatzes (1996) for HR 1099, but such migration has not yet been
observed.

Zeeman–Doppler imaging of the classical T Tauri star V2129 Oph reveals a strong radial
magnetic field with a strength of 2 kG, associated with a pair of spots near the pole and
reversed fields at lower latitudes (Donati et al. 2007). Potential field extrapolations show both
closed field lines that return to the star and ‘open’ field lines that extend into its surrounding
accretion disc, as illustrated already in Figure 1.9.

9.3 Starspots, differential rotation and dynamo patterns

9.3.1 Differential rotation
The Sun’s surface differential rotation was discovered by tracking the motion of

sunspots across the solar disc, so it is only natural to think that similar tracking of starspots
might reveal surface differential rotation on stars. Analysis of the photometric variability of
stars such as BY Dra led some authors to suggest that the surface features that caused this
variability differed in their rotation rates because of surface differential rotation (Vogt 1975;
Oskanyan et al. 1977). Other early indications of differential rotation were provided by pho-
tometric studies of RS CVn binaries, in which the scatter in the rotation periods determined
from several starspots, presumably formed at different latitudes, was taken to be a measure
of differential rotation in the star (Hall and Busby 1990; Hall 1990). Adopting a simple
solar-like form for the variation of rotation period P with colatitude θ ,

P(θ) = Peq/(1 − k cos2θ), (9.1)

Hall (1990) found a linear dependence of the parameter k on rotation period Peq, extending
over three orders of magnitude of Peq, for the 85 stars surveyed up to that time.

The development of Doppler imaging has provided a more direct means of measuring
surface differential rotation (see Collier Cameron 2002). The unambiguous determination of
the latitude and longitude of at least two spots on at least two occasions provides information
on the surface rotation profile. The time interval between observations must be large enough
to determine the rotation rate of the individual spots accurately, but not so large that some
of the spots have decayed away. In binaries in which the rotation period of the component
stars is synchronized with the orbital period, the orbital period itself provides the ephemeris
‘clock’ with which to determine the differential rotation. In this way, Hatzes and Vogt (1992)
found that a large polar spot on EI Eri rotated with a period longer than the orbital period. If
we assume that the rotation period at the equator is locked to the orbital period, this indicates
a solar-like differential rotation for this star, with the equator rotating more rapidly than the
pole. Barnes et al. (2005) combined earlier results on differential rotation from photometry
(Henry et al. 1995) and chromospheric emission (Donahue, Saar and Baliunas 1996) with
their own results from Doppler imaging to reveal a strong decrease in differential rotation
with increasing depth of the convection zone along the main sequence.

Using Doppler imaging for the RS CVn binary HU Vir, Strassmeier (1994) and Hatzes
(1998) found differential rotation in the opposite sense to the Sun’s, with the equator rotating
more slowly than the pole, but less extreme by a factor of ten. Doppler imaging of σ Gem



9780521860031c09 CUP/THW August 14, 2008 13:30 Page-178

178 Starspots

(one of the stars originally studied by Eberhard and Schwarzschild 1913) has also revealed
antisolar differential rotation, together with evidence of a poleward migration of the spots
(Kővari et al. 2007b). Antisolar differential rotation was also inferred for the RS CVn system
HR 1099 (Vogt et al. 1999); however, Petit et al. (2004a) later measured weak solar-like
differential rotation for this same star in a more densely sampled sequence of images. Solar-
like differential rotation has also been found for the RS CVn giant ζ Andromedae (Kővari
et al. 2007a) and for the T Tauri star V410 Tau (Rice and Strassmeier 1996).

If enough small, well-imaged spots are found over a wide range of latitudes, cross-
correlation techniques can yield a well-determined surface rotation profile. A good example
is given in Figure 9.12, which shows the surface rotation profile for AB Doradus measured
in December 1995 (Donati and Collier Cameron 1997; see also Petit, Donati and Collier
Cameron 2004; Jeffers, Donati and Collier Cameron 2007). The differential rotation is very
solar-like, with the ‘lap time’ required for the equatorial region to lap the polar region
being 110 days as compared to the Sun’s 120 days. Similar solar-like differential rotation
was found for the young, late-type (K0 V), single star PZ Tel (Barnes et al. 2000). Another
solar-type star, HD 171488 (a single G dwarf; cf. Fig. 9.6), also shows solar-like differential
rotation, but seven times stronger than the Sun’s (lap time of 16 days; Marsden et al. 2006).
Rüdiger and Küker (2002) have proposed that the strong solar-like differential rotation in AB
Dor and PZ Tel and similar single stars may be understood as a consequence of a deviation
from spherical symmetry of the heat flux from the core due to rapid rotation, which causes a
non-uniform heating of the base of the convection zone that drives a meridional circulation
with equatorward flow at the surface, carrying angular momentum toward the equator.

Some of the results for differential rotation are puzzling. For example, for the FK Com
star HD 199178 (cf. Fig. 9.8) Hackman and Jetsu (2003) found antisolar differential rota-
tion in 1994–1996 whereas Petit et al. (2004b) found solar-like differential rotation in
2002–2003.
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Fig. 9.12. Surface differential rotation on AB Dor in December 1995, as measured by cross-
correlating constant-latitude slices of Doppler images and Zeeman–Doppler magnetic field
maps taken at different times. The data points represent Gaussian fits to the peaks in the
cross-correlation at each latitude. The dashed line is a fit to a cos2θ law for the variation of
rotation with colatitude. (From Donati and Collier Cameron 1997.)
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What about possible changes in differential rotation with time, possibly caused by more
extreme versions of the Sun’s torsional oscillations? Collier Cameron and Donati (2002) pre-
sented evidence for a change in the amplitude of the surface differential rotation on AB Dor
by a factor of two over the period 1988 to 1996. However, they caution that this apparent
change could instead be due to the restricted range of latitudes of spots in some of the years.
Further analysis of the same data showed that the surface differential rotation varied on a
time scale of at least one year, with the highest value occurring in late 1994 (Jeffers, Donati
and Collier Cameron 2007).

9.3.2 Starspots and surface patterns of activity
Starspot tracking allows us to detect patterns associated with the stellar dynamo,

such as the zone of spot appearance and the migration of this zone in latitude, or the existence
of active longitudes.

The latitude distribution of starspots
Whereas sunspots are generally restricted to a latitude band within 30◦ of the equa-

tor, the latitudes of starspots on more rapidly rotating cool stars range from mid-latitudes (for
stars near or on the main sequence) to the polar regions (for RS CVn systems and T Tauri
stars). The surprising findings of polar spots on rapidly rotating stars, so unlike the spot dis-
tribution on the Sun, were questioned at first (e.g. Byrne 1992, 1996), but the cumulative
evidence now strongly supports the existence of polar spots.

Not all fast rotators have high-latitude spots. For example, PW Andromedae (HD 1405),
a very young pre-main-sequence star with rotation period 1.754 days, shows a solar-like
distribution of several spots confined to ±40◦ latitude (Strassmeier and Rice 2006). These
spots are some 10 to 100 times larger than sunspot groups, however.

Attempts to explain the formation of polar spots on the basis of dynamo theory, including
rising flux-tube and surface flux-transport models, are discussed in Section 11.4.2. In various
papers, Strassmeier and his colleagues have pointed out several examples of stars on which
the latitude distribution of spots disagrees with the predictions of the rising flux-tube models
(see Strassmeier and Rice 2006 and references therein).

Active longitudes
Long-term photometric monitoring of RS CVn stars has shown that large spots live

for years and are perhaps associated with one or two active longitudes, similar to the active
longitudes observed on the Sun. Photometric data spanning more than 50 years showed that
spots on the RS CVn star SV Camelopardis tended to be concentrated in two active longitude
belts separated by about 140◦ (Zeilik, De Blasi and Rhodes 1988). A similar pattern, with
two active longitudes separated by about 180◦, was found for the RS CVn star σ Geminorum
(Strassmeier 1988; Oláh et al. 1989; Jetsu 1996).

Active longitudes have also been found in the spot pattern on FK Com stars and active
young solar analogues. For example, for FK Comae Berenices itself, using 24 years of
photometric data (1966–90), Jetsu, Pelt and Tuominen (1993) found that spot activity was
concentrated at two active longitudes 180◦ apart, with the activity switching between the
two longitudes three times during this time interval (see also Henry et al. 1995).
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9.3.3 Starspot cycles from long-term photometry
Long-term photometric records of stars make it possible to detect cycles in the

appearance of starspots (see Oláh and Strassmeier 2002), thus providing a useful supple-
ment to the detection of stellar activity cycles by monitoring Ca II emission (described in
Chapter 10). The earliest detections of starspot cycles were based on photographic plates.
Using the Harvard plate collection, Phillips and Hartmann (1978) found apparently cyclic
luminosity variations of amplitude 0.3 mag with periods of order 50–60 years on the dMe
stars BY Dra and CC Eri, and Hartmann et al. (1981) found a 60-year spot cycle with ampli-
tude 0.5 mag on the dK5e star BD +26◦730. The cycle was especially apparent in the latter
star because it is viewed nearly pole-on, which means that the long-term cyclic changes in
spottedness are not swamped by the short-term rotational modulation of brightness due to
spots.

Programs of long-term photoelectric photometry have revealed several other starspot
cycles. Oláh and colleagues (Oláh, Kolláth and Strassmeier 2000; Oláh and Strassmeier
2002) have used data sets up to 34 years long to detect cycles in nine stars, with cycle peri-
ods generally in the range of 11 to 16 years. Most of these stars also show an additional
shorter, weaker cycle with period in the range of about 2 to 5 years. The much-studied star
HD 1099 (V711 Tau), for example, shows a 15.7-year cycle and a weaker 3.5-year cycle.
The shortest fundamental cycle in their sample is the 6.4-year cycle of V833 Tau, which has
rotation period 1.794 days.

In general, the photometric records used to determine starspot cycles are not long com-
pared to the detected cycle periods, so the periods are not well determined and it is not known
how regular the cycles are. (It should be kept in mind that the Sun’s cycle is irregular: the
times between successive sunspot maxima or minima vary from about 9 to 12 years.)

9.4 Properties of individual starspots
We now turn to the physical properties of individual starspots, including their

temperatures and magnetic fields, and their lifetimes, as deduced from the available
observations. Finally, we assess the similarities between starspots and sunspots.

9.4.1 Temperatures and areas
Measurements of starspot temperatures are made using several different techniques,

the most elementary being simultaneous modelling of photometric brightness and colour
variations. Doppler imaging also provides best-fit values of these temperatures. The most
accurate methods are spectroscopic, involving the modelling of molecular bands or of atomic
line-depth ratios. In all of these techniques, the surface area coverage (or filling factor) of
the spots must be determined along with the temperature.

Spot temperatures and filling factors have been reported for almost all stars known to
have spots. Berdyugina (2005) provides a useful table of values for a representative sample
of spotted dwarfs, giants and supergiants. Figure 9.13 shows the dependence of spot tem-
perature difference �T = Tphot − Tspot on the undisturbed photospheric temperature Tphot

for these stars. There is a tendency for the temperature difference to increase with stellar
temperature, with �T ranging from 200 K in M4 stars to 2000 K in G0 stars.

For some spotted stars, for example II Peg (see Fig. 9.1 and Section 9.1.2), the amplitude
of the optical brightness variations is so great that a large fraction of the stellar surface must
be covered by dark spots. The largest known brightness variations (e.g. �V = 0.65 mag for
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Fig. 9.13. Starspot temperature difference versus photospheric temperature for active dwarf
(circles) and giant (squares) stars. Short lines connect symbols referring to the same star. The
continuous curve is a second-order polynomial fit to the points, excluding EK Dra. The large
circles with dots inside represent the umbra (�T = 1700 K) and penumbra (�T = 750 K)
of a typical sunspot. (From Berdyugina 2005.)

the weak-line T Tauri star V410 Tau; Strassmeier et al. 1997), along with their associated
colour variations, imply spotted areas covering more than 20% of the entire stellar surface.
(An extreme value of 70% coverage for the contact binary VW Cep, reported by Hendry and
Mochnacki 2000, should perhaps be interpreted as bright patches on a darker surface.)

The temperatures and filling factors of starspots are a possible issue in the determination
of element abundances for a spotted star from the equivalent widths of its spectral lines.
For example, for Li lines the equivalent width is greater in the cooler regions and, although
the spots contribute less to the overall flux than the undisturbed photosphere, if there are
enough spots then the net equivalent width for the star will be increased (see e.g. Soderblom
et al. 1993c). If only a few large spots are present, then one might detect a rotational modu-
lation of the equivalent width, but a more uniform distribution of spots would not produce a
measurable variation.

9.4.2 Magnetic fields
Measurements of highly structured magnetic fields on stars other than the Sun are

very difficult because of the cancellation effect of fields of opposite polarities. The technique
of Zeeman–Doppler imaging (discussed in Section 9.1.4) can in principle detect the surface
distribution of the vector magnetic field in rapidly rotating stars and has produced important
results for a few stars (e.g. AB Dor; see Section 9.2.4). However, most of our knowledge of
magnetic fields on cool stars comes from measurements of Zeeman broadening (Robinson,
Worden and Harvey 1980; see Section 8.3), which work best for slowly rotating stars, for
which the Zeeman broadening exceeds the rotational broadening. The method generally
assumes that the magnetic field is perpendicular to the stellar surface and concentrated into
patches of uniform strength, distributed uniformly across the stellar surface. Observed line
profiles are then fitted with a combination of synthetic line profiles for the magnetic and non-
magnetic regions, yielding values of the field strength and filling factor. Such measurements
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have been made for a number of G, K and M dwarfs and T Tauri stars (see the summary in
Berdyugina 2005). The results show field strengths in the range 1.5–5 kG, with a tendency
towards greater field strengths in cooler stars. The filling factors, however, are generally not
in agreement with those determined from brightness and colour variations. The differences
are most likely due to the assumption of a single field strength in the magnetic regions
and the additional presence of strong fields in bright (plage) regions. Hence one should be
suitably cautious in associating the measured field strengths with starspots.

9.4.3 Lifetimes
Both photometry and Doppler imaging have been used to study starspot lifetimes

(see the review by Hussain 2002). Photometry provides less information than Doppler imag-
ing but is possible from smaller telescopes and hence has provided many more of the long
data sets required (see e.g. Strassmeier and Hall 1988; Strassmeier et al. 1989). Henry et al.
(1995) studied photometric data sets ranging in length from 15 to 19 years for four active
binaries (λ And, σ Gem, II Peg, and V711 Tau) and found lifetimes of individual starspots
ranging from a few months (for II Peg) to more than six years. They found no significant
trends with rotation period or spectral type.

Long-term Doppler-imaging data sets are available for a few RS CVn stars. A large polar
spot on HR 1099 has been seen in all observations (one or two per year) taken over a span
of more than 15 years, albeit with changes in shape between observations (Vogt et al. 1999;
Donati 1999).

On the basis of a theoretical flux-transport model, Işik, Schüssler and Solanki (2007) find
lifetimes of a few months for single bipolar spot pairs; the duration depends on the rotational
shear and the latitude of emergence. In their model, polar spots are produced by tilted bipolar
regions emerging at mid or high latitudes, and can be maintained for several years.

9.4.4 Sunspots as prototypes for starspots?
To what extent are starspots analogous to sunspots? Can our theoretical models of

sunspots simply be scaled up in size to produce a model of a much larger starspot? Are the
large starspots revealed by Doppler imaging actually close-packed groups of smaller spots?
These are still very much open questions, but it is worth making some preliminary comments
(see also Schrijver and Title 2001 and Schrijver 2002).

If spots cover a significant fraction of a star’s surface, we can expect them to have a signif-
icant effect on the overall structure of the star. By analogy with sunspots, we can assume that
the darkness of the starspots is caused by the inhibiting effect of the spot’s strong magnetic
field on convective heat transport. After the starspots first appear, the star will try to adjust
the structure of its outer convection zone in order to carry the luminosity generated in its
interior. The effect of the spots will be quite different on time scales short or long compared
to the thermal time scale of the convection zone, and quite different in stars that are mostly
convective or mostly radiative (Spruit 1992; Spruit and Weiss 1986).

The temperature contrasts of starspots are not widely different from those of sunspots. The
starspot temperatures detected reliably by molecular-line diagnostics are in the range of 500
to 2000 K below that of the surrounding photosphere. For a sunspot, the temperature contrast
is about 1800 K for the umbra alone but only about 600 K for the average temperature of the
whole spot. Since the starspot temperatures are essentially averages over the spots, we see
that the sunspot temperature contrast is in good agreement with that of the warmest starspots.
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The most striking difference between sunspots and starspots is the much greater size that
starspots can attain. Starspots sometimes cover a very large fraction of the stellar surface,
20% or more. What we don’t know, of course, is whether the large spotted areas consist of a
few very large spots or many smaller spots arranged in tight groups. This open question is a
major impediment to understanding the relation between sunspots and starspots.

Another significant difference between sunspots and starspots is the occurrence of
starspots at high latitudes, especially at the poles. This provides a challenge to dynamo
theory as applied to rapidly rotating stars, where the pattern of differential rotation may be
very different from that in the Sun (see Section 11.4.2 below).

The magnetic field strengths that have been measured for starspots are not significantly
greater than those in sunspots. They are consistent with a balance between magnetic pres-
sure and gas pressure near the stellar photosphere, as is the case for sunspots. However,
the magnetic geometry – with a prevalence of strong azimuthal fields – that is revealed by
Zeeman–Doppler imaging differs significantly from that in sunspot groups. We may conjec-
ture that this provides evidence for bipolar spot groups, with unidirectional azimuthal fields
but oppositely directed radial fields that cancel out in the measured signal. If so, we should
expect the individual spots to have penumbrae resembling those in sunspots. If, on the other
hand, there are only a few huge spots with monolithic structures, then the ratio of penumbral
to umbral area may well be much less than in a sunspot. We may hope that this issue will be
resolved by future imaging.
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Solar and stellar activity cycles

So far, we have focused our attention mainly on the properties of individual sunspots and
starspots, and their associated magnetic fields. Now we turn to systematic variations in
magnetic activity and in the incidence of spots. In this chapter we shall only consider observ-
able manifestations of activity. The magnetic fields that emerge through the surface of a
star are actually generated in its interior, by dynamo processes which will be discussed in
Chapter 11.

We begin by describing the well-known sunspot cycle, with an average period of
about 11 years, which was first recognized by Schwabe (as explained in Section 2.2). This
cycle is apparent in the record of telescopic observations, though it was interrupted during
the Maunder Minimum in the seventeenth century. Fortunately, the record can be extended
back through hundreds, thousands and tens of thousands of years by using measured abun-
dances of cosmogenic isotopes as proxy data. These data confirm that similar grand minima
are a regular feature of solar activity, and we can explore their statistical properties.

Next, we turn to other Sun-like stars. As expected, they can exhibit activity cycles too,
although these are most apparent in middle-aged slow rotators, like the Sun itself. Younger,
more rapidly rotating stars are much more active but their behaviour is erratic and less
obviously periodic, as can be seen in Figure 1.7.

10.1 Cyclic activity in the Sun
Figure 2.3 shows how the area covered by sunspots has varied over the

past 130 years (since the daily Greenwich photoheliographic record was initiated). The
cyclic behaviour is readily apparent, as is the variability from one cycle to another: the max-
ima around 1958 and 1990 were abnormally high, while those prior to 1930 were relatively
low. Also shown is the incidence of sunspots as a function of latitude and time – the well-
known butterfly diagram. At the beginning of a new cycle, spots appear at latitudes around
±30◦; thereafter the zones occupied by spots expand until they approach the equator. In the
declining phase of the cycle, these zones retreat from higher latitudes until they eventually
dwindle away at the equator, just as the next cycle starts. As can be seen, sunspot activity is
very nearly symmetrical about the solar equator.

Solar activity is conventionally measured in terms of the Zurich sunspot number, R, as
arbitrarily defined by Wolf in 1848 (see Section 2.2). An alternative definition, of the group
sunspot number introduced by Hoyt and Schatten (1998), is sometimes preferred. Fortu-
nately, values of R are closely related to sunspot areas and to other, more physical, measures

184
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Fig. 10.1. Sunspot cycles since 1750: monthly averages of the Zurich sunspot number, R.
(Courtesy of D. H. Hathaway.)

of solar activity based on 10.7 cm radio emission or infrared emission in the He 1083 nm line.
Sunspot numbers have been reconstructed from early observations going back to the seven-
teenth century, and the record in Figure 10.1 shows how R has varied with time through 23
cycles from 1750 to the present day.

As we have already explained in Sections 2.4.1 and 7.4.1, sunspots tend to appear in pairs
oriented approximately parallel to the equator and with oppositely directed magnetic fields.
The systematic properties of these fields are described by Hale’s laws: in any cycle, the
preceding spots have the same polarity in each hemisphere but the polarities of preceding
and following spots are antisymmetric about the equator; moreover, these polarities reverse
from one cycle to the next. Thus the magnetic field follows a 22-year cycle.

It is clear from Figure 10.1 that cycles have varied irregularly during the past 300 years.
Peak values of R at sunspot maximum range from 60 in 1805 to 200 in 1958; the period
(from minimum to minimum) has varied from 9.0 to 13.6 yr, although the mean period
of 11.1 yr is well defined over this interval. Curiously, the phase drifted during the late eigh-
teenth century but recovered in the early nineteenth century; however, this isolated incident
is probably not significant (Gough 1981). Two robust features of the sunspot record are, first,
the anticorrelation between the cycle period and the value of R at sunspot maximum and,
second, the asymmetry of the cycle, with a short rise time followed by a slower decay. The
record shows a tendency for the amplitudes of maxima to alternate from cycle to cycle, as
if temporal symmetry were broken, but the phase of this 22-year periodicity is not main-
tained. There is also evidence of a longer-period variation with a period of 80–90 yr – the
Gleissberg (1939, 1945) cycle – though the record is again too short to be certain whether
this periodicity is real.

10.2 Modulation of cyclic activity and grand minima
Direct records of solar variability are limited to the era of the telescope, the past

four centuries. Figure 1.4 shows group sunspot numbers from 1610 to 2000. As explained
in Chapter 2, there was a dearth of sunspots from 1645 to 1715, and this episode is now
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referred to as the Maunder Minimum (Eddy 1976). Although sunspots did appear occa-
sionally through most of this period, they were few and far between and hence individual
cycles cannot be unambiguously identified from this record. Indeed, it was not until after the
minimum in 1715 that a regular cycle, with spots in both hemispheres, reappeared.

Fortunately, there is another source of information. The magnetic fields that are trans-
ported outwards by the solar wind also vary with the sunspot cycle and these fields deflect
galactic cosmic rays impinging on the heliosphere (McCracken et al. 2004). Thus the inci-
dence of galactic cosmic rays on the Earth’s atmosphere varies in antiphase with solar
activity, as shown in Figure 10.2; these cosmic rays lead to the formation of radioactive
isotopes, such as 14C (with a half-life of 5730 yr) and 10Be (with a half-life of 1.5×106 yr),
which are deposited and stored in trees and polar ice, respectively. Hence the record of solar
activity can be derived from measurements of the abundances of these cosmogenic isotopes
in tree rings or ice cores, after correcting for changes in the geomagnetic field (Beer 2000).
In Figure 10.3 we compare the 10Be concentration from a Greenland ice core with the cor-
responding group sunspot numbers. The 11-year Schwabe cycle is clearly present in both
records and there is a marked increase in 10Be concentration at the end of the Maunder Min-
imum. It is apparent, however, that the 11-year activity cycle persisted, albeit at a reduced
level, throughout the Maunder Minimum (Beer, Tobias and Weiss 1998). Since 14C remains
in the atmosphere as CO2 for 6–7 yr and is well mixed, whereas 10Be has a residence time
of only 1–2 yr, evidence of the 11-year cycle is heavily damped in the 14C record.

By measuring the abundances of cosmogenic isotopes it is possible to extend the record of
solar activity back for tens of thousands of years. Since 14C abundances are used for radio-
carbon dating, the corresponding record has been carefully calibrated for the last 26 000 yr
(Reimer et al. 2004), while the 10Be records from Arctic and Antarctic ice cores extend
back for up to 50 000 yr (Wagner et al. 2001a). These data sets provide evidence of recurrent
grand minima going back into the past. The most recent examples have been given names,
and they are labelled in Figure 10.4, which displays 10Be abundances from two ice cores, one
from Greenland and the other from the South Pole, after smoothing to give approximately

450 

400 

350 

300 

S
un

sp
ot

 N
um

be
rs

 

225 

150 

75 

0 M
on

th
ly

 M
ea

n 
C

ou
nt

s/
H

ou
rs

/1
00

0 

1950 1955 1960 1965 1970 

Smoothed SOSN Monitor Data 

1975 1980 1985 1990 1995  2000 2005 
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and secondary neutrons counted at the University of Chicago Climax Neutron Monitor
during the interval 1951–2005. (Courtesy of NOAA.)
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core from Greenland, determined by accelerator mass spectrometry. The 11-year cycle can
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Fig. 10.4. Comparison between variations in smoothed 10Be concentration in the Dye 3 ice
core from Greenland (Beer et al. 1994) and in an ice core from the South Pole (Raisbeck
et al. 1990). The 10Be concentrations (which differ owing to different deposition rates) are
indicated on the left, with the corresponding modulation potentials � on the right. The hori-
zontal lines mark the level of zero modulation potential and the filled circles denote values
of � in 1958. The outliers around AD 1460 are thought to be due to a nearby supernova.
(From McCracken et al. 2004.)

22-year averages and thereby filtering out the Schwabe cycle (McCracken et al. 2004). Also
indicated is an alternative measure of solar magnetic activity, in terms of the modulation
potential � (Vonmoos, Beer and Muscheler 2006). During the interval of overlap the two
records are in qualitative agreement: both show not only the Maunder Minimum but also the
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abortive Dalton Minimum around 1805. The South Pole data set spans an interval of 1100 yr,
from AD 850 to 1958. During this period there were three more grand minima, namely the
drawn-out Spörer Minimum (AD 1415–1535), the weaker Wolf Minimum (AD 1280–1340)
and the deep Oort Minimum (AD 1010–1050). These minima alternated with grand maxima:
high levels of activity comparable with that experienced at the end of the twentieth century
were attained on five previous occasions.

This pattern persists in longer records. Figure 10.5 shows the modulation potential �

reconstructed from part of the 3029 m GRIP ice core from Central Greenland (Vonmoos,
Beer and Muscheler 2006). This record, extending over about 9000 yr, has been high-pass
filtered (with a cut-off corresponding to a period of 2000 yr) to eliminate long-term trends,
and it can be compared with the corresponding potential reconstructed from the 14C pro-
duction rate of Stuiver and Braziunas (1988). The Spörer, Wolf and Oort Minima are again
present, along with many other grand minima and maxima going back into the past. Over
the last half-century the mean value of � was about 700, a level that is high but by no means
unprecedented in the long-term record.1

Inspection of the records in Figure 10.5 suggests that solar activity is aperiodically (and
perhaps chaotically) modulated, with a characteristic time scale of around 200 yr. Frequency
analysis of the 14C and 10Be abundance records reveals several persistent periodicities: for
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Fig. 10.5. Modulation of solar activity over a 9000 yr interval from 304 to 9315 BP
(AD 1646 to 7365 BC): grand maxima and grand minima occur throughout this interval.
The modulation potential � derived from 10Be abundances in the GRIP ice core (thick line)
can be compared with that derived from the 14C production rate (thin line). Both records are
high-pass filtered to reduce the effects of changes in the geomagnetic field and other long-
term variations. The two records are initially in close agreement, though they gradually drift
apart. (From Vonmoos, Beer and Muscheler 2006.)

1 The modulation potential � is a measure of the Sun’s open magnetic flux, corresponding to field lines that
emerge from coronal holes and extend into the heliosphere, while the sunspot number R relates to the closed flux
associated with active regions. Solanki et al. (2004; see also Usoskin, Solanki and Korte 2006) have reconstructed
sunspot numbers going back to 11 400 BP from the 14C record. They find that recent values of R are higher than
at any time in the past 8000 yr.
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both records there are peaks in the power spectra corresponding to periods of 88 yr (the
Gleissberg cycle), 205 yr (the de Vries cycle) and 2300 yr (the Hallstatt cycle), as well as
the obvious 11-year period of the Schwabe cycle (Damon and Sonett 1991; Stuiver and
Braziunas 1993; Beer 2000; Wagner et al. 2001a). It seems likely that the prominent 205 yr
periodicity, as well as the weaker Hallstatt cycle, has a solar origin.

The 14C and 10Be records are long enough to provide statistical information about the
variation of � over the past 10 000 yr (Abreu et al. 2008). Values of � are normally dis-
tributed about a mean value around 480, with many episodes that can be classified as grand
maxima or grand minima. Although the current grand maximum is not exceptionally high,
it has already lasted much longer than the average. While it is safe to forecast that this max-
imum will terminate in the not too distant future, it is not possible to predict how deep the
ensuing minimum will be.

10.3 Differential rotation in the Sun
Carrington (1863) had noticed that sunspots at the equator rotated more rapidly

than those at higher latitudes, and this equatorial acceleration has been confirmed by Doppler
measurements as well as tracking proper motions of magnetic features (Stix 2002). Different
techniques give slightly different values for the surface rotation rate, with sunspots rotating
slightly faster than the ambient plasma. Their sidereal angular velocity � can be represented
by an expression of the form

� = A − B cos2θ (10.1)

with A = 14.55◦ day−1 and B = 2.87◦ day−1, where θ is the colatitude. The corresponding
equatorial rotation period is 24.7 days.

Perhaps the greatest triumph of helioseismology has been the determination of the Sun’s
internal angular velocity profile from the rotational splitting of p-mode acoustic frequencies
(Thompson et al. 2003; Christensen-Dalsgaard and Thompson 2007). Figure 10.6 shows
how � varies with radius and latitude in the solar interior. At the surface, � matches the
plasma rotation rate and in the bulk of the convection zone � is roughly independent of
radius (and constant on conical surfaces). The radiative interior rotates more or less uni-
formly and there is an abrupt shear in a very narrow layer – the tachocline – whose thickness
is less than 4% of the solar radius.

Superimposed on this mean rotation profile are variations associated with the sunspot
cycle. Doppler measurements of surface rotation have revealed regions of anomalously rapid
rotation that migrate from mid-latitudes towards the equator, tracking the zones of maxi-
mum activity (Howard and LaBonte 1980; Ulrich et al. 1988). At a fixed position on the
solar surface, these ‘torsional oscillations’ have a period of 11 yr. They are also detected
by helioseismology and are better described as zonal shear flows. Figure 10.7 shows the
pattern of behaviour just below the solar surface, at a depth of 0.01 R�: note that in each
hemisphere there are two zones of slightly more rapid rotation, one migrating towards the
equator while the other migrates towards the poles. Vorontsov et al. (2002; see also Basu
and Antia 2003; Thompson et al. 2003; Howe et al. 2005) find that these zonal shear flows
penetrate downwards for at least one-third of the depth of the convection zone and maybe as
far as the tachocline itself.
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On a longer time scale, there is evidence that the solar rotation is affected by grand
minima. The sunspot positions recorded by Hevelius in 1642–44, just before the Maun-
der Minimum, are consistent with the current rate of differential rotation (Abarbanell and
Wohl 1981; Yallop et al. 1982).2 However, the detailed series of sunspot observations made

2 The rates derived by Eddy, Gilman and Trotter (1976, 1977) are apparently inaccurate.
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at the Paris Observatory during the Maunder Minimum show that the equatorial rotation
rate was about 2% lower during the period 1666–1719, and that the differential rotation was
significantly enhanced (Ribes and Nesme-Ribes 1993).

10.4 Variable activity in stars
As we saw in Chapter 8, there are many stars that exhibit evidence of magnetic

activity. In some of them the activity varies cyclically, as it does in the Sun. It is only by
studying activity and activity cycles on stars other than the Sun that we can gain a full
understanding of these phenomena, for it is essential to investigate their dependence on
stellar mass, luminosity, age and – above all – rotation rate.

10.4.1 Stellar activity cycles
Enhanced chromospheric emission in the Ca II H and K lines provides one of the

most effective indicators of magnetic activity in a star, as discussed in Section 8.1 above.
Moreover, the star’s rotation period can also be directly determined. In 1966 Olin Wilson and
his colleagues at Mount Wilson Observatory began their important long-term study of cal-
cium emission from 91 (since increased to 111) cool dwarf stars using the 100-inch Hooker
telescope (Wilson 1978). In 1978 this ‘H-K Project’ was transferred to the 60-inch telescope
on Mount Wilson, which was dedicated solely to these observations until the project was
terminated in 2004 (Baliunas et al. 1995, 1998). Among these stars, there are about a dozen
slow rotators that exhibit quasi-regular activity cycles similar to that of the Sun (Baliunas
et al. 1995; Baliunas, Sokoloff and Soon 1996; Frick et al. 2004). One of the best examples,
the K1 dwarf HD 10476 with a rotation period of 36 days and a cycle period of 9.6 yr, is
displayed in Figure 10.8; another, the K4 dwarf HD 4628 with a rotation period of 38 days
and a cycle period of 8.4 yr, was illustrated in Figure 1.7. Comparing these results with
corresponding measurements for the Sun, which were shown in Figure 8.1, we conclude
that main-sequence stars of spectral types G and K with ages and rotation rates similar to
those of the Sun can exhibit similar magnetic activity. We may then infer that such stars also
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Fig. 10.8. Cyclic variation of Ca II H and K emission in a star. The lower main-sequence
star HD 10476 shows an activity cycle, with a period of 9.6 yr, that is very similar to that in
the Sun. (Courtesy of the Mount Wilson H-K Project.)
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Fig. 10.9. Cyclic variability in the BY Dra star V833 Tau, a rapid rotator with a rotation
period of 1.8 days. The long-term record (above) from the Harvard and Sternberg plate col-
lections and more recent photoelectric measurements spans the interval from 1899 to 1990,
and shows a very clear 60 yr periodicity (Hartmann et al. 1981; Bondar’ 1995). The shorter,
recent record (below) covers an interval of about 18 years, and shows a 6.4 yr cycle super-
imposed on the long-term trend; there are also suggestions of a further 2.5 yr cycle (Oláh,
Kolláth and Strassmeier 2000; Oláh and Strassmeier 2002; Oláh et al. 2007).

harbour spots upon their surfaces, even though we cannot see them. There are other similar
stars that show no evidence of activity, with low Ca II emission and no apparent variability,
as though they were undergoing grand minima: the G2 dwarf HD 143761 is an example (see
Figure 1.7). So far, however, no solar-type star has been reliably observed to enter into or
come out of such a grand minimum, so this hypothesis remains untested.
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Where Sun-like cycles are detected, the cycle period depends on the rotation period of
the star: the more rapidly a star rotates, the shorter its cycle period is likely to be. There is,
in addition, evidence of surface differential rotation (Donahue, Saar and Baliunas 1996). In
order to compare stars with different masses and spectral types, it is convenient to introduce
the Rossby number Ro = P/τc = 2π/�τc, where τc is an estimate of the convective
turnover time, as in Section 8.2; then Ro provides a normalized measure of the rotation
period P , while Ro−1 is a corresponding dimensionless measure of the angular velocity �.
The relationship between the cycle period Pcyc = 2π/ωcyc and Ro can be represented by a
power law of the form

Pcyc/P = �/ωcyc = const.Roq , (10.2)

where the observations are best fitted by an exponent q > 0 and various estimates have
yielded q = 0.25 (Noyes, Vaughan and Weiss 1984), q = 1.0 (Ossendrijver 1997), q = 0.5
(Brandenburg, Saar and Turpin 1998; Saar and Brandenburg 1999) and, most recently, q =
0.32 (Saar 2002). It follows that ωcyc ∝ �1+q for stars of given spectral type.

10.4.2 Cyclic behaviour in more active stars
The stars that display Sun-like cycles are relatively inactive; they belong to the

class of late-type stars with ages greater than 2–3 Gyr that are slow rotators and lie below the
Vaughan–Preston gap in Figure 8.2 (Brandenburg, Saar and Turpin 1998). Other stars in this
class exhibit less regular variability, though periodicities can still be extracted by frequency
analysis. Cycles are not so easily recognizable for the more active stars in the Mount Wilson
sample, which lie above the Vaughan–Preston gap: for example, the G0 dwarf HD 206860 in
Figure 1.7 varies irregularly, though an underlying period of 6.2 yr is still present (Baliunas
et al. 1995). Some of these active stars also show secondary periodicities. Their behaviour
can be represented by a power law similar to that in Equation (10.2), with the same exponent
but with periods that are about six times longer (Saar and Brandenburg 1999).

Chromospheric emission saturates for very rapidly rotating stars, with rotation periods
of a day or less, as can be seen from Figure 8.3. Long-term photometric measurements
have nevertheless revealed cyclic behaviour in some of these super-active stars (Saar and
Brandenburg 1999; Oláh, Kolláth and Strassmeier 2000; Oláh and Strassmeier 2002). This
method works best for stars whose rotation axis is aligned close to the line of sight (i.e. small
inclination angle i) so that long-term secular changes are not masked by rotational modula-
tion. The clearest example is the BY Dra star V833 Tau (see Fig. 10.9); this is a K4 dwarf
with P = 1.8 days and cycle periods of 6.4 yr (Oláh, Kolláth and Strassmeier 2000; Oláh
and Strassmeier 2002; Oláh et al. 2007) and 60 yr (Hartmann et al. 1981; Bondar’ 1995).
Cycle periods for these stars are much longer than would be expected for such rapid rota-
tors if they obeyed the laws derived from chromospheric variations; indeed, their variability
actually seems to follow a power law with q < 0 (Saar and Brandenburg 1999).
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Solar and stellar dynamos

The magnetic field of a star with radius R is generated by electric currents flowing in its
interior, and these currents are subject to Ohmic decay on a time scale τη ≈ R2/η0, where
η0 is a suitably weighted laminar magnetic diffusivity. For a star like the Sun, τη ≈ 1010 yr,
which is comparable to its lifetime on the main sequence; hence there would be no difficulty
in regarding a steady field as a fossil relic.1 The problem for the Sun is to explain the cyclic
reversals of its magnetic field on a time scale Pcyc � τη. The simplest explanation would be
to suppose that the Sun is a magnetic oscillator, and that its angular velocity oscillates with a
22-year period, acting on a steady poloidal field with dipole symmetry to generate a toroidal
field that reverses every 11 years. This model faces three fatal difficulties: first, the observed
dipole field itself reverses after 11 years; second, the only measured fluctuations in angular
velocity (the zonal shear flows discussed in Section 10.3) have a period of 11 years; and,
third, no credible mechanism for driving cyclic oscillations in � has ever been put forward.
Hence it is generally accepted that the solar cycle is instead maintained by dynamo action in
the interior of the Sun (Cowling 1981; Hughes 1992).

Stellar dynamos rely on the inductive effect of electrically conducting plasma flowing
across a magnetic field. Here we first provide a brief mathematical outline of dynamo
theory – which has developed into a rich and fascinating topic in its own right (see, for
example, Dormy and Soward 2007) – followed by a more physical description of the appro-
priate mechanisms in stellar convection zones. Then we focus on the solar dynamo, which is
most constrained by observations and has attracted the most attention from theorists; among
recent reviews, see the brief surveys by Tobias (2002a) and Bushby and Mason (2004),
the fuller discussions by Mestel (1999), Choudhuri (2003), Rüdiger and Hollerbach (2004),
Solanki, Inhester and Schüssler (2006) and Tobias and Weiss (2007a), and the comprehen-
sive accounts by Ossendrijver (2003) and Charbonneau (2005). Next we consider the status
of dynamo models for more active stars, before concluding with a summary of progress
towards direct numerical simulations.

11.1 Basic dynamo theory
Most studies of solar or stellar dynamos have been restricted to axisymmetric mod-

els, in which the magnetic field is averaged azimuthally to give a solenoidal mean field B
that satisfies the induction equation

�B/�t = � × (U × B) + η0�2B, (11.1)

1 By contrast, although τη ≈ 7000 yr for the Earth, the geomagnetic field has existed for at least 3 × 109 yr, and
therefore has to be maintained by a dynamo.

194
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where the magnetic diffusivity η0 is assumed to be uniform. Here U = um + s�(s, z)eφ is
the axisymmetric fluid velocity, where um is a meridional flow and � is the angular veloc-
ity, referred now to cylindrical polar co-ordinates (s, φ, z). Now B can be expressed as the
sum of a toroidal field BT = Bφ(s, z)eφ and a poloidal field BP = � × A(s, z)eφ . From
Equation (11.1),

�

�t

(
Bφ

s

)
= BP · �� − � ·

(
Bφ

s
um

)
+

(η0

s

)(
∇2 − 1

s2

)
Bφ (11.2)

and

�

�t
(s A) = −um · �(s A) + sη0

(
∇2 − 1

s2

)
A. (11.3)

11.1.1 Cowling’s theorem
Equation (11.2) describes the generation of toroidal fields from poloidal fields by

differential rotation (as expected in a highly conducting plasma) and their transport by
meridional flows. In Equation (11.3) there is no source term, corresponding to BP · ��,
for the poloidal field. Cowling’s theorem states that a steady axisymmetric magnetic field
cannot be maintained (against Ohmic dissipation) by fluid motions. Equation (11.3) can be
re-expressed in terms of the flux function χ = s A to give

�χ

�t
= −um · �χ − μ0η0 jφ, (11.4)

where the azimuthal current jφ = −μ−1
0 [∇2 − (2/s)�/�s]χ . In its simplest form, the argu-

ment relies on the fact that the poloidal field must have closed field lines (contours of
constant χ ) enclosing a neutral point where BP = 0 and χ is an extremum. The source
term vanishes at this neutral point but the current will normally be finite; hence the field
cannot be maintained. This argument can be made rigorous for an incompressible flow with
appropriate boundary conditions, for then Equation (11.4) yields

d

dt

∫
χ2dV = −2η0

∫
|�χ |2dV ≤ 0 (11.5)

and so the poloidal field must decay (Moffatt 1978). The aim of mean-field dynamo theory
is to remedy this defect by inserting an additional source term into Equation (11.3). This
source term is provided by the turbulent α-effect.

11.1.2 Mean-field magnetohydrodynamics and the α-effect
We now suppose that the total velocity can be separated into an axisymmetric part

U and a non-axisymmetric fluctuating part u, and that the magnetic field can similarly be
separated into a mean field B and a fluctuating field b (Parker 1955b; Steenbeck, Krause
and Rädler 1965). Then the azimuthally averaged interactions between u and b generate a
mean electromotive force E = 〈u×b〉 in the induction equation. Moreover, if we ignore any
small-scale dynamo action and assume a separation of scales then it follows that b must be
linearly related to B and that we can expand the components of E as

E i = αi j B j + βi jk
�Bj

�xk
+ · · · . (11.6)
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If we assume that the turbulence is pseudo-isotropic (i.e. not mirror-symmetric) we can split
αi j into a symmetric part αδi j and an antisymmetric part γ jεi jk , and set βi jk = βεi jk . Then
we may truncate the expansion and rewrite Equation (11.6) as

E = αB + γ × B − β� × B; (11.7)

inserting this source term into the mean-field induction equation (11.1), we then have

�B/�t = � × (αB) + � × [(U + γ ) × B] + η�2B, (11.8)

where η = η0 + β represents a combination of laminar and turbulent diffusivities; typically
β � η0. Correspondingly, Equation (11.3) acquires not only an enhanced diffusion term
but also a novel source term αBφ , while a corresponding source term is also inserted into
Equation (11.2), in addition to that from differential rotation (the ω-effect). Kinematic mean-
field dynamos are then governed by the equations

�

�t
(s A) = sαBφ − um · �(s A) + sη0

(
∇2 − 1

s2

)
A (11.9)

and

�

�t

(
Bφ

s

)
= 1

s
eφ · � × (αBP) + BP · �� − � ·

(
Bφ

s
um

)

+
(η0

s

) (
∇2 − 1

s2

)
Bφ. (11.10)

Mean-field dynamos come in three different flavours: there are α2ω-dynamos, in which
all three source terms are included; α2-dynamos, in which differential rotation is omitted;
and – more commonly – αω-dynamos, where the α-effect is regarded as small compared
with the ω-effect and is therefore omitted in the toroidal equation. This is an attractive and
popular approach: it suffers, however, from the drawback that the presumed separation of
scales is not obviously applicable in a star like the Sun.

It is natural to invoke rotation, acting through the Coriolis force, in order to generate
turbulence that lacks mirror symmetry. In certain circumstances, where first-order smoothing
(Roberts 1994; Ossendrijver 2003) is justified, it is possible to calculate the values of α and
β. If the turbulent eddies have a length scale l and a characteristic velocity v, and either the
magnetic Reynolds number Rm = v l/η0 � 1 or the correlation time τ0 � τc = l/v, then
it is possible to relate α to the kinetic helicity 〈u · � × u〉, while β ∼ v2τc = l2/τc (Moffatt
1978; Krause and Rädler 1980). Unfortunately, neither of these conditions is satisfied in
turbulent stellar convection and any simple dependence of α on helicity breaks down for
flows at high Rm or for τ0/τc of order unity (Courvoisier, Hughes and Tobias 2006). More
generally, it would seem that first-order smoothing is only valid if |b| � |B|, which is
not necessarily the case (Cowling 1981). Indeed, numerical studies of turbulent Boussinesq
magnetoconvection in a rotating layer yield a very weak α-effect, α ≈ η0/ l, that does not
even depend on the turbulent motion (Cattaneo and Hughes 2006, 2008).

In practice, therefore, we should regard the α-effect as a useful parametrization that cap-
tures the essential physics of the processes that regenerate the poloidal field – even if it is
not possible to calculate a meaningful value of α from the statistics of the turbulent velocity
field. Hence we need only adopt plausible distributions of α and � that are independent of
the magnetic field strength and then solve Equation (11.8) in order to represent a kinematic
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(linear) dynamo. There are many examples of αω-dynamo models, in Cartesian or spherical
geometry, that display travelling wave or oscillatory solutions (e.g. Parker 1955b; Steenbeck
and Krause 1969; Roberts and Stix 1972). These solutions vary exponentially with time and
may grow if the dimensionless dynamo number D = α0��L3/η2 exceeds a critical value;
here α0 and �� are measures of the α-effect and the rotational shear, respectively, and L is
an appropriate length scale.

For nonlinear dynamo models it is necessary to model the back-reaction of the quadratic
Lorentz force on the velocity field. Within the framework of mean-field dynamo theory this
can be done by quenching the α-effect, for example by setting

α = α0(1 + B2/B2
0 )−1, (11.11)

where B0 = [μ0〈ρv2〉]1/2 is the equipartition field (Jepps 1975); for consistency, η should
be similarly quenched.2 Alternatively, differential rotation may be modified or partially
suppressed by the magnetic field, either macrodynamically through the mean field – the
Malkus–Proctor (1975) effect – or microdynamically by the effect of the fluctuating fields
on the small-scale turbulence (Rüdiger and Hollerbach 2004).

11.2 Phenomenology of the solar dynamo
The formation and orientation of sunspot groups and active regions, as described in

Chapter 7, imply that they are caused by the emergence of toroidal flux tubes from the solar
interior. Their scale and their systematic properties suggest that these flux tubes originate
deep in the convection zone. Thus we are led to consider the behaviour of isolated flux tubes
with predominantly azimuthal fields, embedded in a turbulent, convecting layer (Solanki,
Inhester and Schüssler 2006). Such a flux tube can only maintain its identity if the magnetic
energy density inside it is at least comparable with the external kinetic energy density; this
requires field strengths of order 104 G near the base of the convection zone. It is well known
that such flux tubes are magnetically buoyant (Parker 1955a; Jensen 1955; Hughes 2007a).
If the total pressure (magnetic plus gas) inside balances the external gas pressure pe, then
the internal gas pressure pi < pe and, if the flux tube reaches thermal equilibrium with its
surroundings, it will be less dense than the ambient gas and therefore tend to rise. Moreover,
the rise time is at most comparable to the convective turnover time τc, which is about a
month in the deep convection zone.

The motion of isolated flux tubes within the convection zone can be treated in the thin
flux tube approximation (Spruit 1981a) – see Fan (2004) for a comprehensive review, as
well as the shorter accounts by Choudhuri (2003), Schüssler (2005) and Hughes (2007a).
The picture here is of an initially axisymmetric flux tube, with a predominantly toroidal
field, that becomes unstable to a non-axisymmetric mode, which develops into an Ω-shaped
loop that rises through the convection zone until it emerges at the photosphere (e.g. Cali-
gari, Moreno-Insertis and Schüssler 1995; see also Section 7.2.2). The axial field must be
sufficiently strong for the tube to maintain its integrity and to avoid being disrupted by the
ambient turbulence as it rises; in addition, the field has to be significantly twisted. The ris-
ing flux tube is subjected to Coriolis forces: unless the initial field within it is sufficiently
strong, a tube will be carried polewards and emerge only at high latitudes (Choudhuri and

2 Note, however, that the form and magnitude of the quenching effects are subject to debate (e.g. Brandenburg and
Subramaniam 2005); see Section 11.3.1 below.
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Gilman 1987; Choudhuri 1989). Furthermore, the tube should be only slightly twisted by
Coriolis forces, so as to produce inclinations that satisfy Joy’s law at the solar surface
(D’Silva and Choudhuri 1993). These considerations all imply that the initial toroidal field
should be as strong as 105 G. There is still a problem, for as an adiabatically rising tube
approaches the surface the internal gas pressure within it is likely to exceed the external
pressure, so that the tube ‘explodes’ (Moreno-Insertis, Caligari and Schüssler 1995; Rem-
pel and Schüssler 2001). Such an explosion may allow the upper portion of the flux loop to
become detached from its footpoints at the base of the convection zone.

Magnetic buoyancy can be counteracted by the downward expulsion of magnetic flux
from the convection zone. Diamagnetic flux expulsion by a layer of two-dimensional eddies,
whether persistent or turbulent, can easily be demonstrated (Weiss 1966; Tao, Proctor and
Weiss 1998). In three dimensions, magnetic fields are pumped down the gradient of turbu-
lent intensity with a velocity γ that can be calculated (Rädler 1968; Zeldovich, Ruzmaikin
and Sokoloff 1983; Moffatt 1983). Up–down symmetry is broken in a stratified compressible
layer, where convection is dominated by slender, rapidly sinking plumes, and magnetic fields
are pumped preferentially downwards. In a configuration with a turbulent convecting layer
lying above a stably stratified layer, magnetic flux will then end up in the lower, stable region
(Nordlund et al. 1992; Tobias et al. 1998, 2001; Dorch and Nordlund 2001; Ossendrijver
et al. 2002). Hence it is to be expected that toroidal magnetic fields will accumulate in the
stably stratified layer of convective overshoot immediately below the base of the solar con-
vection zone (Spiegel and Weiss 1980; Golub et al. 1981; van Ballegooijen 1982). Galloway
and Weiss (1981) estimated that this magnetic layer might contain a total flux of 1024 Mx,
with an average field strength of 104 G. Within such a layer there may be localized flux
tubes with fields that are ten times stronger and therefore able to escape and reach the solar
surface.

This layer is, of course, the location of the tachocline (see Section 10.3) and the steep
radial gradient in angular velocity provides the most obvious source of the ω-effect, though
the latitudinal gradient is of comparable importance. The latter is present throughout the
convection zone and there is also a weaker radial gradient in the outermost 35 000 km. Hence
there is no difficulty in modelling the generation of toroidal flux, although the source of the
α-effect is far less clear. The simplest picture relies on the combined effects of a density
stratification and the Coriolis force, which lead to a net helicity in the convective motion,
and so to the presence of cyclonic eddies. They in turn distort the strong toroidal field, and so
(with the aid of turbulent diffusion) create a net poloidal component, thereby providing an α-
effect and completing the dynamo cycle (Parker 1955b, 1979a). Babcock (1961) associated
this process with the systematic tilts of active regions, and his phenomenological picture
underlies many subsequent models of the solar dynamo.

11.3 The solar dynamo
We are now ready to consider some of the mean-field dynamo models that have

been developed in order to explain the origins of sunspots and of the Sun’s magnetic cycle.
After enumerating the various physical mechanisms that are involved, we contrast the two
locations that have been proposed for the α-effect – at the tachocline (for interface dynamos)
or at the photosphere (for flux transport dynamos) – and summarize the differences between
them. Then we illustrate the results obtained with selected models and go on to show how
nonlinear dynamos can explain the chaotic modulation of cyclic activity in the Sun.
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11.3.1 Physical mechanisms
The total velocity (um + s�eφ + γ ) in Equation (11.8) includes three components.

We have already discussed the differential rotation �(s, z) and the downward pumping
represented by γ , but the meridional velocity um remains to be considered. Doppler mea-
surements of surface motion reveal a somewhat erratic poleward flow in each hemisphere
(Hathaway 1996) and helioseismology has confirmed the presence of a quadrupolar cir-
culation with a peak velocity of about 20 m s−1 directed towards the poles (Thompson
et al. 2003), which may extend downwards through much of the convection zone (Braun
and Fan 1998; Duvall and Kosovichev 2001). Mass conservation demands that there should
be a return flow at greater depths,3 with an estimated equatorward velocity of 1 m s−1 at the
base of the convection zone – enough to cover 40 degrees in 11 years (Hathaway et al. 2003;
Dikpati et al. 2004).

In Parker’s (1955b, 1979a) original dynamo model buoyant fluid elements rise and
expand, carrying stitches of toroidal field with them; the action of the Coriolis force makes
them rotate (but not too far) and so creates a meridional component of the field. Thus the
α-effect relies on the generation by the Coriolis force of helicity and some form of cyclonic
motion. It follows that α itself must be antisymmetric about the equator. As Parker (1955b)
showed, the direction in which dynamo waves travel depends on the sign of the product
α��/�r , where (r, θ, φ) are spherical polar co-ordinates. Waves will travel towards the
equator if α�Uφ/�r < 0 in the northern hemisphere. Given the measured velocity gradients
near the tachocline, we may expect dynamo waves in each hemisphere to travel equator-
wards at low latitudes, and polewards at high latitudes, provided that α is negative in the
northern hemisphere.

The classical α-effect is distributed throughout a turbulent region, corresponding, in the
solar context, to a large part of the convection zone. This raises two grave difficulties.
First of all, numerical studies of turbulent, rotating convection show that, even in the kine-
matic regime, α is extremely small, as mentioned in Section 11.1 above. The problem
here is that τ0 ≥ τc and weak toroidal fields are twisted round through large, randomly
distributed angles, so that the average value of α dwindles away (Cattaneo and Hughes
2008). In the nonlinear regime, the small-scale field b is likely to be much stronger than the
mean field B and the α-effect is severely quenched as a result. We should therefore replace
Equation (11.11) by an expression of the form

α = α0

1 + Rq
m B2/B2

0

, (11.12)

with 0 < q ≤ 2 (Vainshtein and Cattaneo 1992; Diamond, Hughes and Kim 2005;
Hughes 2007b); numerical experiments suggest that q = 1 (Cattaneo and Hughes 1996;
Ossendrijver, Stix and Brandenburg 2001). Since Rm � 1 in the Sun, this implies that α is
catastrophically quenched when B is negligibly small.

An alternative is to rely on magnetically driven instabilities as the source of the α-
effect. It has long been known that a stratified magnetic field whose strength decreases
upward is liable to instabilities driven by magnetic buoyancy (Newcomb 1961; Thomas and
Nye 1975; Tobias 2005; Hughes 2007a).4 In a rotating system these instabilities can give

3 Estimates of the flow speed are sensitive to assumptions about its form; the meridional velocity might even reverse
direction several times.

4 Note that these instabilities are quite distinct from the lack of equilibrium of an isolated flux tube.
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rise to magnetostrophic waves with a net helicity that provides an α-effect (Moffatt 1978;
Schmitt 1987; Brandenburg and Schmitt 1998; Thelen 2000a), and a rotational shear adds
further complications (Gilman and Cally 2007). Three-dimensional computations demon-
strate how isolated flux tubes can emerge from a magnetic layer in the nonlinear regime
(Kersalé, Hughes and Tobias 2007); once liberated, they can rise upwards to intersect the
photosphere in active regions (Fan 2004). This process (Thelen 2000b), or a variant relying
on undular instabilities of thin flux tubes (Ferriz-Mas, Schmitt and Schüssler 1994), can be
incorporated into an αω-dynamo model.

The magnetic field acts back on the angular velocity not only through the macrodynamic
Lorentz force μ−1

0 (� × B) × B (the Malkus–Proctor effect) but also through turbulent
Maxwell stresses. These back-reactions limit the growth of the field in the nonlinear regime.
Since the large-scale Lorentz force is quadratic in B, it does not depend on the sign of
the magnetic field and therefore produces fluctuations in angular velocity with twice the
frequency of the magnetic cycle, i.e. with an 11-year rather than a 22-year period in the
Sun, thus providing a natural explanation for the zonal shear flows that appear as ‘tor-
sional oscillations’ at the solar surface and are displayed in Figure 10.7 (Schüssler 1981;
Yoshimura 1981). This link with observations makes the Malkus–Proctor effect an attractive
choice as the key nonlinear process in model calculations.

11.3.2 Location
Ever since helioseismology revealed the presence of the tachocline it has been gen-

erally assumed that the strong toroidal fields are formed at the base of the convection zone
and stored in a region of convective overshoot beneath it. Various locations have been sug-
gested for the α-effect at different times. It was originally thought that turbulent eddies
provided a significant contribution to α throughout the convection zone but (as explained
above) it has now been shown that α is negligible in the kinematic regime (Cattaneo and
Hughes 2006, 2008), and it appears also that α is drastically quenched in the nonlinear
regime. Hence most – but not all (see Brandenburg 2005) – recent models assume that the
α-effect is concentrated either at the top or bottom of the convection zone.

Leighton (1969) extended Babcock’s (1961) phenomenological model and developed
what was essentially a mean-field dynamo operating at the solar surface (Stix 1974). He
assumed that toroidal fields are formed by subsurface differential rotation and emerge,
owing to magnetic buoyancy, to form active regions, containing sunspots, that are oriented
according to Joy’s law. These active regions are then subjected to differential rotation and to
turbulent diffusion caused by supergranular motion, so that the preceding fields in a sunspot
pair drift towards the equator, where they cancel out, while the following fields drift towards
the poles. There they cancel and reverse the pre-existing dipolar field, and so provide the
necessary input for the next cycle. This model was later extended to include a poleward
meridional flow at the surface (Wang and Sheeley 1991; Sheeley 2005). By adopting the
measured differential rotation and meridional flow, together with a supergranular diffusiv-
ity that is consistent with results of kinematic modelling (Simon, Title and Weiss 1995), it
is possible to reproduce the observed two-dimensional behaviour of magnetic fields at the
solar surface, including reversals of the polar fields at sunspot maximum (Dikpati et al. 2004;
Durrant, Turner and Wilson 2004).
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This success has led to the formulation of a family of flux-transport dynamo models, in
which the α-effect acts near the solar surface at mid-latitudes, while the ω-effect is con-
centrated near the base of the convection zone. These models can be grouped into two
subfamilies. In one, radial diffusion competes effectively with meridional transport: most
estimates of the turbulent diffusivity β give values of 108 to 109 m2 s−1 throughout the con-
vection zone, with a corresponding radial diffusion time of about a year, which is smaller
than the time taken for meridional motion to transport flux to high latitudes and to reverse
the polar fields (Choudhuri, Schüssler and Dikpati 1995; Jiang, Chatterjee and Choudhuri
2007). Thus the poloidal field produced at the surface feeds the ω-effect below and leads
also to a reversal of the polar fields – but those reversed fields do not directly cause the
toroidal field to reverse. In the other subfamily, the turbulent diffusivity is assumed to be 50
times smaller, and the meridional flow acts as a conveyor belt, transporting the poloidal field
from mid-latitudes at the surface to the poles, thence to the base of the convection zone and
back again to mid-latitudes at the tachocline, a process that takes about 20 years (Dikpati
and Charbonneau 1999; Dikpati et al. 2004).

The alternative is a family of interface dynamo models (Parker 1993; Tobias 2005), where
the α-effect is concentrated at, or just above, the tachocline and may be produced by turbu-
lent convection where the large-scale toroidal field is weak, or else as a result of instabilities
powered by magnetic buoyancy. It can be shown that the α-effect is much more potent when
α is localized at the base of the convection zone rather than at the top (Mason, Hughes
and Tobias 2002; Moss and Sokoloff 2007). In these interface models, magnetic features
observed at the solar surface – active regions, sunspots and even the reversal of the polar
fields – are all epiphenomena (Cowling 1975) or secondary manifestations of the real action,
involving the α- and ω-effects plus a slow meridional flow, which is concentrated near the
base of the convection zone. The differences between these families of models can be
expressed in terms of the lag between the emergence of sunspot groups at mid-latitudes
and the time when the poloidal field in the tachocline begins to reverse (Jiang, Chatterjee
and Choudhuri 2007). In the interface dynamos the two events are almost simultaneous; if
anything, the lag is negative. In the highly diffusive flux-transport model the lag is only a
year or two but in the weakly diffusive models there is a lag of 20 years, so that the new
cycle is related not to its predecessor but to its predecessor but two (Dikpati and Gilman
2006).

11.3.3 Models of the solar cycle
Any reliable dynamo model should include a consistent representation of the two

key mechanisms that are accurately known from observations, namely the Sun’s differential
rotation and the meridional flow in the upper convection zone.5 The remaining ingredients,
including the distributions of α, η and γ (which represents both pumping and magnetic
buoyancy), as well as the choice of nonlinear quenching processes, can be mixed according
to taste (Rempel 2006). There are many possible recipes that are able to produce similar,
and equally plausible, butterfly diagrams. It turns out, however, that certain crucial proper-
ties – whether the dynamo is steady or oscillatory, whether the magnetic field has dipole or
quadrupole symmetry (i.e. whether BT is antisymmetric or symmetric about the equator) and

5 Earlier models, which assumed that � was approximately constant on cylindrical surfaces (e.g. Ivanova and
Ruzmaikin 1977; Yoshimura 1978a), are more relevant to rapidly rotating stars – see Section 11.4.2 below.



9780521860031c11 CUP/THW August 14, 2008 18:58 Page-202

202 Solar and stellar dynamos

whether dynamo waves travel polewards or equatorwards at low latitudes – do depend sen-
sitively on the assumptions that are made. It follows therefore that, although the successful
models are instructive, they should be regarded as illustrative rather than predictive.

In this subsection, we shall confine our attention to a few examples of nonlinear inter-
face dynamos in spherical geometry; for more comprehensive accounts of solar dynamo
models, see the reviews by Choudhuri (2003), Ossendrijver (2003), Rüdiger and Hollerbach
(2004) and Charbonneau (2005), who also consider flux-transport models (Küker, Rüdiger
and Schultz 2001; Chatterjee, Nandy and Choudhuri 2004; Dikpati et al. 2004). Here we
focus first on models with algebraic quenching of the α-effect and then go on to consider
examples with a dynamically varying ω-effect.

Charbonneau and MacGregor (1997) found that kinematic dynamos yielded fields with
dipole symmetry, and that dynamo waves propagated towards the equator provided that the
α-effect was concentrated at low latitudes. Nonlinear interface dynamos with straightfor-
ward α-quenching, such as given by Equation (11.11), preserve this desirable feature (Covas
et al. 1998; Markiel and Thomas 1999) as does a variant that invokes mean-field hydrody-
namics (Rüdiger and Brandenburg 1995). Figure 11.1 shows a butterfly diagram calculated
for an idealized model of this type (Markiel and Thomas 1999), which clearly reproduces
the most essential features of the observed pattern in Figure 2.3.

A more interesting option is to allow α or � to vary dynamically, under the effects of
Maxwell stresses or the Lorentz force. Guided by observations of zonal shear flows, the most
obvious procedure is to add an equation describing the time-dependent evolution of pertur-
bations to the azimuthal velocity, driven by the macrodynamic Lorentz force and moderated
by a turbulent viscous diffusivity ν = Pmη (Covas et al. 2000; Bushby 2005). Figure 11.2
shows results from a carefully tuned model. At the tachocline, the product α��/�r changes
sign at mid-latitudes and, as might be expected, this sign reversal leads to the appearance
of two dynamo branches: in addition to the equatorward-travelling waves at low latitudes
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Fig. 11.1. Butterfly diagram showing cyclic activity for an interface dynamo model with
the α-effect concentrated near the equator and limited by nonlinear quenching. Contours of
the toroidal field just below the interface show antisymmetric dynamo waves propagating
towards the equator, with a weak poleward branch. (From Markiel and Thomas 1999.)
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Fig. 11.2. Upper panel: butterfly diagram showing cyclic activity for an interface dynamo
model with zonal shear flows driven by the macrodynamic Malkus–Proctor effect. Note the
appearance of a weaker poleward branch as well as the normal equatorward branch. Lower
panel: the corresponding zonal shear flows at the base of the convection zone. Both branches
are again evident. (Courtesy of P. J. Bushby.)

there is also a weaker poleward-travelling branch at higher latitudes. Zonal shear flows
consequently show two corresponding branches, in agreement with the observed pattern
of ‘torsional oscillations’ in Figure 10.7. The effect of the radial density stratification is to
enhance the zonal shear flows near the surface, so that the strongest effect may still appear at
the photosphere even if the flows are driven near the base of the convection zone (Kleeorin
and Ruzmaikin 1991; Covas, Moss and Tavakol 2004; Bushby 2005).
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11.3.4 Modulation and grand minima
Dynamo models can also represent the modulation of cyclic activity that was

described in Section 10.2 (Tobias 2002b). The most obvious explanation is to invoke stochas-
tic effects that are excluded from the normal mean-field formalism; these can be ascribed to
major fluctuations either in the turbulent convection (which modify the α-effect) or in the
meridional circulation (Schmitt, Schüssler and Ferriz-Mas 1996; Ossendrijver 2000; Char-
bonneau, Blais-Laurier and St-Jean 2004). Such stochastic inputs can, with care, be tuned so
as to lead to plausible representations of the long-term variation of solar activity; indeed, the
sunspot record can be mimicked by a stochastic oscillator (Barnes, Sargent and Tryon 1980).
The weakness of these stochastic models is that, of their nature, they cannot reproduce the
205-year periodicity that is such a prominent feature of the record derived from cosmogenic
isotopes.

The alternative is that the apparently chaotic modulation of solar activity has a determin-
istic origin.6 Periodic and aperiodic modulation of cyclic behaviour has been successfully
demonstrated for spherical dynamo models with the nonlinearity provided by either macro-
dynamic or microdynamic quenching of the ω-effect (Kitchatinov et al. 1999; Pipin 1999;
Küker, Arlt and Rüdiger 1999; Moss and Brooke 2000; Bushby 2006).

The origin of this modulation can be explained by reference to the underlying bifurca-
tion structure (Tobias and Weiss 2007b), which is revealed most clearly in low-order models
involving coupled nonlinear ordinary differential equations. Tobias, Weiss and Kirk (1995)
showed for a canonical third-order system7 that, as a control parameter corresponding to the
dynamo number is increased, there is a transition from a solution in which the magnetic field
decays to one in which the field varies cyclically and then a second transition to a doubly
periodic solution in which the cycle is periodically modulated, followed by a more compli-
cated transition, involving frequency locking and period-doubling, that leads to chaotically
modulated behaviour.8 (In the phase space of the system, trajectories are attracted first to a
fixed point, then to a limit cycle, then to a two-torus and finally to a chaotic attractor after the
torus is destroyed. From a mathematical point of view, this bifurcation sequence is generic
and robust.) Subsequently, Tobias (1996) identified the same bifurcation sequence in a non-
linear mean-field dynamo model in Cartesian geometry, with dipole symmetry imposed.
Once this symmetry restriction is relaxed, a further range of bifurcations can occur, allow-
ing quadrupole and mixed-mode solutions to appear (Tobias 1997b).9 This behaviour too is
present in low-order models (Knobloch, Tobias and Weiss 1998).

Figure 11.3 shows chaotically modulated behaviour in a nonlinear Cartesian model (Beer,
Tobias and Weiss 1998). The cycles persist through the grand minima, as they do in the 10Be
record. It is still possible to extract longer periodicities from such a chaotic record; the mod-
ulation period then corresponds to that on a ‘ghost’ of the destroyed attracting torus (Tobias,

6 Deterministic modulation of cyclic activity in a mean-field dynamo model was first demonstrated by Yoshimura
(1978b), who introduced a time delay into the nonlinear quenching process, thereby increasing the effective order
of the system.

7 Actually the normal form for a saddle-node/Hopf bifurcation (Guckenheimer and Holmes 1986; Kuznetsov 1998),
whose properties are structurally stable.

8 This bifurcation sequence was originally established for plane dynamo waves, using a truncated low-order model
(Weiss, Cattaneo and Jones 1984; Jones, Weiss and Cattaneo 1985), and later confirmed for the corresponding
nonlinear partial differential equations (Tobias 1997a).

9 Transitions between dipole and quadrupole solutions in spherical geometry had already been found by
Brandenburg et al. (1989).
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Fig. 11.3. Chaotic modulation of cyclic activity for a mean-field dynamo model in Cartesian
geometry. These butterfly diagrams show the toroidal field as a function of latitude and time,
with cyclic activity interrupted by grand minima. Upper panel: symmetry breaking in a grand
minimum. During the grand maxima the toroidal fields are almost antisymmetric about the
equator but this dipole symmetry is broken as they emerge from a grand minimum, just as it
was at the end of the Maunder Minimum. Lower panel: a later sequence, showing flipping
from dipole to quadrupole symmetry during a grand minimum. (From Beer, Tobias and
Weiss 1998.)

Weiss and Kirk 1995). The ratio of this modulation period to that of the cycle depends on
the magnetic Prandtl number Pm, the ratio of the viscous to the magnetic diffusivity, and
becomes large for Pm � 1. Thus these model calculations can provide an explanation for
the persistent 205-year periodicity in the proxy records.

In the upper panel of Figure 11.3, the nearly perfect dipole symmetry that prevails during
grand maxima is broken during the grand minima and this loss of symmetry is most apparent
as the solution emerges from a grand minimum, when all the activity is concentrated in
one hemisphere, precisely as observed at the end of the Maunder Minimum in 1705. The
symmetry occasionally changes during a grand minimum and the lower panel shows an
example where the solution flips from dipole to quadrupole symmetry. This result implies
that the Sun itself may have possessed fields with quadrupole symmetry from time to time
in the past, although dipole symmetry has prevailed since telescopic observations began.

11.4 Stellar dynamos
While it is reasonable to adapt solar dynamo models to describe cyclic magnetic

activity in other slowly rotating stars, it is dangerous to assume that younger, rapidly rotat-
ing and more active stars can be treated in the same way. Indeed, the observations suggest
that the relationships between Pcyc and Ro differ depending on whether stars lie below or
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above the Vaughan–Preston gap in Figure 8.2 (see Section 10.4.1). Furthermore, the mag-
netic behaviour of late M stars, which are fully (or almost fully) convective, is bound to
differ from that of the Sun, where the tachocline is all-important.

If we were able to follow the Sun’s evolution backwards, as its angular velocity increased,
we should expect to find significant changes in the patterns both of convection and of differ-
ential rotation. In any star that rotates sufficiently rapidly, the dominance of the motion by
the Coriolis force is expressed by the Taylor–Proudman constraint: in the anelastic approx-
imation, where sound waves are suppressed and ρ0(r) is the mean density stratification,
� · (ρ0u) = 0, and so � · �(ρ0u) = 0 (e.g. Thompson 2006a). As a result, convection takes
the form of ‘banana cells’, elongated parallel to the rotation axis, and � tends to be constant
on cylindrical, rather than on conical, surfaces; these structures have been found in many
numerical models (Gilman 1979; Glatzmaier 1985; Miesch et al. 2000; Miesch 2005).10 It
seems likely that the jump in magnetic activity across the Vaughan–Preston gap corresponds
to such a change in the pattern of convection (Knobloch, Rosner and Weiss 1981).

11.4.1 Slow rotators
We expect middle-aged, slowly rotating stars, if they possess deep convection zones

and tachoclines, to exhibit behaviour similar to the Sun’s, with cyclic activity interrupted
occasionally by grand minima, and fields that may have either dipole or quadrupole symme-
try. Properties such as the cycle period, Pcyc, should then depend both on the rotation period,
P , and on stellar structure. Early hopes (based on weakly nonlinear dynamo waves) that the
exponent q in Equation (10.2) might serve as a diagnostic to distinguish between different
quenching mechanisms have not been fulfilled. Tobias (1998) found, for a nonlinear model
of a cyclic dynamo in Cartesian geometry, that all simple forms of quenching gave rather
similar results, with Pcyc ∝ D−q1 and 0.4 ≤ q1 ≤ 0.7. If we assume that D ∝ Ro−2 ∝ �2

(Durney and Latour 1978), then these values are all more or less consistent with the scalings
derived from observations, Pcyc ∝ �−(1+q) with 1.25 ≤ (1 + q) ≤ 2.0 (see Section 10.4.1).

In all nonlinear dynamo models, magnetic activity increases monotonically with D, in
agreement with the observational result that Ca II emission is a monotonically decreasing
function of the Rossby number Ro (Noyes et al. 1984). Montesinos et al. (2001; see also
Lorente and Montesinos 2005) have endeavoured to make this relationship more precise
for interface dynamos, by introducing an extended definition of the Rossby number; they
conclude that the proportional variation in � should scale inversely as the ratio of the radius
of the convection zone to the pressure scale-height near its base.

11.4.2 Rapid rotators and polar spots
Fast rotators differ from the Sun not only in being much more active but also in

the prevalence of polar spots. As already explained, the distribution of angular velocity in
their interiors is likely to be very different from that in the Sun, with consequences for the
extent – or even the presence – of a tachocline. The best studied example of a rapid rotator
is AB Doradus, with a rotation period of 0.5 days and a pole–equator difference in angular
velocity that is similar to the Sun’s (but proportionately much less); moreover, this star shows

10 The transition from a tesselated pattern to banana cells as the rotation rate is increased was nicely demonstrated
in a series of experiments on convection driven by electrostatic forces in a rotating system, under zero-gravity
conditions in space (Hart et al. 1986; Hart, Glatzmaier and Toomre 1986).
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significant variations on time scales of a year or more (Donati and Collier Cameron 1997;
Jeffers, Donati and Collier Cameron 2007).

Studies of convection in rapidly rotating spherical shells confirm the important role played
by the tangent cylinder that encloses the uniformly rotating interior (e.g. Rüdiger and Holler-
bach 2004).11 Both in the Sun (at its present age) and in AB Doradus (a K0 star that has just
reached the main sequence) the tangent cylinder intersects the surface at latitudes around
±45◦. In the illustrative model shown in Figure 11.4, Bushby (2003) assumed that, outside
the tangent cylinder, � depended mainly on the distance s from the rotation axis, while
inside the cylinder, � tended to be a function of colatitude, so that the tachocline was only
present at high latitudes; thus there was no net frictional stress applied to the radiative inte-
rior, which rotated at an intermediate rate. Figure 11.4 also shows the solution found for
a mean-field dynamo model limited by α-quenching, with poleward propagating dynamo
waves at high latitudes only, as might be expected. In a different model, with � increasing
with increasing s throughout the convection zone, a tachocline at all latitudes and macrody-
namic quenching of differential rotation, Covas, Moss and Tavakol (2005) found examples
of dynamo waves propagating towards the equator at low latitudes.

If buoyant magnetic flux tubes emerge from the base of the convection zone and rise
towards the surface they will be deflected polewards by the strong Coriolis force in rapidly
rotating stars. Schüssler and Solanki (1992) suggested that this effect might be responsible
for the appearance of spots at higher latitudes in these stars. Several detailed numerical stud-
ies have since been carried out (Schüssler et al. 1996; DeLuca, Fan and Saar 1997; Granzer
et al. 2000) for pre-main-sequence and main-sequence stars with differing rotation rates.
These studies model the development and rise of undulatory instabilities in thin flux tubes
until they emerge at the surface. A variety of behaviour appears, depending on the strength
of the toroidal field, the rotation rate, the depth of the convection zone and the latitude at
which the flux tube is injected. Granzer et al. (2000) found a strong increase of the lati-
tude of emergence of the flux tube with increasing rotation rate, a moderate decrease with
increasing stellar mass, and a stronger decrease with increasing stellar age. High-latitude
emergence was indicated for the more evolved pre-main-sequence stars and young main-
sequence stars. However, the latitude of emergence never reached the poles themselves.
Apparently some other mechanism is needed to transport the magnetic flux to the poles,
such as a poleward migration of the foot of the anchored flux tube at the base of the con-
vection zone or a meridional circulation. Schrijver and Title (2001) have indeed suggested
that tilted magnetic bipoles are advected to the poles, much as they are on the Sun, result-
ing in a small excess accumulation of the trailing polarity at each pole. For a star ten times
more active than the Sun, they propose that this process could lead to flux densities of some
300–500 G in the polar caps which might condense into dark spots; this process requires that
the bipoles emerge at latitudes of 50–70◦ and that the meridional velocity reaches 100 m s−1

(Mackay et al. 2004).

11.4.3 Fully convective stars
Doppler and Zeeman–Doppler imaging of AB Doradus and other active stars (e.g.

Donati et al. 2003; Hussain et al. 2007) show that spots appear and disappear at low latitudes
as well as at the poles. If the interface dynamo only operates within the tangent cylinder, as

11 This is especially relevant in the Earth’s core.
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Fig. 11.4. Upper panel: conjectural distribution of angular velocity in a rapidly rotating
star, with � constant on cylindrical surfaces outside the tangent cylinder and a tachocline
confined to high latitudes. Lower panel: the corresponding butterfly diagram for a nonlinear
α-quenched interface dynamo, showing cyclic activity near the poles. (From Bushby 2003.)

suggested above, then there must be a very effective distributed dynamo at low latitudes as
well. It is interesting therefore that the fully convective dwarf M star V374 Peg displays a
strong, predominantly axisymmetric, radial field, without any significant latitudinal variation
of its angular velocity (Donati et al. 2006b). Unless this field is a fossil remnant, which
is unlikely with such vigorous convection, there must be an efficient large-scale dynamo
operating in the interior of this star. Moreover, the dynamo must be distributed throughout
the stellar volume, since no interface is present. At the moment there are no satisfactory
models for this process.
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11.5 Small-scale dynamo action
So far, we have only considered large-scale dynamo action, responsible for global

magnetic fields in a star. Turbulent motion at high magnetic Reynolds numbers can also
maintain small-scale fluctuating fields (such that 〈b〉 = 0) indefinitely against Ohmic decay.
This was first demonstrated for turbulent convection in the Boussinesq approximation, with
Rm ≈ 1000, by Cattaneo (1999). The resulting fields are highly intermittent and concen-
trated into slender downdrafts (updrafts) at the upper (lower) boundaries of the convecting
layer. Careful inspection of the results shows that these long-lived flux concentrations lie at
the vertices of a mesocellular pattern (Cattaneo, Lenz and Weiss 2001). Similar behaviour
has since been found for fully compressible convection, including the effects of ionization
and radiative transfer, for Rm ≈ 2600 (Vögler and Schüssler 2007). Cattaneo and Hughes
(2006, 2008) have also established that small-scale dynamo action is present, with increased
efficiency, in a rotating convecting layer. The critical value of Rm for dynamo action to
occur depends on the magnetic Prandtl number Pm, and increases as Pm decreases, but cal-
culations for forced turbulence suggest that it tends to a limit as Pm → 0 (Boldyrev and
Cattaneo 2004; Isakov et al. 2007).

–5300 5300 +/–6000

–2000 2700

Fig. 11.5. The toroidal field in an ambitious attempt to simulate the solar dynamo. Snapshots
showing (left) the toroidal field in the middle of the convection zone and (right) in the region
of convective overshoot, both as Mollweide projections, with (below) the temporally aver-
aged axisymmetric component of the toroidal field, which is approximately antisymmetric
about the equator. (From Browning et al. 2006.)
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Bipolar fields emerge into the solar photosphere on a variety of small scales, forming
a magnetic carpet, as explained in Section 7.6. Ephemeral active regions, with fluxes of
1018–1019 Mx, are closely associated with supergranules: they emerge near the centres of
supergranules and shredded flux elements migrate towards the supergranular network, where
their fields reconnect and cancel out. This suggests that they are generated by small-scale
dynamo action associated with supergranular convection (Hagenaar, Schrijver and Title
2003), influenced perhaps by the velocity shear in the upper part of the convection zone.
More recently, the Hinode results have revealed much smaller flux concentrations, of order
1015 Mx, nestling between individual granules. These fields are omnipresent outside active
regions and appear to be products of small-scale dynamo action driven on the scale of the
granulation. Thus we are left with a picture of dynamos on three scales (one large and two
small), which are only loosely coupled to each other.

11.6 Numerical simulation of solar and stellar dynamos
Our discussion of large-scale dynamos has shown the limitations of mean-field

models, with parameters that can be arbitrarily distributed. The way ahead has to rely on
massive numerical computation. In a pioneering calculation, Gilman (1983) obtained self-
consistent nonlinear solutions, in the Boussinesq approximation, that demonstrated dynamo
action in a rapidly rotating spherical annulus (see also Glatzmaier 1985). With a rotation
pattern dominated by the Taylor–Proudman constraint, he found cyclic activity, with dynamo
waves that propagated towards the poles (Gilman 1983; Weiss 1994); although this is not
what happens in the Sun, it is clearly relevant to behaviour in rapidly rotating stars.

Despite the enormous development in computing power since then, it remains difficult
to model motion in the solar convection zone, and it is even harder to produce a large-
scale dynamo. Anelastic calculations have succeeded in representing turbulent convection
that leads to a solar-like angular velocity profile (Thompson et al. 2003; Miesch 2005). So
far, however, simulations have not yet yielded a fully convincing large-scale dynamo (Brun,
Miesch and Toomre 2004; Browning et al. 2006). Figure 11.5 shows details of the toroidal
fields that appear in the most recent computational model. The field within the convection
zone looks like the product of a small-scale dynamo. There is, however, a large-scale field
pumped downwards into the underlying region of convective overshoot, with an axisymmet-
ric component that is antisymmetric about the equator, although it does not reverse. We may
expect that further, yet more ambitious, simulations will succeed in reproducing most of the
salient features of the solar cycle in the not too distant future.
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12

Solar activity, space weather and climate
change

Viewed as a star, the Sun exhibits very mild variability. Its total luminosity fluctuates by only
0.1%, following the sunspot cycle. Although most of the energy radiated is in the visible
and infrared ranges, corresponding to the peak in the Planck spectrum for the photosphere,
the temperature rises through the chromosphere, and then undergoes an abrupt transition to
reach millions of degrees in the corona. Since the structure of the solar atmosphere is domi-
nated by its magnetic field, it is not surprising that the Sun’s ultraviolet, extreme ultraviolet
and X-ray emission vary much more drastically as a result of solar activity. This activity also
gives rise to flares and coronal mass ejections, generating energetic particles and enhanced
magnetic fields that are carried outwards into interplanetary space by the solar wind. These
then impinge upon the Earth, producing aurorae and magnetic storms.

In this chapter we describe the solar irradiance variations and the influence of solar activity
on the heliosphere, which gives rise to ‘space weather’. We also explain how the incidence
of geomagnetic storms, which have been studied since the time of Gauss, provides a proxy
measure of the Sun’s open magnetic flux, which is responsible for deflecting galactic cosmic
rays. Finally, we consider the controversial topic of the influence of solar variability on
terrestrial climate (Friis-Christensen et al. 2000; Haigh 2003, 2007); here we emphasize that
this influence, though it is clearly present, remains small compared with the recent global
warming caused by anthropogenic greenhouse gases.

12.1 The variable solar irradiance
The total solar irradiance, or ‘solar constant’, S is the total amount of solar radia-

tive energy at all wavelengths received per unit time and unit area at the top of the Earth’s
atmosphere at the mean Sun–Earth distance, expressed in SI units of watts per square metre.
The term solar constant is misleading because S is known to vary with time. The theory
of stellar evolution tells us that the Sun’s luminosity has increased by nearly 40% over its
lifetime of 4.6 × 109 yr. Measurements from space over the past three decades have shown
that S varies by a few tenths of one per cent over time scales ranging from a week (due to
the passage of large sunspots and facular regions across the disc) to several years. The most
highly variable parts of the spectrum of solar radiation are at the shortest (UV and X-ray)
and longest (radio) wavelengths. The currently quoted average value of S, based on mea-
surements from space, is S = 1366 W m−2, but there is an uncertainty of 4 W m−2 in the
absolute value of S.

211
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Early attempts to monitor changes in the solar irradiance from the ground were con-
founded by variations in transmission by the Earth’s atmosphere, and it was not until
radiometers could be flown in space that we had any trustworthy measurements. Monitoring
of the total solar irradiance from space began in November 1978 with the HR radiometer
on the NIMBUS 7 spacecraft and has continued with a sequence of missions: the ACRIM
I radiometer on the Solar Maximum Mission (SMM, launched in 1980) which provided the
first convincing evidence of variations in S (Willson and Hudson 1991); the Earth Radiation
Budget Satellite (ERBS); ACRIM II on the Upper Atmosphere Research Satellite (UARS);
the Solar and Heliospheric Observatory (SOHO), with two radiometers; and ACRIM III on
ACRIM-SAT (Fröhlich 2006). Since 1980 there have been continuous measurements by at
least two electrically calibrated solar radiometers in space. The resulting data sets are dis-
played in Figure 12.1a. It is apparent that the records differ both in absolute calibration and in
sensitivity; moreover, the radiometers are progressively degraded owing to exposure to solar
radiation. Splicing these overlapping records together to construct a composite is therefore
not straightforward; Figure 12.1b shows the latest normalized record assembled by Fröhlich
(2006). The total irradiance S is greatest at sunspot maximum and least at sunspot minimum,

1375 
0 2000 4000 

Days (Epoch Jan 0, 1980) 

6000 8000 

1370 

1365 

To
ta

l s
ol

ar
 ir

ra
di

an
ce

 (
W

 m
–2

)

1360 

1368 

1366 

1364 

78 80 82 84 86 88 90 92 
Year 

(b) PMOD Composite 

0.3% 

HF 

ACRIM I 

ACRIM II vers: 101001 

ACRIM III vers: 0503 
VIRGO 6_001_0510 

DIARAD/VIRGO 0510 

(a) Original data

TIMSORCE vers: 5

ERBS 

94 96 98 00 02 04 

Fig. 12.1. (a) Time series showing daily averaged values of the total solar irradiance S as
measured by radiometers on different spacecraft since 1978. The individual series do not
match owing to differences in absolute calibration and sensitivity, as well as instrumen-
tal degradation. (b) Composite time series showing daily averaged values of the total solar
irradiance S and an 81-day smoothed record from 1978 to 2006. (Courtesy of C. Fröhlich.)
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and varies between them by about 1.3 W m−2, which is about 0.1% of S itself. This varia-
tion is well reproduced by a simple empirical model involving only the deficit in radiation
from sunspots and the excess radiation from faculae, effects that we discuss below. These
variations produce a climate-forcing input of 0.2 W m−2, assuming the average albedo of the
Earth is 0.7 and correcting for the difference between the cross-sectional area and surface
area of a sphere (a factor of 1

4 ).

12.1.1 Sunspots, faculae and the solar irradiance
The effects of sunspots and faculae on the total solar irradiance may usefully be

separated into short-term and long-term effects. The short-term effects are associated with
the passage of individual features across the solar disc as the Sun rotates, and are dominated
by the passage of large sunspots, which cause significant dips in solar irradiance. The upper-
left panel of Figure 12.2 shows several such dips during a year around sunspot maximum;
their timing and magnitude can be accounted for by the size and intensity of large sunspot
groups crossing the disc (Foukal 2004; Foukal et al. 2006). As we have seen (in Section 3.2),
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Fig. 12.2. Lower panel: smoothed time series of the total solar irradiance S for the period
1978–2006, from space measurements, with the daily variations in a lighter format. Also
shown are two reconstructions, one from the separate contributions of sunspots, faculae and
network, and the other derived from Kitt Peak magnetograms. The upper panels compare the
measured and modelled variations in S at finer time resolution during periods of high (left)
and low (right) overall magnetic activity levels. (From Foukal et al. 2006.)
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the radiation deficit in a sunspot is not simultaneously balanced by an excess of radiation in
the surrounding photosphere; rather, the diverted energy is stored in the convection zone and
released slowly over a very much longer period (Foukal et al. 2006). Thus a sunspot by itself
produces a short-term drop in irradiance. On the other hand, a large facular region by itself
can produce a short-term increase in irradiance, and such increases can also be seen in the
irradiance time series in the same panel. At sunspot minimum, as shown in the right-hand
panel, scarcely any variations can be recognized.

Over a longer term, the time series in the lower panel of Figure 12.2 clearly shows that
the solar irradiance varies (by ±0.05%) in phase with the sunspot cycle, with maximum
irradiance occurring near sunspot maximum, the opposite of what might be expected based
on the short-term effect of sunspots alone. The positive effects of faculae, which have lower
photometric contrast than sunspots but typically cover areas of the solar surface up to 20
times that of sunspots (Chapman, Cookson and Dobias 1997), more than compensate for
the negative effects of sunspots. Indeed, as shown in Figure 12.2, both the short-term and
long-term variations in the measured total solar irradiance are well reproduced by a simple
empirical model involving only the deficit from sunspots and the excess from faculae.

It is perhaps surprising that the variations in S are so well reproduced by a model involving
only sunspots and faculae. Other mechanisms can be imagined, such as fluctuations in the net
heat transport across the turbulent convection zone due to random changes in the pattern or
intensity of convective cells, or effects of magnetic fields on the efficiency of the convection.
It is conceivable that the large thermal inertia of the convection zone, which prevents the
sunspot deficit or facular excess from being compensated simultaneously by changes over
the rest of the solar surface, will smooth out any variations due to local changes in the
turbulent convection. In any case, the time record of measured variations in S is too short to
rule out all alternative mechanisms.

Reliable measurements of solar irradiance extend only over the past 30 years. The suc-
cess of models involving only sunspots and faculae in reproducing these measurements has
encouraged researchers to attempt to reconstruct the variations in S over a much longer
period in the past based either on the historical sunspot record or on the proxy record from
abundances of cosmogenic isotopes, or even on models of cyclic activity in the solar photo-
sphere (e.g. Lean 2000; Fröhlich and Lean 2004; Wang, Lean and Sheeley 2005; Krivova,
Balmaceda and Solanki 2007). The upper panel of Figure 12.3 shows the most straight-
forward reconstruction, relying only on the measured correlation between sunspot numbers
and irradiance since 1978 (Fröhlich and Lean 2004). Other reconstructions (e.g. Lean 2000;
Wang, Lean and Sheeley 2005) differ in the inclusion or omission of an arbitrarily varying
contribution from ephemeral active regions, or on the basis of a questionable difference in
Ca II emission between active and inactive stars, in assuming that there was a long-term
increase in S, as shown in the lower panel of Figure 12.3. In reality, since we know that
cycles persisted through the Maunder Minimum (Beer, Tobias and Weiss 1998), it seems
unlikely that the average value of S could have dropped significantly below its level at a
normal sunspot minimum.

As we have seen, the positive contribution to S from faculae exceeds the negative con-
tribution from sunspots. We should note, however, that this does not hold for younger and
more active stars. As the overall level of activity increases, the contribution from starspots
predominates (Foukal 1993, 1998); as a result, the apparent magnitude of a vigorously active
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Fig. 12.3. Reconstructions of solar irradiance variations over the period 1600–2000. The
upper panel shows a conservative reconstruction derived from surface activity, using the
correlation of recent means of total solar irradiance and sunspot numbers. The change since
the end of the Maunder Minimum in the mean value of S, averaged over a cycle, is estimated
to be about 0.5 W m−2. This reconstruction does not include the long-term trends that have
been assumed by many authors, as illustrated by the differing versions in the lower panel.
(From Fröhlich and Lean 2004.)

star is indeed reduced when its magnetic activity is greatest. Thus photometric changes are
anticorrelated with starspot coverage, as was assumed in Chapter 9.

12.1.2 Spectral variability
Figure 12.4 shows how the solar irradiance varies with wavelength across the spec-

trum, from 10 nm to 10 �m. Across the visible and infrared ranges this variation closely
matches the Planck spectrum of a black body at the photospheric temperature of 5770 K.
In the ultraviolet and extreme ultraviolet the spectrum is complicated by the presence of
strong emission lines. Also shown is the proportional range of variation during an 11-year
activity cycle, given by the ratio of the difference between maximum and minimum spectral
radiances to the minimum value. In the visible range this ratio has a value around 10−3, as
expected from Figure 12.2, but in the EUV the ratio rises to unity. Such significant varia-
tions in UV and EUV emission influence the production of ozone in the upper stratosphere,
which in turn affects the lower stratosphere and then the troposphere below it. Since ultra-
violet radiation is emitted from the corona, whose structure is dominated by magnetic fields
in active regions, the mean level of UV and EUV emission during the Maunder Minimum is
likely to have been close to that at sunspot minimum and therefore significantly less than it
is now.
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12.2 Interplanetary effects of solar activity

12.2.1 Solar flares and coronal mass ejections
A solar flare is an explosive event that produces a sudden brightening in the chro-

mosphere, best seen in Hα through a narrow-band filter (see Fig. 12.5). The brightness
typically increases for several minutes (the flash phase) and then decreases more slowly
over an hour or more (the main or decay phase). The Hα brightness can increase by as much
as a factor of ten in the strongest flares, which are also visible in white light, and the line
can broaden by as much as 2 nm, indicating plasma velocities as high as 1000 km s−1 in the
flare.

A flare produces a burst of energetic particles (mostly protons and electrons) and radia-
tion at essentially all wavelengths in the electromagnetic spectrum. The total energy released
by a solar flare can be as high as 1032 erg. Flares are readily detected as bursts of noise
at radio wavelengths. With the advent of space observations, flares are routinely observed
in the EUV and X-ray regions of the spectrum. Strong X-ray emission is produced by
the high-energy electrons accelerated and trapped in the flare by its magnetic field. Flares
are classified according to their brightness in the X-ray spectrum in the wavelength range
0.1–0.8 nm. In order of increasing energy flux If at the Sun–Earth distance, the classes are
B (If < 10−6 W m−2), C (10−6 ≤ If < 10−5 W m−2), M (10−5 ≤ If < 10−4 W m−2), and
X (If > 10−4 W m−2), and each class is divided into nine gradations in order of increas-
ing intensity (e.g. C1 through C9). X-class flares can trigger major radiation storms and
radio blackouts on Earth, M-class flares typically cause only brief radio blackouts at polar
latitudes, and C-class flares usually have no significant terrestrial consequences.

All solar flares occur in or near active regions, but not all active regions produce flares.
Flares tend to occur above or near sunspots, especially those that are highly asymmetric.
Many flares occur immediately after the sudden disappearance of a chromospheric filament
lying along a magnetic neutral line (i.e. line of vanishing longitudinal magnetic field), in
which case the flare is usually in the form of two bright ribbons lying on either side of and
parallel to the vanished filament. EUV observations show that these ribbons lie along the



9780521860031c12 CUP/THW August 14, 2008 12:11 Page-217

12.2 Interplanetary effects of solar activity 217

Fig. 12.5. Hα image of a solar flare. (Courtesy of NASA Marshall SFC.)

footpoints of an arcade of coronal loops that straddle the magnetic neutral line. Often a new
filament will form in the position of the old one several hours, or even a day or more, after
the flare, and the new filament will sometimes produce another flare.

The energy released in a flare comes from the energy stored in a highly sheared or twisted
magnetic field. The onset of a flare corresponds to an instability of the magnetic field con-
figuration, after which the field lines rapidly tear and reconnect. In the case of a two-ribbon
flare, the horizontal component of the magnetic field is observed to be nearly parallel to the
filament before the flare but nearly perpendicular to the filament in its relaxed state after
the flare.

Coronal mass ejections (CMEs) are massive (1014 to 1017 g) bursts of coronal plasma
ejected from the Sun into interplanetary space at speeds of 200 to 1000 km s−1. They appear
above the solar limb as expanding loops or bubbles and are most likely associated with rising
and expanding helical magnetic flux ropes, triggered by an instability of the magnetic field
configuration in the solar atmosphere. CMEs of various sizes occur at an average rate of
several per day and their combined mass flux is an appreciable fraction (up to 10%) of the
total mass flux associated with the solar wind.

Thousands of CMEs have been observed with coronagraphs aboard satellites, most
notably with the Large Angle and Spectrometric Coronagraph (LASCO) aboard the SOHO
satellite, which has been imaging the solar corona from 1.1 to 32 solar radii since 1995.
Figure 12.6 shows an example of a CME imaged by LASCO. In addition to recording CMEs,
LASCO has also recorded more than 1000 comets, many of which were found by amateur
astronomers searching through the images.

12.2.2 Space weather
The term space weather refers to variations in the electromagnetic and particle

radiation emanating from the Sun and passing through the near-Earth space environment
(Schwenn 2006; Pulkkinen 2007). Solar flares and coronal mass ejections cause large
increases in the flux of solar particles impinging on the Earth’s magnetosphere, by factors
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Fig. 12.6. The large coronal mass ejection (CME) of 20 April 1998, imaged by the LASCO
coronagraph aboard the SOHO satellite. (Courtesy of NASA.)

of up to 10 000 times the normal flux. These sudden surges in the solar wind stream reach
the Earth in some 30 to 70 hours and cause geomagnetic storms involving distortions of the
Earth’s magnetic field, which normally shields us from most of the charged-particle emis-
sion from the Sun. Among the effects of these magnetospheric distortions are the injection
of many electrons into the Van Allen belts and the appearance of aurorae round the magnetic
poles.

There are practical needs for being able to predict space weather on time scales from a few
hours up to a sunspot cycle period of 11 years or longer. Before the advent of artificial Earth
satellites and human space travel, the primary need was to predict disruptions in long-range
radio communication caused by solar-induced distortions of the radio reflecting layers in the
Earth’s ionosphere. X-ray and UV radiation from solar flares hits the dayside of the Earth
and is absorbed by atoms in the ionosphere, raising them to excited states and freeing elec-
trons which in turn causes increased absorption of short-wave (HF) radio waves, producing
at times a complete fadeout of short-wave communications. Local heating of the ionosphere
by solar radiation, especially at tropical latitudes, causes ascending bubbles of gas that dis-
tort the normal reflective layering. In the era of satellite communications, the concern is
with even shorter wavelength radio waves (VHF, UHF and microwaves) that penetrate the
ionosphere. Solar-induced inhomogeneities in the ionosphere cause phase and amplitude
fluctuations in the signals to and from satellites, sometimes disrupting communications. For
example, such distortions can cause Global Positioning Satellite (GPS) receivers to lose the
lock on their signals.

During geomagnetic storms the fluctuating currents in the ionosphere produce fluctuating
magnetic fields that reach the Earth’s surface and induce currents in large-scale electrical
conductors such as the ocean, large rock formations, and man-made structures, for instance
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electrical power lines and pipelines. The induced EMFs can be as strong as six volts per kilo-
metre. The man-made structures are most vulnerable at high latitudes, especially in regions
(such as in North America) where they are built above mostly igneous rock (a relatively poor
electrical conductor) and hence offer the path of least resistance to the induced currents. In
large-scale electrical power networks the induced currents can disrupt the distribution of
electricity by causing failures in the transformers that step the voltage up and down through-
out the grid. On 13 March 1989, a transformer on one of the main transmission lines of the
HydroQuebec power network failed in response to currents induced by a very large geo-
magnetic storm, causing a chain of events that produced a catastrophic collapse of the entire
system within 90 seconds, leaving some six million people across eastern North America
without power for nine hours or more. Similar induced currents can occur in gas and oil
pipelines at high latitudes, causing increased corrosion of the pipes.

In the era of artificial satellites, space weather has become increasingly important. Solar-
induced turbulence in the ionosphere affects the radio communication links with satellites.
Increases in the solar EUV radiation cause increased heating of the upper atmosphere, mak-
ing it expand and thereby causing increased drag on satellites in low orbit; hence, estimates
of the useful lifetime of a satellite depend on predictions of the level of solar activity many
years ahead. Solar radiation can also affect satellites directly, damaging sensitive electronic
components. Solar power cells are particularly vulnerable to high-speed solar protons and
ions; for example, in October 1989 the GOES satellite lost six years of normal lifetime of its
solar panels during a single solar proton event lasting several days.

With the advent of human space travel, space weather has taken on significantly greater
importance. The energetic protons and other ions emitted by solar flares and coronal mass
ejections, as well as galactic cosmic rays, pose a significant hazard for astronauts in space
(and to a lesser extent even to passengers and crew in aircraft flying at high altitudes over
polar regions). Solar energetic particles are most prevalent around sunspot maximum, while
galactic cosmic rays are more common at sunspot minimum. Astronauts who ventured out-
side the Earth’s magnetosphere during the Apollo missions were lucky that they happened
to avoid the most serious solar events (Lockwood and Hapgood 2007). Although it should
be possible to shield future astronauts even from extreme solar events, provided they are
warned in time, it is not clear how they can be fully protected from galactic cosmic rays.
Thus a 600-day mission to Mars would involve significant risks.

Short-term forecasts of space weather concentrate on predictions of solar flares, promi-
nence eruptions, and other features of active-region evolution. These predictions are based
largely on the complexity of the magnetic field configuration, especially the amount of twist
or shear in the field. Once an active region has produced a flare, it receives more attention
and the success rate for predicting further flares goes way up. Predictions of CMEs are more
difficult and rely on observed changes in arcades of loops observed in X-rays. Direct detec-
tions of CMEs by coronagraphs in orbit, such as the LASCO instrument on SOHO, indicate
which ones might impact the Earth and provide at least a few days’ warning, although the
delays are hard to predict. Predictions of the level of solar activity several years in advance
are based mostly on empirical methods. One method is to use previous cycles to predict into
the future, whether by extrapolating Fourier series, by constructing the attractor in phase
space or by using cellular automata. Other methods are based on using some features of the
current cycle to predict the next cycle. Such methods have at least some physical basis in
the context of dynamo models: for example, in most models, the strength of the next cycle
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depends to some extent on the strength of the polar fields in the declining phase of the cur-
rent cycle. The danger in all these predictions is that solar activity appears to be chaotic and,
moreover, that there is always the risk of an unexpected descent into a grand minimum.

12.2.3 Variations in the open solar magnetic flux
Magnetic field lines emerging from the Sun can be divided into two classes: there

are those closed lines – often associated with active regions – that return to the solar surface
without extending far into space, and the open field lines that become almost radial and are
carried out to a great distance by the solar wind. It is the open magnetic flux that extends
into interplanetary space, deflecting galactic cosmic rays and ultimately impinging on the
Earth’s magnetosphere. There it gives rise to magnetic storms, which have been carefully
recorded for almost 140 years.

The open solar flux at the Earth can be computed in three ways: the interplanetary field
can be measured directly, or it can be derived from measurements of photospheric fields on
the Sun, or it can be estimated from a quantitative measure of geomagnetic activity, the aa
index (Lockwood 2003). Since the Ulysses space mission confirmed that the meridional part
of the interplanetary magnetic field is, on average, purely radial (and approaches that of a
split monopole at sunspot minimum), the total open flux can be obtained from local measure-
ments. Figure 12.7 shows the variation with time of the open solar magnetic flux, as derived
from the aa index, over the last 50 years of the twentieth century, compared with a scaled
record of cosmic ray counts and with the sunspot number over the same period. As expected,
the aa index is closely related to the cosmic ray count (and therefore to the abundances of
cosmogenic isotopes) and both vary with the sunspot number. Thus the longer record of the
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Fig. 12.7. Upper panel: monthly open solar magnetic flux (Fs)aa (shaded grey) derived from
the aa geomagnetic index averaged over 12 months, compared with values (Fs)H derived
using linear regression of cosmic ray counts at Huancayo and Hawaii with (Fs)aa. Lower
panel: monthly means of the sunspot number R. (From Lockwood 2003.)
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Fig. 12.8. Variation with time of the open solar magnetic flux (Fs)aa, as derived from the aa
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measured monthly values of the interplanetary magnetic field. (From Lockwood 2003.)

aa index in Figure 12.8 provides a reliable measure of solar activity ever since 1868. The
current level is certainly higher than at any previous time during this interval.

12.3 Solar variability and the Earth’s climate
The Sun’s unfailing radiation and the Earth’s atmospheric blanket, with its ‘green-

house’ gases, are responsible for the warm climate that harbours life on Earth. It follows that
variations in the solar irradiance must have some effect on the Earth’s climate. The Earth’s
climate system is complicated, however, and determining the sensitivity of this system to
variations in the solar input has proved to be very difficult. Understanding the climatic effects
of solar variability has become increasingly important in recent years because of the concern
about global warming caused by increasing concentrations of greenhouse gases in the atmo-
sphere due to industrial processes. It is imperative that we be able to identify, understand
and distinguish between the solar, anthropogenic, and other influences on climate.

12.3.1 Changes in the Earth’s orbit
The amount of solar radiation received by the Earth varies not only because of

changes on the Sun itself but also because of slow and predictable variations in the Earth’s
orbit about the Sun and in the tilt of the Earth’s axis to its orbital plane. Those changes,
caused by the gravitational pull of the Moon and the other planets, produce cyclic variations
in the amount and distribution of sunlight received by the Earth, with periods of roughly
23 000, 41 000, and 100 000 years. These cycles are known as the Milankovitch cycles, after
the Serbian astronomer Milutin Milanković who was the first to calculate their amplitude
and point out their significance for the Earth’s climate. The 100 000-year cycle corresponds
to a small change in the eccentricity of the Earth’s orbit, which in turn affects the total
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Antarctic (Vostok) ice core over the past 420 000 years. Also shown is the calculated green-
house gas forcing derived from the measured concentrations of CO2, N2 and methane in the
core. The records show four ice ages and five warm periods, including the present. (From
Hansen et al. 2007.)

amount of sunlight received by the Earth. The 23 000-year cycle corresponds to the pre-
cession, or wobble, in the orientation of the Earth’s rotation axis (which causes the time of
year at which the Earth is closest to the Sun – its perihelion – to progress through the sea-
sons), and the 41 000-year cycle corresponds to oscillations in the tilt of the Earth’s rotation
axis to its orbital plane, which varies from 21.5◦ to 24.5◦ (the current value being 23.44◦).
These two cyclic variations affect the distribution of sunlight in latitude over the Earth. As
a result of the three Milankovitch cycles, the total annual amount of sunlight averaged over
the entire Earth can vary by as much as 0.1%; seasonal variations at mid-latitudes can reach
a few percent, while the summer sunshine in polar regions may vary by as much as 10%.
The impact of these variations depends on the asymmetrical distribution of continental land
masses with respect to the equator, and it is widely accepted that the Milankovitch cycles are
responsible for the Earth’s ice ages. Temperature measurements, based on the 18O/16O iso-
tope ratio, first in deep sea sediments (Hays, Imbrie and Shackleton 1976) and subsequently
in polar ice cores, show that these ice ages have recurred at intervals of about 100 000 years,
and this periodicity has now been traced back for tens of millions of years.

Figure 12.9 shows how Antarctic temperature has varied over the past 420 000 years,
based on measurements of oxygen isotope and deuterium abundances in a Vostok ice core
(Vimeux, Cuffey and Jouzel 2002). This record demonstrates the sensitivity of the Earth’s
climate, for the temperature difference of 8 K between ice ages and warm periods is more
than can be explained by changes in orbital parameters alone. Their effect is amplified by
alterations in the Earth’s albedo (as incoming radiation is reflected from icecaps) and by the
gradual release of carbon dioxide and methane dissolved in the ocean as its temperature is
increased. These greenhouse gases absorb infrared radiation emitted from the Earth’s surface
and then re-emit it partly back. The variation of their concentrations, which can be measured
in air bubbles included in the ice core, does seem to follow, rather than to precede, the
changes in temperature (Hansen et al. 2007).

12.3.2 Effects of solar variability
The solar variability that influences the Earth’s climate occurs on two different

time scales, arising from distinct causes: very slow changes, occurring over many millions
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of years, caused by solar evolution, and shorter-term changes, occurring over weeks to hun-
dreds of thousands of years, caused by solar magnetic activity. The long-term evolutionary
changes are well understood: when the Sun arrived on the main sequence, 4.6 billion years
ago, its luminosity was about 30% lower than its present value; since then its luminosity
has been increasing steadily and will continue to increase until it reaches roughly double
its present value at the end of its main-sequence lifetime, at an age of about 10 billion
years. Then, as it leaves the main sequence, the Sun will evolve much more rapidly and its
luminosity (and radius) will increase significantly and undergo large variations. The slow
evolutionary changes in solar luminosity have important implications for the history of the
Earth’s climate. For example, the early Sun was not bright enough to prevent the Earth
(assuming it had its present atmosphere) from being covered in ice during its early years,
and the high albedo of the ice would have kept it from melting for about 2 billion years. Yet
we know from the fossil record that flowing water and life were present on the Earth at least
3.5 billion years ago. This apparent paradox is resolved if the Earth’s early atmosphere had
a greater concentration of greenhouse gases than it does now, thereby offsetting the reduced
solar energy flux.

Of more immediate concern to humanity is the shorter-term solar variability associated
with the Sun’s magnetic activity. The forms of this variability that might induce climate
changes include variations in total and spectral irradiance, which directly affect the amount
of energy received by the Earth, and variations in the strength and configuration of the Sun’s
‘open’ magnetic field (in the heliosphere), which modulates the flux of galactic cosmic rays
reaching the Earth. The irradiance variations, described in Section 12.1, are very small but
they can in principle cause changes in the Earth’s climate, though the nature and magnitude
of these changes are not yet reliably understood.

The 11-year activity cycle
The sunspot record, being the longest direct record of solar activity, presents an

almost irresistible invitation to compare it with records of climate and of other variables
affected by the climate. Numerous claims of correlations with terrestrial records have been
made, including those with the price of wheat and the value of the stock market (see Chap-
ter 2); most of these claims rest on very shaky grounds. In trying to assess the impact of
solar activity on climate it is important to separate out any internal variations of the atmo-
sphere and ocean. Together they form an extremely complex dynamical system, with its own
rich natural behaviour, including the North Atlantic Oscillation, with a characteristic decadal
time scale, and the El Niño–Southern Oscillation (in the South Pacific but with world-wide
ramifications) which recurs at intervals of 3–8 years.

Effects of the 11-year activity cycle are clearly apparent in sea-surface temperatures in
the Indian, Pacific and Atlantic Oceans, whether taken separately or combined (Reid 1991,
2000; White et al. 1997). These fluctuations have an amplitude of about ±0.05 K, which
is consistent with the measured changes in solar irradiance (cf. Fig. 12.2). Unfortunately,
signals of the 11-year cycle in atmospheric temperature records are less straightforward; a
recent estimate of the globally averaged surface warming gives an amplitude of ±0.08 K
(Camp and Tung 2007). There is also an apparent connection between solar activity and
variations in summer rainfall, associated with tropospheric temperature fluctuations, in trop-
ical regions (van Loon, Meehl and Arblaster 2004). These variations are in turn linked to
changes in the height of surfaces of constant pressure in the lower stratosphere, which are



9780521860031c12 CUP/THW August 14, 2008 12:11 Page-224

224 Solar activity, space weather and climate change

found to vary with the solar cycle in a manner that depends on the phase of the so-called
quasi-biennial oscillation in the atmosphere (van Loon and Labitzke 2000).

Longer-term climatic change
As we have seen in Chapter 10, the 11-year cycle is modulated on a longer time

scale by the appearance of grand minima and associated maxima. Eddy (1976) drew atten-
tion to an apparent link between solar activity and climate, claiming that the Maunder and
Spörer Minima coincided with a Little Ice Age that was preceded by a Medieval Warm
Period associated with a maximum of activity. There is certainly evidence of local climatic
effects, for example from advances and retreats of Alpine glaciers (Holzhauser, Magny
and Zumbühl 2005), that are apparently correlated with solar activity (Hormes, Beer and
Schlüchter 2006). However, the story is less simple than that: the Little Ice Age was a North-
ern Hemisphere phenomenon only, running from the fifteenth to the nineteenth century, with
the coldest temperatures in the 1690s, when sunspots had indeed disappeared; similarly, the
Warm Period – which made it possible for Vikings to settle in Greenland – was not globally
important. Nevertheless, there is convincing evidence of large-scale correlations between
surface temperature and solar activity, both recently (as indicated in Fig. 12.10) and over
past millennia.

Figure 12.11 shows the global temperature variation over the interval from AD 200 to
2000, as well as that in the Northern and Southern Hemispheres separately, as reconstructed
by Mann and Jones (2003) and Jones and Mann (2004). The expanded detail for the last
millennium displays the differences between various attempts to reconstruct the Northern
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Fig. 12.10. Comparison between solar magnetic activity, as measured by 10Be concentra-
tion in the Dye 3 ice core from Greenland, and a reconstruction of Northern Hemisphere
temperature, from 1715 to 1985. The data are filtered to eliminate time scales shorter than
20 years. Note, in particular, the minima in both solar activity and temperature around 1815
and 1890, and the increase in both between 1900 and 1940. (After Beer 2001.)
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Fig. 12.11. Reconstruction of the temperature variation over almost two millennia in (top
panels) the Northern Hemisphere, (middle panel) the Southern Hemisphere and (bottom
panel) globally. The heavy lines follow the smoothed reconstructions of Mann and Jones
(2003) with 2σ annual variations shaded. Also shown are instrumental measurements for the
last 150 years. (From Jones and Mann 2004.)

Hemisphere record; some such attempts show significantly greater variations (e.g. Moberg
et al. 2005; Juckes et al. 2007). There is general agreement, however, on three points: the
coolest period was in the sixteenth and seventeenth centuries – Juckes et al. (2007) estimate
a drop of almost 0.6 K; the warmest episode was around AD 1000; and the rise in the latter
half of the twentieth century is unprecedented in this interval. The temperature changes
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derived from cosmogenic 14C abundances (Solanki et al. 2004), and the Northern Hemi-
sphere temperature record (grey-shaded) of Mann and Jones (2003). Long-term trends in
temperature and cosmic rays are shown by heavy broken and full lines, respectively. (From
Usoskin et al. 2005.)

are influenced both by internal climatic dynamics and by external forcing, including not
only solar activity but also volcanoes and changes in land use. Volcanoes emit sulphate
aerosols, which remain in the atmosphere for several years and lead to temporary cooling
that is relatively severe (Jones and Mann 2004): the most recent example was the eruption
of Pinatubo in 1991, but that of Tambora in 1815, followed in 1816 by ‘the year without a
summer’, was much more serious. Averaged over a long time, however, volcanic aerosols
cause a reduction of only 0.2 W m−2 in climate forcing (Hansen 2000).

There is convincing evidence for a correlation between hemispheric variations in tem-
perature and long-term solar activity. In Figure 12.12 we compare the smoothed Northern
Hemisphere record with a measure of cosmic ray fluxes derived from 14C abundances
(Usoskin et al. 2005). The persistent anticorrelation indicates a significant solar influence on
climate, though the long-term increase in cosmic rays is also affected by a slow decay of the
Earth’s magnetic dipole moment. On a yet longer time scale, Bond et al. (2001) used deposits
from melting drift ice in deep ocean sediments from the North Atlantic as proxy measures
of temperature that could be compared with 10Be abundances over a period of 8000 years
from the beginning of the Holocene postglacial era. As can be seen in Figure 12.13 there is
a striking correlation, with a characteristic periodicity of around 2300 years.

Amplification mechanisms
Prior to 1900, the temperature record in Figure 12.11 shows fluctuations of 0.3 K,

which are significantly larger than would be expected from changes of 0.1% in total solar
radiance alone. This suggests that some amplification process is acting in the Earth’s atmo-
sphere. The most obvious source is the effect of large variations in ultraviolet and extreme
ultraviolet radiation impinging on the upper stratosphere and consequent changes in ozone
production (van Loon and Labitzke 2000; Haigh 2003, 2007; Baldwin and Dunkerton 2005).
The resulting disturbances can then interact with Rossby waves and penetrate first to the
lower stratosphere and thence into the troposphere below. This process seems to involve
interactions with the North Annular Mode (or Arctic Oscillation) as well as with the quasi-
biennial oscillation (Ruzmaikin and Feynman 2002; Ruzmaikin et al. 2004; Labitzke 2005;
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Fig. 12.13. Comparison between fluctuations in 10Be flux, from a Greenland ice core, and
mineral tracers deposited from drift ice and preserved in marine sediments. (From Bond
et al. 2001.)

Baldwin and Dunkerton 2005). A further possibility is that there might be nonlinear reso-
nant coupling of processes driven by solar variability with natural oscillations of the Earth’s
climatic system, as suggested by Tobias and Weiss (2000).

An alternative proposal, which has attracted much attention recently, is that galactic cos-
mic rays may have a direct effect on cloud formation, which would therefore be modulated
by changes in solar magnetic activity (Svensmark and Friis-Christensen 1997; Svensmark
1998, 2007; Marsh and Svensmark 2000). The claim here is that secondary particles such
as muons ionize the air at low altitudes, so encouraging the formation of low clouds, which
then lead to global cooling. The physics of cloud formation still remains controversial (see
Harrison 2000; Harrison et al. 2007 and references therein). To be sure, it is well known
that energetic particles lead to condensation of droplets in supersaturated air – that is the
principle of the Wilson cloud chamber. The general belief, however, is that there are enough
aerosol clusters present to act as condensation nuclei already. One way of checking Svens-
mark’s hypothesis is to look for other changes in the incidence of cosmic rays and then to
seek a corresponding effect on cloud formation. For instance, coronal mass ejections distort
the Earth’s magnetosphere and reduce the incidence of cosmic rays (the so-called Forbush
decreases); C̆alagović et al. (2008) have investigated the effect of these Forbush decreases
on cloud formation without obtaining any significant correlation. Again, there was a sudden
drop in the Earth’s magnetic field 40 000 years ago (the Laschamp event), which certainly
increased the incidence of cosmic rays but did not produce any significant change in tem-
perature (Wagner et al. 2001b). At the moment, Svensmark’s claims still lack credibility.

12.4 Global warming
The temperature records in Figure 12.11 show a characteristic pattern of low-

amplitude fluctuations (over a range of 0.3 K) up to the mid twentieth century. Thereafter,
the temperature takes off and rises through 0.7 K in 50 years, at a rate that is far greater than
those associated with earlier grand maxima in solar activity. It is clear from the past record
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that the Sun’s magnetic variability cannot be responsible for such a large and rapid change.
Even if the present grand maximum were to give way to a grand minimum, any consequent
cooling would be insufficient to cancel out the recent increase in global temperature. Fur-
thermore, the sudden rapid increases in concentrations of carbon dioxide and methane in the
last 150 years have no parallel in the previous 400 millennia. They are the result of man’s
activities, in burning fossil fuel and changing patterns of agriculture. A range of large-scale
computational climate models have confirmed that the current rise in temperature is to be
expected as a result of pumping carbon dioxide into the atmosphere at a faster rate than the
oceans can absorb it, and that this effect is exacerbated by the release of dissolved gases
as sea temperature rises – see the detailed discussion in the latest report of the Intergov-
ernmental Panel on Climate Change (2007) or the more approachable survey by Houghton
(2004). The potential consequences of this climatic change are extremely serious, especially
for developing countries. Global warming by anthropogenic greenhouse gases does indeed
raise important challenges for all mankind – but such issues lie beyond the scope of this
book.
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The way ahead

L’imagination . . . se lassera plutôt de concevoir que la nature de fournir.1

Blaise Pascal (Pensées, 15o – 390)

The many results that we have described amply demonstrate the rapidly accelerating rate
of progress in our knowledge of the properties of sunspots and starspots, as well as the
profound gaps in our understanding of some aspects of their behaviour. Our purpose in
this concluding chapter is to identify the major unsolved problems involving the physics of
sunspots, starspots and stellar magnetic activity, and to indicate those areas where we expect
to see significant progress in the future, as techniques and facilities develop.

It is already apparent that solar observations, from the ground and from space, will con-
tinue to achieve higher resolution and increased precision. Meanwhile, stellar observations
will attain greater resolution through improved spectroscopy and the introduction of inter-
ferometry, and stellar activity cycles will be followed using dedicated telescopes. Theory
will also progress, depending not only on physical insight but also on the ever increasing
power of high-performance computers, and the possibility of carrying out ever more realistic
simulations.

13.1 The structure and dynamics of a sunspot
The Hinode satellite has only recently begun to deliver results, and will continue for

a good many years, to be joined by the Solar Dynamics Orbiter in 2009. On the ground, the
1-m Swedish Solar Telescope will continue to provide important new results, and the 1.5-m
German GREGOR solar telescope in Tenerife is due to become operational in 2008, to be
followed in the USA by the 4-m Advanced Technology Solar Telescope in Hawaii by about
2014. These facilities will refine and extend our knowledge of the structure of a sunspot and
the patterns of intensity, velocity and magnetic fields within it.

We can anticipate that helioseismology will help to reveal the overall subphotospheric
structure of a sunspot, once the magneto-acoustic nature of its modes of oscillation have
been properly incorporated into the modelling process. It may also be possible to establish
how much of the radiant energy emitted from the umbra and penumbra is transmitted from
deep within the underlying flux concentration, and how much is transported inwards from
the near-surface surroundings of the spot. Detailed modelling will also help to explain the

1 The imagination tires sooner of conceiving than Nature does of providing.
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sharpness of the umbra–penumbra boundary, as well as the relationship between a spot and
the moat cell that surrounds it.

Concerning the umbra itself, we can expect a closer correspondence between observations
and computational models of the fine structure of umbral dots, which will settle the issue of
whether external, relatively field-free plasma actually penetrates into the core of a sunspot.
The interlocking-sheet structure of the penumbral magnetic field raises more fundamental
problems: we need to establish the vertical extent of the steeply inclined component, and
the relationship (if any) between the dark cores within bright filaments and the Evershed
flow. Above all, theoreticians have to develop a sequence of increasingly realistic numerical
models that can explain the magnetoconvective structure of the penumbra itself, and its
connections to external granular convection in the moat. So far as sunspot oscillations are
concerned, the relationship between umbral oscillations and penumbral waves has yet to
be established, and there is a need to study oscillations in more realistic axisymmetric and
three-dimensional models of the sunspot.

13.2 Solar and stellar activity cycles
From the observational side, the greatest need is to exploit the solar–stellar connec-

tion by continuing and extending the Mount Wilson survey of Ca II emission from nearby
bright stars. Such a synoptic survey is a long-term project that can best be carried out with
robotic telescopes (see below). In due course it should be possible to record cyclic behaviour
in a significantly larger sample of slowly rotating Sun-like stars and to pin down the relation-
ship between cycle period and rotation period more precisely, thereby providing an essential
check on dynamo models of solar and stellar magnetic cycles.

So far as dynamo theory itself is concerned, it is time to leave mean-field dynamos behind
and to focus on developing fully nonlinear, three-dimensional numerical models that can
represent the interactions between convection, rotation and magnetic fields with reasonable
precision. Such models will still have to employ the anelastic approximation, along with
physically realistic but exaggerated diffusion coefficients. As a first stage, it is necessary
to reproduce the observed differential rotation in the convection zone, and this is already
feasible. The next stages might be to include the ultra-thin tachocline at the base of the
convection zone and then to add magnetic fields. The problem becomes distinctly more
complicated if, as seems increasingly likely, the structure of the tachocline itself depends on
the magnetic fields within it, so that all three physical effects have to be included together.
That will remain a challenge for some time to come.

13.3 Starspots
Photometry remains the most common observational method for studying starspots.

Routine, nightly photometric measurements, for a large sample of stars, are being made by a
number of dedicated robotic telescopes (listed by Berdyugina 2005). For example, the wide-
field STELLA Imaging Photometer on Tenerife is being used to study stars in open clusters
of different ages up to 2 Gyr in order to investigate stellar properties and activity. The future
International Concordia Explorer Telescope (ICE-T) at Dome C in Antarctica, which will
search for transiting extrasolar planets during the continuous 2000-hour winter night, will
also yield copious data on starspots. Space missions designed to study stellar oscillations
and detect Earth-sized extrasolar planets, such as the existing MOST (launched in 2003) and
COROT (launched in late 2006) satellites and the future Kepler and Gaia missions, due to
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launch in 2009 and 2011, will also provide an immense amount of photometric data related
to starspots.

Direct imaging of stellar surfaces using interferometry is a promising approach to observ-
ing starspots and stellar activity in general. Earth-based interferometers have already begun
to resolve the surfaces of some of the largest stars, but the resolution required to sample activ-
ity on many stars will only be possible with space-based instruments. The proposed NASA
Stellar Imager mission, for example, would put a large UV–optical interferometer in orbit
to image the surfaces of nearby stars, detect surface activity patterns, and probe their inte-
riors through asteroseismology. Another, more remote possibility of detecting starspots is
offered by gravitational microlensing, which can in principle measure the radial distribution
of a star’s surface brightness as a function of wavelength (Hendry, Bryce and Valls-Gabaud
2002).

Meanwhile, we can expect improvements in the spectroscopic techniques of Doppler
imaging and Zeeman–Doppler imaging to allow us to better determine the structure of
individual starspots and their associated magnetic fields. As the spatial resolution of these
techniques improves, we may be able to address the important question of whether a large
starspot is a single entity or a close-packed assembly of smaller spots, which is closely
related to the issue of the extent to which a sunspot is a suitable prototype for a starspot.
Once this is settled, theoreticians can begin constructing detailed models of spots on various
types of stars.

13.4 Prospect for the future
The problems we have outlined range in scale from the smallest distances that can

be resolved on the Sun (limited only by the mean free path of photons) to the dimensions
of a post-main-sequence giant star. All ultimately involve the rich nonlinear interactions
between fluid motions and magnetic fields in the stellar plasma, and the observations can
only be explained by developing adequate theoretical models. To some astrophysicists it
may seem surprising that, 400 years after Galileo and a century after Hale, there is still so
much to be explained. That, however, reflects the burst of discoveries in the last two decades,
which still continues, and in turn provides a host of opportunities for a new generation of
researchers.
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Appendix 1 Observing techniques for
sunspots

Over the past four decades, remarkable advances in high-resolution studies of sunspots and
active regions have been made through the use of new ground-based telescopes, space mis-
sions and associated instrumentation, and of new observing techniques. In this appendix we
give a brief summary of these facilities and techniques. (Techniques for observing starspots
are described separately in Chapter 9.) An excellent general introduction to modern solar
telescopes and their instrumentation is given in Chapter 3 of Stix (2002). References to
more thorough treatments of particular topics are provided in the sections below.

A1.1 High-resolution solar telescopes
Although there are more than 50 professional ground-based solar telescopes in reg-

ular operation around the world, we focus here only on the few large telescopes that are
best suited to high-resolution studies of sunspots. These existing telescopes are listed in
Table A1.1 along with two future telescopes, one nearing completion (GREGOR) and the
other recently through its design phase and awaiting construction (ATST). There are also
plans for a large European Solar Telescope, to come into operation around 2020. A com-
prehensive list of solar telescopes and their specifications has been compiled by Fleck and
Keller (2003).

Ground-based observations are limited to electromagnetic radiation in the visible and
near-infrared ranges, at wavelengths between about 300 nm and 2200 nm, and in a range of
radio wavelengths. Space missions have allowed us to observe at shorter wavelengths (UV,
EUV, X-ray and gamma-ray), revealing the properties of the higher-temperature chromo-
spheric and coronal layers of the solar atmosphere, and have also provided long time series
of seeing-free measurements in the visible for studying solar oscillations (helioseismology)
and the evolution of solar magnetic fields. Table A1.2 lists current and planned space mis-
sions relevant to high-resolution studies of sunspots. Closely related to space missions is
the Sunrise project, in which a balloon-borne 1-m solar telescope will make long-duration
flights at an altitude of 120 000 feet (37 000 m) in the polar stratosphere.

A1.2 Correcting for atmospheric seeing and stray light
For ground-based telescopes, the limiting factor in high-resolution observations is

usually atmospheric ‘seeing’, the distortion of the wavefronts of light passing through the
Earth’s turbulent atmosphere on its way to the telescope. Much of this seeing originates
in the free atmosphere and is beyond control other than through careful selection of the
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Table A1.1 High-resolution ground-based solar telescopes

Telescope Aperture Location Comments

McMath–Pierce 1.6 m Kitt Peak,
Solar Telescope Arizona

Swedish 97 cm La Palma, vacuum tower
Solar Telescope Canary Islands

THEMIS 90 cm Tenerife, helium-filled
Canary Islands

Dunn Solar 76 cm Sacramento Peak, vacuum tower
Telescope New Mexico

German Vacuum 70 cm Tenerife, vacuum tower
Tower Telescope Canary Islands

Big Bear Solar 65 cm Big Bear Lake,
Telescope California

Dutch Open 45 cm La Palma, open structure
Telescope Canary Islands

GREGOR 1.5 m Tenerife, open structure
Canary Islands 2008

Big Bear Solar 1.6 m Big Bear Lake, 2008
Telescope California

Advanced Technology 4 m Maui, open structure
Solar Telescope Hawaii ∼2014

Table A1.2 High-resolution solar space missions

Satellite Agency Launch date Comments

Solar and Heliospheric NASA 1995 visible,
Observatory (SOHO) UV, EUV

Transition Region and NASA 1998 visible,
Coronal Explorer (TRACE) UV, EUV

Hinode JAXA 2006 visible,
EUV, X-ray

Solar Dynamics Observatory NASA 2008 visible,
EUV

Sunrise NCAR, 2009 UV
NASA,

MPI

telescope site, informed by measurements of seeing properties at candidate sites. ‘Local’
seeing caused by ground-level turbulence can be minimized to a considerable extent by
careful design of the telescope structure: approaches include elevated towers (placing optics
above the ground-generated turbulence) and open structures allowing moderate winds to
clear away local convective turbulence. Internal seeing, due to turbulence generated within
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the telescope by solar heating, can be minimized either by evacuating the optical path or by
using an open design.

If a solar telescope is to produce diffraction-limited images over a substantial fraction of
its observing time, measures must be taken to correct for the remaining seeing. Methods
in current use include frame selection, post-processing image reconstruction, and adaptive
optics. Frame selection relies on the fact that even during average seeing conditions there
are brief moments of excellent seeing. To exploit this, many short-exposure images are taken
sequentially but only the best frames are selected for storage, based on some criterion (such
as maximum rms contrast) that is evaluated in real time on a high-speed computer.

The most commonly used post-processing methods for image reconstruction are those
based on speckle interferometry or phase diversity. Because the field of view of the detector
is usually larger than the isoplanatic angle (the angular extent over which wavefronts suf-
fer the same distortion, typically around 5′′), the reconstruction must be applied separately
to different segments of the image. In speckle interferometry, image details smaller than
the limit imposed by seeing are recovered from the speckle patterns in several sequential,
short-exposure images. For images of the solar surface, where no point source is available
as a reference, it is necessary to measure both the Fourier phase as well as amplitude. Most
of the techniques for solar speckle imaging are based on the method of Knox and Thomp-
son (1974) in which the autocorrelation of the image transform is computed as an average
over many short-exposure images. In the phase-diversity method, two images are recorded
simultaneously using a beam splitter: a conventional focused image and a ‘diversity’ image
intentionally defocused by a known amount. The two images are subject to the same seeing
aberrations, but their point-spread functions differ because the complex wave field in the
diversity image is altered by a known amount. This allows a simultaneous solution of the
two image convolutions in order to obtain an object function (the undistorted image) and an
aberration function that are consistent with the two images. The method can be extended to
include more than two simultaneous images and to different techniques for diversifying the
phase.

A more efficient way to correct for seeing is to make the correction in real time using
adaptive optics (AO). The simplest form of AO is an image-motion compensator that guides
on a solar feature (such as a pore) and employs a single tip-tilt mirror to remove the overall
image motion due to the varying average tilt of the wavefront (i.e. the lowest mode of wave-
front distortion). A correlation tracker (von der Lühe 1983), which senses image motion by
cross-correlating successive images, allows an image-motion compensator to guide on the
granulation pattern. A full AO system employs a multi-element deformable mirror to correct
for higher-order modes of wavefront distortion, using the granulation pattern as a reference.
Several different techniques of wavefront sensing have been employed, including curvature
sensing and phase diversity. The standard technique is the Shack–Hartmann method in which
an image of the entrance pupil is formed on an array of lenslets. The several subimages (or
subapertures) produced by the lenslets are displaced relative to each other because of the dif-
fering local tilts of the wavefront. These displacements are measured (usually by correlation
tracking) and used as input to control the deformable mirror.

The first operating AO system on a solar telescope was a 24-element (i.e. 24-subaperture)
system installed on the Dunn Solar Telescope in 1998, followed shortly thereafter by a
system on the Swedish 50-cm telescope (now replaced by the 1-m SST). More recently,
higher-order 76-element AO systems were put in place at the Dunn telescope and the Big
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Bear telescope, demonstrating the feasibility of scaling an AO system up to match the
requirements of new-generation large telescopes such as the 4-m ATST. A 36-element AO
system has been in place at the German VTT since 2002, and an 80-element system is ready
for use in the new GREGOR telescope.

A1.3 Imaging and narrow-band filters
In contrast to stellar observations, the availability of sufficient sunlight allows the

use of filters with very narrow band passes. Filters of bandwidth around 1 nm are routinely
used to isolate certain spectral regions, such as the broad chromospheric Hα and Ca II H
and K lines, and for the photosphere most notably the G-band at wavelength 430 ± 1 nm
which is dominated by many absorption lines of the CH molecule. The intensity in this band
is highly temperature sensitive, due to the high temperature sensitivity of the dissociation
of the CH molecule; hence images made in the G-band show very high contrast, and bright
points associated with intense magnetic fields show up very clearly. Narrow-band filters have
played a prominent role in solar astronomy ever since Bernard Lyot (1933) introduced the
birefringent filter. This type of filter consists of an alternating sequence of polarizers and
birefringent crystals whose net transmission profile consists of a row of narrow windows
separated in wavelength. An additional broader-band filter can be used to select one of these
windows and close the others. The filter can be made tunable by adding a quarter-wave
plate to one or more of the birefringent crystals in the sequence and allowing the subsequent
polarizer(s) to be rotated, which shifts the transmission windows in wavelength. A simple
quarter-wave plate (itself a birefringent crystal with optical axis at 45◦ to the adjacent crys-
tal) only allows tuning over a narrow range around one wavelength, but the development
of layered achromatic quarter-wave plates (Beckers 1971) allows the construction of a uni-
versal birefringent filter (UBF), tunable over a large wavelength range. UBFs with narrow
bandwidth, 0.025 nm or less, are available, and because their bandwidth is comparable to
that of a typical photospheric absorption line, they can be used to measure Doppler shifts by
placing the bandpass in the sloping wings of the line.

Other modern narrow-band filters for solar observations are based on Fabry–Perot and
Michelson interferometers. In a Fabry–Perot interferometer, the incoming beam passes
through two parallel, partially reflecting optical surfaces. The beam undergoes multiple
reflections between these surfaces, but with each reflection a fraction of the beam is trans-
mitted and the several transmitted fractions interfere in the outgoing beam to form a periodic
sequence of narrow transition windows whose wavelength locations depend on the separa-
tion distance of the optical surfaces. The wavelength spacing between these windows (the
‘free spectral range’) is rather narrow, but because the maximum transmission is relatively
high (compared to other types of filter), two or more Fabry–Perot filters can be used in
combination to isolate a particular spectral window.

A Michelson interferometer can be used to produce a tunable, narrow-band, wide-field
filter capable of imaging the whole solar disc in a narrow wavelength band. Inserting glass
blocks of different index of refraction into the two arms of the interferometer produces a
phase difference in the beams traversing the two arms. By using a polarizing beam splitter
and inserting a quarter-wave plate in front of each mirror of the interferometer, the two
output beams can also be made to be linearly polarized in orthogonal directions, and then
tuning is possible much as it is for a birefringent filter. Tunable Michelson interferometers
have been employed most notably in the six stations of the Global Oscillation Network
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Group (GONG) and the Michelson Doppler Imager (MDI) aboard SOHO, producing full-
disc velocity images for use in helioseismology.

A1.4 Spectroscopy
The high intensity of sunlight allows the use of solar spectrographs of high dis-

persion and hence high spectral resolution. Resolving the detailed shape of photospheric
spectral lines, whose width is of order 0.01 nm, requires a spectral resolution of order
0.001 nm = 1 pm, or λ/δλ ∼ 500 000 in the visible. The use of highly efficient gratings,
such as an echelle grating, allows measurements at high spectral orders, with unwanted
orders eliminated through the use of a predisperser or masks and filters. Because the height
of formation of an absorption line decreases with increasing distance (in wavelength) from
the line centre, high spectral resolution allows resolution in height (along the line of sight)
by measuring spectral properties such as line width, Doppler shift, line bisector shape and
polarization as functions of line depth across the line profile. Height resolution can also be
achieved by using spectral lines of different strength, formed over different ranges of height
in the solar atmosphere.

Spectral lines of diatomic molecules, formed only in the cooler sunspot umbra and absent
in the quiet photosphere, are particularly useful in sunspot (and starspot) observations: they
serve as good diagnostics of temperature, pressure, and element abundances in the umbra
and are relatively unaffected by scattered light from the surroundings of the spot. Telluric
spectral lines (formed in the Earth’s atmosphere) are useful as a wavelength reference, since
they are unaffected by motions or magnetic fields on the Sun.

A1.5 Polarimetry
A solar polarimeter consists of a spectrograph with additional optical elements

designed to distinguish the various polarization states of the sunlight. Knowing the state
of polarization, caused by the Zeeman effect, of the light in a magnetically sensitive
absorption line enables us to determine the magnetic field in the part of the solar atmo-
sphere in which the line is formed. The measurement of solar magnetic fields was
revolutionized in 1940 by the Babcocks’ development of the magnetograph (see Bab-
cock 1953), a photoelectric device designed to measure weak magnetic fields from their
Zeeman effect. In its original form, the magnetograph measures only the longitudinal
(line-of-sight) component of the magnetic field. More recent developments are vector
magnetographs and Stokes polarimeters, which can determine the vector magnetic field
by measuring the full polarization state of light in the spectral line, as represented
by the four Stokes parameters I , Q, U and V . A more detailed discussion of the
Zeeman effect and the measurement of vector magnetic fields on the Sun is given in
Section 3.4.

Polarimetry can also be employed to reduce the problem of stray light in sunspot obser-
vations: for example, velocity measurements based on the Doppler shift of Stokes V profiles
are largely uncontaminated by stray light from the much less magnetic surroundings. Accu-
rate polarimetry requires telescopes that are polarization-free themselves, or at least have
well-determined polarization characteristics. The longer exposure times required for polari-
metric measurements make them especially susceptible to seeing effects, and hence new
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polarimeters being developed to take advantage of adaptive optics systems will significantly
increase the accuracy of vector magnetic field measurements.

A1.6 Inversion methods
Information about the distribution of temperature, velocity and magnetic fields on

the Sun must be extracted from measurements of the spectrum of sunlight and its polariza-
tion state. Various techniques are employed: direct methods, such as the determination of
Doppler shifts of a line profile; forward modelling by constructing a synthetic spectrum; and
‘inverse’ methods that seek to invert the equations of radiative transfer. Especially important
for the study of sunspots are techniques for inverting the Stokes parameters of line profiles
to determine the vector magnetic field (see Section 3.4). All inverse methods assume some
physical model of the solar atmosphere, and the resulting model dependence is often the
greatest source of uncertainty in the derived quantity.
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Appendix 2 Essentials of
magnetohydrodynamic theory

In this appendix we offer a very brief account of the basic equations of magnetohydrody-
namics (MHD) and of some fundamental concepts of MHD that are relevant to sunspots and
starspots. For a fuller account of MHD theory see the books by Roberts (1967), Cowling
(1976a) and Priest (1982), as well as relevant material in the volumes by Moffatt (1978),
Parker (1979a), Choudhuri (1998), Mestel (1999) and Thompson (2006a).

A2.1 Basic equations
We begin with Maxwell’s equations, in SI units, for the electric field E and the

magnetic field B,

� × E = −�B
�t

, � × B = μ0j + 1

c2

�E
�t

, � · B = 0, � · E = ρe/ε0,

(A2.1)

where j is the electric current, ρe is the electric charge density, c is the velocity of light, ε0 and
μ0 are the permittivity and permeability of free space, and ε0μ0 = 1/c2. To these equations
we add Ohm’s law, in its simplest form, for a fluid medium moving with a non-relativistic
local velocity u:

j = σe(E + u × B) , (A2.2)

where σe is the electrical conductivity. (Note that Ohm’s law becomes more complicated
in the solar photosphere, where the electron gyro-frequency is higher than the collision fre-
quency, and the gas is only partially ionized: see Mestel 1999.) If we assume that all motion
is non-relativistic, so that u2/c2 � 1, it then follows that the displacement current can
be neglected in Equation (A2.1b) and so we recover Ampère’s equation � × B = μ0j.
Substitution into Faraday’s law, Equation (A2.1a), then yields the induction equation

�B/�t = � × (u × B) − � × (η� × B), (A2.3)

where the magnetic diffusivity η = 1/(μ0σe). If η is uniform, this reduces to

�B/�t = � × (u × B) + η�2B (A2.4)

(cf. Section 11.1).
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In this approximation, the electrostatic force is negligible compared with the Lorentz
force, j × B, and so the equation of motion takes the form

ρ

(
�u
�t

+ (u · �)u
)

= −�p + j × B, (A2.5)

where ρ is the density, p is the pressure and viscous terms have been neglected. The Lorentz
force can be written as the divergence of the Maxwell stress tensor Mik , so that

(j × B)i = �Mik

�xk
, where Mik = 1

μ0

(
Bi Bk − 1

2 B2δik

)
. (A2.6)

Thus the stress can be decomposed into an isotropic magnetic pressure B2/2μ0 and a tension
B2/μ0 along the lines of force, while the Lorentz force

j × B = 1

μ0

(
(B · �)B − �( 1

2 B2)
)

(A2.7)

is itself a combination of a curvature force (caused by the tension) and a pressure gradient:
this provides a convenient means of estimating its effects. Correspondingly, the magnetic
energy density is B2/2μ0.

In general, the induction equation (A2.3) and momentum equation (A2.5) must be
supplemented by the continuity equation (expressing conservation of mass),

�ρ/�t + � · (ρu) = 0, (A2.8)

and a suitable energy equation, which can vary in form from a simple isentropic or polytropic
relation to a complex equation including viscous and Ohmic dissipation, heat conduction and
perhaps radiative transfer.

In SI units, magnetic fields are measured in teslas and μ0 = 4π × 10−7. In this book,
however, as in most astrophysical literature, we choose to use electromagnetic units (gauss)
rather than teslas when measuring magnetic fields (1 T = 104 G). Then the Maxwell stress
corresponds to an isotropic pressure B2/8π plus a tension B2/4π along the field, in cgs
units. The corresponding magnetic energy density is likewise given by B2/8π .

A2.2 Kinematic MHD: flux freezing, flux concentration and flux expulsion
In the limit of perfect electrical conductivity (η = 0), the induction equation

reduces to

�B/�t = � × (u × B) = (B · �)u − (u · �)B − B� · u, (A2.9)

whence it follows that the magnetic flux through a circuit moving with the fluid remains
constant (Alfvén’s theorem). Alternatively, combining Equations (A2.9) and (A2.8), we find
that

�

�t

(
B
ρ

)
+ (u · �)

(
B
ρ

)
=

(
B
ρ

· �
)

u. (A2.10)

This can be interpreted as implying that the magnetic field moves with the fluid, i.e. that mag-
netic field lines are frozen into the perfectly conducting fluid. It follows that the field lines are
stretched in any flow with transverse shear and that the field strength will be correspondingly
increased.

More generally, the ratio of the two terms on the right-hand side of Equation (A2.4) is
given by the magnetic Reynolds number, Rm = U L/η, where U and L are a characteristic
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speed and length scale, respectively. In stellar interiors, Rm � 1 – near the solar surface
Rm ≈ 106 – but nevertheless the effects of a small but finite diffusivity cannot be ignored.
Two important examples are the concentration of magnetic flux by converging flows and the
expulsion of magnetic flux from a persistent eddy (Proctor and Weiss 1982).

In a two-dimensional, incompressible stagnation point flow, with a velocity given by
u = U (−x/L , 0, z/L) and B = B(x)êz , referred to Cartesian co-ordinates with the z-axis
pointing upwards, there is a steady solution given by

B(x) = B0

(
2Rm

π

)1/2

exp

(
− Rmx2

2L2

)
, (A2.11)

corresponding to a flux sheet of thickness R−1/2
m L , containing a total flux 2B0L , with a

peak field strength of order R1/2
m B0. The corresponding solution for an axisymmetric three-

dimensional flow, referred to cylindrical polars (s, φ, z), with u = U (−s/L , 0, 2z/L) and
B = B(s)êz , is

B(s) = 1

2
B0 Rm exp

(
− Rms2

2L2

)
; (A2.12)

thus the total flux π L2 B0 is confined to a tube or rope with a peak field of order Rm B0 and
a diameter of order R−1/2

m L . In this kinematic approximation, the velocity u is assumed to
be prescribed and unaffected by the Lorentz force. In reality, unless B0 is very small, the
Lorentz force will act to limit flux concentration by excluding motion from the flux rope.

Flux expulsion is most simply illustrated by considering the effect of a band of two-
dimensional eddies on an initially uniform field, with Rm � 1, as shown by the numerical
results in Figure A2.1. To start with, the sheared motion, acting through the (B · �)u term
in Equation (A2.9), winds up the magnetic field, increasing the total magnetic energy but
decreasing the scale on which the field varies, until diffusion bites and the field lines recon-
nect. On a time scale given by τcrit ≈ R1/3

m τc, where the eddy turnover time τc = L/U ,
magnetic flux is expelled from the cores of the eddies and concentrated by the converging
flows between them into narrow regions like those described above. Note that this reconnec-
tion occurs in a time much shorter than the characteristic resistive time scale τη = Rmτc.
Similar effects occur in three dimensions, for example in a tesselated pattern of hexagonal
cells, with fluid rising at the centre of each cell and sinking at its edges. Near the top of the
layer, magnetic flux is swept outwards and concentrated at the vertices of each cell, while at
the bottom flux is concentrated near the central axis of a cell.

A2.3 MHD waves
Consider a uniform, inviscid, perfectly conducting (η = 0), isothermal gas at rest

(u = 0), permeated by a uniform magnetic field B0 and in the absence of gravity. If we intro-
duce a small adiabatic (and hence isentropic) perturbation to this equilibrium configuration,
and linearize the governing Equations (A2.3), (A2.5) and (A2.8) by neglecting products
of perturbation quantities, we can then eliminate the perturbations in pressure, density,
temperature and magnetic field to obtain a single equation in the velocity perturbation u:

�2u/�t2 = c2
s
�(� · u) + v2

A[� × � × (u × b)] × b, (A2.13)
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Fig. A2.1. Flux expulsion illustrated in a numerical experiment, with a velocity given by u =
U (− sin πx/L cos π z/L , 0, cos πx/L sin π z/L) and Rm = 250. The time is measured in
units of 5τc/8. (From Galloway and Weiss 1981.)

where cs is the isentropic sound speed, vA = (B2
0/μ0ρ0)

1/2 is the Alfvén speed (with ρ0

being the undisturbed density), and b is a unit vector along B0. If we then assume a plane-
wave solution in the form u = u′ exp[i(k · x − ωt)], Equation (A2.13) becomes

ω2u′ = [(c2
s + v2

A)(u′ · k) − v2
A(k · b)(u′ · b)]k

+ v2
A[(k · b)2u′ − (k · b)(u′ · k)b]. (A2.14)

Taking the scalar product of Equation (A2.14) with the vector k × b, we obtain

[ω2 − (k · b)2v2
A][u′ · (k × b)]. (A2.15)



9780521860031apx02 CUP/THW August 14, 2008 19:00 Page-242

242 Essentials of magnetohydrodynamic theory

Hence the component u′ ·(k×b) of the velocity perturbation, which is perpendicular to both
k and B0, propagates along B0 as a pure Alfvén wave obeying the dispersion relation

ω2 = v2
Ak2 cos2θ, (A2.16)

where θ is the angle between the wavenumber vector k and B0. In this Alfvén mode, the
motion is incompressible and transverse to both k and B0, and the phase velocity is vA cos θ

in the k-direction.
Taking the scalar product of Equation (A2.14) with k and with b, we obtain a pair of

equations which can be written in matrix form as

[
ω2 − (c2

s + v2
A)k2 v2

Ak2(k · b)

−c2
s (k · b) ω2

] [
(u′ · k)

(u′ · b)

]
= 0. (A2.17)

For a non-zero solution, the determinant of the coefficient matrix must vanish, which yields
the dispersion relation for the compressive magneto-acoustic waves,

ω4 − (c2
s + v2

A)k2ω2 + c2
s v

2
Ak4 cos2 θ = 0. (A2.18)

This quadratic equation in ω2 has two real, positive roots

ω2
1,2 = 1

2 k2
[
(c2

s + v2
A) ±

√
(c2

s + v2
A)2 − 4c2

s v
2
A cos2θ

]
, (A2.19)

where ω1 corresponds to the plus sign and the ‘fast’ mode, while ω2 corresponds to the
minus sign and the ‘slow’ mode. The fast and slow modes have motions confined to the plane
defined by k and B0. From the form of Equation (A2.19), we see that the phase velocities
ω/k of the fast and slow modes are independent of the magnitude k of the wavenumber
vector (but not of its direction), and hence these small-amplitude waves are non-dispersive.

For θ = 0 (i.e. for k‖B0), we have ω2
1 = k2 max(c2

s , v
2
A) and ω2

2 = k2 min(c2
s , v

2
A), i.e. for

propagation parallel to the magnetic field the fast and slow modes travel at the sound speed
and the Alfvén speed (for cs > vA) or vice versa (for cs < vA). Here one of the modes is
a pure, longitudinal acoustic mode with motions directed along B0, and the other mode is
a pure Alfvén mode with motions transverse to B0. For θ = π/2 (i.e. for k⊥B0), we have
ω2

1 = k2(c2
s +v2

A) and ω2
2 = 0, i.e. for propagation perpendicular to the undisturbed magnetic

field, the slow mode disappears while the fast mode travels at the ‘fast speed’ (c2
s + v2

A)1/2.
In the limit of vanishing magnetic field (B0 = 0), the pure Alfvén mode and the slow mode
disappear and the fast mode becomes a pure acoustic wave (in any propagation direction).

The analysis of linearized MHD waves can be extended to the case in which the gas is
stably stratified in a uniform gravitational field, which provides a more realistic model of
the solar atmosphere. In that case we have the so-called magneto-atmospheric waves (or
magneto-acoustic-gravity waves), for which, in addition to the pressure and magnetic force,
the buoyancy force contributes to the total restoring force. A qualitative discussion of these
waves is presented in Section 6.1; for a more detailed discussion, see the review by Thomas
(1983). In general, the wave modes can still be classified as ‘fast’ or ‘slow’, but because of
the stratification, the sound speed and Alfvén speed vary with height and the classification
only applies locally. Indeed, a wave of fixed frequency might be classified as ‘slow’ at one
height in the atmosphere but ‘fast’ at another height.
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A2.4 Thin flux tubes
A number of theoretical studies of solar magnetic fields are based on the dynamics

of an individual, thin magnetic flux tube, embedded in a surrounding medium which may or
may not itself contain a magnetic field. In the so-called thin flux tube approximation, it is
assumed that the diameter of the flux tube is small compared to both the local density scale
height of the surrounding atmosphere and the radius of curvature of the flux tube axis, and
all thermodynamic variables (and the velocity, if there is a flow along the tube) are assumed
to be uniform across the tube.

Consider a thin, isolated flux tube, with internal density ρi, embedded in field-free sur-
roundings of density ρe. Such a flux tube can support three different kinds of waves: (i) a
pure, torsional Alfvén wave travelling along the tube at speed vA = (B2/μ0ρi)

1/2, with
purely azimuthal, incompressible motions that do not distort the tube radius; (ii) ‘kink’
or sinuous modes, with sinusoidal displacements of the flux tube axis, travelling at the
‘modified’ Alfvén speed vm = [B2/μ0(ρi + ρe)]1/2; and (iii) compressive ‘sausage’ or
varicose modes, with sinusoidal variations in the tube radius, propagating at the ‘tube speed’
ct = [c2v2

A/(c2 + v2
A)]1/2.

For studies of steady or slow flows along a thin flux tube, or slow motions of the tube
through the surrounding medium, it may be assumed that exact pressure equilibrium with
the surroundings is maintained all along the tube,

pi + B2
i

8π
= pe + B2

e

8π
, (A2.20)

where the subscripts i and e denote internal and external values.
For modelling the buoyant rise of a thin flux tube through the convection zone (discussed

in Section 7.2.2), one can derive an equation of motion for the flux tube in a frame rotating
at uniform angular velocity �, in the form (e.g. Fisher et al. 2000)

ρi

(
�v
�t

+ (u · �)v
)

= FB + FT + FC + FD, (A2.21)

where v is the velocity of the flux tube relative to the surrounding medium. Here
FB = g(ρe − ρi)r is the buoyancy force, where g is the local acceleration of gravity and
r is the spherical radius vector; FT = (B2/2μ0)κ is the magnetic tension force, where
κ = �2r(s)/�s2 is the curvature vector, with s being the co-ordinate along the tube axis;
FC = −2ρi� × v is the Coriolis force; and FD is the drag force exerted on the tube as it
moves relative to its surroundings, usually expressed in terms of a drag coefficient CD in
the form FD = ρe(CD/πa)|v⊥|v⊥, where v⊥ is the transverse component of the velocity
(normal to the tube axis) and a = (�/π B)1/2 is the radius of the flux tube, expressed in
terms of the constant total magnetic flux � along the tube. The drag coefficient CD is usu-
ally assumed to have a value near unity, appropriate for the drag on a circular cylinder at
high Reynolds numbers.

A2.5 Fundamentals of magnetoconvection
Sunspots provided the original motivation for studying the interactions between

convection and magnetic fields; since then, this topic has developed into a significant subject
in its own right, and it is covered in a number of reviews (e.g. Proctor and Weiss 1982;
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Proctor 1992, 2005; Schüssler 2001; Weiss 2003). Here we need only outline some basic
aspects of magnetoconvection.

Convective motion is driven by thermally induced variations in density, and impeded by
the effects of thermal and viscous dissipation. Within the bulk of a stellar convection zone –
but not at the level where sunspots are observed – the convective motion is subsonic. If
the relative density perturbation ρ̂ is small (ρ̂ = O(u2/c2

s ) � 1), the density fluctuations
can be dropped from the continuity equation (thereby eliminating sound waves), and Equa-
tion (A2.8) simplifies to become � · (ρ0u) = 0, where ρ0 is the unperturbed density (the
anelastic approximation). If the convecting layer is also shallow, so that its depth d is much
less than the density or pressure scale height, the continuity equation reduces to � · u = 0
and the flow is incompressible; in this Boussinesq approximation, the equation of state takes
the form ρ = ρ0[1 − αT (T − T0)], where ρ0 and T0 are reference values of the density
and temperature, and the coefficient of thermal expansion αT = −(� ln ρ/�T )p, so that
αT = 1/T for an ideal gas.

We shall confine our attention here to Boussinesq magnetoconvection (Chandrasekhar
1961; Proctor and Weiss 1982). Consider then a static, horizontal fluid layer {0 ≤ z ≤
d} with an imposed vertical temperature gradient such that T (z) = T0 − �T z/d, and an
imposed uniform vertical magnetic field B0. For simplicity, suppose that the temperature is
fixed and the field is constrained to be vertical at the upper and lower boundaries, which
are assumed to be impermeable and stress-free. The momentum equation (A2.5) must be
augmented by adding a buoyancy force and a viscous term, so that

�u
�t

+ (u · �)u = − 1

ρ0

�p′ − αT T ′g + 1

μ0ρ0
(� × B′) × B + ν�2u, (A2.22)

where the primes denote perturbations, g is the gravitational acceleration and ν is the viscous
diffusivity. The energy equation takes the form

�T ′

�t
− u · (β êz) = −u · �T ′ + ρ0cpκ∇2T, (A2.23)

where the superadiabatic gradient β = �T/d − g/cp, with cp the specific heat at con-
stant pressure, and κ is the thermal diffusivity. This configuration is characterized by four
dimensionless numbers: these are the Rayleigh number Ra = gαT βd4/(κν), the Chan-
drasekhar number Q = B2

0 d2/(μ0ρ0ην), the Prandtl number σ = ν/κ and the diffusivity
ratio ζ = η/κ .

With these illustrative boundary conditions, the eigenfunctions describing linearized
perturbations are sines and cosines, and without loss of generality we can set

u = U ′est
(
− sin

ax

d
cos

π z

d
, 0, cos

ax

d
sin

π z

d

)
, (A2.24)

giving convective rolls with axes in the y-direction. In the absence of a magnetic field, con-
vection sets in as a monotonically growing mode, corresponding to overturning motion, and
the layer is unstable for Ra > Ra0 = (π2 +a2)3/a2; thus Ra0 is least for a = π/

√
2. In the

presence of a magnetic field, the dimensionless growth rate ŝ = sL2/[κ(π2 + a2)] satisfies
the cubic characteristic equation

ŝ3 + (1 + σ + ζ )ŝ2 + [σ + ζ + σζ − σ(r − ζq)]ŝ − σζ [r − (1 + q)] = 0, (A2.25)
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where r = Ra/Ra0 and q = π2 Q/(π2 + a2)2. Equation (A2.25) has three roots, of which
one is always real and negative, while the other pair may be real or complex conjugates. If
ζ > 1 overturning convection sets in at a stationary bifurcation when r = r (e) = 1 + q.
However, if ζ < 1 and q > ζ(1 + σ)/[σ(1 − ζ )], then convection sets in at an oscillatory
(Hopf) bifurcation when

r = r (o) = 1 + ζ

σ
(1 + σ + ζ ) + ζ(σ + ζ )

1 + σ
q < r (e), (A2.26)

giving rise to oscillatory convection (corresponding to trapped slow magneto-acoustic oscil-
lations that are thermally excited). The preferred horizontal scale is also much reduced when
Q � 1: in dimensional terms, the critical values of Ra are least when a ∼ (π4 Q/2)1/6.

The development of nonlinear Boussinesq magnetoconvection has also received consid-
erable attention – see the reviews by Proctor and Weiss (1982), Weiss (1991) and Proctor
(1992) – while three-dimensional behaviour has been explored by Cattaneo, Emonet and
Weiss (2003). Compressible magnetoconvection is discussed by Schüssler and Knölker
(2001), Weiss (2002) and Proctor (2005).
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Carlsson, M., Stein, R. F., Nordlund, Å. and Scharmer, G. B. 2004. Astrophys. J., 610, L137.
Carrington, R. C. 1863. Observations of the Spots on the Sun (London: Williams & Norgate).
Carroll, T. A., Kopf, M., Ilyin, I., and Strassmeier, K. G. 2007. Astron. Nachr., 328, 1043.



9780521860031bib CUP/THW August 14, 2008 13:00 Page-250

250 References

Casanovas, J. 1997. In ASP Conf. Ser. 118, Advances in the Physics of Sunspots, ed. B. Schmieder, J. C. del Toro
Iniesta and M. Vázquez (San Francisco: Astron. Soc. Pacific), p. 3.

Catalano, S., Biazzo, K., Frasca, A., and Marilli, E. 2002a. Astron. Astrophys., 394, 1009.
Catalano, S., Biazzo, K., Frasca, A., et al. 2002b. Astron. Nachr., 323, 260.
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Oláh, K., Strassmeier, K. G., Granzer, T., Soon, W., and Baliunas, S. L. 2007. Astron. Nachr., 328, 1072.
O’Neal, D. 2006. Astrophys. J., 645, 659.
O’Neal, D., and Neff, J. E. 1997. Astron. J., 113, 1129.
O’Neal, D., Neff, J. E., and Saar, S. H. 1998. Astrophys. J., 507, 919.
O’Neal, D., Neff, J. E., Saar, S., and Cuntz, M. 2004a. Astron. J., 128, 1802.
O’Neal, D., Neff, J. E., Saar, S., and Mines, J. K. 2001. Astron. J., 122, 1954.
O’Neal, D., Saar, S. H., Aufdenberg, J., and Neff, J. E. 2004b. In IAU Symp. 219, Stars as Suns: Activity,

Evolution, and Planets, ed. A. K. Dupree and A. O. Benz (San Francisco: Astron. Soc. Pacific), p. 957.
O’Neal, D., Saar, S. H., and Neff, J. E. 1996. Astrophys. J., 463, 766.
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D. Moss and G. Rüdiger (Berlin: Springer), p. 309.
Piskunov, N. E., Huenemoerder, D. P., and Saar, S. H. 1994. In ASP Conf. Ser. 64, 8th Cambridge Workshop on

Cool Stars, Stellar Systems, and the Sun, ed. J. P. Caillault (San Francisco: Astron. Soc. Pacific), p. 658.
Pizzo, V. J. 1990. Astrophys. J., 365, 764.
Plaskett, H. H. 1936. Mon. Not. Roy. Astron. Soc., 96, 402.
Poe, C. H., and Eaton, J. A. 1985. Astrophys. J., 289, 644.
Popper, D. M. 1953. Pub. Astron. Soc. Pacific, 65, 278.
Priest, E. R. 1982. Solar Magnetohydrodynamics (Dordrecht: Reidel).
Proctor, M. R. E. 1992. In Sunspots: Theory and Observations, ed. J. H. Thomas and N. O. Weiss (Dordrecht:

Kluwer), p. 221.
Proctor, M. R. E. 2005. In Fluid Dynamics and Dynamos in Astrophysics and Geophysics, ed. A. M. Soward,

C. A. Jones, D. W. Hughes and N. O. Weiss (Boca Raton: CRC Press), p. 235.
Proctor, M. R. E., and Weiss, N. O. 1982. Rep. Prog. Phys., 45, 1317.
Prosser, C. F. 1992. Astron. J., 103, 488.
Pulkkinen, P., and Tuominen, I. 1998. Astron. Astrophys., 332, 748.
Pulkkinen, T. 2007. Living Revs Sol. Phys., 4, 1. (www.livingreviews.org/lrsp-2007-1)
Puschmann, K. G., Ruiz Cobo, B., Vázquez, M., Bonet, J. A., and Hanslmeier, A. 2005. Astron. Astrophys.,

441, 1157.
Radick, R. R., Thompson, G. T., Lockwood, G. W., Duncan, D. K., and Baggett, W. E. 1987. Astrophys. J.,

321, 459.
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Landé factor, 54, 55
Langley, Samuel, 24
Larmor, Joseph, 30
Little Ice Age, 22, 225
Lockyer, Norman, 26
Lorentz force, 201, 240
Lyot, Bernard, 236

magnetic
braking, 156
buoyancy, 31, 198, 200
canopy, 59, 86, 94, 102
carpet, 146, 148, 211
filigree, 149
pressure, 240
reconnection, 86
Reynolds number, 197, 240
tension, 240

magnetic field
force-free, 52, 62
intergranular, 57, 148–150
interplanetary, 221–222
intranetwork, 148
pore, 57–58
starspot, 182–183
sunspot, 3, 26, 38, 58–65

magnetic flux
concentration, 241
elements, 134–137, 148–150
expulsion, 100, 136, 199, 241
freezing, 30, 240
pumping, 100–103, 199
separation, 75

magnetic flux emergence
active region, 130–134
quiet Sun, 145–146

magnetic flux tube
intense, 134–137, 148–150
thin, 132–133, 198, 244

magnetoconvection, 30–31, 70–74, 89–93, 244–246
oscillatory, 71, 246
overturning, 71, 245–246

magnetogram, 1, 2, 81, 84, 125, 147



9780521860031ind CUP/THW August 14, 2008 18:52 Page-273

Index 273

magnetograph, 27, 55
magnetohydrodynamics, see MHD
magnetohydrostatic equilibrium, 62
magnetopause, 62
Malkus–Proctor effect, 198, 201
Marvell, Andrew, 19
Maunder, Ernest, 22, 23
Maunder Minimum, 5, 19, 22, 187, 189, 216, 225
Maxwell stress tensor, 201, 240
Maxwell’s equations, 239
Medieval Warm Period, 22, 225
meridional circulation, 179, 200, 208
mesogranulation, 148, 150
MHD, 29–30

approximation, 239
equations, 239–240
mean-field, 196–198
theory, 239, 233–246
waves, 107–108, 241–243

Milankovitch cycles, 222
mixing-length theory, 41
molecular absorption lines, starspots, 162–163
Mount Wilson HK project, 34, 151, 192, 231
moving magnetic features, 65, 97–99, 102

theoretical models, 98–99

Nicholson, Seth, 37, 39, 58, 59

Ohm’s law, 239
ω-effect, 31, 197–199, 202–203, 205
open solar magnetic flux, 221–222
optical depth, 6, 20, 46, 49, 57, 59, 73, 77, 134

p-mode, 66, 107, 109, 111, 115–117, 190
absorption, 119–122

Parker, Eugene, 31, 32, 37, 41, 43, 45, 61, 133, 134,
198–200, 202, 239

Pascal, Blaise, 230
Pastorff, Johann Wilhelm, 23, 37
penumbra, 1, 38

brightness, 42–43
formation of, 89, 99–100, 102–104
magnetic field, 83–86
models, 50
size, 39

penumbral
convection, 89–93
gaps, 92
grains, 80–83, 91–92
waves, 107, 118–119

penumbral filaments, 3, 23, 78–83, 231
dark cores, 83, 88–89, 92, 231

penumbral magnetic field
interlocking-comb configuration, 78, 83–86, 231

Pickering, Edward, 34
plage, 127
polarimetry, 59, 237–238

pore, 1, 41, 124–126, 137
magnetic field, 57–58
magnetic field models, 62–63
size, 2, 38

Prandtl number
magnetic, 210

Rayleigh number, 72, 90, 245
Rossby number, 194
rotation

differential, see differential rotation
solar, 16–18, 143
stellar, 152–156, 194, 207
tangent cylinder, 208
Taylor–Proudman constraint, 207

RS CVn binaries, 157, 162, 163, 172, 180
RS CVn stars, 166

Sabine, Edward, 20, 31
Scheiner, Christoph, 16–19, 36
Schuster, Arthur, 20, 29
Schwabe, Heinrich, 20, 37, 185
Schwarzschild, Karl, 22, 34, 37, 151, 179
Secchi, Angelo, 37
seeing, 25, 233
siphon flows, 95–97
solar

flare, 217–218, 220
irradiance, 212–216
luminosity, 223
wind, 31–32, 219

solar activity, 4
influence on Earth’s climate, 22
nests, 131

solar cycle, 5, 20–21, 185–190
modulation, 186–190

solar dynamo
mechanisms

α-effect, 200–201
differential rotation, 199
flux pumping, 199
magnetic buoyancy, 199, 200
Malkus–Proctor effect, 201
meridional flow, 200

models
chaotic, 205–206
distributed, 201
flux transport, 201–202
interface, 202–204
modulation, 205–206
symmetry-breaking, 205–206

solar variability, 212–216, 222–228
effects on Earth’s climate, 223–228

solar–stellar connection, 10–11, 35, 151
sound speed, 242
space weather, 218–221
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