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Preface

The distinction between geophysics and astronomy was once clear. Events
on Earth constituted the realm of geophysics, while astronomy encompassed
objects that are located many light years from the Sun and Earth. Interstellar
clouds were “out there”, where they could be observed from isolated obser-
vatories nestled under the starry skies of the world’s deserts. Geology relied
on shovels and drill bits to obtain samples of mud and ice that contained clues
to the paleoclimate. The space age changed all of this, with the discovery of
interstellar gas and dust inside of the heliosphere. Mankind now looks out on
the Universe from our vantage point on the spaceship Earth, and the scientific
continuum that starts with the mineral and isotope composition on Earth ex-
tends back to the creation of the elements and isotopes at the beginning of the
Universe. Through geological traces of radioisotopes and interplanetary ma-
terial with a cosmic origin, the planetary system of the Sun provides a living
record of the journey of the Sun through the Milky Way Galaxy. It is this living
record, of which we are a part, that makes the discussions of the influence of
interstellar matter on the heliosphere and Earth a compelling topic.

The Sun experiences many kinds of Galactic environments on its journey
through space. The solar wind bubble, or heliosphere, acts as a buffer between
the broad range of interstellar cloud types that are encountered, and the inner
portion of the solar system where the Earth is located. The goal of this book
is to show how changes in the galactic environment of the Sun affect the he-
liosphere, solar system, and Earth. It is partly motivated by what may be a
purely happenstance coincidence. When I first plotted the solar space trajec-
tory on a map of the Local Bubble,1 it occurred to me that it may not be a
coincidence that our Earth was in the deep vacuum of the Local Bubble during
the past ∼2.5 million years when the genus homo emerged.

Professor John A. Simpson gave me a desk with his group after we moved
to Chicago from Berkeley, and I learned about the heliosphere. Convinced that
the interstellar hydrogen and helium observed inside of the heliosphere were
part of the interstellar cloud seen towards Rasalhague, 14 pc away, I proposed
to use the ultraviolet spectrometers on the Copernicus satellite to acquire high-
resolution data on solar Lyman-alpha photons fluorescing off of interstellar

xxi



xxii Preface

hydrogen inside of the heliosphere2. In the world of astronomy, interstellar
matter was between distant stars such as Scorpius and Orion, so this may have
been the first observational effort to relate interstellar gas inside and outside of
the heliosphere.

This book is dedicated to the memory of Professor John Simpson, who
helped make the space age a reality. He played an important role in bring-
ing a full-fledged space physics program to fruition at NASA, and was a leader
in promoting healthy international scientific collaborations. John was the Prin-
cipal Investigator for instruments on 10 interplanetary spacecraft and twenty
Earth-orbiting satellites. He was an author or coauthor of over 330 scientific
papers published between the years 1940–2000. His group made many ma-
jor scientific contributions, including the discovery of the anomalous cosmic
ray component3. John also played a vital role in founding and supporting The
Bulletin of the Atomic Scientists, a periodical dedicated to the peaceful use of
nuclear energy. His influence on the world has been profound. This volume is
dedicated to John in honor of his scientific and policy contributions.

Notes
1. Frisch, P. and York, D. G. (1986). Interstellar Clouds Near the Sun. In The Galaxy and the Solar

System, pages 83–100. Eds. R. Smoluchowski, J. Bahcall, and M. Matthews (University of Arizona Press).
2. Adams, T. F. and Frisch, P. C. (1977). High-resolution Observations of the Lyman Alpha Sky

Background. Astrophys. J., 212:300–308.
3. Garcia-Munoz, M., Mason, G. M., and Simpson, J. A. (1973). A New Test for Solar Modula-

tion Theory: the 1972 May-July Low-Energy Galactic Cosmic-Ray Proton and Helium Spectra. Astro-
phys. J. Lett., 182:L81–L84.

PRISCILLA C. FRISCH



Foreword

“An unusual display of the Aurora Borealis was witnessed here on the
evening of Oct. 22, 1804...where a luminous cloud was formed, curling and
rolling like smoke, and soon after dissipated in quick and repeated corusca-
tions. .... On the 16th of June, 1806, there occurred a remarkable eclipse of
the sun, which, at Boston and places farther south, was total. ... This eclipse
formed an epoch among farmers, who used to date from it the commencement
of those cold seasons, which, with some exceptions, continued with increasing
severity, for 10 years.”

New England agricultural records during the Little Ice Age, from “Annals
of the Town of Warren”, by Cyrus Eaton (Hallowell, Masters, Smith & Co.)
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Chapter 1

INTRODUCTION:
PALEOHELIOSPHERE VERSUS PALEOLISM

Priscilla C. Frisch
University of Chicago
frisch@oddjob.uchicago.edu

Abstract Speculations that encounters with interstellar clouds modify the terrestrial cli-
mate have appeared in the scientific literature for over 85 years. The articles in
this volume seek to give substance to these speculations by examining the exact
mechanisms that link the pressure and composition of the interstellar medium
surrounding the Sun to the physical properties of the inner heliosphere at the
Earth.

Keywords: Heliosphere, interstellar clouds, interstellar medium, cosmic rays, magnetosphere,
atmosphere, climate, solar wind, paleoclimate

1.1 The Underlying Query
If the solar galactic environment is to have a discernible effect on events on

the surface of the Earth, it must be through a subtle and indirect influence on
the terrestrial climate. The scientific and philosophical literature of the 18th,
19th and 20th centuries all include discussions of possible cosmic influences
on the terrestrial climate, including the effect of cometary impacts on Earth
(Halley, 1724), and the diminished solar radiation from sunspots, which Her-
schel attributed to “holes” in the luminous fluid on the surface of the Sun1

(Herschel, 1795). The discovery of interstellar material in the 20th century led
to speculations that encounters with dense clouds initiated the ice ages (Shap-
ley, 1921), and many papers appeared that explored the implications of such
encounters, including the influence of interstellar material (ISM) on the inter-
planetary medium and planetary atmospheres (e.g. Fahr, 1968, Begelman and

1
P. C. Frisch (ed.), Solar Journey: The Significance of our Galactic Environment for the Heliosphere and
Earth, 1–22.
c© 2006 Springer.



2 The Significance of our Galactic Environment

Rees, 1976, McKay and Thomas, 1978, Thomas, 1978, McCrea, 1975, Talbot
and Newman, 1977, Willis, 1978, Butler et al., 1978). The ISM-modulated
heliosphere was also believed to affect climate stability and astrospheres (e.g.
Frisch, 1993, Frisch, 1997, Zank and Frisch, 1999). Recent advances in our
understanding of the solar wind and heliosphere (e.g. Wang and Richardson,
2005, Fahr, 2004) justify a new look at this age-old issue. This book addresses
the underlying question:

How does the heliospheric interaction with the interstellar medium
affect the heliosphere, interplanetary medium, and Earth?

The heliosphere is the cavity in the interstellar medium created by the dy-
namic ram pressure of the radially expanding solar wind, a halo of plasma
around the Sun and planets, dancing like a candle in the wind and regulating
the flux of cosmic rays and interstellar material at the Earth. Neutral interstel-
lar gas and large interstellar dust grains penetrate the heliosphere, but the solar
wind acts as a buffer between the Earth and most other interstellar material and
low energy galactic cosmic rays (GCR). Together the solar wind and interstel-
lar medium determine the properties of the heliosphere. In the present epoch
the densities of the solar wind and interstellar neutrals are approximately equal
outside of the Jupiter orbit. Solar activity levels drive the heliosphere from
within, and the physical properties of the surrounding interstellar cloud con-
strain the heliosphere from without, so that the boundary conditions of the
heliosphere are set by interstellar material. Figure 1.1 shows the Sun and he-
liosphere in the setting of the Milky Way Galaxy.

The answer to the question posed above lies in an interdisciplinary study
of the coupling between the interstellar medium and the solar wind, and the
effects that ISM variations have on the 1 AU environment of the Earth through
this coupling. The articles in this book explore different viewpoints, including
gedanken experiments, as well as data-rich summaries of variations in the solar
environment and paleoclimate data on cosmic ray flux variations at Earth.

The book begins with the development of theoretical models of the he-
liosphere that demonstrate the sensitivity of the heliosphere to the variations
in boundary conditions caused by the passage of the Sun through interstellar
clouds. A series of gedanken experiments then yield the response of planetary
magnetospheres to encounters with denser ISM. Variations in the galactic en-
vironment of the Sun, caused by the motions of the Sun and clouds through the
Galaxy, are shown to occur for both long and short timescales.

The heliosphere acts as a buffer between the Earth and interstellar medium,
so that dust and particle populations inside of the heliosphere, which have an
interstellar origin, vary as the Sun traverses interstellar clouds. These buffer-
ing mechanisms determine the interplanetary medium2. The properties of
these buffering interactions are evaluated for heliosphere models that have been
developed using boundary conditions appropriate for when the Sun traverses
different types of interstellar clouds.
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The consequences of Sun-cloud encounters are then discussed in terms of
the accretion of ISM onto the terrestrial atmosphere for dense cloud encoun-
ters, and the possibly extreme variations expected for cosmic ray modulation
when interstellar densities vary substantially. Radioisotope records on Earth
extending backwards in time for over ∼0.5 Myrs, together with paleoclimate
data, suggest that cosmic ray fluxes are related to climate. The galactic envi-
ronment of the Sun must have left an imprint on the geological record through
variations in the concentrations of radioactive isotopes.

The selection of topics in this book is based partly on scientific areas that
have already been discussed in the literature. The authors who were invited to
contribute chapters have previously studied the heliosphere response to vari-
able ISM conditions.

Figure 1.1 shows the heliosphere in our setting of the Milky Way Galaxy.
A postscript at the end of this chapter lists basic useful information. I in-
troduce the term “paleoheliosphere” to represent the heliosphere in the past,
when the boundary conditions set by the local interstellar material (LISM)
may have differed substantially from the boundary conditions for the present-
day heliosphere. The “paleolism” is the local ISM that once surrounded the
heliosphere.

1.2 Addressing the Query: The Heliosphere and Particle
Populations for Different Interstellar Environments

The solar wind drives the heliosphere from the inside, with the properties of
the solar wind varying with ecliptic latitude and the phase of the 11-year solar
activity cycle. The global heliosphere is the volume of space occupied by the
supersonic and subsonic solar wind. Interstellar material forms the boundary
conditions of the heliosphere, and the windward side of the heliosphere, or the
“upwind direction”, is defined by the interstellar velocity vector with respect
to the Sun. The leeward side of the heliosphere is the “downwind direction”.
Figure 1.1 shows a cartoon of the present-day heliosphere, with labels for the
major landmarks such as the termination shock, heliopause, and bow shock.

In the present-day heliosphere, the transition from solar wind to interstellar
plasma occurs at a contact discontinuity known as the “heliopause”, which is
formed where the total solar wind and interstellar pressures equilibrate (Holzer,
1989). For a non-zero interstellar cloud velocity in the solar rest frame, the so-
lar wind turns around at the heliopause and flows around the flanks of the he-
liosphere and into the downwind heliotail. Before reaching the heliopause, the
supersonic solar wind slows to subsonic velocities at the “termination shock”,
where kinetic energy is converted to thermal energy.

The subsonic solar wind region between the termination shock and he-
liopause is called the inner “heliosheath”. The outer heliosheath lies just beyond
the heliopause, where the pristine ISM is distorted by the ram pressure of the
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Figure 1.1. The solar location and vector motion are identified for the kiloparsec scale sizes
of the Milky Way Galaxy (large image), and for the ∼500 parsec scale size of the Local Bubble
(medium sized image, inset in upper left hand corner). A schematic drawing of the heliosphere
(small image, inset in lower right hand corner) shows the upwind velocity of the interstellar wind
(“ISM”) as observed in the rest frame of the Sun. Coincidently, this direction, which determines
the heliosphere nose, is close to the galactic center direction. The orientation of the plane in the
small inset differs from the planes of the large and medium figures, since the ecliptic plane is
tilted by 60◦ with respect to the galactic plane. The Sun is 8 kpc from the center of the Milky
Way Galaxy, and the solar neighborhood moves towards the direction � = 90◦ at a velocity of
225 km s−1. The spiral arm positions are drawn from Vallee (2005), except for the Orion spur.
The Local Bubble configuration is based on measurements of starlight reddening by interstellar
dust (Chapter 6). The lowest level of shading corresponds to color excess values E(B-V) =
0.051 mag, or column densities log N (H) (cm−2) = 20.40 dex. The dotted region shows
the widespread ionized gas associated with the Gum Nebula. The heliosphere cartoon shows
interstellar protons deflected in the plasma flow in the outer heliosheath regions, compared to
the interstellar neutrals that penetrate the heliopause.



Introduction: Paleoheliosphere versus Paleolism 5

heliosphere. A bow shock, where the interstellar gas becomes subsonic, is ex-
pected to form ahead of the present-day heliosphere in the observed upwind
direction of the ISM flow through the solar system.

Large interstellar dust grains and interstellar atoms that remain neutral in-
side of the orbit of Earth, such as He, are gravitationally focused in the down-
wind direction. This “focusing cone” is traversed by the Earth every year in
early December, and extends many AU from the Sun in the leeward direction
(e.g. Landgraf, 2000, Möbius et al., 2004, Frisch, 2000). The heliotail itself
extends >103 AU from the Sun in the downwind direction, forming a cosmic
wake for the solar system.

Of significance when considering the interaction of the heliosphere with
an interstellar cloud is that neutral particles enter the heliosphere relatively
unimpeded, after which they are ionized and convected outwards with the solar
wind. Ions and small charged dust grains are magnetically deflected in the
heliosheath around the flanks of the heliosphere (see Figure 1.1).

Space and astronomical data now confirm the basic milestones of the outer
heliosphere. Voyager 1 crossed the termination shock at 94 AU on 16 De-
cember, 2004 (UT), and observed the signature of the termination shock on
low-energy particle populations, the solar wind magnetic field, low-energy
electrons and protons, and Langmuir radio emission (Stone et al., 2005, Burlaga
et al., 2005, Gurnett and Kurth, 2005, Decker et al., 2005). The present-day
termination shock appears to be weak, with a solar wind velocity jump ratio
(the ratio of upstream to downstream values) of ∼2.6 and a magnetic field com-
pression ratio of ∼3. The magnetic wall that is predicted for the heliosphere
(Linde, 1998, Ratkiewicz et al., 1998, Chapter 3 by Pogorelov and Zank) ap-
pears to have been detected through observations of magnetically aligned dust
grains (Frisch, 2005), and the offset between upwind directions of interstellar
H◦ and He◦ (Lallement et al., 2005). The compressed and heated H◦ in the
hydrogen wall region of the outer heliosheath has now been detected around a
number of stars (Wood et al., 2005).

The present-day solar wind is the baseline for evaluating the heliosphere
response to ISM variations in the following articles, so a short review of the
solar wind is first presented. The remaining part of §1.2 introduces the topics
in the following articles in terms of the underlying query of the book.

1.2.1 The Present Day Solar Wind
The solar wind originates in the million degree solar corona that expands

radially outwards, with a density ∼1/R2
S where RS is the distance to the Sun,

and contains both features that corotate with the Sun, and transient structures
(e.g. Gosling, 1996). The properties of the solar wind vary with the phase of
the solar magnetic activity cycle and with ecliptic latitude. The best historical
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indicator of solar magnetic activity levels is the number of sunspots, first de-
tected by Galileo in 1610, which are magnetic storms in the convective zone
of the Sun. Sunspot numbers indicate that the magnetic activity levels fluctu-
ate with a ∼11 year cycle, or the “solar cycle”, and solar maximum/minimum
corresponds to the maximum/minimum of sunspot numbers. The magnetic
polarity of the Sun varies with a ∼22 year cycle. During solar maximum, a
low-speed wind, with velocity ∼300–600 km s−1 and density ∼6–10 particles
cm−3 at 1 AU, extends over most of the solar disk. Open magnetic field lines3

are limited to solar pole regions. A neutral current sheet ∼0.4 AU thick forms
between the solar wind containing negative magnetic polarity fields and the
solar wind that contains positive magnetic polarity fields. The neutral current
sheet reaches its largest inclination (≥70◦) during solar maximum. During
the conditions of solar minimum, a high speed wind with velocity ∼600–
800 km s−1 and density ∼5 cm−3 is accelerated in the open magnetic flux
lines in coronal holes. During mininum, the high speed wind and open field
lines extend from the polar regions down to latitudes of ≤40◦ (Smith et al.,
2003, Richardson et al., 1995). The higher solar wind momentum flux asso-
ciated with solar minimum conditions produces an upwind termination shock
that is ∼5–40 AU more distant in the upwind direction than during solar maxi-
mum conditions (e.g. Scherer and Fahr, 2003, Zank and Müller, 2003, Whang,
2004).

During solar minimum conditions, the magnetic field is dominated by the
dipole and hexapole moments, with a small contribution from a quadrupole
moment. The alignment and strength of the multipoles depend on the phase
of the solar cycle (Bravo et al., 1998). The solar dipole moment is strongest
during solar minimum, when it is generally aligned with the solar rotation axis.
Sunspots migrate from high to low heliographic latitudes. The magnetic poles
follow the coronal holes to the solar equator as solar activity increases. During
the solar maximum period, the galactic cosmic rays undergo their maximum
modulation, the dipole component of the magnetic field is minimized, and the
polarity of the solar magnetic field reverses (Lockwood and Webber, 2005,
Figure 1.2). Over historic times, the cosmic ray modulation by the heliosphere
correlates better with the open magnetic flux line coverage than with sunspot
numbers (McCracken et al., 2004).

Variable cosmic ray modulation produced by a variable heliosphere may
be a primary factor in both solar and ISM forcing of the terrestrial climate.
The heliosphere modulation of cosmic rays is well established. John Simp-
son, to whom this book is dedicated, initiated a program 5 solar cycles ago
in 1951 to monitor cosmic ray fluxes on Earth using high-altitude neutron
detectors (Simpson, 2001). The results show a pronounced anticorrelation be-
tween cosmic ray flux levels and solar sunspot numbers, which trace the 11-
year Schwabe magnetic activity cycle, and which also show that the polarity
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of the solar magnetic field affects cosmic ray modulation (see Figure 1.2). The
articles in this book show convincingly that the ISM also modulates the he-
liosphere, and the effect of the solar wind on the heliosphere must be differen-
tiated from the influence of interstellar matter.

Variations in solar activity levels are also seen over ∼100–200 year
timescales, such as the absence of sunspots during the Maunder Minimum
in the 17th century. Modern climate records show that the Maunder Mini-
mum corresponded to extremely cold weather, and radioisotope records show
that the flux of cosmic rays was unusually high at this time (see Kirkby and
Carslaw, Chapter 12). Similar effects will occur from the modulation of galac-
tic cosmic rays by the passage of the Sun through an interstellar cloud.

These temporal and latitudinal variations in the solar wind momentum flux
produce an asymmetric heliosphere, which varies with time. Any possible
historical signature of the ISM on the heliosphere must first be distinguished
from variations driven by the solar wind itself.

1.2.2 Present Day Heliosphere and Sensitivity to ISM
The ISM forms the boundary conditions of the heliosphere, so that encoun-

ters with interstellar clouds will affect the global heliosphere, the interplan-
etary medium, and the inner heliosphere region where the Earth is located.
Today an interstellar wind passes through the solar system at –26.3 km s−1

(Witte, 2004). An entering parcel of ISM takes about 20 years to reach the
inner heliosphere, so that ISM near the Earth is constantly replenished with
new inflowing material. This warm gas is low density and partially ionized,
with temperature T∼ 6,300 K, and densities of neutral and ionized matter of
n(Ho)∼0.2 cm−3, and n(H+)∼0.1 cm−3.

An elementary perspective of the response of the heliosphere to interstellar
pressures is given by an analytical expression for the heliopause distance based
on the locus of positions where the solar wind ram pressure, PSW, and the total
interstellar pressure equilibrate (Holzer, 1989). The solar wind density ρ falls
off as ∼1/R2, where R is the distance to the Sun, while the velocity v is
relatively constant. At 1 AU the solar wind ram pressure is PSW,1AU∼ρ v2 so
the heliosphere distance, RHP, is given by:

PSW,1AU/R2
HP ∼ PB + PIons,thermal + PIons,ram + PDust + PCR

The interstellar pressure terms include the magnetic pressure PB, the thermal,
PIons,thermal, and the ram, PIons,ram, pressures of the charged gas, and the
pressures of dust grains, PDust, and cosmic rays, PCR, which are excluded
by heliosphere magnetic fields and plasma. Some interstellar neutrals convert
to ions through charge exchange with compressed interstellar proton gas in
heliosheath regions, adding to the confining pressure. An important response
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characteristic is that, for many clouds, the encounter will be ram-pressure dom-
inated, where Pram ∼ mv2 for interstellar cloud mass density m and relative
Sun-cloud velocity v, so that variations in the cloud velocity perturb the he-
liosphere even if the thermal pressures remain constant.

The multifluid, magnetohydrodynamic (MHD), hydrodynamic and hybrid
approaches used in the following chapters provide much more substantial mod-
els for the heliosphere, and include the coupling between neutrals and plasma,
and field-particle interactions. These sophisticated models predict variations
in the global heliosphere in the face of changing interstellar boundary condi-
tions, and for a range of different cloud types. Although impossible to model a
solar encounter with every type of interstellar cloud, the following articles in-
clude discussions of many of the extremes of the interstellar parameter space,
including low density gas with a range of velocities, very tenuous plasma, high
velocity clouds, dense ISM, and magnetized material for a range of field ori-
entations and strengths. The discussions in these chapters extrapolate from our
best theoretical understanding of the heliosphere boundary conditions today
to values that differ, in some cases dramatically, from the boundary condi-
tions that prevailed at the beginning of the third millennium in the Gregorian
calendar.

The Sun has been, and will be, subjected to many different physical envi-
ronments over its lifetime. Theoretical heliosphere models yield the properties
of the solar wind-ISM interaction for these different environments, which in
turn determine the nature and properties of interstellar populations inside of
the heliosphere for a range of galactic environments. These models form the
foundation for understanding the significance of our galactic environment for
the Earth.

The interstellar parameter space is explored by Zank et al. (Chapter 2),
where 28 sets of boundary conditions are evaluated with computationally effi-
cient multifluid models. Moebius et al. (Chapter 8), Fahr et al. (Chapter 9),
Florinski and Zank (Chapter 10), and Yeghikyan and Fahr (Chapter 11) also de-
velop heliosphere models for a range of interstellar conditions. Together these
models evaluate the heliosphere response to interstellar density, temperature,
and velocity variations of factors of ∼109, ∼105, and ∼102, respectively.

The interstellar magnetic field introduces an asymmetric pressure on the
heliosphere, affecting the heliosphere current sheet and cosmic ray modulation.
Pogorelov and Zank (Chapter 3) use MHD models to probe the heliosphere
response to the interstellar magnetic field, including charge exchange between
the neutrals and solar wind. The resulting asymmetry provides a test of the
magnetic field direction, and shows strong differences between cases where the
interstellar flow is parallel, instead of perpendicular, to the interstellar magnetic
field direction. Since the random component of the interstellar magnetic field
is stronger, on the average, than the ordered component, particularly in spiral
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arm regions where active star formation occurs, a range of interstellar magnetic
field strengths and orientations are expected over the solar lifetime (Shaviv,
Chapter 5, and Frisch and Slavin, Chapter 6).

1.2.3 Planetary Magnetospheres
The Earth’s magnetosphere acts as a buffer between the solar wind and at-

mosphere, and as such is an ingredient in understanding the effect of our galac-
tic environment on the Earth. The decreasing solar wind density in the outer
heliosphere results in an interplanetary medium around outer planets that is
more sensitive to ISM variations than for inner planets, with implications for
the magnetospheres of Jupiter, Neptune, and Uranus. Most topics in this book
are already considered in the scientific literature, but questions about magne-
tosphere variations from an ISM-modulated heliosphere have received scant
attention. In a quintessential gedanken experiment, Parker explores the inter-
action between magnetospheres and the solar wind for variations in the inter-
stellar density, and for inner versus outer planets (Chapter 4).

1.2.4 Short and Long Term Variations in the Galactic
Environment

There is every reason to expect that the galactic environment of the Sun
varies over geological timescales. The Sun moves through space at a velocity
of 13–20 km s−1, and interstellar clouds have velocities ranging up to hun-
dreds of km s−1. The Arecibo Millennium survey showed that ∼25% of the
mass contained in interstellar H◦, including both warm and cold ISM, is in
clouds traveling with velocities ≥10 km s−1 through the local standard of rest
(Heiles and Troland, 2003). Thus Sun-cloud encounters with relative veloc-
ities exceeding 25 km s−1 are quite likely, and for a typical cloud length of
∼1 pc the cloud transit time would be ∼40,000 years. The many types of
ISM traversed by the Sun during the past several million years have affected
the heliosphere, the inner solar system, and the flux of anomalous and galactic
cosmic rays at Earth (Frisch and York, 1986, Frisch, 1997, Frisch, 1998).

For the past ∼3 Myrs the Sun has been in a nearly empty region of space,
the “Local Bubble”, with very low densities of <10−26 gr cm−3. Within the
past 44,000–150,000 years the Sun entered a flow of tenuous, partly neutral
ISM, nick-named the “Local Fluff”, with density ∼60 times higher (Chap-
ter 6). This transition was accompanied by the appearance of interstellar dust
and neutrals in the heliosphere, along with the pickup ion and anomalous cos-
mic ray populations. Galactic cosmic ray modulation was affected, providing
a possible link between our galactic environment and climate. Intriguingly,
the averaged cosmic ray flux at Earth, as traced by 10Be records, was lower in
the past ∼135 kyrs than for earlier times (Chapter 12). Was the decrease in the
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galactic cosmic ray flux ∼135 kyrs ago caused by an increase in modulation as
the Sun entered the Local Fluff?

The galactic environment of the Sun also varies quite dramatically over long
time scales, as discussed by Shaviv (Chapter 5). Over its 4.5 billion year life-
time, the Sun traverses spiral arm and interarm regions, with atomic densities
varying from less than 10−26.1 g cm−3 to over 10−20.1 g cm−3, and temper-
atures ranging over 7 orders of magnitude, 10–107 K. The Sun is now in low
density space between the Perseus and Sagittarius spiral arms, and on the inner
edge of what is known as the Orion spur on the Local Arm. The Local Arm
is not shown in Figure 1.1, as is consistent with the usual Galaxy depictions.
The Local Arm does not appear to be a grand design spiral shock (Bochkarev,
1984). The Sun has a systematic motion of 13–20 km s−1 with respect to the
nearest stars, corresponding to ∼3–4 AU per year. The Local Interstellar Cloud
(LIC) now surrounding the Sun traverses the heliosphere at ∼5.5 AU per year.
The Sun oscillates vertically through the galactic plane once every ∼34 Myrs,
and orbits the center of the Milky Way Galaxy once per ∼220 Myrs.

Shaviv evaluates variations in the galactic environment of the Sun over long
timescales. This bold discussion compares various geologic records of cosmic
ray flux variations, based on radioisotope data that sample timescales of ∼108

years, with models of the Milky Way Galaxy spiral arm pattern to reconstruct
the timing of the Sun’s passage through spiral arms. The chapter concludes
that star formation in spiral arms leaves a signature on the radioisotope records
of the solar system.

Frisch and Slavin (Chapter 6) reconstruct short-term variations of the galac-
tic environment of the Sun using observations of interstellar matter towards
nearby stars and inside of the solar system. Radiative transfer models of the
LIC show that ionization varies across this low density cloud, so that the
heliosphere boundary conditions vary from radiative transfer considerations
alone as the Sun traverses the LIC. Cloud transitions are predicted for the past
∼3 Myrs, including the departure of the Sun from the Local Bubble interior
44,000–150,000 years ago.

1.2.5 Interstellar Dust
The particle populations formed by the interactions between the solar wind

and interstellar dust, gas, and cosmic rays are emissaries between the cosmos
and inner heliosphere, varying as the Sun moves through clouds.

About ∼1% of the mass of the cloud surrounding the Sun is contained in in-
terstellar dust grains. The largest of these charged grains, mass >10−13 g, have
large magnetic Larmor radii of >500 AU at the heliopause for an interstellar
field of ∼1.5 µG, and flow into the solar system. The Earth passes through the
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gravitational focusing cone formed by these grains early each December. The
smallest charged grains, mass <10−14.5 g and radii <0.01 µm, have Larmor
radii of ∼20 AU, depending on the magnetic field strength and radiation field,
and are deflected around the heliosheath (Frisch et al., 1999). Interstellar dust
grains are measured in the inner heliosphere within ∼5 AU of the Sun, and
over the solar poles, by satellites such as Ulysses, Galileo and Cassini. Land-
graf (Chapter 7) reviews the properties of the interaction between interstellar
dust and the solar wind, and speculates on the changes that might be expected
from an encounter with a dense interstellar cloud.

Should it some day be possible to compare the ratio of large to small inter-
stellar dust grains on the surfaces of the inner versus outer planets, it would
become possible to disentangle cloud encounters from solar activity effects.

At the very large end of the dust population mass spectrum we find interstel-
lar micrometeorites, with masses ∼3 × 10−7 g, open orbits, and inflow veloc-
ities greater than the 42 km s−1 escape velocity from the solar system at 1 AU.
These interstellar objects, detected by radar as they impact the atmosphere,
evidently originate in circumstellar disks such as that around β Pictoris, and in
the interior of the Local Bubble (Baggaley, 2000, Meisel et al., 2002). These
objects do not collisionally couple to the interstellar gas (Gruen and Landgraf,
2000), and should not vary with the type of ISM surrounding the Sun.

1.2.6 Particle Populations in the Inner and Outer
Heliosphere

Presently, low energy interstellar neutrals, high energy galactic cosmic rays,
and interstellar dust all enter the heliosphere. The characteristics of each of
these populations and their secondary products are modified as the Sun transits
the ISM, or the cloud ionization changes. The first ionization potential (FIP)
of H◦ is 13.6 eV. Neutral interstellar atoms with FIP < 13.6 eV are ionized in
nearly all interstellar clouds because the main source of interstellar opacity is
H◦. Interstellar ions are deflected around the heliosheath, so the result is that
only interstellar atoms with FIP > 13.6 eV enter the heliosphere where they
are then destroyed, primarily by charge exchange with solar wind ions.

The density of interstellar neutrals in the inner heliosphere depends on the
density and ionization of the surrounding cloud, the ionization (or “filtration”)
of those neutrals by the heliosheath, and the subsequent interactions with the
solar wind inside of the heliosphere. Secondary products produced by so-
lar wind interactions with interstellar neutrals inside of the heliosphere in-
clude pickup ions4, energetic neutral atoms, the gravitational focusing cone
formed by helium (also seen in dust), and the anomalous cosmic ray population
with energies <1 GeV. Interstellar neutrals inside of the heliosphere, and the
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heliosphere itself, form a coupled system that together respond to variations in
the heliosphere boundary conditions.

Moebius et al. (Chapter 8) model the heliosphere for several different con-
ditions, and then probe the response of the inner heliosphere to the density of
interstellar neutrals flowing into this ISM-modified heliosphere. At 1 AU, the
neutral densities, particle populations derived from interstellar neutrals, and
characteristics of the helium focusing cone all respond to variations in the in-
terstellar boundary conditions. For some cases, increased neutral fluxes fall on
the atmosphere of Earth (also see Yeghikyan and Fahr, Chapter 11).

The velocity structure of the ISM appears to vary on subparsec scale lengths
(Frisch and Slavin, Chapter 6), and these variations may in some cases result in
significant modifications of the inner heliosphere, particularly the gravitational
focusing cone, when all other interstellar parameters such as thermal pressure
are invariant (Zank et al., Chapter 2, Moebius et al., Chapter 8).

The most readily available diagnostics of the paleoheliosphere are radioiso-
topes, formed by cosmic ray spallation on the atmosphere, interplanetary and
interstellar dust, and meteorites. Thus, the evaluation of cosmic ray modula-
tion for various types of interstellar cloud boundary conditions is a key part
of understanding the paleoclimate records that might trace the solar journey
through the Milky Way Galaxy. Fahr et al. (Chapter 9) and Florinski and
Zank (Chapter 10) use our understanding of galactic cosmic ray modulation
in the modern-day heliosphere as a basis for making detailed calculations of
the response of the paleoheliosphere, or the heliosphere as it once was, to the
paleolism, or the local interstellar medium that once surrounded the Sun. The
predictions of these calculations are quite intriguing. Both the termination
shock compression ratio and the solar wind turbulence spectrum may vary dra-
matically with different environments, as mass-loading by pickup ions and the
heliosphere properties vary. The problem of galactic cosmic ray modulation in
an ISM-forced heliosphere is extremely important to understanding the paleo-
heliosphere signature in the terrestrial isotope record.

Today, galactic cosmic rays (GCR) with energies ≥0.25 GeV penetrate the
solar system, and anomalous cosmic rays (energies <1 GeV) are formed from
accelerated pickup ions. The cosmic ray flux at Earth is sampled by geological
radioisotope records, as reviewed Kirkby and Carslaw (Chapter 12, also see
Florinski and Zank, Chapter 10). Astronomical data indicates that the Sun has
emerged from a region of space with virtually no neutral ISM within the past
∼0.4–1.5 105 years, and entered the Local Fluff (Chapter 6). The GCR mod-
ulation discontinuity that accompanied this transition may be in the geologic
record, which show lower cosmic ray fluxes at Earth, on the average, for the
past 135 kyrs years than the 135 kyrs before that (Christl et al., 2004).
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1.2.7 Atmosphere Accretion from Dense Cloud
Encounters

Harlow Shapley (1921) suggested that an encounter between the Sun and gi-
ant dust clouds in Orion may have perturbed the terrestrial climate and caused
ice ages. The discovery of interstellar H◦ and He◦ inside the heliosphere was
soon followed by studies of the ISM influence on the atmosphere for dense
cloud conditions (Fahr, 1968, Begelman and Rees, 1976, McKay and Thomas,
1978, Thomas, 1978, McCrea, 1975, Talbot and Newman, 1977, Willis, 1978,
Butler et al., 1978). Yeghikyan and Fahr (Chapter 11), evaluate the density of
ISM at the Earth based on models describing the heliosphere inside of an dense
cloud, and the interactions between the solar wind and ISM for these dense
cloud conditions (also see Chapter 9, by Fahr et al.). These models then yield
the concentration of interstellar hydrogen at the Earth, and the flow of water
downward towards the Earth’s surface, as a function of the dense cloud density.
Significant atmosphere modifications are predicted in some cases. Enhanced
neutral populations at 1 AU for a somewhat lower interstellar cloud density
regime are discussed in Chapter 8, by Moebius et al.

1.2.8 Possible Effects of Cosmic Rays
Both solar activity cycles (Figure 1.2) and ISM variations modulate the

cosmic ray flux in the heliosphere, and Kirkby and Carslaw (Chapter 12) com-
pare galactic cosmic ray records with paleoclimate archives. They examine
sources of climate forcing such as solar irradiance and cosmic ray fluxes, and
conclude that arguments in favor of cosmic ray climate forcing are strong al-
though the mechanism is uncertain. This relation between cosmic ray flux
levels and the climate is shown by radioisotope records and climate archives,
such as ice cores, stalagmites, and ice-rafted debris, and for modern times, by
historical records. Paleoclimate archives include terrestrial records of cosmic
ray spallation in the atmosphere, as traced by radioisotopes with short half-
lives (τ1/2), e.g. 14C (τ1/2 = 5, 730 yrs) and 10Be (τ1/2 = 1.6 Myrs). Possible
mechanisms linking the cosmic ray flux at 1 AU and the climate include cloud
nucleation by cosmic rays, and the global electrical circuit (see Chapter 12 and
Roble and Hays, 1979). The discussion in Chapter 12 provides persuasive ev-
idence linking the surface temperature to cosmic ray fluxes at Earth. The anti-
correlation between sunspot number and cosmic ray fluxes in Figure 1.2 shows
the heliosphere role in cosmic ray modulation; this mechanism must have also
been a prominent mechanism for relating the ISM-modulated heliosphere with
the climate. Fortunately this hypothesis is also verifiable by comparing paleo-
climate data with astronomical data on the timing of cloud transitions.

The radioisotope records also indicate that cosmic ray fluctuations have oc-
curred over longer timescales of many 108 years. Shaviv compares the 36Cl
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(τ1/2∼0.3 Myrs) and 40K (τ1/2∼1.3 Gyr) cosmic ray exposure records in iron
meteorites (Chapter 5), but in this case to obtain cosmic ray flux increases due
to the Sun’s location in spiral arms where active star formation occurs.

A number of studies, none convincing, have invoked the geological 10Be
record, as a proxy for cosmic ray fluxes at Earth, to infer historical encoun-
ters with interstellar clouds. As a way of dating the Loop I supernova rem-
nant, it was suggested that the relative constancy of 10Be in sea sediments
precluded a strong nearby X-ray source within the past ∼2 Myrs (Frisch,
1981). Sonett (1992) suggested that peaks in 10Be layers 35,000 and 65,000
years ago resulted from a compressed heliosphere caused by the passage of
a high-velocity interstellar shock. This extreme heliosphere compression ex-
pected for a rapidly moving cloud is supported by heliosphere models (Chapter
2). Structure in the 10Be peaks has also been related to spatial structure in the
local ISM (Frisch, 1997), and solar wind turbulence caused by mass-loading of
interstellar neutrals may supply the required mechanism. Global geomagnetic
excursions such as the events ∼32 kyr and ∼40 kyr ago also affect the 10Be
record, and can not be ignored (Christl et al., 2004). Indeed, Figure 1.2 shows
the sensitivity of galactic cosmic ray fluxes on Earth to geomagnetic latitude.

1.3 Closing Comments
This brief summary of the scientific question motivating this book does not

relay the full significance of the galactic environment of the Sun to the he-
liosphere and Earth; the following chapters provide deeper insights into this
question.

Historical and paleoclimate data show a correspondence between high
cosmic ray flux levels and cool temperatures on Earth (Parker, 1996). The
disappearance of sunspots for extended periods of time, such as the Maun-
der Minimum in the years 1645 to 1715, shows up in terrestrial radioisotope
records such as 10Be in ice cores (Chapter 12). The solar magnetic activity
cycle was present during this period, and cosmic ray modulation by the he-
liosphere was still evident (McCracken et al., 2004). The 10Be record now ex-
tends to ∼105 years before present, raising the hope that encounters between
the Sun and interstellar clouds can be separated from solar activity effects, and
from the global signature of geomagnetic pole wandering.

Sunspots have long been controversial as an influence on the terrestrial
climate. Sir William Herschel carefully observed them, and postulated that
diminished solar radiation at Earth during sunspot maximum affected the ter-
restrial climate (1801). Prof. Langley (1876) measured the radiative heat
from sunspot umbral and penumbral regions, and concluded the < 0.1% solar
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radiation decrease associated with sunspots was inadequate to affect the cli-
mate. Climate records show that the Maunder Minimum and other periods of
low solar activity levels have been exceptionally cold, which implicates high
cosmic ray fluxes with cold climate conditions. Solar activity levels have re-
turned to historic highs in the past few decades (Caballero-Lopez et al., 2004),
and the historic correlations indicate these high levels also yield warm climate
conditions. Unfortunately, these scientific conclusions also impact the politi-
cally loaded issue of global warming.

The possibility that the cosmos has affected the terrestrial climate is a long-
time source of speculation, with many of the first discussions focused on
explaining the “Universal Deluge”. In 1694 Edmond Halley presented his
thoughts to the Royal Society as to whether the “casual Shock of a Comet,
or other transient Body” might instantly alter the axis orientation or diurnal ro-
tation of the Earth, thus disturbing sea levels, or whether the impact of a comet
could explain the presence of “vast Quantities of Earth and high Cliffs upon
Beds of Shells, which once were the Bottom of the Sea” (Halley, 1724). Hal-
ley’s speculation has resurfaced in the hypothesis that the impact of a comet led
to the extinction of dinosaurs 65 Myrs ago at the Cretaceous-Tertiary boundary
(Alvarez, 1982). The common sense disclaimer that accompanied Halley’s dis-
cussion is timeless: “... the Almighty generally making us of Natural Means
to bring about his Will, I thought it not amiss to give this Honourable Society
an Account of some Thoughts that occurr’d to me on this Subject; wherein, if
I err, I shall find myself in very good Company.”

The articles in this volume show firmly that the interaction between the he-
liosphere and ISM depends on the detailed boundary conditions set for the
heliosphere by each type of interstellar cloud encountered by the Sun, and that
the galactic environment of the Sun changes over both geologically short time
scales of <105 years, and long time scales of >107 years. This interaction,
in turn, affects the flux of gas, dust, and energetic particles in the inner he-
liosphere.

The discussions in this book also apply to the study of astrospheres around
cool stars, which are expected to have similar properties as the heliosphere.
Is the historical astrosphere of a star a factor in climate stability for planetary
systems? I think so (Frisch and York, 1986). If so, then the sample of ∼100
detected extrasolar planetary systems can be narrowed to those that are the
most likely to harbor technological civilizations by evaluating the astrosphere
characteristics suitable to the space trajectory of each star (Frisch, 1993). As-
trospheres have now been detected towards ∼60% of the observed cool stars
within 10 pc (Wood et al., 2005), and extensive efforts to detect Earth-sized
exoplanets are underway. Perhaps some day these questions will be answered.
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Figure 1.2. Galactic cosmic ray fluxes on Earth versus solar activity levels for sunspot cycles
18–23. Depicted are 27-day averages of the Climax (blue), and Huancayo/Haleakala (pink/red)
neutron monitor rates as a percentage of their respective 1954 solar minimum levels. The run-
ning averages of the monthly mean sunspot number (green) are a proxy for the level of turbu-
lence in the heliosphere as a function of solar activity. There is a clear anti-correlation between
the neutron monitor rates and the sunspot number. The flat-topped versus peaked-top neutron
monitor rates seen at successive 11-year solar minimum periods are a function of the polarity of
the heliospheric magnetic field, noted at the bottom. The Climax data show solar cycle modu-
lation for >3 GeV GCRs, while the Huancayo/Haleakala data show solar cycle modulation for
>13 GeV GCRs (for additional detail please see Lopate, 2005). The geomagnetic latitudes of
Climax and Huancayo/Haleakala are 48◦ and ∼0.5◦/20◦. The poles are given as N and S, for
north and south poles. The terms N+/S- indicate the times when the polarities of the north/south
poles became positive/negative, while N-/S+ indicates they became negative/positive instead.
The N/S poles do not appear to switch polarities simultaneously. The author thanks Dr. Clifford
Lopate for providing this figure, and for maintaining a valuable data stream from an experiment
begun by John Simpson in 1950.
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Postscript: Definitions
The nine planets of the solar system (including Pluto as a planet) extend out

to 39 AU, compared to the distance of the solar wind termination shock in the
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Table 1.1. Commonly Used Terms and Acronyms.

Object Description
Interstellar:
Interstellar Material, ISM Atoms in the space between stars
Local Fluff or CLIC ISM within ∼30 pc, density 10−24.3 g cm−3

CLIC = Cluster of Local Interstellar Clouds
Local Interstellar Cloud, LIC The cloud feeding ISM into the solar system
Local Bubble, LB Nearby ISM with density <10−26.1 g cm−3

Heliosphere:
Solar Wind, SW Solar plasma expanding to form heliosphere

Density ∼5 ions cm−3, velocity ∼450 km s−1

at Earth
Neutral Current Sheet Thin neutral region separating SW

with opposite magnetic polarities
Heliosphere, HS Region of space containing the solar wind
Termination Shock, TS Shock where solar wind becomes subsonic

TS at ∼94 AU on 16 December, 2004
Heliosheath Subsonic solar wind, outside TS
Heliosphere Bow Shock Shock where LIC becomes subsonic
Focusing Cone Gravitationally focused ISM dust

and helium gas downwind of the Sun

Interstellar Products in the Heliosphere:
Pickup Ions, PUI Ions from SW-ISM charge exchange
Energetic Neutral Atoms ENAs, Energetic atoms formed by

charge exchange with ions
Cosmic Rays:
Anomalous, ACR Accelerated pickup ions, energy <1 GeV
Galactic, GCR From supernova, energy >1 GeV at Earth

upwind direction of 94 AU. The Earth is 8.3 light minutes from the Sun, versus
the ∼0.5 light day distance to the upwind termination shock of the solar wind.
The ecliptic and galactic planes are tilted with respect to each other by ∼60◦,
and the north ecliptic pole points towards the galactic coordinates � = 96.4◦

and b = +29.8◦. This tilt allows the separation of large scale ecliptic and large
scale galactic phenomena by geometric considerations.

Acronyms are used throughout this book, and some of these are listed in
Table 1. For those new to this subject, an astronomical unit, AU, is the distance
between the Earth and Sun. A parsec, pc, is 206,000 AU, 3.3 light years (ly),
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or 3.1 × 1018 cm. For comparison, the nearest star, α Cen, is 1.3 pc from the
Sun.

Notes
1. In this same paper Herschel commented that “Whatever fanciful poets might say, in making the sun

the abode of blessed spirits, or angry moralists devise, in pointing it out as a fit place for the punishment
of the wicked, it does not appear that they had any other foundation for their assertions than mere opinion
and vague surmise; but now I think myself authorized, upon astronomical principles, to propose the sun as
an inhabitable world, and am persuaded that the foregoing observations, with the conclusions I have drawn
from them, are fully sufficient to answer every objection that may be made against it.” These comments
show that valuable data are not always interpreted correctly.

2. The buffering processes convert interstellar neutrals into low energy ions, which are convected out-
wards with the solar wind and accelerated to low cosmic ray energies that have an anomalous composition,
including abundant elements with FIP > 13.6 eV. The high energy galactic cosmic ray population incident
on the heliosphere is also modulated.

3. Open magnetic field lines are formed in coronal holes that reconnect in the outer heliosphere and
contain low density and very high speed, ∼700 km s−1, solar wind.

4. The pickup ions are interstellar neutrals formed by charge exchange with the solar wind. Energetic
neutral atoms are formed by energetic ions that capture an electron from a low energy neutral by charge
exchange. The gravitational focusing cone contains heavy elements (mainly He) that are predominantly
ionized inside of 1 AU and therefore gravitationally focused downwind of the Sun (Chapter 8). Large
interstellar dust grains are also gravitational focused (Chapter 7). The anomalous cosmic ray population
is formed from pickup ions accelerated to low cosmic ray energies, <1 GeV, in the solar wind and at the
termination shock, and then subjected to the same modulation and propagation processes as galactic cosmic
rays (Jokipii, 2004).
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Abstract While unchanging on human timescales, the interstellar environment has been
and will be very different from current conditions. Historically, the heliosphere
and solar system have been in regions of the galaxy that were much hotter, or
contained higher concentrations of neutral hydrogen, or with interstellar clouds
with higher or lower speeds, than is the case today. In this chapter, we describe
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the response of the heliosphere to different interstellar environments, taking into
account the basic physics of the coupled neutral hydrogen and plasma self-
consistently.

Keywords: Interstellar medium, heliosphere, structure, partially ionized plasma

2.1 Introduction
At the crossroads of space physics and astrophysics, one of the most exciting

areas of research today explores the interaction of the solar wind with the inter-
stellar medium. Motivated by the possibility that the aging spacecraft Voyager
1, 2 (and Pioneer 10, 11, although now no longer returning data) might en-
counter the heliospheric boundaries in the not too distant future, interest in the
far outer reaches of our solar system and the local interstellar medium (LISM)
has been rekindled. Observations made by the Ulysses spacecraft, as well as
old and new spacecraft that make up the flotilla at 1 astronomical unit (AU)
(IMP 8, ACE and Wind, etc.), and new kinds of in situ and remote observa-
tions such as energetic neutral atoms and Lyman-α absorption measurements
made by the Hubble Space Telescope, are all providing new and unexpected
insights into the solar wind and the local interstellar medium, as well as into
the stellar winds of neighboring stars and their local interstellar environment.

The heliosphere is the region of space filled by the expanding solar corona; a
vast region extending perhaps 150–180 AU in the direction of the Sun’s motion
through the interstellar medium and several thousand AU in the opposite direc-
tion. Our growing understanding of the physical processes governing the outer
heliosphere has led to major discoveries about both our own solar system (the
discovery of a “hydrogen wall” bounding our heliosphere, for example), the in-
terstellar medium (the composition of the LISM), and the astrospheres of other
stars (such as the discovery of winds blown from stars like our Sun). Since the
Sun orbits our galactic center, the solar system has experienced many differ-
ent interstellar environments, and it is entirely possible that this may have, and
may have had, an important impact on the Earth’s environment and, ultimately,
the habitability of the Earth. Such questions, which have hitherto been largely
the preserve of science fiction, have assumed increasing importance with the
discovery of extrasolar planets, and inevitably one wonders if some may har-
bor life of some form or another. The permissibility of this question recognizes
the fundamental role the galaxy plays in shaping our own heliosphere, and ac-
knowledges that our heliosphere may serve as a template for understanding
stellar and extrasolar planetary systems (Frisch, 1993).

At a more prosaic level, the mutual interaction of large-scale and micro-
scale plasma processes is a fundamental ingredient of space physics. In the
context of the outer heliosphere, spacecraft such as Voyager, Ulysses and ACE
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have provided new and important insights into the coupling between the solar
wind and the LISM, mediated by interstellar neutrals flowing into the
heliosphere. Large-scale, sometimes termed meso- or macro-scale, phenom-
ena contribute to the gross morphology of the heliosphere, in either a time-
dependent or a steady-state sense. The solar wind, interplanetary magnetic
field (IMF), interplanetary shocks, streams and stream-interaction regions, and
heliospheric boundary structures are all examples of macro-/meso-scale struc-
tures, whereas turbulence, waves, particle scattering, magnetic field line wan-
dering, dissipation, etc. are micro-scale processes. The mutual feedback
between these disparate scales serves to determine almost all aspects of he-
liospheric physics, and this is particularly true in the context of the interaction
of the galaxy with our heliosphere. The complex coupling between the solar
wind and the interstellar medium may be the quintessential example of multi-
scale, regional, and disparate populations, as neutral atoms, solar wind plasma,
pickup ions, and anomalous and galactic cosmic rays, exchange energy, charge,
and momentum across complex boundaries. Thus, the study of the solar wind
interaction with the LISM is of fundamental interest and importance to space
physics, and the ideas developed in this field are being applied to other areas
of astrophysics. At a practical level, this interest has been strongly fostered
by the Voyager Extended Mission—the last remaining operational spacecraft
in the very distant heliosphere, and our only current opportunity to explore the
boundaries of the heliosphere in situ.

Although considerable progress has been made in the development of the-
oretical models and much data has been returned by the outer heliospheric
spacecraft (Voyager 1, 2; Pioneer 10, 11; Ulysses), many of the key local in-
terstellar parameters are not precisely known.

The interstellar medium (ISM) is characterized by change. Over the course
of millions of years, stars stir up the interstellar medium via their radiation,
stellar winds and occasional death as supernovae. Interstellar clouds form and
are dissipated and the interstellar medium undergoes considerable and con-
stant restructuring. During star formation cavities are created within molecular
clouds. If the star is sufficiently massive, its explosive death as a supernova
may drive shock waves into the gas surrounding the stellar cavity, creating
regions of compressed gas in the form of supershells. The supershell gas
may break out of the ambient molecular cloud and drift into low-density re-
gions of the interstellar medium. The gas within these clouds is typically par-
tially ionized, the result of stellar radiation, charged and neutral particle colli-
sions, and radiation from supernova shock heated gas (Spitzer, 1978; Frisch,
1995). As the Sun moves through this dynamically evolving medium, the he-
liosphere experiences ISM density variations of over 9 orders of magnitude,
temperature variations of 6 orders of magnitude, fractional ionizations that vary
from ∼10−4 to 1, and relative Sun-ISM velocities that vary by 2–3 orders of
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Figure 2.1. A sketch of the galactic environment within 1,500 light-years of the Sun (Frisch,
2000b). The Sun has, over the past several million years, traversed the Local Bubble (black)
and it is now embedded in a shell of warm, partly ionized material (violet), the Local Interstellar
Cloud, flowing from the Scorpius-Centaurus star-forming region. Cold, dense molecular clouds,
such as the Aquila Rift, are depicted in orange. The Vela supernova remnant (SNR, pink) is
expected to cool and expand, forming shells of material similar to that surrounding the Sun.
The Gum Nebula (green) is primarily ionized hydrogen. Young stellar associations are shown
as blue circles with white central dots. The motion of the Sun through the LSR is shown.
Fragments of known superbubble shells around the Orion and Scorpius-Centaurus Associations
are shown. Figure copyright, American Scientist

magnitude. In this chapter we consider the heliosphere response to a few of
these variations.

The Sun itself moves through this constantly changing interstellar environ-
ment. Relative to nearby stars that define the “Local Standard of Rest” (LSR),
the Sun moves at a speed of ∼13–20 km/s, and its path is inclined ∼25◦ to the
plane of the galaxy (Chapter 6). The direction of the Sun’s path is toward a
region in the constellation Hercules near its border with Lyra. The Sun oscil-
lates through the plane of the galaxy with an amplitude of ∼230 light-years,
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crossing the plane every ∼33 million years. The Sun, and its galactic neigh-
borhood, orbit the galactic center once every ∼250 million years.

The Sun is presently in a tenuous, warm, partially ionized interstellar cloud.
The local interstellar cloud, often abbreviated as the LIC, is a mixture of ion-
ized gas, primarily protons and electrons, neutral hydrogen, heavier atoms such
as helium, oxygen, neon, nitrogen, carbon, and dust. Approximately 1% of the
cloud’s mass comprises dust. The elemental composition of the LIC is solar-
like, being ∼90% hydrogen, ∼9.99% helium, with the remaining ∼0.01%
composed of heavier elements. A relatively crude but typical estimate of the
local cloud density and temperature is nH ∼0.24 cm−3 for the neutral hydro-
gen atom number density, n(e−)∼0.1 cm−3 for the electron number density,
and T ∼ 6, 500 K for the plasma and neutral atom temperature (Lallement,
1996; Slavin and Frisch, 2002; Chapter 6). Of the interstellar particle species,
the three principals are the thermal electron-ion plasma, the neutral hydrogen
component, and galactic cosmic rays. A measure of their relative importance
is the energy density of each species, being approximately 0.38, 0.61, and 0.55
eV cm−3 respectively (Frisch, 1995; Ip and Axford, 1985; Florinski et al.,
2003b). An estimate for the energy density of the embedded local interstellar
field is 0.2 eV cm−3.

The origin of the local interstellar cloud remains unclear. The Sun lies near
the edge of both the LIC and Local Bubble, an enormous region of hot, very
low-density plasma, (n(H◦) < 0.0005 cm−3 for neutral H, n(H+)∼0.001–
0.005 cm−3 for the ionized gas), hot (T ∼ 106 K) gas (Snowden et al., 1998;
Lallement, 2004; Chapter 6). The Local Bubble is located within Gould’s Belt,
a ring of young stars and star-forming regions. The Belt forms a great circle
extending from the constellation Orion to Scorpius, and inclined about 20◦

relative to the galactic plane, illustrated in Figure 2.1.
The Sun has been traveling through the very low-density interior of Gould’s

Belt for several million years, and has only recently emerged from the Local
Bubble into the local ISM (perhaps within the last 1000–250, 000 years, see
Chapter 6). The LIC itself may well be part of an outflow of material from
the Scorpius-Centaurus (Sco-Cen) Association, which is bearing down on the
Sun from the galactic center hemisphere (Frisch, 2000a). In the rest frame
of the Sun, the upstream direction of the LIC is towards galactic coordinates
l = 3.3◦, b = +15.9◦ and the relative Sun-LIC velocity is 26.3 km/s (Witte,
2004). In the local standard of rest, the LIC upstream direction is l = 346◦, b =
−1◦, and the motions of the Sun through space and the LIC are approximately
perpendicular.

The Sun may encounter other cloudlets in this flow, with a range of tem-
peratures and ionization, and possibly even denser ISM. The next cloud to sur-
round the Sun is likely to be either the “G” or the “Aql-Oph” cloudlet, both 5 pc
from the Sun and with measurable differences in temperature and composition



28 The Significance of our Galactic Environment

than the LIC (Frisch et al., 2002; Frisch, 2003). Since the nearest stars show
about one interstellar absorption component per 1.4–1.6 pc, the observed rel-
ative Sun-cloud velocities of 0 − 32 km/s suggest variations in the galactic
environment of the Sun on timescales of <50, 000 years. By contrast, Talbot
and Newman (1977) suggest that higher density (>103 cm−3) giant molecu-
lar clouds will be encountered very infrequently, perhaps only a dozen during
the lifetime of the Sun. Thus, the heliosphere may be expected to encounter
relatively diffuse interstellar clouds (<10 cm−3) more frequently.

In this chapter, we address heliospheric variations due to encounters with a
range of clouds such as expected for the immediate past and future solar lo-
cation. Different interstellar environments may produce noticeable changes in
the interplanetary environment at 1 AU, as indicated by the amount of neutral
H, anomalous (ACR), and galactic cosmic rays (GCR) at 1 AU (see the com-
panion Chapter 10 by Florinski and Zank). By using a multi-fluid approach,
which is computationally less intensive than corresponding kinetic modeling,
we investigate numerically the possible LISM environments (density, tempera-
ture, and velocity) the Sun may encounter and may have encountered. Because
of the very large parameter space, we consider only a few representative cases
here and refer the reader to further studies by Müller et al. (2005).

2.2 Basic physics of the multi-fluid model
Fully three-dimensional kinetic or multifluid models of the interaction of

the heliosphere and ISM are computationally challenging and expensive, and
it is not currently feasible to study the full parameter space of possible ISM-
heliosphere interactions on this basis. Instead, we consider a reduced problem
and use 2D multifluid models. Although 2D, the axisymmetric models capture
much of the basic ISM-heliosphere physics, from the deceleration of the super-
sonic solar wind by interstellar neutrals to the formation of the hydrogen wall.
Thus, the 2D multifluid models capture the basic morphology of more com-
plex and detailed models and are therefore ideal for large parametric studies
of the kind described here. We consider first the basic properties of 2D mod-
els, and later discuss the behavior of these models for different ISM boundary
conditions.

In general, the heliospheric-LISM plasma environment is composed of three
thermodynamically distinct regions: (i) the supersonic solar wind, with a rel-
atively low temperature, large radial speeds, and low densities; (ii) the shock-
heated subsonic solar wind with much higher temperatures and densities, and
lower flow speeds, and finally (iii) the LISM, where the plasma flow speed
and temperature is low but the density is higher than in regions (i) and (ii).
As discussed in detail by Zank et al. (1996), each of the thermodynamically
distinct regions is a source of a distinct population of neutral atoms produced
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by charge exchange with the ambient plasma and neutrals entering the region.
These three distinct neutral H populations include the “splash” component pro-
duced in the fast or supersonic solar wind i.e., fast neutrals, very hot neutrals
produced in the inner heliosheath, and the decelerated heated atoms in the hy-
drogen wall region. Observations of these three populations allow us to test he-
liospheric models. The self-consistent inclusion of neutral hydrogen in models
of the solar wind-LISM interaction is absolutely fundamental to understanding
the large-scale structure of the heliosphere.

Two basic classes of models have been developed to describe neutral H in
and around the heliosphere: multi-fluid models of varying degrees of sophisti-
cation (Pauls et al., 1995; Liewer et al., 1996; Williams et al., 1997; Wang and
Belcher, 1998; Pauls and Zank, 1997; Fahr et al., 2000; Florinski et al., 2003b)
that treat the neutral atoms as a multi-fluid, and kinetic models that solve the
neutral atom kinetic equation, either by a Monte-Carlo technique (Baranov and
Malama, 1993, 1995; Izmodenov et al., 1999; Heerikhuisen et al. 2005) or by
a particle-mesh method (Lipatov et al., 1998; Müller and Zank, 1999; Müller
et al., 2000). The long charge exchange mean free path for neutral hydrogen
(up to ∼1000 AU in the heliosphere) may mean that the fluid description for
neutrals within the heliosphere is not completely justifiable. Multi-fluid and
Boltzmann models differ in the detailed predictions that each admits for the
neutral atom distribution, and this can lead to 10–15% differences in predicted
neutral H densities and temperatures within the heliosphere. Nevertheless, the
basic morphological predictions of both models remain the same (Baranov and
Malama, 1993, 1995; Pauls et al., 1995; Zank et al., 1996; Müller et al., 2000).
These models have been tested using Lyman-α absorption measurements along
various sight-lines towards neighboring stars to explain observations of decel-
erated interstellar neutral H (Gayley et al., 1997; Wood et al., 2000).

The kinetic codes, when coupled self-consistently to the background solar
wind and LISM plasma, are computationally intensive, and so both kinetic
approaches compromise in the scope of the problems they attack. The Monte-
Carlo approach has the potential to yield good neutral atom statistics since
it is assumed that the solar wind is inherently steady state. Thus, very long
integration times can be used to build up particle statistics. The drawback,
however, is that it makes it difficult to undertake a very large parameter study
of the kind that Müller et al. (2005) have recently completed. Accordingly,
since the multi-fluid models provide a computationally feasible approach to
investigating problems in the solar wind, we adopt this approach here.

As discussed by Zank et al. (1996), each of the three thermodynamically
distinguishable regions of the heliosphere listed above acts as a source of neu-
tral H atoms whose distribution reflects the character of the plasma distribution
in the region. Each of the three neutral atom components is represented by a
distinct Maxwellian distribution function appropriate to the characteristics of
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the source plasma distribution. This allows us to simplify the production and
loss terms for each neutral component, and the complete neutral distribution
function, the sum of the three components, is a highly non-Maxwellian distri-
bution function. A comparison of the kinetic distribution and the multi-fluid
distribution function is given in Zank et al. (2001), and the multi-fluid neutral
H distribution is found to reflect the overall broadening of the neutral H distri-
bution function reflected in the kinetic simulation of Müller et al. (2000) and to
reproduce the fast or splash component (originating from the supersonic solar
wind) rather well. Subject to these assumptions, one obtains immediately a
hydrodynamic description for each neutral component (Zank et al., 1996)

∂ρi
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The source terms Q are listed in Pauls et al. (1995) and Zank et al. (1996).
The subscript i above refers to the neutral component of interest (i = 1, 2, 3
corresponding to each of the regions listed above), ρi, ui, and pi denote the
neutral component i density, velocity, and isotropic pressure respectively, I the
unit tensor, and γ (= 5/3) the adiabatic index.

The heliospheric and LISM plasma is described similarly by the hydrody-
namic equations
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where Q(ρ,m,e)p denote the source terms for plasma density, momentum, and
energy. They, too, are listed in Pauls et al. (1995) and Zank et al. (1996).
The remaining symbols enjoy their usual meanings. The proton and electron
temperatures are assumed equal in the multi-fluid models.

The coupled multi-fluid system of equations (2.1) – (2.6) is solved numeri-
cally in the (r, θ) plane, which is aligned so that θ = 0◦ is in the direction of
solar system motion relative to the LISM. Details regarding the boundary con-
ditions and grid can be found in Zank et al. (1996). The r × θ computational
domain is [1 AU, 1000 AU] × [0◦, 180◦].

Multiple models for the LISM will be considered in the following sections,
but they fall into two basic categories. These correspond to interstellar con-
ditions that give rise to either a 2-shock model (i.e., supersonic motion of the
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heliosphere through the LISM) or a 1-shock model (subsonic relative motion).
In the two shock model, one of the shocks corresponds to a bow shock (BS)
associated with the supersonic relative motion of the heliosphere and the in-
terstellar medium, and the other shock is the termination shock (TS) at which
the supersonic solar wind flow is decelerated. The 1-shock model obviously
contains only a termination shock. In general, as discussed by Zank et al.
(1996), galactic cosmic rays, dust, the local interstellar magnetic field, etc. all
contribute to the total LISM pressure against which the solar wind expands.
More precisely, one can define a parameter α that describes the effective “tem-
perature” (e.g., Holzer, 1989; Suess, 1990) for the LISM by incorporating the
added contribution of cosmic rays, dust, etc. If ptot denotes the total pressure,
then α is defined implicitly by

ptot = kB (npTp + neTe) + pCR + pmag + pdust + pturb + · · ·
� αnpkBTp (2.7)

where the subscripts refer to protons, electrons, cosmic rays, magnetic fields,
dust, and turbulence, and p is the pressure associated with these quantities; T
is temperature, and kB is the Boltzmann’s constant. For a plasma compris-
ing non-relativistic protons and electrons, α = 2 if dust pressure is negligible.
For a subsonic LISM where cosmic rays, for example, may contribute to the
total pressure, α > 2. In the solar wind, α = 2 always. In the simulations
described here, we simply assign a total interstellar pressure to the system
of equations and do not try to identify individual contributions from various
components of the ISM. However, the comments are a little simplistic in the
manner in which the magnetic field pressure and cosmic ray pressure are in-
cluded. Depending on energy, cosmic rays do not necessarily couple strongly
to the background plasma and often do not experience significant compression
at the shocks (Florinski et al., 2003b). Also, MHD models show that even with
a large B, a bow shock can form (Florinski et al., 2004). Nonetheless, we
proceed on the basis of the simpler representation (2.7).

By way of illustration, and to describe the canonical heliosphere of today,
we consider a 2-shock model for which the incident interstellar plasma flows
supersonically onto the heliospheric obstacle (see reviews by Holzer, 1989;

Table 2.1. Simulation parameters used to determine the canonical (i.e., at the current time)
2-shock steady state heliosphere.

LISM H+ LISM H◦ Solar wind (1 AU)

n (cm−3) 0.10 0.14 5
u (km/s) −26 −26 400
T (K) 8000 8000 105
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Figure 2.2. The 2D steady-state, 2-shock heliosphere showing, top plot, the temperature distri-
bution in color of the solar wind and interstellar plasma and, bottom plot, the density distribution
of neutral hydrogen. The plasma boundaries, termination shock, heliopause, and bow shock are
labeled, and the wall of neutral hydrogen is also identified. The solid lines of the top plot show
the streamlines of the plasma. The plasma temperature is plotted logarithmically and the neutral
density linearly. The distances along the x and y axes are measured in astronomical units (AU).

Suess, 1990; and Zank, 1999 for a theoretical discussion of the physics in-
volved in the interaction). For this case, we adopt α = 2. The simulation
parameters for the steady-state background state are given in Table 2.1. A
color plot of the steady-state 2-shock heliosphere is given in Figure 2.2. The
top figure is a 2D plot of the plasma temperature showing the boundaries (la-
beled): the termination shock, the heliopause (HP), and the bow shock. The
extent of the heliosphere in the nose direction (the “stagnation axis”) is ∼80
AU to the termination shock, ∼110 AU to the heliopause, and ∼230 AU to the
bow shock. The heliopause is a tangential discontinuity (at least in the present
hydrodynamic formulation) that separates interplanetary and interstellar mate-
rial. The solid lines depict the streamlines of both the interstellar plasma and
the solar wind plasma. It should be noted that since we use a one-fluid descrip-
tion for the plasma, i.e., we do not model interstellar pickup ions and solar
wind plasma separately, the temperature in the outer region of the supersonic
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solar wind appears hotter in the figure than would be the case if the thermal
solar wind plasma were considered separately.

2.3 Possible interstellar environments
In traversing the galaxy, the heliosphere will, and has, encountered many

different interstellar environments. For the immediate future and past, we are
most interested in the inhomogeneous character of the LISM within a distance
of ∼30 pc. The properties of the ISM reported for sightlines to stars within 30
pc include clouds with column densities log N (Ho)∼17.5−19.0 cm−2, ther-
mal temperatures of T ≤ 15, 000 K, and relative Sun-cloud velocities of −45
to 35 km s−1 (Chapter 6); Redfield and Linsky, 2004; Frisch et al., 2002).
The ISM within 30 pc is referred to as the Cluster of Local Interstellar Clouds
(CLIC), or as the Local Fluff.

In the discussions below, we highlight boundary conditions for the heliosphere
that correspond to five types of interstellar clouds that the Sun is likely to have
encountered, or will encounter, over time scales of ±3 Myrs (Table 2.2). The
first of these, the hot plasma of the Local Bubble, is inferred to fill the interior
of the region surrounding the Sun where very low densities of ISM are seen,
this based on the spectra of soft X-ray emission for energies less than 0.5 keV.
This very low density ISM will have surrounded the Sun before it entered the
present cloud system. The second cloud type, the Local Interstellar Cloud,
LIC, is the tenuous partially ionized cloud presently surrounding the solar sys-
tem, and which has low column densities N (Ho) < 1018 cm−2 so that opacity
effects are highly significant for H ionization. A rapidly moving high speed
cloud, ∼125 km s−1, corresponds to what might be expected for a radiative

Table 2.2. Summary of interstellar environments discussed here. ntot= n(H+)+n(Ho) is the
total hydrogen density, B is the magnetic field magnitude, η = n(H+)/ntot is the ionization
ratio, and u∞ is the cloud speed relative to the Sun.

Model ntot, cm−3 η T , K u∞, km/s B, µG

Local Bubble (LB) 0.005 1.0 1.2 × 106 12.5 0.0
Local Interstellar Cloud (LIC) 0.21 0.33 7000 25 0.0
High Speed Cloud (HS) 0.24 0.42 8000 127 0.0
Diffuse Cloud (DC) 10 0.0 200 25 0.0
Strong magnetic field (MF) 0.3 0.33 7000 25 4.3
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shock moving through space. Similar features are associated with superbubble
shells in the Orion-Eridanus region (Welty et al., 1999). A superbubble shell
shock propagates at a velocity Vs ∼ n−0.2

o , where n−0.2
o is the preshock den-

sity (Frisch, 1995), and will thus travel relatively unimpeded through the Local
Bubble interior. As a consequence, the heliosphere is more likely to have been
buffeted by rapidly moving shocks when it was immersed in the Local Bubble
interior, than during the present time. We have also included a diffuse cloud
with n(Ho)∼ 10 cm−3, which is a typical space density for diffuse clouds
observed in the UV (Welty et al., 1999). In addition, if the G-cloud is homo-
geneous, Ca+ and/or Ho data for the stars α Cen, α Oph, and 36 Oph indicates
such a cloud may be within ∼1 pc of the Sun in the upstream direction (Frisch,
2003, Chapter 6). The final ISM type we highlight is a cloud with a moder-
ately strong interstellar magnetic field, B ∼ 4.3 µG. A field of this strength
would satisfy the requirements for equipartition of energy at the time the Sun
was embedded in the Local Bubble plasma, and is also consistent with esti-
mates of the uniform component of the local interstellar magnetic field, which
is strengthened in interarm regions such as around the Sun (Chapter 6).

A much more subtle environmental variation follows from the low opacity
encountered by 13.6 eV photons, which ionize H, in the surrounding cloud
system where low N (Ho) values prevail. As a result, ionization levels vary lo-
cally with depth into the cloud (this is discussed more fully in Chapter 6), and
the boundary conditions of the heliosphere can vary with time even though the
Sun remains in the same cloud. Radiative transfer models predict equilibrium
conditions for low column density clouds, N (Ho) < 1018 cm−2, and show that
ionization levels and densities vary by the amounts n(Ho) = 0.16–0.28 cm−3,
and n(H+)/(n(Ho)+n(H+)) = 0.19 to 0.35, or perhaps even more depending
on the exact cloud parameters. The result is that the boundary conditions of
the heliosphere will vary simply from the travel of the Sun through low col-
umn density ISM, based on opacity considerations alone. For instance, in the
downwind direction of the LIC, we expect ionization variations of 10–20%
between the Sun and cloud surface.

The discussions in Müller et al. (2005) characterize the recent, and future,
significant variations in the boundary conditions of the heliosphere, that are
expected from the relative motions of the Sun and nearby ISM. The prominent
characteristics of the ISM within 30 pc, are that the CLIC is inhomogeneous, it
flows past the Sun with a bulk relative velocity of ∼−28.1±4.6 km s−1, and the
Sun is located in the downwind portion of the CLIC. The inhomogeneity of the
CLIC is well established by variations in the velocity and temperatures found
for ISM within 30 pc (Redfield and Linsky, 2004; Frisch et al., 2002). The flow
vector, although slightly biased by the distribution of sample stars on the sky,
rather clearly indicates that the CLIC flows through the LSR. After removal of



Heliospheric Variation in Response to Changing Interstellar Environments 35

solar apex motion, the bulk velocity of the CLIC transforms into the LSR ve-
locity ∼−19.4± 4.6 km s−1from the upwind direction l ∼ 331.4◦, b ∼ −4.9◦

(this value assumes the standard solar apex motion, Chapter 6). The 1σ 4.6 km
s−1 dispersion of cloudlet velocities around the bulk flow velocity corresponds
to macroturbulence, which differs from the nonthermal microturbulence that
parameterizes the broadening of individual absorption lines. For typical CLIC
temperatures of T ∼ 103–104 K, the isothermal sound speed is Vs ∼ 3–9 km
s−1. For most of these clouds, a collision with the heliosphere would be su-
personic, even though the microturbulence within the cloud is subsonic. The
location of the Sun close to the downwind edge of the CLIC is shown by the
low column densities seen towards downwind stars, N (Ho)∼ 1017.3–1018.3

cm−2 (α CMa, α Aur, d < 13 pc), versus higher column densities in the oppo-
site upwind direction, N (Ho) > 1018.6 cm−2 (e.g. HD 149499B, 37 pc).

Müller et al. (2005) have estimated the timing of the Sun’s entry into, and
exit from, the LIC, using Ho (and Ho proxy) data for nearby stars, combined
with values for n(Ho) obtained from LIC radiative transfer models (also see
Chapter 6). These dates are somewhat sensitive to the morphology of the LIC,
as well as the solar apex motion for at least one LIC model. The best estimates
for the date when the Sun entered the LIC are less than ∼40,000 years ago, or
sometime within the past ∼46,000 years allowing for the many uncertainties
in the problem. One LIC morphology even suggests an entry date as late as
∼1,000 years ago. The “exit” from the LIC is set more firmly by observations
towards 36 Oph and α Cen, and is within the next ∼4,000 years.

Within ∼350 pc of the Sun, the ISM exhibits a divergent range of properties.
Cloud densities range between 10−4 and 10+5 cm−3 and temperatures between
10 and 106 K. The ionization n(e−)/n(Ho) varies between 10−4 and ∼1, de-
pending on whether electrons are supplied by trace elements such as C, or H, or
cosmic ray ionization. In general, comparisons between the column densities
of CLIC components and the low column density cold (∼50 K) gas observed in
Ho 21-cm absorption, show that cold cloudlets may go undetected in the CLIC,
under some conditions. Such features, also seen in UV data toward 23 Ori for
instance (Welty et al., 1999), have n(Ho)∼10–15 cm−3 and cloud lengths of
∼0.02 pc, so the heliosphere would pass through such a cloud in 1,000–2,000
years. On the other hand, if the CLIC could be viewed from a vantage point
close to Merope, for instance, it would resemble the warm neutral material that
dominates the ISM in our galactic neighborhood, with N (Ho) ∼ 1019 cm−2,
T ∼ 104 K, and a 21 cm emission profile showing a full-width-half-maximum
of ∼20 km s−1.

Although we do not include magnetic fields in our modeling, with the excep-
tion of the strong magnetic field case (see the companion Chapters 3 and 6), the
interstellar magnetic field data (reviewed by Crutcher et al., 2003) show that
the heliosphere may experience field strengths that vary by over three orders of
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magnitude as the Sun passes through dense clouds. In the solar neighborhood,
B is probably ≤3 − 4 µG, although larger values may be possible (Cox and
Helenius, 2003; Florinski et al., 2004). The ratio of the uniform to random
magnetic field components increases in interarm regions, evidently because
star formation disrupts the magnetic field. The closest example of this is the
famous Loop I supernova remnant, which was originally discovered as a ra-
dio source emitting intense synchrotron emission, and where the interstellar
magnetic field is distorted into a giant (>90◦) diameter loop in the northern
hemisphere. In fact, parts of this loop appear to have expanded into the low
density region surrounding the Sun. For denser clouds, >103 cm−3, magnetic
field strengths correlate with gas density, but this correlation breaks down at
lower densities (such as the current solar environment).

2.4 Possible heliospheric configurations
The discussion in the previous sections of the ISM in the solar neighbor-

hood, and close to the Sun, provides the basis for selecting boundary condi-
tions for modeling. Here we consider in some detail the distinctly different
heliospheric morphologies that result from strong variation in the ISM bound-
ary conditions.

Müller et al. (2005) have modeled 28 interstellar parameter sets, for clouds
with densities varying from 0.005–15 cm−3, ionizations η ranging from al-
most zero up to 100%, and relative Sun-cloud velocities of up to ∼ 130 km
s−1. Most of the assumed cloud types are warm and low density clouds, but
the possible velocities vary by an order of magnitude. The upstream distances
from the Sun to the TS range from 8 to 290 AU, and those to the HP range from
12 to 410 AU. The bow shock associated with a cool, slow, tenuous LISM is
as far as 900 AU away from the Sun. Because the overall system is pressure
balanced, the locations (heliocentric distances) of TS, HP, and BS are corre-
lated with each other. This correlation, which appears to be a general property
of the supersonic models, is an important result of our parametric study of the
interaction between the heliosphere and interstellar clouds with different phys-
ical properties, providing as it does very simple estimates for the distances to
the various boundaries. The correlations found with the parameter study so far
involve rTS, the distance of the upwind TS, rHP (heliopause distance), upwind
bow shock rBS, and the downwind distance rTSd of the TS. The correlations
are

rHP = (1.42 ± 0.02) rTS (R2 = 0.99) (4.1)
rBS = (2.0 ± 0.08) rHP (R2 = 0.95) (4.2)

rTSd = (2.14 ± 0.10) rTS (R2 = 0.98) (4.3)
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Figure 2.3. Correlation between the upwind termination shock location rTS and other dis-
tances, including the upwind heliopause HP (red circles), the upwind bow shock (green tri-
angles), and the tailward TS distance (open blue circles), which are all model results. The
empirical linear fits are shown as well, as discussed in the text. Note the aspect ratio of 2:1
(Muller et al., 2005).

obtained with a linear regression analysis after ascribing uncertainties to the
location of the boundaries due to grid resolution and heliopause stability (see
Fig. 2.3). For high speed cases with a rocket shaped heliosphere, the upwind-
downwind asymmetry of the TS changes to rTSd = (1.21±0.17) rTS+(99.6±
8.7)AU with R2 = 0.96, where R is the linear correlation coefficient.

It is effectively the upstream solar wind ram pressure that balances the to-
tal interstellar pressure (2.7). Hence we define a simple 1D pressure balance,
assuming constant solar wind velocity vSW and an r−2 dependence of the den-
sity for the supersonic solar wind region, as the radial distance determined by

rpb/r1 =
√

p1/ptot (4.4)

where p1 = ρ1u
2
SW is the solar wind ram pressure, and ρ1 the solar wind

density, both taken at r1 = 1 AU. Using the Rankine-Hugoniot shock transition
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conditions and treating the heliosheath and interstellar flows as incompressible,
the TS is calculated to be at

rTS2 =
√

2
γ + 1

rpb

[
(γ + 1)2

4γ

(
1 − u2

∞
u2

SW

)] γ/2
γ−1

=
16
5

1√
3
√

15
rpb

(
1 − u2

∞
u2

SW

)5/4

(4.5)

(Suess and Nerney, 1990; Zank, 1999), where u∞ is the relative velocity be-
tween the LISM and heliosphere (Table 2.2). The sum of all plasma pressure
contributions should enter into ptot of equation (4.4). If neutral H were tightly
coupled to the plasma (i.e. if the mean free paths were very short compared
to typical heliospheric length scales), then the neutral H pressure contributions
can justifiably be included in ptot as well. However, the neutral-plasma cou-
pling is neither zero nor very tight, such that the solar wind/LISM pressure
balance for the 28 heliospheres modeled by Müller et al. (2005) obeys the em-
pirical correlation

rTS = (1.352 ± 0.043) rTS2 (4.6)

(linear correlation coefficient R2 = 0.93). This relation is well suited to predict
rTS, with the caveat that the neutral-plasma interaction drives the neutrals out
of equilibrium, and pressure balance can only be described by an empirical
factor of 1.35.

The density nTS(H) of neutral hydrogen that crosses the termination shock
at the upwind stagnation axis varies over a considerable range in the 28 mod-
els, from 0.01 to 0.35 cm−3, with four larger values between 1 and 2 cm−3

for the high density models. The filtration ratio f is the neutral density at the
TS divided by the interstellar neutral density n(Ho), well upstream of the BS
(to avoid contamination by secondary neutrals), and these relative values vary
from 0.1 to 1.0, with a few higher values up to 2.5. The neutral hydrogen at the
TS is comprised of original interstellar material, and of slower secondary neu-
trals, created upwind of the HP, which form the hydrogen wall. After crossing
the HP, these neutrals are depleted in the heliosheath by charge exchange that
replaces them with neutrals moving mostly in outward directions. For high
velocity models, this loss process is inefficient so that filtration ratios larger
than one occur. The peak densities in the hydrogen wall range from 1.1 n(Ho)
to massive hydrogen walls of 7 n(Ho), corresponding to 0.09–105 cm−3 in
absolute units. The filtration ratios, the absolute TS neutral densities, and the
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Figure 2.4. Correlations between the neutral H density at 5 AU upwind, and at the TS (circles)
and the peak density inside the hydrogen wall, max(nH (wall)) (diamonds). The solid lines are
linear fits (Muller et al., 2006).

peak wall density, correlate well with the neutral density, n5AU(H), at 5 AU on
the upwind stagnation axis. We choose 5 AU as a fixed reference distance with
the expectation that photoionization is not yet important at this distance. The
correlations are,

nTS(H) = (1.47 ± 0.02) n5AU(H)0.84±0.02 (4.7)

f = (1.88 ± 0.04)
[
n5AU(H)/n(H0)

]0.83±0.02

npeak(H) = (12.78 ± 0.66) n5AU(H) (4.8)

(see Fig. 2.4). There is a general trend of the neutral results with the interstellar
velocity. The fits are f = u∞/(74 km s−1) and n5AU(H)/n(H0) = u∞/(160
km s−1), but they are rather poor (uncertainty of a factor of 3).

We do not discuss the very detailed analysis presented in Müller et al. (2005)
and present only a subset of the most interesting results. Besides the canonical
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model already discussed above that reflects current LISM conditions, we con-
sider a hot bubble ISM model, a high-velocity ISM model, and a dense ISM
model. In the companion Chapter 10 by Florinski and Zank, a model ISM
composed entirely of neutral H is presented and we do not repeat the analysis
here.

Example 1: The Hot Local Bubble (LB). In this case, the ISM is hot and
nearly completely ionized, making the heliospheric physics considerably sim-
pler since the coupling of neutral H and protons is absent. We adopt ISM
parameters of n(H+) = 0.005 cm−3, n(Ho) = 0.0, u∞ = 13.4 km s−1, and
log T (K) = 6.1. The sound speed in the hot bubble is 190 km s−1, implying
that the Sun moves subsonically with respect to the ISM (Mach 0.07). Con-
sequently, no bow shock will form and the ISM will flow adiabatically about
the heliospheric obstacle, and the termination shock is highly spherical at a
distance of 90 AU from the Sun. This distance is comparable to that of the
contemporary heliosphere. The distance to the nose of the heliopause is 300
AU, which makes this sheath very large in comparison to the contemporary
heliosphere above. The temperature in the sheath reaches values as high as
2.2 × 106 K. Figure 2.5 shows the plasma temperature profile (top) along the
stagnation axis, and the plasma density (bottom), as dashed lines. In the ter-
mination shock transition, the density jumps by a factor of 3.8, and the wind
speed decreases to 100 km s−1.
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Figure 2.5. One-dimensional profiles along the stagnation axis, with the Sun at center and the
LISM coming from right. Top: plasma temperature for the Local Bubble case (dashed), and
the model corresponding to contemporary conditions (solid). The heliospheric boundaries are
marked in the plot. The bottom panel contains the corresponding densities (hot bubble, dashed;
contemporary model, solid; contemporary model neutral H; dash-double dot line) (Müller et al.,
2005).
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Unlike the contemporary model (which is also shown in Fig. 2.5), the ab-
sence of interstellar atoms in the hot ISM implies that no pickup ions and no
anomalous cosmic rays are present. Consequently, the outer heliosphere is no
longer dominated (by mass) by neutral hydrogen and the physics of the outer
heliosphere is completely different from that of today. The thermal component
of the solar wind is no longer dominated by the pickup ion pressure, there is
no generation of turbulence by the pickup process and the subsequent heat-
ing through dissipation of the solar wind, implying quite different cosmic ray
modulation characteristics, and there is no deceleration of the solar wind.

The plasma-only model with subsonic interstellar boundary conditions, lends
itself to comparison to analytical models of the heliosphere. The analytic
models typically assume incompressibility of the flow beyond the TS (Suess
and Nerney, 1990; Zank, 1999). For flow around a rigid sphere (the he-
liopause, in this case), the interstellar velocity on the stagnation axis behaves
as u∞(1 − r3

HP/r3), where rHP is the distance to the HP nose. This analyti-
cal description is completely consistent with the numerical simulation. Suess
and Nerney (1990) calculate a pressure-balanced TS model and compute the
downstream flow streamlines assuming incompressible potential flow. Their
TS is located at a distance of 81.8 AU, in reasonable agreement with the sim-
ulation TS distance of 90 AU that does not impose the assumptions of incom-
pressibility made by the analytic models.

Example 2: The high-velocity ISM (HS). Müller et al. (2005) consider sev-
eral models of the heliosphere embedded in a high-velocity ISM environment.
The high velocity obviously creates a large ram pressure impinging on the
heliospheric obstacle, thereby decreasing the size of the heliosphere in the up-
wind direction and creating a highly anisotropic structure. Figure 2.6 displays
2D maps of the hydrogen density and plasma temperature of a model for which
u∞ = 127 km s−1, showing the heliospheric boundaries and features. How-
ever, choosing the same modeling strategy and grid resolution as for the low
speed cases leads to numerical errors for the high speed cases, which empha-
sizes the challenges in modeling the heliosphere for extreme cases of the inter-
stellar parameter space. The grid resolution has been increased in Figure 2.6
to overcome these limitations.

The structure of the global heliosphere now more closely resembles a
2-shock heliospheric structure in the absence of neutral hydrogen (Pauls et
al., 1995) in that it has a pronounced bullet- or rocket-shape. As discussed
in Baranov and Malama (1993) and Pauls et al. (1995), the decelerated sub-
sonic plasma in the nose region of the heliosheath is accelerated to supersonic
speeds in the nozzle-shaped region between the TS and the HP, very much
like blunt-body flow. In matching the subsonic heliotail plasma and the super-
sonic heliosheath plasma, both a shock to decelerate the flow and a tangential
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Figure 2.6. The plasma temperature (left) and neutral H density (right) for the high speed
case HS, with the Sun at center and the LISM wind impinging from the right. The transition
from dark blue to light blue in the plasma temperature is the interstellar bow shock; the dark
shades are the hot heliosheath and heliotail. Note the triple point at about (-110, 10), where
the heliosheath shock, termination shock, and the tangential discontinuity meet. The orbits of
Saturn, Uranus, and Neptune are sketched as dotted lines. In the neutral density (right panel),
the hydrogen wall and the depletion of neutrals downwind are clearly visible (Müller et al.,
2005).

discontinuity to adjust the density must be inserted, thus creating the charac-
teristic triple point where the heliosheath shock, termination shock, and the
tangential discontinuity meet.

For the high-speed case, the TS is highly asymmetric, with a nose distance
of 18 AU and a tail distance of 97 AU. The upwind TS shock compression
ratio is 3, and the HP and BS are located at 22 AU and 33 AU respectively in
the upwind direction. The bow shock is quite strong, with a post shock plasma
speed of 33 km s−1, a temperature of 2×105 K, and a compression ratio of 3.7.

Because of the large neutral velocity in the post-bow shock region, the neu-
tral mean free path (mfp) for charge exchange is initially ∼30 AU, larger than
the outer heliosheath, and decreases only gradually as the effective neutral ve-
locity reduces to 50 km s−1. Consequently, the hydrogen wall between the
BS and the HP is not very broad. As the TS is so close to the hydrogen wall,
neither neutral flow divergence nor charge exchange reduce the neutral density
significantly, and the filtration factor is of order unity. These filtration factors
of order unity seem possible only when a high interstellar velocity combines
with a modest or low density so that the peak hydrogen wall occurs close to
the HP, leaving no room for a depletion of neutral H between peak and HP. In
the similar sized dense heliosphere (example 3 below), the charge exchange
mfps are shorter, the peak hydrogen wall is attained farther away from the HP,
and charge exchange upwind close to the HP spreads the H flow and leads to a
density decrease already before the H flow crosses the HP (Müller et al., 2005).
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Example 3: A diffuse cloud (DC). The possibility of a very dense ISM has
been discussed by Zank and Frisch (1999), Florinski et al. (2003a), and most
recently by Müller et al. (2001, 2005), Florinski and Zank (Chapter 10), and
by Scherer et al. (2002) for a less dense, but strongly ionized cloud. Florinski
et al. (2003a) considered a cold (T = 200 K) cloud in approximate pressure
equilibrium with the surrounding warm low density medium. The hydrogen
ionization ratio in the cloud is therefore low, and taken to be zero at the ex-
ternal boundary. Solar photoionization causes the cloud to become partially
ionized locally by Ly-α radiation, which is included in the computer model.
The model described in Chapter 10 modifies the previous model of Florinski
et al. (2003a) by the inclusion of the three neutral hydrogen populations in-
stead of one (Zank et al., 1996; Florinski et al., 2004). The multifluid results
for the plasma and neutral distribution are somewhat different from those in
Florinski et al. (2003a) because the single fluid approach overestimates neutral
atom filtration by the hydrogen wall. In the new model more neutral hydrogen
atoms penetrate into the inner heliosphere causing stronger solar wind decel-
eration by charge transfer. The solar wind is slowed down to 250 km/s by the
time it reaches the TS, located at 12 AU (i.e., just past the orbit of Saturn) in
the upstream direction. The solar wind is strongly heated by the pickup ions,
and the TS is weak with a compression ratio of only 1.6. The HP is located
at 24 AU upstream and the thickness of the heliosheath is about equal to the
radial extent of the supersonic solar wind region.

Example 4: Strongly magnetized ISM (MF). Both the magnitude and direc-
tion of the magnetic field remain to date the poorest known property of the
LISM. The uniform component of the mean galactic field in the solar neigh-
borhood was measured to be |B| = 1.6 µG, based on observations of Faraday
rotation measures of pulsars within 3 kpc from the Sun (Rand and Kulkarni,
1989). The direction of this field is approximately azimuthal in the galactic
frame of reference. The field was also found to undergo random oscillations
with an amplitude of ∼5.0 µG on scales of the order of 55 pc, which is com-
parable to the size of, and may relate to, supernova bubbles. It is not clear if
the LIC field is aligned with the mean galactic field. Interestingly, recent Voy-
ager measurements of 2–3 kHz radio emissions exhibit a source distribution
with strong clustering in the galactic plane in the direction of the nose of the
heliopause (Kurth and Gurnett, 2003). It is believed that these radio emissions
are produced by Langmuir waves generated in the dense outer heliosheath fol-
lowing a passage of a large heliospheric disturbance (such as a shock associated
with a global merged interaction region or GMIR). The proposed mechanism
of wave generation involving pickup-ion-driven electron beams requires strong
magnetic fields, such as would be expected from draping of the LISM field
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around the nose portion of the heliopause (Cairns and Zank, 2002, Mitchell
et al., 2004), and the distribution of sources may be interpreted as indicating
the direction of the field outside the heliopause. This direction is also consis-
tent with earlier measurements of starlight polarization by interstellar grains
(Tinbergen, 1982), which led Frisch (1990) to conclude that the magnetic field
in the LIC is in the galactic plane and is inclined by 60◦ relative to the ecliptic.
More recently, it has been shown that this polarization is also consistent with
the expected location of the magnetic wall of the heliosphere, formed by inter-
stellar field lines draped over the heliosphere (Frisch, 2005, also see Chapter 3
by Pogorelov and Zank).

A new model of the formation of the LIC (Cox and Helenius, 2003) repre-
sents an attempt to explain the apparent pressure imbalance between the LIC
and the surrounding hot HII region. In their model, the complex of clouds sur-
rounding the Solar System formed from a part of the shell of the Local Bubble
cavity that broke away from the bubble wall, while retaining the strong mag-
netic field that was compressed by the passage of the supernova blast wave that
formed the bubble. This model predicts a rather large magnetic field (5–6 µG)
that is aligned with the direction of the interstellar flow. In the absence of such
alignment, the excessive magnetic pressure would compress the heliosphere
too much and move the termination shock within a distance where it would be
already detected by the Voyagers. Conversely, flow-aligned field does not exert
extra pressure on the stagnation point of the heliopause, and the termination
shock is expected to be located at 90–100 AU, which is in agreement with
the accepted value. In any case, it appears entirely possible that the Sun has
encountered strongly magnetized interstellar environments during its journey
through the Galaxy. Here we only consider axially-symmetric (2D) configura-
tions, while other possibilities for the interstellar field direction are discussed
in Chapter 3 of this book.

Parker (1961) was the first to develop a model of the heliospheric interface
produced by a strong magnetic field in vacuum. In the absence of MHD effects
and interstellar flow, the shape of the heliopause is determined completely by
the pressure balance at two points on the interface and consists of a spherical
shell with two side channels extending to infinity along the direction of the in-
terstellar magnetic field. Recently, Florinski et al. (2004) used a 2D multifluid
numerical model to study the solar wind interaction with a moving partially
ionized interstellar cloud with B = 4.3 µG (almost three times the “canoni-
cal” value) and aligned with interstellar flow velocity vector. The interstellar
plasma beta β = 4πγp/B2 (the ratio of thermal to magnetic pressures) was
0.47, and the interstellar flow was supersonic, but sub-Alfvénic. Their most
important results are summarized in Figure 2.7 (left panel). Here the TS is
located at 97 AU, the HP at ∼140 AU, and the BS at 260 AU in the apex
direction. The front portion of the HP displays an oscillatory behavior as a
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Figure 2.7. Left: Color plots of the plasma density and velocity lines (top panel) and neutral H
density (bottom panel) in the presence of a strong interstellar magnetic field that is aligned with
the interstellar flow velocity. Right: Plots showing the red side of the H I Lyα line observed for
six stars that sample different angles (θ) relative to the upwind direction of the interstellar flow
into the heliosphere. The solid lines show Hubble Space Telescope data and the dotted lines
show interstellar absorption only (Wood et al., 2000). The dashed lines show the model results
for B = 4.3 µG and the dash-dotted lines show the results calculated for the reference case
with B = 0 (Florinski et al., 2004).

consequence of a Rayleigh–Taylor instability driven by charge exchange be-
tween the interstellar neutrals and the plasma flow in the heliosheath (Florinski
et al., 2005). As shown in Florinski et al. (2004), the bow shock in this case is
a slow magnetosonic shock, which means that the magnetic field and flow di-
rection rotate towards the symmetry axis on crossing the shock from the LISM
side. The plasma subsequently turns away again from the symmetry axis as it
flows around the heliopause. This is quite different from the “standard” model
featuring a fast magnetosonic shock that directly deflects the wind away from
the axis. In other respects, the general structure of the interface is very similar
to the unmagnetized case, and it appears that even the strong interstellar field
does not have a particularly significant effect on the heliosphere.
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Figure 2.7 (right panel) shows Lyα saturated Voight profiles, for six stars in
the solar neighborhood, produced by absorption by the hydrogen wall. Both
observed (Hubble Space Telescope data) and model-calculated profiles are
shown. The strong field case shows very good agreement between the data
and calculations along all lines of sight, especially where absorption is domi-
nated by the hydrogen wall (36 Oph and α Cen). This result indicates that the
presence of a strong magnetized field in the LIC is a real possibility. Calcula-
tions performed without a magnetic field tend to overpredict absorption toward
α Cen and underpredict absorption toward Sirius. Overall, however, the differ-
ence in the amount of absorption calculated for B = 4.3 µG and B = 0 is gen-
erally small, and it appears that Lyα absorption is not very sensitive to changes
in B within the parameter range explored. Including an even stronger magnetic
field (5–6 µG) may result in a heliosheath extending further upstream, as a re-
sult of magnetic tension pulling on the apex-facing portion of the heliopause,
with a dominating absorption contribution from the heliosheath neutrals.

2.5 Conclusions
The response of the heliosphere to quite different Galactic environments

have been simulated with the use of computationally efficient multifluid
models. Although the results discussed here are brief, and do not repeat the
complete discussions of the original sources, several general conclusions are
apparent.

1 The global morphology of the heliosphere is very strongly determined by
the ionization state of the local interstellar medium, being significantly
reduced in size by the presence of neutral hydrogen compared to an
equivalent heliosphere embedded in a fully ionized ISM. The reduction
in size is a consequence of the supersonic solar wind losing momentum
and energy to the pickup ion population created from charge exchange
with interstellar neutral gas. A very dense partially ionized cloud can
reduce the size of the heliosphere so dramatically that the outer planets
can find themselves orbiting in the ISM rather than the supersonic solar
wind. Correspondingly, the interstellar hydrogen density can be high at
the Earth, with possible implications for atmospheric chemistry.

2 Like the ionization state of the LISM, the relative velocity of the Sun-
LISM system can play an equally dramatic role in shaping the global
morphology of the heliosphere. High velocity ISM models can dramat-
ically reduce the upstream extent of the heliosphere (i.e., distance to
the various boundaries) and the overall morphology can be greatly elon-
gated. The overall structure reverts, for sufficiently high velocity mod-
els, to one that is bullet- or rocket-shaped, rather like the fully ionized
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ISM models, even in the presence of neutral hydrogen. In these models,
the outer planets are exposed to the raw ISM and the environment of the
inner planets, and possibly of Earth, may be significantly perturbed.

3 A strongly magnetized LISM does not necessarily change the size of
the heliosphere, provided the magnetic field lies in the direction of the
LISM flow. The bow shock in this case is a slow magnetosonic shock,
and the magnetic field and flow direction rotate towards the symmetry
axis on crossing the shock from the LISM side. Following that, the
plasma turns away again from the symmetry axis as it flows around the
heliopause. This is quite different from the “standard” model with a fast
magnetosonic shock that directly deflects the wind away from the axis.
In other respects, the general structure of the interface is very similar
to the unmagnetized case. Even with a very strong magnetic interstellar
field, the Ly-α absorption profiles are consistent with observations along
a variety of sightlines.

4 Simple empirical scaling laws for the locations of the various boundaries
have been established. Similar correlations can be derived for the filtra-
tion of interstellar hydrogen. These simple empirical scaling laws can
be applied to supersonic heliosphere-ISM interactions for a very wide
range of possible ISM states, allowing rough estimates for the location
of boundaries and the efficiency of neutral gas filtration as it enters the
heliosphere.
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Abstract The properties of the local interstellar cloud (LIC) are rather poorly known, with
the exception of the interstellar plasma velocity and temperature. The poorest
known quantities are the strength and direction of the interstellar magnetic field
(ISMF). We review available observational data and perform three-dimensional,
time-dependent parametric modelling of the SW interaction with the local inter-
stellar medium (LISM) for a number of typical strengths and directions of the
ISMF. The effect of coupling interstellar and interplanetary magnetic fields on
the SW–LISM interaction pattern is investigated for both superfast and subfast
magnetosonic interaction regimes. In addition, we consider the case of an ISMF
vector perpendicular to the LISM velocity vector and inclined at an angle 60◦ to
the ecliptic plane, as suggested in recent publications relating LIC properties to
the radio emission observed by Voyager 1. Since the existence of nonevolution-
ary MHD shocks remains controversial, some attention is paid to the case where
the ISMF strength ahead of the bow shock falls into the region of nonevolution-
ary parallel shocks. It is shown that a complicated, multi-shocked solution that
exists for the axially symmetric models acquires a regular evolutionary struc-
ture in a genuinely 3D formulation of the problem. We present both the results
of purely MHD calculations and those obtained by taking into account charge
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exchange between neutral and ionized hydrogen. It is shown that, besides the
usual modifications to heliospheric structure, charge exchange may be a source
of heliospheric current sheet instabilities.

Keywords: Interstellar medium, interstellar magnetic field, solar wind, interplanetary mag-
netic field, heliosphere

Introduction

Although energetic particle data from Voyager (Cummings, Stone, & Steen-
berg, 2002, McDonald et al., 2003, Krimigis et al., 2003) and Ulysses (Smith
et al., 2003) are beginning to reveal more about the properties of the inner he-
liosheath region of the solar wind (SW) and its interaction with the surrounding
matter, the properties of the local interstellar medium (LISM) still remain in-
sufficiently constrained for the development of a reliable mathematical model
of the heliospheric interface. It is accepted that there is no exact definition of
the LISM, neither in terms of column densities nor in terms of distances, since
it, in fact, consists of many asymmetrically distributed components at different
densities and pressures (Ferlet, 1999). The Sun is located in the galactic disk
with an average thickness of about 300 pc, inside the so-called Local Bubble
(LB), which is a large volume of a very tenuous gas at temperature T ∼ 106 K
(Snowden et al., 1998). The characteristic size of this volume is about 200 pc
(Lallement, 2001). A few condensations and low-density warm clouds (diffuse
clouds) are embedded in the LB. Several such clouds are located in the vicin-
ity of the Sun and are sometimes called the Local Fluff. The typical size of
these clouds is 1 pc and our Sun is located in one of them (Frisch, 2000, Lalle-
ment, 2001), the Local Interstellar Cloud (LIC). The physical properties of the
LIC determine the confinement of the solar wind. Since the Sun moves through
space with a velocity of about 13–20 pc per million years in the Local Standard
of Rest, it could certainly encounter different clouds. Moreover, observations
of dense interstellar structures (Frail et al., 1994) show that environment vari-
ations are possible on the time scales of years. Several numerical models have
attempted to investigate the possible influence of the variability of the galactic
environment of the Sun on the heliospheric interface (see, e.g., Zank & Frisch,
1999, Pogorelov, 2000, Scherer, Fichtner, & Stavicki, 2002, Florinski, Zank,
& Axford, 2003). A number of new results are presented in this volume. The
outer heliosphere may be identified crudely as a part of the solar wind cav-
ity that extends from ∼10 AU outwards, to regions where interstellar material
from the LIC is dominant.

Measurements of the kinetic parameters of the interstellar He component
have been successfully performed (Witte, 2004) by the Ulysses GAS instru-
ment, which gives a neutral helium number density nHe ≈ 0.015±0.003 cm−3,
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temperature 6300 ± 340 K, and velocity 26.3 ± 0.4 km s−1. This agrees very
well (Mobius et al., 2004) with the data obtained from¨ Extreme Ultraviolet
Explorer (EUVE) (Vallerga et al., 2004), re-examination of the Prognoz data
(Lallement et al., 2004), and pick-up ion observations (Gloeckler et al., 2004).
Spectroscopic EUVE measurements (Dupuis et al., 1995, Wolff, Koestner, &
Lallement, 1999) show that the average ratio of neutral hydrogen and helium
column densities is about 14.7. Number densities of H+ and He+ are deter-
mined by the corresponding ionization rates, which are not known with much
precision in the LISM. Vallerga (1996) suggests that if we assume that the
abundance ratio between hydrogen and helium as chemical elements is 10, the
number densities ranges are 0.15 ≤ nH ≤ 0.34 cm−3 and 0.004 ≤ nH+ ≤
0.14 cm−3. The densities nH = 0.22 cm−3 and nH+ = 0.1 cm−3 given by
Frisch (2000) correspond to helium and hydrogen ionization ratios of 53% and
31%, respectively. Due to uncertainties in the ionization rates, the LISM pa-
rameters, used in particular global models of the outer heliosphere, should be
adjusted to account for data observed in the inner heliosheath.

The poorest known LISM parameter is the magnetic field. Frisch (2003a,b)
has suggested that the vector of the interstellar magnetic field (ISMF) B∞
is nearly perpendicular to the LISM velocity vector V∞ and belongs to the
galactic plane, making an angle of ∼60◦ with the solar ecliptic plane. The
identification of this orientation seems to result from the fact that the LISM
velocity is directed at l = 3.6◦ and b = 15.3◦ in the galactic coordinate plane
(Flynn et al., 1998, Witte et al., 2004) and the belief that the magnetic field is
directed toward the galactic longitude l ≈ 88 ± 5◦ (Tinbergen, 1982, Rand &
Lyne, 1994). A tilt of 60◦ has been suggested recently as a possible explana-
tion of the 2–3 kHz emission data (Kurth & Gurnett, 2003). However, most
observations used to derive the direction of the magnetic field in the LIC in-
volve averaging data over several parsecs and conclusions should therefore be
treated cautiously. The difference in the propagation directions of the He and
H atoms discovered recently by Lallement et al. (2005) has been interpreted as
a possible tool for determining the ISMF direction (Izmodenov, Alexashov, &
Myasnikov, 2005), because the LISM stagnation point on the heliopause can
be displaced with respect to the solar ecliptic plane for certain ISMF orienta-
tions. However, this interpretation ignores the presence of the interplanetary
magnetic field. As will be shown later in this chapter, similar displacements
are plausible for nearly all angles between B∞ and V∞, provided that the
heliospheric current sheet bends into one of the hemispheres. Remarkably,
in such cases the heliopause becomes asymmetric with respect to the ecliptic
plane even for the ISMF aligned with the LISM velocity vector. Thus, the ac-
tual angle between V∞ and B∞ still remains a free parameter. For example,
the theory of the LB origin suggested by Cox & Helenius (2003), in order to
account for the LIC pressure equilibrium with the surrounding hot gas in the
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LB, involves strong magnetic fields of 4–5 µG parallel to the LISM velocity.
Such values of magnetic field should probably be excluded (Pogorelov, Zank,
& Ogino, 2004), were we to assume V∞ ⊥ B∞, because Voyager 1 has al-
ready detected the solar wind termination shock at about 94 AU. However,
calculations performed for the field-aligned case by Florinski et al. (2004) ex-
hibit very good agreement with the Lyα absorption profiles (Linsky & Wood,
1996), which are now used frequently to validate theoretical models of the he-
liosphere. In fact, it appears that magnetic fields up to 4.5 µG cannot modify
the heliospheric interface much in the quasi-field-aligned case. It should be
mentioned in this connection that the way magnetic pressure can compensate
the lack of thermal pressure in the LIC is not quite understood, and seems
inconsistent with observations (Lallement et al., 2003, 2004).

Here we summarize the influence of the ISMF strength and direction for
certain characteristic angles between B∞ and V∞. This can hopefully eluci-
date the interpretation of the observational data (Wood et al., 2002, Kurth &
Gurnett, 2003, Krimigis et al., 2003) that appeared after the numerical stud-
ies of Washimi & Tanaka (1996), Linde et al. (1998), Pogorelov & Matsuda
(1998), Ratkiewicz et al. (1998), and Tanaka and Washimi (1999). We con-
sider ISMF intensities in a wide range corresponding to both superfast and
subfast (with velocities greater or less than the fast magnetosonic velocity, re-
spectively) magnetized LISM flows. Calculations have been performed both in
a purely MHD and 2-fluid approximations. The latter additionally involves the
LISM hydrogen atoms that experience charge exchange with plasma particles.

Of additional theoretical interest is an analysis of the SW–LISM inter-
action for the range of magnetic fields where parallel MHD shocks are
nonevolutionary – unstable to decomposition into other discontinuities – and
therefore should be excluded in the ideal magnetohydrodynamic description
(Landau & Lifshitz, 1984). Solutions of that kind have been reviewed recently
by Kulikovskii, Pogorelov, & Semenov (2001). Nonevolutionary shocks tend
to appear in those cases where fully three-dimensional problems are modelled
in statements that involve either a symmetry axis or a symmetry plane. It is im-
portant to recognize (Barmin, Kulikovskii, & Pogorelov, 1996) that physically
inadmissible solutions can persist in numerical calculations where numerical
dissipation and resistivity are many orders of magnitude higher than those in
physical space plasmas.

The chapter is structured as follows. Section 3.1 presents the physical and
mathematical statements of the problem. In Section 3.2 we consider the results
of our numerical simulations for weak magnetic fields, assuming that the LISM
flow is subfast. Comparison is made of the purely MHD SW–LISM interac-
tion with realistic cases involving neutral hydrogen atoms interacting with the
plasma component via charge exchange (Pogorelov & Zank, 2005). We also
address the interaction pattern with V∞ ‖ B∞ with the ISMF strength in a



The Influence of Interstellar Magnetic Field 57

so-called switch-on regime. Section 3.3 describes the case of a strong inter-
stellar magnetic field oriented at an angle to the LISM velocity vector and is
followed by the section where we discuss the results obtained.

3.1 SW–LISM Interaction Problem

In the introduction, we specified the range of physical parameters reflecting
our current knowledge about the LISM filling the LIC. To focus our study on
the influence of the strength and direction of the ISMF on the heliospheric in-
terface in the presence of the interplanetary magnetic field (IMF), we choose
the following set of the LISM properties: the number density of H+ ions is
np∞ = 0.07 cm−3, velocity VpVV ∞ = 25 km s−1, and the plasma speed of sound
cp∞ = 12.5 km s−1, thus implying a LISM temperature TpTT ∞ ≈ 5679 K and
Mach number MpMM ∞ = VpVV ∞/cp∞ = 2. The magnitude and direction of the
ISMF vector B∞ remain parameters of the problem. It is assumed that neu-
tral and ionized hydrogen have the same velocity and temperature at the outer
boundary, which is located at 1200–1500 AU from the Sun. In the presence
of interstellar hydrogen atoms, their density nH∞ will be either 0.1 cm−3 or
0.2 cm−3. The solar wind plasma is assumed spherically symmetric, which
takes place in the vicinity of the solar maximum, with the following parame-
ters: VEVV = 450 km s−1, MEMM = VEVV /cE = 10, nE = 7 cm−3 (Baranov &
Malama, 1993). The subscript “E” corresponds here to Earth’s distance from
the Sun (1 AU). Although the magnetic field of the Sun is far from dipole at
the solar maximum (Balogh, 1996), for simplicity, we suppose that it has the
shape of Parker’s spiral (Parker, 1961) at the inner boundary (10–30 AU), with
spherical coordinate components (for the z-axis aligned with Sun’s rotation
axis)

BR = ±BE

(
RE

R

)2

, (1.1)

Bθ = 0, (1.2)

Bφ = −βBR

(
R

RE

)
sin θ, (1.3)

where β = ΩRE/VEVV ≈ 0.9 (Ω is the Sun’s angular velocity) and the radial
component of the IMF at 1 AU is approximately 37.5 µG. It is interesting to
note in this connection that the Voyager 1 observations of the IMF strength
agree with Parker’s model from 1 to 81 AU and from 1978 to 2000 when one
considers the solar cycle variations in the source magnetic field and the latitudi-
nal/time variation of the solar wind speed (Burlaga et al., 2002). Since the IMF
is discontinuous across the equatorial plane, a heliospheric current sheet (HCS)
naturally forms in accordance with the chosen boundary conditions, where the
jump in magnetic field occurs within one computational cell adjacent to the



58 The Significance of our Galactic Environment

inner boundary chosen at R = 30 AU and R = 10 AU for purely MHD and
2-fluid calculations, respectively.

We assume that the flow of charged particles is governed by the equations
of ideal magnetohydrodynamics that express the conservation laws for mass,
momentum, total energy, and magnetic flux:
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Here density ρ, velocity v, thermal and total pressures p and p0, and the mag-
netic field strength B are normalized by ρ∞, V∞VV , ρ∞V 2

∞VV , and V∞VV
√

ρ∞, re-
spectively. Time and length are also dimensionless, with 1 AU and 1 AU/V∞VV
being the reference length and time, respectively. The quantity e is the total
energy density.

System (1.4) is written in the symmetrizable, Galilean invariant form sug-
gested by Godunov (1972) and successfully applied by a number of authors,
e.g. Linde et al. (1998) and Pogorelov & Matsuda (1998), for the purpose of
eliminating spurious magnetic charge (see Kulikovskii et al., 2001 and ref-
erences therein). In the presence of charge exchange between neutral and
charged particles, source terms Hm

p−H and He
pHH −H also appear in the momentum

and energy equations (photoionization processes are neglected). The formulas
for the charge exchange terms are given by Pauls, Zank, & Williams (1995). In
order to apply the multi-fluid approximation, we need to solve also the Euler
equations for the neutral components of the mixture. For the purposes of this
investigation it suffices to use a two-fluid interaction model, where only pri-
mary (interstellar) atoms are included. This approach is somewhat inconsis-
tent, since we need to withdraw secondary neutrals that originate in the inner
heliosphere. In order to reproduce a number of important physical effects, at
least three populations of neutral hydrogen atoms should be introduced: atoms
created in the LISM region ahead of the heliopause (population 1), and in
the subsonic (population 2) and supersonic (population 3) SW regions (Zank
et al., 1996). Axisymmetric calculations employing this model have been per-
formed by Florinski, Zank, & Pogorelov (2003) using the numerical approach
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developed by Pogorelov (1995) and Pogorelov & Semenov (1997). The same
approach was applied by Pogorelov & Matsuda (1998) to investigate the in-
fluence of the ISMF direction on the shape of the global heliopause, and we
continue using it in this study.

Parker (1961) originally investigated the SW–LISM interaction, assuming
that the solar wind expanded into a magnetized vacuum. Similar solutions,
with the heliopause open in both the upwind and downwind LISM direc-
tions, were obtained by Myasnikov (1997) and, more recently, by Florinski
et al. (2004) for the case of the sub-Alfvenic interstellar medium. Baranov &´
Krasnobaev (1971) applied a thin-layer Newtonian approximation, suggested
for the SW–LISM interaction by Baranov, Krasnobaev, & Kulikovskii (1971)
(BKK-model), to analyze the influence of an ISMF parallel to the LISM veloc-
ity on the heliopause. Since the LISM flow was assumed to be supersonic
and super-Alfvenic, the BKK-model involves two shocks, decelerating the´
LISM and the SW, respectively (the bow and the termination shocks). The
two-shock model of the MHD interaction has been substantially developed
further by Matsuda & Fujimoto (1993), Baranov & Zaitsev (1995), Washimi
& Tanaka (1996), Pogorelov & Semenov (1997), Pogorelov & Matsuda (1998,
2000, 2004), and Tanaka & Washimi (1999) for a fully ionized gas. A subsonic
LISM model has also been considered by a number of authors, such as Parker
(1961), Neutsch & Fahr (1982), and Zank et al. (1996). In fact, for present day
conditions the plasma LISM flow is always supersonic in terms of the ther-
mal speed of sound, and the use of subsonic models was justified by including
additional pressure provided by the ISMF and cosmic rays. However, as has
recently been shown convincingly by Florinski et al. (2004), supersonic and
sub-Alfvenic LISM flow regimes (that occur in the presence of a strong ISMF)´
are qualitatively different from subsonic and super-Alfvenic ones (that occur´
for weak or negligible ISMF strengths). In the presence of neutral particles,
the former case is characterized by the presence of a slow MHD bow shock,
while the latter case can never include a bow shock. Later in this paper we
shall consider the case of the subfast SW–LISM interaction for non-zero angle
between the interstellar velocity and magnetic field vectors.

The importance of neutral particles has long been recognized (see the review
by Zank, 1999a). Wallis (1971, 1975) first identified most of the now well ac-
cepted effects of charge exchange: the weakening of the termination shock,
the filtration of hydrogen atoms at the heliopause, and changes to the LISM
velocity and temperature due the LISM charge exchange with neutralized so-
lar wind protons. The first self-consistent model involving both charged and
neutral particles, the latter being modelled kinetically, was developed by Bara-
nov & Malama (1993) for a nonmagnetized plasma in two space dimensions.
It was later modified by Aleksashov et al. (2000) to include the ISMF. Since
the hybrid model used in the latter two papers was incapable of managing
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time-dependent problems and is too time-consuming in three dimensions,
less sophisticated approaches were developed (Pauls, Zank, & Williams,
1995, Pauls & Zank, 1996, Zank et al., 1996), where a multi-fluid approach was
introduced (see also Fahr, Kausch, & Scherer, 2000, Scherer & Fahr, 2003).
Muller, Zank, & Lipatov (2000) applied a mesh-particle method to solve the¨
Boltzmann equation that governs the motion of the neutral particles. A multi-
fluid approach has recently been applied to modelling the axisymmetric MHD

2004). Linde et al. (1998), performing 3D MHD calculations, used a yet fur-
ther simplified, non–self-consistent approach suggested by Baranov, Ermakov,
& Lebedev (1981) to calculate the charge exchange source terms by modelling
interstellar neutrals using a mass conservation equation only.

With the Voyager 1 spacecraft poised to cross the termination shock, per-
haps multiple times, we have an opportunity to distinguish ISMF strengths and
directions that are inconsistent with observations. The direction of the mag-
netic field entered into a recent analysis of the 2–3 kHz emission (Kurth &
Gurnett, 2003), thought to originate from the outer heliosheath (the shocked
region behind the bow shock and ahead of the heliopause). By investigating
the magnetic field orientation and strength in the outer heliosheath, for differ-
ent orientations of the ISMF, the relation between the ISMF and radio emission
directions may be clarified.

3.2 Superfast SW–LISM Interaction

3.2.1 ISMF Perpendicular to the LISM Velocity

As noted in Introduction, the situation with B∞ ‖ V∞ is often consid-
ered nonrealistic, although it is intrinsic for the theoretical explanation of the
equilibrium between the LIC and the Local Bubble given by Cox & Hele-
nius (2003). In this subsection, we analyze the cases where these vectors are
perpendicular. We discuss, in particular, the location of the heliospheric dis-
continuities for different ISMF strengths. In addition, we investigate the case
where B∞ is also tilted 60◦ to the ecliptic plane.

First, let B∞ be parallel to the x-axis, which is aligned with Sun’s rotation
axis, i. e., B∞ ‖ 0x. The z-axis is chosen parallel to the LISM flow, while
the y-axis is perpendicular to both them. Unless otherwise specifically stated,
this orientation of the coordinate axes is preserved throughout the paper. Fig-
ures 3.1a and 3.1b show, respectively, the density logarithm distributions in
the meridional plane together with the LISM streamlines and the front view
of the magnetic field lines draping the heliopause for B∞ ≈ 1.8 µG. Fig-
ures 3.1c and 3.1d show the same quantities for B∞ ≈ 2.4 µG. The surface
of the heliopause is colored according to the magnitude of the magnetic field
Btot = (B2

x + B2
y + B2

z )1/2 on it. Its distribution clearly explains the ISMF

SW–LISM  interaction  (Florinski, Zank, & Pogorelov, 2003;  Florinski et al.,
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Figure 3.1. Streamlines and the density logarithm distribution in the meridional plane (left)
and ISMF lines draping the heliopause (right) for B∞ ⊥ V∞, B∞ ‖ 0x, and B∞ ≈ 1.8 µG
(a, b) and 2.4 µG (c, d). The x-axis is aligned with the rotation axis of the Sun. [ApJ, 614,
1007. ©c 2004. The American Astronomical Society.]

effect on the shape and position of the heliopause with respect to the Sun: the
HP is pushed closer to the origin along the z-axis and squeezed from the left-
and right-hand sides, the effect being greater for larger ISMF strengths. An
asymmetry in the solution with respect to the meridional plane in noticeable
even ahead of the HP. We do not show the SW streamlines in this figure, since
they acquire a considerable component in the y-direction beyond the termina-
tion shock. The asymmetry is caused by the interaction of the IMF and ISMF.
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We can only observe the global features of the interaction. All magnetic field
line reconnection, whenever it happens, is governed by the numerical dissi-
pation and resistivity. It is very difficult to evaluate the importance of this
effect, since the ratio between the anomalous and numerical resistivities is un-
known. In the case of reconnection, localized increases in temperature can be
expected. Once this happens at the heliopause, the LISM gas can be heated.
Since the plasma temperature inside the heliopause is considerably higher than
that in the LISM, heating will result in a wider dissipative profile for the HP,
whose numerical smearing seems to be inevitable, since tangential discontinu-
ities have no stationary dissipative structure. The TS, HP, and BS distances to
the Sun along the positive part of the z-axis are, respectively, 125, 187, and
560 AU for B∞ ≈ 1.5 µG (this solution is not shown), 120, 180, and 600 AU
for B∞ ≈ 1.8 µG, and 114, 165, and 670 AU for B∞ ≈ 2.4 µG. Clearly
the position of the TS depends only slightly on the LISM strength, whereas
the distance of the HP to the Sun decreases, and the BS stand-off distance in-
creases substantially. All this is a result of relatively low ISMF strengths that
preserve the superfast character of the LISM flow in the perpendicular case.
On the other hand, the shape of the HP substantially changes, so affecting the
distribution of quantities inside it.

Like Fig. 3.1, Figure 3.2 shows the density distributions, the streamlines,
and the ISMF around the HP, but now for B∞ ⊥ V∞ and B∞ ⊥ 0x for
B∞ ≈ 1.5 µG (a and b) and B∞ ≈ 2.4 µG (c and d). As expected (Linde et al.,
1998, Pogorelov & Matsuda, 1998), the heliopause is contracted vertically in
this case. The maximum magnetic field strength over the HP lies slightly above
the yz-plane. The HP itself acquires a cusp-like shape at the nose, which can
be attributed to the opposite orientation of the ISMF and IMF in the southern
hemisphere. For stronger values of B∞, an instability develops on the bottom
of the HP. The cusp-like nose, as reported by Linde et al. (1998), can also be
unstable via a Rayleigh–Taylor type instability, which is most likely caused
by charge exchange of protons and interstellar neutrals and not included here.
This instability was first found by Liewer, Karmesin, & Brackbill (1996) and
Zank et al. (1996), and then explicitly calculated by Zank (1999b). Florinski,
Zank, & Pogorelov (2005) showed that this instability persists in the presence
of the ISMF, its amplitude decreasing with the magnetic field strength. In
Fig. 3.3a, we show the side view (with a slight rotation of the picture around
the z-axis) of the logarithm density distribution in the ecliptic plane, where
one of the spiral IMF lines is also shown together with a set of ISMF lines
draped over the HP from its top (here B∞ ≈ 2.4 µG). Figure 3.3b shows
the distribution of the magnitude of the magnetic field in the meridional plane
for the same ISMF strength at a characteristic time. Here we see an increase
in the magnetic field pressure caused by ISMF draping over the heliopause and
the ridges in the interplanetary magnetic field. The HCS visibly bends into the
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Figure 3.2. Streamlines and the density logarithm distribution in the meridional plane (left)
and ISMF lines draping the heliopause (right) for B∞ ⊥ V∞, B∞ ⊥ 0x, and B∞ ≈ 1.5 µG
(a, b) and B∞ ≈ 2.4 µG (c, d). [ApJ, 614, 1007. ©c 2004. The American Astronomical
Society.]

southern hemisphere. This occurs because some streamlines begin in the upper
hemisphere and penetrate into the lower one. The TS, HP, and BS distances to
the Sun along the positive part of the z-axis are equal, respectively, to 120, 161,
and 514 AU for B∞ ≈ 1.5 µG and 108, 144, and 705 AU for B∞ ≈ 2.4 µG.

Consider now the case, where B∞ ⊥ V∞ and is tilted 60◦ to the ecliptic
plane. As mentioned earlier, this orientation of the ISMF corresponds to the
recent suggestion of Frisch (2003b). It was used by Kurth & Gurnett (2003)
to explain the behavior of the 2–3 kHz emission data thought to originate in
the outer heliosheath. Figure 3.4 shows the front views of the heliopause for
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Figure 3.3. Density logarithm distribution in the ecliptic plane, one of the IMF lines, and
ISMF lines draping over the heliopause (a, the lines with z = const are spaced at 200 AU)
and magnetic field strength distribution in the meridional plane (b) for B∞ ⊥ V∞, B∞ ⊥ 0x,
and 2.4 µG). [ApJ, 614, 1007. ©c 2004. The American Astronomical Society.]

B∞ ≈ 1.5 µG (a and b) and B∞ ≈ 2.4 µG (c and d). In Figs. 3.4a, c we have
also added the LISM streamlines that start upwind in the immediate vicinity
of the meridional plane xz. Magnetic field line draping over the heliopause
is shown in Fig. 3.4b, d. We see that this draping resulted in the HP rotating
almost exactly 30◦ around the z-axis. In the left column of Fig. 3.4, the HP
surface is colored according to the strength of the magnetic field on it. We see
definite indications of a preferred orientation of the magnetic field on the HP,
whose existence was suggested by Kurth & Gurnett (2003). In Fig. 3.5, we
show the distribution of the magnetic field magnitude Btot in the meridional
plane (a) and in the cross-section of the narrowest flaring of the HP (b), where
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Figure 3.4. Front views of the heliopause for B∞ ⊥ V∞ and tilted 60◦ to the ecliptic plane.
The cases with B∞ ≈ 1.5 µG (a, b) and B∞ ≈ 2.4 µG (c, d). The LISM streamlines and ISMF
lines are shown on plots a, c and b, d, respectively. [ApJ, 614, 1007. ©c 2004. The American
Astronomical Society.]

two of the spiral IMF lines are also shown. It is clearly seen that the HCS
rotates and bends down for the chosen orientation of B∞. This contrasts with
the violently unstable behavior of HCS in the absence of the ISMF reported
by Opher et al. (2004). However, physically, there is no doubt that the HCS
in the heliosheath should experience instabilities, and they may interact with
the hydrodynamically unstable heliopause. Although the presence of the ISMF
near the HP may temper these instabilities, this problem still requires a separate
detailed investigation. The effect of neutral atoms on the HCS stability will be
shown in the subsection dealing with field-aligned LISM flows.

Now we would like to discuss an issue raised by Washimi & Tanaka (2001).
In their calculation, in order to model the structure of the HCS, they completely
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Figure 3.5. Magnetic field magnitude distributions in the meridional plane (a) and in the plane
of the narrowest flaring of the heliopause (b) for B∞ ⊥ V∞ and tilted 60◦ to the ecliptic plane.
B∞ ≈ 1.5 µG. [ApJ, 614, 1007. ©c 2004. The American Astronomical Society.]

eliminated the IMF inside a thin layer adjacent to both sides of the solar eclip-
tic plane. Since the width of the HCS is about 104 km at 1 AU, a strong
refinement of the computational cells is required to resolve this very thin struc-
ture. In particular, the HCS was located within ∆θ ≈ 1.8◦ in their calcula-
tions. For the inner boundary at R = 50 AU this results in the minimum width
∼7.5×107 km, that is, at least three orders of magnitude greater than the char-
acteristic width of the HCS. The latter, however, increases with distance from
the Sun. This increase may be proportional to R, as suggested by Smith (2001),
or to R1/5 as argued by Opher et al. (2004). In any case, the prescribed value
differs very much from the actual width of the HCS (Winterhalter et al., 1994).
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Figure 3.6. Density logarithm distributions in the meridional plane for B∞ ⊥ V∞ and tilted
60◦ to the ecliptic plane with B∞ ≈ 1.5 µG for wider (a) and narrower (b) HCS regions in the
statement of Washimi & Tanaka (2001). The orientation of the coordinate axes of that paper is
preserved, such that the z-axis is aligned with the solar magnetic axis for this figure.

In Fig. 3.6a, we reproduced a V-shaped structure discovered by Washimi &
Tanaka (2001) for the set of parameters corresponding to Figs. 3.4 and 3.5.
We assumed a linear distribution of the magnetic field inside a HCS-like struc-
ture within ∆θ ≈ 0.75◦. In Fig. 3.6 only, for comparison purposes, the z-axis
is aligned with the solar magnetic axis, while the x-axis is directed towards
the incoming LISM flow. This choice of ∆θ results in the minimum width
about 1.9 × 107 km. The thickness is twice smaller in the calculation shown
in Fig. 3.6b. In both plots, we show the distributions of the density logarithms.
We see the presence of the V-shaped structures in both calculations, although
they clearly depend on the width of the layer with zero magnetic field near
the ecliptic plane. The plasma temperature of the SW usually decreases adia-
batically with distance from the Sun in the absence of charge exchange. This
behavior does not change in our calculations anywhere except for the region
around the ecliptic plane, where it increases with R, being substantially higher
than in the regular solar wind region. The latter seems to contradict observa-
tions (Smith, 2001). The energy for this increase, of course, is provided by the
magnetic field. It is also supplemented by keeping the temperature fixed at the
inner boundary, as in the calculations of Washimi & Tanaka (2001), while it
should increase since the pressure balance is not preserved at this boundary.

If we look at the typical distribution of the magnetic field in the HCS (Win-
terhalter et al., 1994), we observe that only the toroidal component of the IMF
disappears at the equatorial plane, while the magnitude of B remains nearly
constant. In this case, the HCS should rather be treated as a rotational than as
a tangential discontinuity. As stated by Smith (2001), the simplest concept of
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a current sheet where the field is unidirectional and decreases monotonically
to zero and then reappears with the opposite sign (similar to a tangential dis-
continuity) occurs very rarely, if ever. This means that if we do not want to
treat the HCS as a discontinuity (the approach adopted throughout this study),
we should take into account the distribution of quantities in the so-called he-
liospheric plasma sheet (HPS), which is about 30 times wider than the HCS
and surrounds it. Observations (Winterhalter et al., 1994) show that the de-
crease of the IMF magnitude in the HPS can be less than 50% as compared
with its magnitude outside the HPS. A study of that kind, however, can hardly
be performed in the framework of ideal, dissipationless MHD equations. It
is also worth noting that the increase in the plasma velocity and temperature
inside the HCS causes extensive charge exchange that smears out the effects
discovered by Washimi & Tanaka (2001).

In order to take into account the effect of neutral atoms on the heliospheric
interface, we shall adopt a two-fluid model, where the original population of
the LISM H atoms is treated as a separate fluid. This is a reasonable ap-
proximation whenever we are basically interested in the magnetic field effects.
More elaborate approaches that involve a 4-fluid interaction model (Florinski,
Zank, Pogorelov, 2003), which has proved to be effective in modelling three-
dimensional (Pauls & Zank, 1997) and nonstationary aspects of the SW–LISM
interaction (Zank, 1999a, Zank & Muller, 2003), or a kinetic treatment of neu-¨
trals similar to Baranov & Malama (1993) and Muller, Zank, & Lipatov (2000),¨
have already been developed. Their results will be reported elsewhere.

The results of our calculations above show that we should expect that the
influence of charge exchange is likely to be stronger than the effect of a weak
ISMF. In Fig. 3.7, we show the distributions of the magnetic field vector mag-
nitude (a) and the neutral hydrogen density (b) in the meridional plane for
B∞ ⊥ V∞ and tilted at 60◦ to the ecliptic plane for B∞ = 1.5 µG and
(1) nH∞ = 0.2 and (2) 0.1 cm−3. An important result of charge exchange is
that the velocity of the solar wind decreases as it approaches the termination
shock, whereas its temperature increases along the axis aligned with the LISM
flow from 1.5 × 104 K at R = 15 AU to about 2 × 105 K ahead of the ter-
mination shock, in contrast to its adiabatic cooling ∼1/R4/3 in the absence
of neutral atoms. This is a manifestation of the fluid plasma model that does
not distinguish between pick-up ions (PUIs) and thermal solar wind plasma,
and so the temperature increase reflects the hot PUI population in our simu-
lations. One can see a pronounced hydrogen wall, a layer in which hydro-
gen atom density is enhanced ahead of the heliopause. The “height” of this
wall increases with higher nH∞, while its thickness becomes smaller, which
is consistent with the kinetic simulation of Baranov & Malama (1995). Fur-
thermore, a more dense stream of neutral hydrogen produces smaller flaring
angle for the heliopause — an effect directly related to the decrease in the
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Figure 3.7. Magnetic field magnitude (a) and neutral hydrogen density (b) distributions in
the meridional plane for nH∞ = 0.2 (1) and 0.1 (2) cm−3. B∞ ⊥ V∞ and tilted 60◦ to the
ecliptic plane. B∞ ≈ 1.5 µG.

ratio of the SW and LISM dynamic pressures due to charge exchange. The
behavior of the HCS remains essentially similar to the case without neutrals.
The TS, HP, and BS stand-off distances along the z-axis are approximately
equal to 80, 123, and 245 AU for nH∞ = 0.2 cm−3 and to 100, 146, and
306 AU for nH∞ = 0.1 cm−3, respectively. This shows that the former value
of the H density is too large to be consistent with the observations from the
Voyager spacecraft. As in the purely MHD case, there exists an asymmetry
in the magnetic field distribution caused by the ISMF tilt with respect to the
ecliptic plane. However, it might not be sufficiently sharp to account for the
kilohertz emission sources distribution according to Kurth & Gurnett (2003).
Additional investigation involving a radio emission model is required to get a
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decisive answer to that question. It is likely that an acute angle between B∞
and V∞ will be more favorable to fit observations.

3.2.2 ISMF Parallel to the Meridional Plane and the
Angle Between B∞ and V∞ Equal to 45◦

Consider now the configuration where the ISMF is directed at 45◦ to the
LISM velocity vector and is parallel to the meridional plane. The solution
for this case is shown in Fig. 3.8. Plots a and b give the distributions of the
magnetic field magnitude in the meridional plane for ISMF strengths equal to
1.5 µG and 2.4 µG, respectively. The IMF spiral in the northern hemisphere
is directed from the Sun. It should be noted that depending on the orienta-
tion of the IMF spirals the heliopause slightly rotates in an opposite direction
with respect to the meridional plane (Pogorelov, Zank, & Ogino, 2004). The
maximum strength of the magnetic field on the heliopause also lies in this
case on its opposite sides with respect to the meridional plane. In both cases,
there exist certain preferred directions of the magnetic field in the vicinity of
the heliosphere and these directions do not coincide with the ISMF direction.
We observe the usual rotation of the heliopause counterclockwise with respect
to its position without a magnetic field. As a result, the bow shock rotates
clockwise. The increase in the ISMF strength results in greater rotation angles.
These figures also show the streamlines belonging to the meridional plane.
There exists a magnetic ridge (Nerney, Suess, & Schmahl, 1993, Washimi &
Tanaka, 1996, Linde et al., 1998), which appears to be due to the IMF rollover
at the inner side of the heliopause.

It is distinctly seen on both figures that the current sheet leaves the ecliptic
plane after crossing the termination shock and bends downwards. The By

components of the IMF have opposite directions on each side of the ecliptic
plane. This feature is similar to that obtained in our previous set of calculations,
although in this case there seems to be no substantial rotation of it around
the z-axis. Of course, in reality the shape and behavior of the HCS will be
much more complicated, since we do not take into account the fact that the
Sun’s rotation and magnetic axis do not coincide. The change of polarity with
the solar cycle also makes the interaction pattern unsteady, as was shown by
Tanaka & Washimi (1999). Our analysis, by separating different configurations
of the magnetic field that can affect the flow configuration, allows us to realize
physical mechanisms contributing to those transient phenomena.

3.2.3 Field-aligned LISM Flows

If the ISMF vector B∞ is parallel to the LISM velocity V∞, there will be
a point on the bow shock where both vectors are parallel to the shock normal,
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Figure 3.8. Distribution of Btot in the meridional plane for B∞ ≈ 1.5 µG (a) and B∞ ≈
2.4 µG (b) when the angle between B∞ and V∞ is equal to 45◦. Interstellar streamlines are
shown. [ApJ, 614, 1007. ©c 2004. The American Astronomical Society.]

that is, the shock will be parallel in this case. MHD shocks are parallel or
perpendicular if the magnetic field ahead of and behind them is parallel or
perpendicular to the shock normal, respectively. In singular cases, when the
magnetic field is parallel to the shock normal only ahead of (or behind) the
shock, the transition is identified as a switch-on (or switch-off) shock. All
other shocks are oblique. Possible configurations of the ISMF in the vicinity
of the bow shock cannot be understood without some consideration of the is-
sue of shock admissibility. It is well-known that any small-amplitude plane
perturbation of the state vector in the hyperbolic system can be represented as
a sum of linear simple waves moving with corresponding characteristic veloc-
ities λi. Each simple wave is characterized by its amplitude. If we consider
a shock with velocity W , each wave is either incoming or outgoing, depend-
ing on the sign of λi − W . A shock is called evolutionary if the problem
of its interaction with small perturbations has a unique solution. This occurs
if the number of unknowns is equal to the number of Hugoniot relations the
shock. The unknowns are represented by amplitudes of outgoing perturbations
(incoming perturbations are totally determined by initial conditions) and by a
perturbation of the shock velocity. If the number of unknowns is greater than
the number of shock relations, the amplitudes cannot be found uniquely and
will depend on one or more arbitrary functions of time. Thus, such a discon-
tinuity either cannot exist, or there are physical reasons to impose additional
relations on it which are different from those resulting from the corresponding
system of conservation laws to be solved. Examples of such “nonclassical”
discontinuities were considered by Kulikovskii et al. (2001). If the number of
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unknowns is less than the number of relations, the solution of the shock interac-
tion with small perturbations does not exist in the linear approximation. Since
we expect a well-posed physical problem to have a solution, non-small devia-
tions from the initial state must occur. This usually results in the disintegration
of the initial discontinuity into two or more evolutionary discontinuities. It is
well-known that all nonevolutionary shocks exhibit trans-Alfvenic transitions,´
where v > aA ahead of the shock and v < aA behind it. Here v = |v|,
B = |B|, and aA = B/(2

√
πρ) is the Alfven velocity. Vector designations´

can be omitted in the above formulas, since B ‖ v. The interaction of small
transverse (Alfven) perturbations with nonevolutionary shocks always has no´
solutions. It is known from the MHD theory that parallel MHD shocks are not
always evolutionary. This occurs (Landau & Lifshitz, 1984) only if

1 < A∞ = V∞VV /aA∞ < A∗ =

√
(γ + 1)M2

∞MM

2 + (γ − 1)M2
∞MM

, (2.1)

where γ is a specific heat ratio and the subscript ∞ refers to quantities ahead
of the shock.

If we disregard the IMF, the interaction pattern will be axially symmet-
ric. Since in our calculations M∞MM = 2, it is easy to check that fast parallel
shocks will remain evolutionary only for B∞ < 2 µG. In the range between 2
and 3.03 µG, parallel shocks cannot appear because they are nonevolutionary,
while evolutionary (fast) switch-on shocks are inadmissible due to the symme-
try restrictions (Pogorelov & Matsuda, 2000, 2004). Indeed, if the flow is con-
tinuous in directions tangent to the shock, once the magnetic field switches on
in a certain direction at some point, by continuity, it must turn in essentially the
same direction in the vicinity of this point, which breaks the axial symmetry of
the flow. For this reason, the flow acquires a complicated structure with addi-
tional shocks, some of them being nonevolutionary (De Sterck, Low, & Poedts,
1998). If we consider (Pogorelov, Zank, & Ogino, 2004) the SW–LISM inter-
action in the presence of the interplanetary magnetic field (B∞ is parallel to the
solar ecliptic plane), the problem becomes genuinely three-dimensional and re-
strictions on the presence of switch-on shocks are no longer valid. This can be
seen by comparison of Fig. 3.9a, where we show density logarithm distribu-
tions and magnetic field lines for the axially symmetric SW–LISM interaction
in the field-aligned case with B∞ ‖ V∞ and B∞ ≈ 2.1 µG and Figs. 3.9b
and c showing the left- and right-hand side views of the heliopause cut by the
meridional plane xz. We see that ISMF lines starting in this plane and cross-
ing the bow shock in the vicinity of its forward point gain a considerable out-
of-plane component, which was impossible in the axially symmetric case. Due
to the magnetic field tension and the presence of the high dynamic pressure
flow inside the HCS, the heliopause is elongated along the z-axis. The surface
of the heliopause is colored according to the magnitude of the magnetic field on
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Figure 3.9. Density logarithm distributions and magnetic field lines for B∞ ≈ 2.1 µG in the
axially symmetric case (a); left and right-hand side views of the magnetic field lines draping
around the heliopause (b and c) and the Alfven number distribution in the meridional plane´
(d) in the field-aligned switch-on regime in three dimensions. [ApJ, 614, 1007. ©c 2004. The
American Astronomical Society.]

it. In Fig. 3.9d, we show the distribution of the Alfven number´ A in the merid-
ional plane. The range of color variation was restricted between 0.5 and 2.0.
For this reason, values of A higher than 2 are shown with the same red color.
It is clearly seen that the Alfven number remains higher than 1 (i. e. shaded´
green), when the lines cross the bow shock. This implies that the bow shock is a
fast mode shock. Clearly, when crossing the termination shock, we move from
a region of high-A to a region of low-A flow. However, since the magnetic field
substantially decreases inside the HPS, the Alfven number remains large inside´
it even beyond the termination shock. Figure 3.9d shows that the HCS experi-
ences substantial bending in this region. Our simulation shows that the HCS is
slightly nonstationary, as well as causing a bump on the HP surface. It should
be noted that an ideal formulation of the problem does not allow investigation
of the properties of the HCS with the desired accuracy, since the HCS is itself
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Figure 3.10. The distributions of the plasma density (a), magnetic field strength (b), plasma
temperature (c), and neutral hydrogen density (d) in the meridional plane for nH∞ = 0.1 cm−3

and B∞ ‖ V∞. Weak field case, with B∞ ≈ 1.5µG.

dissipation dominated. Therefore, we can only follow its large-scale behav-
ior, which nevertheless gives us some insight into the distribution of magnetic
field lines inside the heliosphere. The latter issue is of considerable importance
for describing the transport of galactic cosmic rays throughout the heliosphere
(Florinski et al., 2003b). The distribution of magnetic pressure on the surface
of the HP correlates with the behavior of the ISMF lines in its vicinity.

The results obtained show that whenever symmetry restrictions do not force
magnetic field lines to remain in the meridional plane after crossing the bow
shock, the solution with intermediate shocks disappears. To compare our
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3D results with the axisymmetric case, we note that the distances of the TS,
HP, and BS to the Sun are equal to 186, 359, and 396 AU, respectively. In
the axisymmetric case the same distances are 176, 254, and 313 AU. While
the TS position was not changed much, the 3D HP was pushed further
from the Sun under the influence of the IMF inside the heliopause (Nerney,
Suess, & Schmahl, 1993).

It is important to emphasize that mere perturbations of the axially sym-
metric solution will not necessarily destroy nonevolutionary shocks instanta-
neously, since numerical dissipation is inevitable when we solve a system of
ideal MHD equations by finite-difference or finite-volume methods, and can be
many orders of magnitude higher than physical dissipation in space plasmas.
For this reason, all variations, which occur inside nonevolutionary shock struc-
tures almost instantaneously in nature, can last for a long time in the numerical
modelling of the corresponding natural phenomena (Barmin, Kulikovskii, &
Pogorelov, 1996). It should also be noted that Alfven perturbations can simply´
be absent for certain problems involving either a symmetry axis or a symmetry
plane.

Let us consider now the solution of the SW–LISM interaction problem for
B∞ ‖ V∞ and B∞ ≈ 1.5 µG modified by the presence of the interstellar neu-
trals with density 0.1 cm−3. Figure 3.10 shows the distributions of the plasma
density (a), magnetic field magnitude (b), plasma temperature (c), and neutral
hydrogen density (d). It appears that the presence of neutral particles makes
the solution rather unstable in the vicinity of the equatorial plane even for res-
olutions lower that those in the analysis of Opher et al. (2004). The HCS,
which reveals itself as a region of small B beyond the termination shock, pen-
etrates through the magnetic barrier (showed in red color) and lies close to
the inner side of the heliopause creating a bulge on it. It appears to be sub-
ject to instability and oscillates within the cavity corresponding to the bulge.
Such oscillations exist as well in purely MHD calculations, but the HCS very
soon bends towards one of the hemispheres and the interaction pattern becomes
quasi-stationary. This process, due to stronger instabilities, lasts considerably
longer in the presence of neutral atoms. Figure 3.10 shows that, finally, the
heliopause for B∞ ‖ V∞ acquires a typical bulging shape in the hemisphere
towards which the HCS bends. The height of the IMF barrier on the inner
side of the heliopause is considerably smaller in this hemisphere. This may
serve as an indicator of the HCS bending direction. It is worth emphasizing
that rotation of the HCS is a non-ideal phenomenon stipulated by reconnec-
tion of the IMF and ISMF lines. Once the shape of the heliopause becomes
substantially asymmetric with respect to the ecliptic plane through the HCS
oscillations, the ISMF begins to support the asymmetry, and indirectly orients
the HCS in the corresponding hemisphere. Figures 3.10c and d show that the
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Figure 3.11. The distributions of (a) plasma and (b) neutral hydrogen density distributions,
(c) the magnetic field strength for nH∞ = 0.1 cm−3, and (d) the plasma density for nH∞ =
0.2 cm−3 in the meridional plane. Strong field case, with B∞ = 4 µG.

plasma temperature is lower inside the bulge cavity, while the neutral hydrogen
density is greater.

3.3 Subfast SW–LISM Interaction

The possibility of stronger ISMF strengths has recently attracted attention
(Florinski et al., 2004) in connection with a recent theory for the LIC forma-
tion (Cox & Helenius, 2003). Although it is important to note that this scenario
remains hypothetical, we would like to determine its possible influence on he-
liospheric structure on the basis of the MHD theory. By inspecting the lin-
earized shock relations, Kogan (1959) discovered that if the flow is supersonic
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and sub-Alfvenic, in the field-aligned case, weak MHD shocks (slow) cannot´
exist, while the shocks themselves are obviously evolutionary. This phenom-
enon is related to the absence of characteristics in the corresponding elliptic re-
gion of the stationary system of MHD equations. This implies that only strong
slow MHD shocks of finite spatial extent can exist in the SW–LISM interac-
tion pattern. Another important feature of convex outward, slow MHD shocks
is that they decrease the angle between the magnetic field vector and the shock
normal direction. For B∞ ‖ V∞, this is also true for streamlines that focus in
the direction of the z-axis, as it was in a superfast switch-on regime with the
concave bow shock (see the previous section). Thus, to account for the ISMF
draping of the heliopause, one would require the presence of a concave bow
shock. This turned out to be untrue (Aleksashov et al., 2000). In reality, there
exists a preliminary rotation of the ISMF vector in a rarefaction wave ahead of
the bow shock (Florinski et al., 2004). This rotation, as well as the presence of
charge exchange, which stops propagation of the heliopause to infinity, as in
the solution of Parker (1961), allows us to obtain a steady state solution of the
SW–LISM interaction problem with the existence of a slow bow shock.

Here we present results when the angle between B∞ and V∞ is 15◦ and
B∞ = 4 µG. The LISM flow, as previously, is parallel to the z-axis. In
Fig. 3.11, we show the distributions of (a) the plasma and (b) neutral hydrogen
densities, and (c) magnetic field strength for nH∞ = 0.1 cm−3 and (d) of the
plasma density for nH∞ = 0.2 cm−3 in the meridional plane. It is remark-
able that the surface of the heliopause is rather compressed from the bottom,
as compared with the case of the 45◦ angle for weaker magnetic fields. For
lower nH∞, the TS, HP, and BS stand-off distances along the z-axis are ∼106,
175, and 300 AU, respectively. For higher nH∞, they are ∼86, 140, and 230
AU. It appears that the density of 0.2 cm−3 gives results somewhat inconsis-
tent with the observed location of termination shock at R = 94 AU (Stone
et al., 2005). It is interesting to observe that the HCS abruptly turns to the
southern hemisphere after crossing the termination shock. The hydrogen wall
is very asymmetrical and has a limited spatial extent, which should affect Lyα
absorption observations along different lines of sight. Worth noting is that the
height of the hydrogen wall is smaller than in the case with V∞ ‖ B∞. This
can be explained by the weakness of the bow shock in the subfast regime.

3.4 Discussion

In this chapter, we discussed the solar wind interaction with the local in-
terstellar medium in the presence of both the interplanetary and interstellar
magnetic fields in a purely MHD formulation of the problem, where charge
exchange of neutral atoms with hydrogen ions was neglected, and in the pres-
ence of interstellar neutral atoms. Our study at this stage is parametric, since
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the strength and direction of the ISMF are not well known. Theoretical pre-
dictions of possible ISMF orientations remain controversial, with the angles
between B∞ and V∞ varying from 0 to 90◦. The parallel case is the preferred
explanation for the LIC and LB being in pressure equilibrium. The perpendi-
cular case is derived from observations towards remote stars, which inevitably
gives us only a highly averaged magnetic field direction. In view of the lack of
reliable data on the LISM parameters, we explored possible values on the basis
of our computational models of the heliosphere. Certain constraints have been
established by the comparison of the observed and theoretical Lyα absorption
profiles in the direction of nearby stars. However, this comparison is not very
sensitive to modifications of the interaction pattern due to the ISMF strength in-
crease, at least, in the field aligned case (Florinski et al., 2004), where B∞ was
as large as 4.3 µG. The changes induced by the increase in the ISMF strength
for its other orientations are more visible. For orthogonal cases, increasing the
ISMF results in a very strong contraction of the heliopause on its sides. For the
same reason, the HP is pushed closer to the Sun. The bow shock moves farther
upstream, since the fast magnetosonic speed approaches the LISM velocity.
On the other hand, the increase in B∞ only slightly affects the position of the
termination shock in the LISM upwind direction. Thus, locating the TS will
not by itself give us much information about the ISMF.

The 2–3 kHz radio emission data by Kurth & Gurnett (2003) may turn out
to be very promising in determining the LISM orientation. Our calculations
confirmed the presence of a preferred direction in the magnetic field ahead of
the heliopause for B∞ perpendicular to V∞ and tilted 60◦ to the ecliptic plane.
In this case the heliopause itself rotates by the action of the inclined magnetic
field. However, such directions were also shown to exist for other ISMF orien-
tations. We can see them even in the field-aligned case in the switch-on regime
ahead of the bow shock. In principle, such directions do not necessarily coin-
cide with the ISMF direction at infinity. Clearly, a more thorough investigation
that combines both global modelling and theoretical mechanisms explaining
the origin of the mentioned radio emission should be performed.

A particularly important result is the demonstrated bending (and possible
rotation) of the HCS after it crosses the termination shock. It is important to
note that solutions of ideal MHD problems, were they obtained, might have
little physical meaning. For example, if B∞ ⊥ V∞ and B∞ ⊥ 0x, the
solution must be symmetric with respect to the ecliptic plane. In fact, as seen
from Fig. 6, the solution becomes asymmetric and the bending of the HCS
acts to prevent reconnection in the lower hemisphere. In principle, numerical
viscosity and resistivity do not allow us to perform a very detailed investigation
of the HCS. Exempli gratia, for certain orientations of the ISMF, solutions
exhibit unsteadiness. However, the global behavior of the HCS is quite well
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resolved and its orientation may be useful in providing some information about
the LIC.

Our conclusions about nonevolutionary shocks may be summarized as fol-
lows. Strictly speaking, ideal MHD excludes nonevolutionary shocks, but, on
the other hand, it is has long been known that some types possess a dissipative
structure. Since such structures, for certain types of shocks, are nonunique,
they can accumulate perturbations until their type changes to that which does
not have a stationary structure. At this stage, the initial nonevolutionary shock
splits into an evolutionary shock and a nonevolutionary shock of a different
type. Additional Alfvenic perturbations change the structure of the secondary´
nonevolutionary shock so that it asymptotically approaches an evolutionary
(rotational) discontinuity. Thus, by reversing the sign of perturbations we can
recover the initial structure. On the other hand, if dissipative coefficients are
as small as they are in a great variety of space phenomena, the transition to
the evolutionary shock structure occurs almost instantaneously. Of course,
nonevolutionary shocks can exist in reality if the development of transverse
perturbations is restricted by the physical situation. This takes place more
frequently, however, when we reduce the dimension of the physical problem
under consideration by introducing either an axis or a plane of symmetry. So-
lutions obtained in such cases, in reality, will inevitably exhibit a temporally
transient character. However, if the problem is genuinely three-dimensional
we will, sooner or later, obtain a solution without nonevolutionary shocks.

The presence of neutral atoms is essential for reproducing both quantitative
and qualitative features of the heliospheric interface, since it affects plasma
parameters in the whole SW–LISM interaction region. Here we included only
primary hydrogen atoms that originated in the distant LISM. Numerical results
obtained on the basis of a more complete, 4-fluid model will be discussed else-
where. We do not expect them to alter the magnetic field effects qualitatively.

Finally, we should emphasize that the ISMF, even of the order of the in-
tergalactic value of approximately 1.5 µG, substantially affects the shape of
the heliopause by contracting it on the sides that are perpendicular to the mag-
netic field lines. The heliopause generally loses its symmetry with respect
to the plane defined by the LISM velocity vector and the Sun’s rotation axis
for almost all angles between B∞ and V∞. The ISMF’s effect on the inner
heliosphere reveals itself through a bending of the heliospheric current sheet
beyond the termination shock, which is the result of the asymmetry of the he-
liopause. Due to numerical resistivity, the IMF is not shielded from the ISMF
at the heliopause, which leads to reconnection in certain regions. Although
the effect of neutral hydrogen atoms on the solar wind region is apparently
more pronounced than that of the ISMF, magnetic barriers formed on the inner
side of the heliopause are of substantial importance in modulating the trans-
port of cosmic rays into the heliosphere. It is worth noting that these magnetic
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barriers are asymmetric with respect to the ecliptic plane. Thin regions of en-
hanced magnetic field are also expected to emerge during the propagation of
global merged interaction regions from the Sun to the heliopause.

Acknowledgments: This work was supported by NASA grants NAG5-
12903, NNG05GD45G, and NAG5-11621 and NSF award ATM-0296114.
N. P. was also partially supported by Russian Foundation for Basic Research
grant 02-01-00948 and Russian Federation grant 1899.2003.1 for support of
leading scientific schools. Calculations were performed on the supercomput-
ers Fujitsu VPP5000, in the framework of the collaborative agreement between
the IGPP and Solar-Terrestrial Environment Laboratory of Nagoya University,
and IBM Data Star, on the basis of the Academic Associates Program in the
San Diego Supercomputer Center. Extensive testing of the code has also been
made on the IGPP/UCR “Lupin” cluster. The authors are grateful to Vladimir
Florinski and Tatsuki Ogino for fruitful discussions.

References

Aleksashov, D. B., Baranov, V. B., Barsky, E. V., & Myasnikov, A. V. (2000).
An axisymmetric magnetohydrodynamic model for the interaction of the
solar wind with the local interstellar medium. Astron. Lett., 26:743–749.

Balogh, A. (1996). The heliospheric magnetic field. Space. Sci. Rev., 78:15–28.
Baranov, V. B., & Krasnobaev, K. V. (1971). Model of the interaction of solar

wind with the interstellar medium. Cosmic Research, 9:568–570.
Baranov, V. B., & Malama, Y. G. (1993). Model of the solar wind interaction

with the local interstellar medium - Numerical solution of self-consistent
problem. J. Geophys. Res., 98(A9):15157–15163.

Baranov, V. B., & Malama, Y. G. (1995). Effect of local interstellar medium
hydrogen fractional ionization on the distant solar wind and interface region.
J. Geophys. Res., 100(A8):14755–14761.

Baranov, V. B., & Zaitsev, N. A. (1995). On the problem of the solar wind in-
teraction with magnetized interstellar plasma. Astron. Astrophys., 304:631–
637.

Baranov, V. B., Ermakov, M. K., & Lebedev, M. G. (1981). A three-component
model of solar wind-interstellar medium interaction: some numerical re-
sults. Soviet Astron. Lett., 7:206–209.

Baranov, V. B., Krasnobaev, K. V., & Kulikovskii, A. G. (1971). A model of
solar wind–ISM intercation, Soviet Phys. Dokl., 15:791–793.

Barmin, A. A., Kulikovskii, A. G., & Pogorelov, N. V. (1996). Shock-capturing
approach and nonevolutionary solutions in magnetohydrodynamics. J. Com-
put. Phys., 126:77–90.



The Influence of Interstellar Magnetic Field 81

Burlaga, L. F., Ness, N. F., Wang, Y.-M., & Sheeley, N. R. (2002). He-
liospheric magnetic field strength and polarity from 1 to 81 AU dur-
ing the ascending phase of solar cycle 23. J. Geophys. Res., 107(A11),
doi:10.1029/2001JA009217.

Cox, D. P., & Helenius, L. (2003). Flux-tube dynamics and a model for the
origin of the Local Fluff. Astrophys. J., 583:205–228.

Cummings, A. C., Stone, E. C., & Steenberg, C. D. (2002). Composition of
anomalous cosmic rays and other heliospheric ions. Astrophys. J., 578:194–
210.

De Sterck, H., Low, B. C., & Poedts, S. (1998). Complex magnetohydrody-
namic bow shock topology in field-aligned low-β flow around a perfectly
conducting cylinder. Phys. Plasmas, 5(11):4015–4027.

Dupuis, J., Vennes, S., Bowyer, S., Pradhan, A. K., & Thejll, P. (1995). Hot
white dwarfs in the local interstellar medium: hydrogen and helium inter-
stellar column densities and stellar effective temperatures from Extreme-
Ultraviolet Explorer spectroscopy. Astrophys. J., 455:574–589.

Fahr, H. J., Kausch, T., & Scherer, K. 2000, Astron. Astrophys., 357, 268
Ferlet, R. (1999). The Local Interstellar Medium. Astron. Astrophys. Rev.,

9:153–169.
Florinski, V., Zank, G. P., & Axford, W. I. (2003). The Solar System in a dense

interstellar cloud: Implications for cosmic-ray fluxes at Earth and 10Be
records. Geophys. Res. Lett., 30(23):2206, doi:10.1029/2003GL017566.

Florinski, V., Zank, G. P., & Pogorelov, N. V. (2003). Galactic cosmic
rays in the global heliosphere: an axisymmetric model. J. Geophys. Res.,
108(A6):1228, doi:10.1029/2002JA00965.

Florinski, V., Zank, G. P., & Pogorelov, N. V. (2005). Heliopause stabil-
ity in the presence of neutral atoms: Rayleigh–Taylor dispersion analy-
sis and axisymmetric MHD simulations. J. Geophys. Res., 110, A07104,
doi:10.1029/2004JA010879.

Florinski, V., Pogorelov, N. V., Zank, G. P., Wood, B. E., & Cox, D. P. (2004).
On the possibility of a strong magnetic field in the Local Interstellar
Medium. Astrophys. J., 604:700–706.

Flynn, B., Vallerga, J., Dalaudier, F., & Gladstone, G. R. (1998). EUVE
measurement of the local interstellar wind and geocorona via reso-
nance scattering of solar He I 584-A line emission. J. Geophys. Res.,
103(A4):6483–6494.

Frail, D. A., Weisberg, J. M., Cordes, J. M., & Mathers, C. (1994). Probing the
interstellar medium with pulsars on AU scales. Astrophys. J., 436:144–151.

Frisch, P. C. (2000). The galactic environment of the Sun. J. Geophys. Res.,
105:10279–10290.

Frisch, P. C. (2003a). Local interstellar matter: The Apex cloud. Astrophys. J.,
593:868–873.



82 The Significance of our Galactic Environment

Frisch, P. C. (2003b). Boundary conditions of the heliosphere. J. Geo-
phys. Res., 108(A10):8036, doi:10.1029/2003JA009909.

Gloeckler, G., Mobius, E., Geiss, J., Bzovski, M., Chalov, S., et al. (2004). Ob-¨
servations of the helium focusing cone with pickup ions. Astron. Astrophys.,
426:845–854.

Godunov, S. K. (1972). Symmetric form of magnetohydrodynamic equations.
Numerical Methods in Mechanics of Continuous Media, 3(1):26–34 (in
Russian).

Izmodenov, V., Alexashov, D., & Myasnikov, A. (2005). Direction of the in-
terstellar H atom inflow in the heliosphere: Role of the interstellar magnetic
field. Astron. Astrophys., 437:L35–L38.

Kogan, M. N. (1959). Magnetodynamics of plane and axisymmetric flows of a
gas with infinite electrical conductivity. J. Appl. Math. Mech., 23, 92–106.

Krimigis, S. M., Decker, R. B., Hill, M. E., Armstrong, T. P., Gloeckler, G.,
Hamilton, D. C., Lanzerotti, L. J., & Roelof, E. C. (2003). Voyager 1 exited
the solar wind at a distance of ∼85 AU from the Sun. Nature, 426(6962):45–
48.

Kulikovskii, A. G., Pogorelov, N. V., & Semenov, A. Yu. (2001).Mathematical
Aspects of Numerical Solution of Hyperbolic Systems, Chapman & Hall /
CRC, London / Boca Raton.

Kurth, W. S., & Gurnett, D. A. (2003). On the source location of low-
frequency heliospheric radio emissions. J. Geophys. Res., 108(A10):8027,
doi:10.1029/2003JA009860.

Lallement, R. (2001). Heliopause and asteropauses. Astrophys. Space. Sci.,
277:205–217.

Lallement, R., Welsh, B. Y., Vergely, J. L., Crifo, F., & Sfeir, D. (2003). 3D
mapping of the dense interstellar gas around the Local Bubble. Astron. As-
trophys., 411:447–464.

Lallement, R., Raymond, J. C., Vallerga, J., et al. (2004). Modeling of the
interstellar-interplanetary helium 58.5 nm resonance glow: towards a recon-
ciliation with the particle measurements. Astron. Astrophys., 426:875–884.

Lallement, R., Quemerais, E., Bertaux, J. L., Ferron, S., Koutroumpa, D., &´
Pellinen, R. (2005). Deflection of the interstellar neutral hydrogen flow
across the heliospheric interface. Science, 307:1447–1449.

Landau, L. D., & Lifshitz, E. M. (1984). Electrodynamics of Continuous Me-
dia, Pergamon, Oxford.

Liewer, P. C., Karmesin, S. R., & Brackbill, J. U. (1996). Hydrodynamic insta-
bility of the heliopause driven by plasma-neutral charge-exchange interac-
tions. J. Geophys. Res., 101(A8):17119–17128.

Linde, T., Gombosi, T. I., Roe, P. L., Powell, K. G., & DeZeeuw, D. L. (1998).
Heliosphere in the magnetized local interstellar medium: results of a three-
dimensional MHD simulation. J. Geophys. Res., 103(A2):1889–1904.



The Influence of Interstellar Magnetic Field 83

Linsky, J. L., & Wood, B. E. (1996). The α Centauri line of sight: D/H ratio,
physical properties of local interstellar gas, and measurement of heated
hydrogen (the “Hydrogen Wall”) near the heliopause. Astrophys. J., 463:
254–270

Matsuda, T., & Fujimoto, Y. (1993) MHD interaction between the solar wind
and local interstellar medium. In Daiguji, H., editor, Proc. 5th Int. Symp. on
Comput. Fluid Dyn., 2:186–193, Japan Soc. Comput. Fluid Dyn., Tokyo.

McDonald, F. B., Stone, E. C., Cummings, A. C., Heikkila, B., Lal, N., & Web-
ber, W. R. (2003). Enhancements of energetic particles near the heliospheric
termination shock. Nature, 426(6962):48–51.

Mobius, E., Bzovski, M., Chalov, S., Fahr, H.-J., Gloeckler, G., et al. (2004).¨
Synopsis of the interstellar He parameters from combined neutral gas, pick-
up ion and UV scattering observations and related consequences. Astron.
Astrophys., 426:897–907.

Muller, H.-R., Zank, G. P., & Lipatov, A. S. (2000). Self-consistent hybrid¨
simulations of the interaction of the heliosphere with the local interstellar
medium. J. Geophys. Res., 105(A12):27419–27438.

Myasnikov, A.V. (1997). On the Problem of the Solar Wind Interaction with
Magnetized Interstellar Plasma. Preprint No. 585, Institute for Problems in
Mechanics, Russian Academy of Sciences, Moscow.

Nerney, S., Suess, S. T., & Schmahl, E. J. (1993). Flow downstream of the
heliospheric terminal shock: the magnetic field on the heliopause. J. Geo-
phys. Res., 98(A9):15169–15176.

Neutsch, W., & Fahr, H. J. (1982). The magnetic and fluid environment of an
ellipsoidal circumstellar plasma cavity. Month. Notices Roy. Astron. Soc.,
202:735–752.

Opher, M., Liewer, P. C., Velli, M., Bettarini, L., Gombosi, T. I., Manchester,
W., DeZeeuw, D. L., Toth, G., & Sokolov, I. (2004). Magnetic effects at the
sdge of the solar system: MHD instabilities, the de Laval nozzle effect, and
an extended jet. Astrophys. J., 611:575–586.

Parker, E. N. (1961). The stellar-wind regions. Astrophys. J., 134:20–27.
Pauls, H. L., & Zank, G. P. (1996). Interaction of a nonuniform solar wind with

the local interstellar medium. J. Geophys. Res., 101(A8):17081–17092.
Pauls, H. L., & Zank, G. P. (1997). Interaction of a nonuniform solar wind

with the local interstellar medium 2. A two-fluid model. J. Geophys. Res.,
102(A9):19779-19788.

Pauls, H. L., Zank, G. P., & Williams, L. L. (1995). Interaction of the solar wind
with the local interstellar medium. J. Geophys. Res., 100:21595–21604.

Pogorelov, N. V. (1995). Periodic stellar wind/interstellar medium interaction.
Astron. Astrophys., 297:835–840.

Pogorelov, N. V. (2000). Nonstationary phenomena in the solar wind and in-
terstellar medium interaction. Astrophys. Space. Sci., 274:115–122.



84 The Significance of our Galactic Environment

Pogorelov, N. V. (2001). MHD modelling of the outer heliosphere: Numerical
aspects. In K. Scherer et al., editors, The Outer Heliosphere: The Next Fron-
tiers. COSPAR Colloquia Series., 11, pages 33–42, Pergamon, New York.

Pogorelov, N. V., & Matsuda, T. (1998). Influence of the interstellar mag-
netic field direction on the shape of the global heliopause. J. Geophys. Res.,
103(A1):237–245.

Pogorelov, N. V., & Matsuda, T. (2000). Nonevolutionary MHD shocks in
the solar wind and interstellar medium interaction. Astron. Astrophys., 354:
697–702.

Pogorelov, N. V., & Matsuda, T. (2004). Comment on “On the interaction
of the solar wind with the interstellar medium: Field aligned MHD flow”
by R. Ratkiewicz and G. M. Webb. J. Geophys. Res., 109(A2):A02110,
doi:10.1029/2003JA009998.

Pogorelov, N. V., & Semenov, A. Yu. (1997). Solar wind interaction with the
magnetized interstellar medium. Shock-capturing modeling. Astron. Astro-
phys., 321:330–337.

Pogorelov, N. V., & Zank, G. P. (2005) Coupling of the interstellar and inter-
planetary magnetic fields at the heliospheric interface: The effect of neutral
hydrogen atoms. Adv. Space Res., doi:10.1016/j.asr.2005.03.124.

Pogorelov, N. V., Zank, G. P., & Ogino, T. (2004). Three-dimensional fea-
tures of the outer heliosphere due to coupling between the interstellar and
interplanetary magnetic fields. I. Magnetohydrodynamic model: interstellar
perspective. Astrophys. J., 614:1007–1021.

Rand, R. J., & Lyne, A. G. (1994). New rotation measures of distant pulsars in
the inner galaxy and magnetic field reversals. Month. Notices Roy. Astron.
Soc., 268:497–505.

Ratkiewicz, R., Barnes, A., Molvik, G. A., Spreiter, J. R., Stahara, S. S., &
Vinokur, M. (1998). Effect of varying strength and orientation of local in-
terstellar magnetic field on configuration of exterior heliosphere: 3D MHD
simulations. Astron. Astrophys., 335:363–369.

Scherer, K., & Fahr, H. J. (2003) Solar cycle induced variations of the
outer heliospheric structures. Geophys. Res. Lett., 30, No. 2, 1045,
doi:10.129/2002GL016073.

Scherer, K. H., Fichtner, H., & Stavicki, O. (2002). Shielded by the wind: the
influence of the interstellar medium on the environment of Earth. J. Atmos.
Sol. Terr. Phys., 64:795–804.

Smith, E. J. (2001). The heliopsheric current sheet. J. Geophys. Res.,
106(A8):15819–15831.

Smith, E. J., Marsden, R. G., Balogh, A., Gloeckler, G., Geiss, J., McComas,
D. J., McKibben, R. B., MacDowall, R. J., Lanzerotti, L. J., Krupp, N.,
Krueger, H., & Landgraf, M. (2003). The Sun and heliosphere at solar max-
imum. Science, 302:1165–1169.



The Influence of Interstellar Magnetic Field 85

Snowden, S., Egger, R., Finkbeiner, D. R., Freyberg, M. J., & Plucinsky,
P. P. (1998). Progress on establishing the spatial distribution of material
responsible for the 1/4 keV soft X-ray diffuse background local and halo
components. Astrophys. J., 493:715–729.

Stone, E. C., Cummings, A. C., McDonald, F. B., Heikkila, B., Lal., N., Web-
ber, W. R. (2005). Voyager 1 explores the termination shock region and the
heliosheath beyond. Science, in press.

Tanaka, T. & Washimi, H. (1999). Solar cycle dependence of the heliospheric
shape deduced from a global MHD simulation of the interaction process
between a nonuniform time-dependent solar wind and the local interstellar
medium. J. Geophys. Res., 104(A6):12605–12616.

Tinbergen, J. (1982). Interstellar polarization in the immediate solar neigh-
bourhood. Astron. Astrophys., 105:53–64.

Vallerga, J. V. (1996). Observations of the local interstellar medium with the
Extreme Ultraviolet Explorer. Space Sci. Rev., 78:277–288.

Vallerga, J. V., Lallement, R., Lemoine, M., Dalaudier, F., & McMullin,
D. (2004). EUVE observations of the helium glow: interstellar and solar
parameters. Astron. Astrophys., 426:855–865.

Wallis, M. K. (1971). Solar wind – Shock-free deceleration? Nature Phys. Sci.,
233:23–24.

Wallis, M. K. (1975). Local interstellar medium. Nature, 254:202–203.
Washimi, H. & Tanaka, T. (1996). 3-D magnetic field and current system in the

heliosphere. Space Sci. Rev., 78:85–94.
Washimi, H. & Tanaka, T. (2001). A V-shaped gutter on the nose-cone surface

of the heliopause caused by MHD processes. Adv. Space RES., 27:509–515.
Winterhalter, D., Smith, E. J., Burton, M. E., Murphy, N., & McComas,

D. J. (1994). The heliospheric plasma sheet. J. Geophys. Res., 99(A4):
6667–6680.

Witte, M. (2004). Kinetic parameters of interstellar neutral helium. Review of
results obtained during one solar cycle with the ULYSSES/GAS-instrument.
Astron. Astrophys., 426:835–844.

Witte, M., Banaszkiewicz, M., Rosenbauer, H., & McMullin, D. (2004). Ki-
netic parameters of interstellar neutral helium: updated results from the
ULYSSES/GAS-instrument. Adv. Space Res., 34:61–65.

Wolff, B., Koestner, D., & Lallement, R. (1999). Evidence for an ioniza-
tion gradient in the local interstellar medium: EUVE observations of white
dwarfs. Astron. Astrophys., 346:969–978.

Wood, B. E., Redfield, S., Linsky, J. L., & Sahu, M. S. (2002). Elemental abun-
dances and ionization states within the local interstellar cloud derived from
Hubble Space Telescope and Far Ultraviolet Spectroscopic Explorer obser-
vations of the Capella line of sight. Astrophys. J., 581:1168–1179.



86 The Significance of our Galactic Environment

Zank, G. P. (1999a). Interaction of the solar wind with the local interstellar
medium: a theoretical perspective. Space Sci. Rev., 89:413–688.

Zank, G. P. (1999b). The dynamical heliosphere. In Habbal, S. R. et al., edi-
tors, Solar Wind Nine, American Institute of Physics Conf. Proc., 471, pages
783–786, AIP, New York.

Zank, G. P., & Frisch, P. C. (1999). Consequences of a change in the galactic
environment of the Sun. Astrophys. J., 518:965–973.

Zank, G. P., & Muller, H.-R. (2003). The dynamical heliosphere.¨ J. Geo-
phys. Res., 108(A6):1240, doi:10.1029/2002JA009689

Zank, G. P., Pauls, H. L., Williams, L. L., & Hall, D. T. (1996). Interaction
of the solar wind with the local interstellar medium: a multifluid approach.
J. Geophys. Res., 101:21639–21655.



Depts. of Physics and Astronomy and d Astropd hysics, and td he Enrico Fermi Institute,
University ofo Chicago, Chicago, Illinois

Abstract The size of the heliosphere is determined by the external interstellar wind 
conditions, with the termination shock in the solar wind presently
estimated to lie at about 100AU. Over the 1010 year life off f tf he Sun one
expects enormous changes in the interstellar wind, from the present 25
km/sec with 0.1 ions/cm3, 0.24 neutral atoms/cm3 , and a temperature of
the order of 6000 K.  In particular, the interstellar wind may occasionally

3

perhaps as close as Saturn.  This would expose the magnetospheres of
Uranus (at 20 AU) and Neptune (at 30 AU) to the shocked subsonic solar
wind gas beyond the termination shock.  Present understanding of
magnetospheric dynamics (based mostly on detailed studies of tf he active
magnetosphere of Earth) is extrapolated to speculate on the consequences
for the activitff y of the magnetospheres of Uranus and Neptune in such
circumstances. 

The magnetospheres of tf he planets may be considered as wind socks, their
diameters and downwind extension responding to the strength and Mach numbm er of
the supersonic solar wind, and their internal fluttering responding to the turbulence
and magnetic activity of the wind.  On a larger scale, the heliosphere, with its
downstream wake in the local interstellar wind, serves as a wind sock in the
galactic environment of tf he solar system.  That galactic environment, or interstellar 

9

system were formed, and it is expected to change substantially many times again in
the remaining 5 x109

ion density estimated at 0.1 ions/cm3 and a neutral atom density of 0.24 atoms/cm3. 
The kinetic temperature is estimated to be about 6000 K and the speed of sound
( ) 2/1γ is approximately 12 km/sec.  Thus the interstellar wind is supersonic

), pushing the termination shock inbe much denser (10 –100 atoms/cm

4.1 Introduction

wind, has varied substantially over the 4.5x10  years since the Sun and solar 999

years.  The present interstellar wind of some 25 km/sec has an
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at Mach 2.  Note then that the wind velocity of 25 km/sec moves the interstellar gas
a distance of 1f pc in 4 x104 years, and in 108

inhomogeneity of tf he interstellar gas in the disk ok f tf he Galaxy (over scales of 1 pcf
and more) guarantees future wide variations in the density, temperature, ionization
level, and relative speed of the interstellar wind, from densities perhapa s as low as 
10 3 ions/cm3 at 106 K to densities as high as 10 –102 3

the order of 1f 02 K (Zank ank d Frisch, 1999; Müller, Frisch, and Zank, 2004).  Indeed
there are some small regions of interstellar space where molecular hydrogen may
greatly exceed densities of 103 /cm3, although the probability of such encounters

atoms/cm3 at 25 km/sec would push in the heliosphere to about a tenth is present
size, with the termination shock in the supersonic solar wind moving inward to 10
AU – at about the orbit of Saturn – from its present position at 102 AU (Müller,

miniature copy of its present self.
    In particular, the magnetospheres of tf he outer planets, Uranus and Neptune,

convection, and magnetic fluctuations) of the exposed magnetospheres would be
significantly altered and the purpose of tf his article is to speculate on what we might
expect.
    Zank and Frisch (1999) have studied the dynamics of the heliosphere when

discovered the interesting oscillatory state driven by the onset of a Rayf leigh -
Taylor instability brought on by mass loading of tf he outer heliosphere by the
infalling interstellar neutral atoms.  The infalling neutral atoms charge exchange
with the supersonic solar wind and are immediately picked up by the transverse
magnetic field in the solar wind.  Conservation of momentum dictates that this
mass burden slows the solar wind, perhaps to subsonic velocities in places, and
more neutral atoms have time to tumblm e into those dense regions. The continuing
outflow of wind, whose impact pressure increases inward as 1/r// 2, then drives off 
the slow dense regions and sets up the supersonic wind to repeat the cycle.  The
period of this heliospheric oscillation is of the order of a year, and one can imagine
that the dynamical state of a pf lanetary magnetosphere exposed in the unstable
heliospheric region evolves through a sequence of different states ff during each
oscillation.
    Before getting into the variety of effects wrought by long term changes in the

interstellar environment, it is not without interest to note the very long term 
variations in the planetary and heliospheric wind socks themselves, driven by the
evolution of tf he Sun and by the evolution of tf he dynamos in the respective
planetary interiors.  Note, then, that during the first 3x108

produced so massive and magnetic a solar wind as to carry away most of the

days to the present 25 day equatorial period.  Nowadays the loss of mass and

88

years it moves 2.5 kpc.  The extreme

– atoms/cm at temperatures of 3333

Frisch, and Zank, 2004).  The heliospheric interstellar wind sock would be a 

helio-would lie outside the termination shock and, in fact, entirely outside tht e

sphere, with their magnetospheres exposed directly to the interstellar wind
rather than the solar wind. T he internal activitT y (aurorae, magnetospheric

years the Sun evidently

angular momentum, increasing the rotation period of tf he Sun from anff initial 1–2

declines substantially with increasing density. A n interstellar wind of, saA y, 30

subjb ected to a dense, largely neutral interstellar wind of this character. T heT y
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angular momentum is negligible, indicating that the rate of loss of angular 
momentum is presently far below what it was when the rotation period first reached 

attributed to a decline in the dynamical convection and perd haps in the
nonuniformity of  the rotation while the Sun has remained at the 25 day overall 
rotation period.  Whatever the cause of the decline, we may conjn ecture that the 
magnetic activity of the Sun and the strength of the solar wind will decline further 
during the remaining 5 x109

sequence. 
    It would appear, then, that the planetary magnetospheres were strongly

compressed and driven to a high level of activity by the early, massive, vigorous
magnetic solar wind.  Unfortunately we have no way to estimate the compression 
because we know neither the strength and turbulent state of tf he solar wind nor the
strength of tf he individual planetary dipole magnetic fields in that high and far off ff
time.
    While the individual planetary wind socks were probably strongly compressed

in the initial epoch, the heliospheric wind sock was certainly greatly expanded.  
The impact pressure NMv2 of a sof lar wind with numbm er density N of partf icles with

2 as 
a consequence of the radial decline of N.  Thus the radius of the heliosphere varies
in proportion to the square root of the ratio of the impmm act pressure of the solar wind
at some fixed distance to the impact pressure of tf he interstellar wind, noting that
the present termination shock in the solar wind is estimated to lie at 100 AU.  One
can imagine a heliosphere 10 or more times larger in the early years of tf he Sun,
given the same interstellar wind that blows today.

    Looking, then, to the future of the heliosphere, we may expect a modest long
term decline in the strength of the wind as well as unknown changes in the

changes and turn attention to the expected, and probabla y large, future varff iations in
the interstellar wind.  In particular, consider how the magnetospheres of Uranusf
and Neptune might be affected when the termination shock and even the heliopause 
are pushed inside their orbits. 
    For this investigation recall that the dipole field of a pf lanet declines with radial

distance R in proportion to R 3.  Hence the radial distance to the subsolar point on
the magnetopause varies in inverse proportion to the sixth root of the impact
pressure of the solar wind.  It is useful to review the impmm act pressure of the present 
day solar wind at different distances from the Sun as a basis for comparison when a 
planetary magnetosphere finds itself in the shocked sod lar wind gas beyond the
termination shock, or in the shocked interstellar wind gas beyond the heliopause, or 
even in the supersonic interstellar wind itself.  Note, too, that if the interstellar wind

years that the Sun is expected to remain on thtt e main

–individual mass M and velocity v declines with radial distance r in the amount r

4.2 Future Interstellar Variations

–RRR

magnetic fields of tf he planets. So we S ignore these incalculabla e evolutionary

25 days. H ence that subsequent decline in the strength of the wind must beH
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were so massive as to penetrate all the way in to Neptune or Uranus, then the wind
would probably be composed almost entirely of neutral atoms.
    As standard numbers we adopt a typical solar wind density of N = 5 ions/cm3 at

5

ion thermal velocity of about 60 km/sec.  A typical slow wind velocity is v = 400
km/sec.  The thermal pressure, assuming a similar temperature for the electrons,  is
2NkT = 2.8x10 10 2 2 =
1.6 x10 8 dynes/cm2.  The density declines outward in proportion to r 2

1.2 x10 2 3 2 4

ions/cm3 at the termination shock at 100AU.  The impact pressure declines in the
same proportion, giving 4 x10 11 dynes/cm2 at 20 AU, 2x10 11 2

and 0.2 x10 11 2

wind vary substantially, so these numbm ers are only nominal.  The fast tenuous wff ind
may exert twice the impact pressure of tf he slow wind noted here, and the
occasional coronal mass eje ection may give even larger transients in the impact
pressure.

5 –
40o

azimuthal, declining asymptotically as r 1 6 Gauss at 20 AU, 2x10 6

Gauss at 30 AU, and 0.6 x10 6 Gauss at 100 AU.  Thus the magnetic pressure666

π8/2B is 1.5x10 10 dynes/cm2at 1 AU, to be compmm ared with the thermal pressure
of 2.f 8x10 10 dynes/cm2 and the impact pressure of 160x10 10 dynes/cm000 2.  Beyond
1AU the impact pressure and the magnetic pressure both decline as r 2 , remaining
in the ratio of about 50 to 1.  The gas density declines as r 2 while the temperature222

declines relatively slowly, but with transient elevation where fast soff lar wind
streams collide with slow streams (Parker, 1963).  It is interesting to consider what 
effects may arise when a planetary magnetosphere is no longer exposed to this
standard supersonic solar wind but finds itself beyond the terminal shock. 

     Consider, then, the present understanding of the activity of the magnetosphere 

a

when they become exposed to the shocked subsonic solar wind beyond the
termination shock.  It must be appreciated that the theoretical inference of that 
future activitff y of the magnetospheres of Uranus and Neptune involves a double 

activities of tf he present magnetospheres of Uranus anf d Neptune, exposed to the

Second, it requires a further extrapolation to take the inferred present day activity
into the hypothetical state of exposure to tf he subsonic wind when the termination

the orbit of Earth with a kinetic ion temperature T = 2 x10  K, corresponding to an555

dynes/cm , to be compared with the impact pressure NMv222

, providing
– at 30 AU (Neptune), and 5x1022ions/cm  at 20AU (Uranus) and 0.5x103222 333––0

–

–11

–

–

–11 – dynes/cm  at 30 AU, 2222

––0 dynes/cm  at 100AU. he density, temperature, and speed of theT222

–

– –to about 3x1011 –0
–0

–

–111–

–

–222

    The magnetic field in the solar wind is typically 6x10 Gauss at an angle of 30555

to the radial direction at 1 AU.  Beyond 1 AU the field is principally

4.3 Magnetospheric Activity 

of Earth, whose close observational scrutiny has made it possible to gain some 
understanding of tf his complex phenomenon.  The principles learned in this provide
m eansm for antff icipating the activity of tf he magnetospheres of Uranus anf d Neptuned

extrapolation from tff he picture of tf he active magnetosphere of Eartf h. First, the

same supersonic wind as Earth, are a matter of theoretical inference anaa d extra-
polation, for which there are the excellent reviews by Russell (2001, 2004).  
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shock is pushed closer to the Sun than one or both of the outer planets.  So, in view
of the two stage extrapolation, we deal with the activity of the terrestrial
magnetosphere only on broad terms, treating the general dynamical effects ff insofaff r
as they are understood. 
    Now it must be recognized that the large-scale dynamics of magnetospheric

activity is magnetohydrodynamic in character, with the plasma and field moving
together as a single elastic fluid with the magnetic stresses pitted against the plasma
particle pressure and the plasma momentum (Parker,1996).  The dynamics is driven

plasma and field. To begin with the obvious, 
magnetosphere of Earth is confined principally by the impact of the solar wind

immediately upstream from tff he sunward magnetopause, so that the gas in contact
with the magnetopause is quite hot (106 K), cooling to some degree as it expands
and flows around the flanks of the magnetosphere.  Particles are accelerated to
energies of 100 Kev or more in the standing upstream shock. This impact
phenomenon confines the magnetic field od f Eartf h to the famff iliar comet shape, with

subjb ect only to a subsonic shocked wind would seem to be less active, but we will
have more to say on this later. 
    The activity of the magnetosphere of Earth arises from the dynamical instability

Kelvin – Helmhmm oltz instability as it streams along the flanks of tf he magnetosphere,
tending to mix solar wind plasma into the magnetosphere and divert an occasional

solar wind and the geomagnetic field across the unstable magnetopause provides
most of tf he frff iction that drives the quiet time magnetospheric convection, at speeds
near Earth of tf he order of 0.1 f km/sec.  Once caught up in the solar wind the flux
bundle is stretched out in the anti-solar direction to become part of the magnetic

bundles at the magnetopause and any magnetic field in the solar wind that is not
precisely parallel to the (northward) geomagnetic field. In particular, the
reconnection may proceed rapidly when there is a southward field in the solaraa

Walker, 1985).  The reconnection process is bursty, with individual bundles of field
recognized in the space borne magnetometer studies, and referreff d to as flux transfer 
events. Indeed when the magnetic field in the wind is southward, the bursts of 
reconnection may proceed so rapidly as to build a substantial accumulation of 

field line is tethered to its footff point in the terrestrial ionosphere while the field line
is carried in the solar wind and stretched out along the geotail.  This build up of
magnetic flux in the northern (sunward directed) lobe of the geotail, and in the
southern (anti-solar directed) lobe of the geotail is limited by reconnection of the
field across the neutral sheet – the plasma sheet – between the northern and –

themagnetospheric theto
by the rapid relative motion of tf he solar wind plasma and magnetic field relative

against the sunward boundary (magnetopause). There is a standing shock  imme-

a geomagnetic tail stretched out in the anti-solar direction.  A magnetosphere

of tf he confinement of tf he magnetic field. First, the solar wind may excite the

geomagnetic flux bundle out into the solar wind.  The rippling instability of the

magnetic tail, arises from magnetic reconnection between the geomagnetic flux
tail, sketched in Fig. 4.1a. T he second effect, contributinTT g even more to the geo-

wind, sketched in Fig. 4.1b (Dungey, 1961; Russell and Elphic, 1978; Russell and

magnetic flux in the geotail, sketched in Fig. 4.1c.  To put it simply, a reconnected

Interstellar Conditions and Planetary Magnetospheres 91



preventing reconnection at times.  But when a southward magnetic field in the solar 
wind provides a rapid succession of flux transfer events, tff he magnetic flux builds
up in the geotail and sooner or d later forces reconnectff ion across the magnetic neutral
sheet, restoring the topology of the field lines to their original connection between 
the northern and southern geomagnetic hemispheres of Earth.

the geomagnetic field line with the magnetic field in the solar wind.  
(b) With reconnection to a southward magnetic field in the solar wind.   
(c) Schematic drawing of tf he north and south lobes of tf he geotail with the neutral
(current) sheet between.

southern lobes of the geotail.  Plasma pressure may keep the two lobes apart,

Figure 4.1:  (a) Schematic drawing of af flux transfer event wff ithout reconnection of
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    At the same time the increasing pressure of the magnetic field accumulating on
the night side of tf he magnetosphere drives sunward magnetospheric convection of
the field in the inner magnetosphere, at speeds inferreff d to be of tf he order of 1f
km/sec.  This is to be compared with the estimated 0.1 km/sec convection during
quiet times, driven by the “friction” of the solar wind streaming along the
dynamically unstable magnetopause.

These bursts of reconnectf ion of tf he outer exposed flux bundles of tf he
geomagnetic field, and the consequent flux transfer ff into the geotail, create the
substorm phenomenon, with enhanced magnetospheric convection and enhanced
aurora (Zhu, 1993, 1994, 1995).  The impmm act of a blast wave from the Sun,
originating as a coronal mass eje ection and a maverick magnetic field, provides a 
transient compression of tf he magnetosphere, often settff ing in motion a rapid
succession of strong suf bstorms.  This enhanced actd ivity heats ambim ent atmospheric
ions to energies of 1 – 10 Kev to such a degree in the vicinity of R = 3 – 5RE (RE =
radius of Earth = 6.4x108 cm) as to inflate the geomagnetic field.  The outward 
inflation expands the field throughout R = 1 – 4 RE, and the horizontal compmm onent

compressive phase was identified and explained by Chapman and Ferraro (1940) in
terms of the impact of intense “solar corpuscular radiation” against the sunward 

recently in terms of inflation of tf he geomagnetic field by the pressure of internally
trapped particles – ions.  The inflation relaxes over periods of many hours through
charge exchange between the energetic ions and the background neutral atoms in
the outer atmosphere of Earth (Dessler and Parker, 1959, 1968; Dessler, Hanson, 
and Parker, 1961; Parker, 1962).

4
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magnetosphere, where V is the wind speed, B is the field strength carried in the
wind, and θ is the angle between the geomagnetic field at td he sunward
magnetopause and the impacting magnetic field in the wind. The scale λ represents
the effectff ive impact diameter of tf he magnetosphere.  The dimensions are ergs/sec,
and the mathematical form VB 2 represents the magnetic energy flux transported in

the solar wind, while the
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θ
is a measure of the magnetic reconnection

between the magnetosphere and the solar wind field, essentially the fractff ion of tf he 
incident magnetic energy flux that is injn ected into the magnetosphere by 
reconnection.  This basic empirical relation fits the estimates of the energy input, 
based on the AE index, etc. of magnetospheric activity quite well. The physical
concept of reconnectf ing the magnetic energy flux is simple and plausible, and one 
is tempted to extrapolate the relation to the outer planets. 

is observed to decline at the surface off f Eartf h. This sequence of events, startf ing
with the initial compression, represents the classical magnetic stormrr .  The initial

magnetopause. The expansive main phase of tf he storm was explained more

et al., 1973, Akasofu, 1996) for the energy input from the solar wind to the

Akasofu constructeff d the empirical form ff VB λ
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    Note, finally, that the curious sheet structure of tf he aurora appears to be a direct
consequence of tf he flux transfer events ff from tff he sunward magnetopause.  The
haphazard transfer of flux bundles into the geotail produces an untidy field line

In particular, the strong shear between the region of closed dipole like field lines
and the flux stretched out into the geotail is a place of untf idy field topology.  The
relaxation to equilibrium between neighboring flux bundles gives rise to surfaces off f
tangential discontinuity (current sheets) between confluent bundles (Parker, 1994).  
These surfaces of discontinuity extend all the way along the field to the ionosphere,
where the concentrated electric current sheets give rise to the visible aurora (see
illustrations in Akasofu, 2004).  Tff he observed squirming of tf he auroral sheets is
presumably a consequence of tf he dynamical state in the magnetosphere and geotail.

    The next step is to employ the present understanding of tf hese diverse
phenomena to develop some idea of the activity of the magnetospheres of Uranus
and Neptune while they are subjb ect to the present supersonic solar wind. The
magnetospheres of Uranus and Neptune are large in relation to the diameter of the
planets themselves.  While the radial distance to the sunward magnetopause od f
Earth is approximately 10 RE, for Uranus and Neptune the distance is 18 and 35 
times the planetary radius, respectively.  There is then the additional complication 
that the magnetic dipole axis is inclined to the spin axis of the planet by 59o and
47o, respectively, providing a strong diurnal wobble of tf he magnetospheres.
    Turning to Russell (2004), his Table 1 emphasizes that the magnetosonic Mach

number of the solar wind increases outward from 5 or 6 at the orbit of Earth to
about 10 at Uranus and Neptune, while the ratio of the thermal pressure to the
magnetic pressure declines by a factor of the order of  3 as a consequence of the

4.4 Magnetic Activity at Uranus and Neptune

topology in the tail, with the initial bundles randomly interlaced, sketched in Fig. 4.2.
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bundles accumulated in the geotail through flux transfer events.
Figure 4.2: Schematic drawing of the interlaced untidy topology of the flux



declining temperature of tf he solar wind plasma (see the numbm ers quoted in section
II of this paper).  Russell suggests that the higher Mach number at the outer planets
makes reconnection between the magnetosphere and the magnetic field in the solar
wind less effective, while presumably enhancing particle acceleration in the bow
shock.  Magnetic reconnection is the principal driver of magnetospf heric convection
and the cause of tf he substorm phenomenon, leading to the conclusion that the
magnetospheres of the outer planets are substantially less active than the
magnetosphere of Earth, i.e. weaker substorms.  Then the impact of the coronal
mass eje ections is subdued because the blast wave has picked up more mass by the
time it encounters the outer planets, and the impact is not as violent compared to
the impact of the ambient solar wind.  The rotation velocity of the magnetopause is
large, of the order of 80 km/sec, but not as large as the solar wind speed of 400
km/sec or more, so it probably adds little to the activity.  There are observable

Consequently, a weaker aurora is expected. It is not immediately obvious how the
rotating and wobbling inclined magnetic axis of tf he planet may affect tff he flux
transfer phenomenon and the substorm activity.  So the magnetospheres of Uranus
and Neptune would seem to be relatively quiet under present conditions.
    What happens, then, if Uranus anf d Neptune find themselves in the shocked solar 

wind gas, when the termination shock is pushed in by a large interstellar pressure? 
The solar wind would be subsonic, with a speed of perhaps 160 km/sec, and a
sound speed of 200 km/sec.  The magnetic field would be enhanced by the same
factor as the density in passing through the shock, perhaps a factor of three. The
confinement of tf he planetary magnetic field to form tff he magnetosphere would be
largely the consequence of tf he pressure of tf he surrounding shocked gas and
magnetic pressure, rather than the impact of a supersonic flow on the sunward

compared to the situation in the supersonic solar wind.  The reconnected field lines
are not whisked around into the tail so rapidly, but that may not affect tff he final
result that their flux is added to the tail.  Reconnection across the neutral sheet in
the magnetic tail has to keep up with the net flux input to the tail.  Unfortunately it
is not possible to calculate the rates of tf he many different eff ffects to ff determine the
net effect.  Tff he greater rate of reconnectf ion of tf he sunward magnetopause suggests

the

substorms at Earth.  The empirical expression
4
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θλVB for tff he power input 

to the magnetosphere, that works so well for Earth, diminishes because B is smaller 
by 1/20 and 1/30 at Uranus and Neptune, respectively, while λ is larger by a factoff r
of about 7 and 15, respectively.  It is not at all clear how to handle the sine factor,
with the strong diurnal wobble of tf he magnetic axis and the subsonic relative wind
velocity.  The sine appears to the fourtff h power and could be quite influential, so we
will say no more.  

reconnection events (Huddleston, et al., 1996), but evidently greatly subdued.

e expect that magnetic reconnection between the planetaryrr mag-magnetopause. W
netosphere and the magnetic field in the wind is significantly enhanced,

enhanced activity of the general nature of the substorm, with the proportions of 
different effects, reconnection and magnetospheric convection, unlike the
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There is another effect tff hat may over shadow these concerns. That is the facff t
that an interstellar wind that is sufficient to push the termination shock inside the

3

heliosphere, and much of it may get all the way to the neighborhood of Jupiter 
beforeff it becomes ionized, by charge exchange with the solar wind ions and by
photo-ionization in the solar UV. At the present time the interstellar neutral density
is estimated at 0.24 atoms/cm3.  Upon ionization near Jupiter the atoms are picked
up by the solar wind and swept out through the termination shock at 100AU.  The
very high thermal velocity of the pickup ions in the wind – essentially equal to the
wind velocity where they were picked up – favors tff hem for acceff leration to an
Mev/nucleon or more in the termination shock.  From there their high velocity may
cause them to diffuse inward, in opposition to the outward sweeping magnetic
fields in the wind, to be observed in the inner solar system and referred to as the
anomalous cosmic raya s. The situation becomes rather different with the high
density of neutraf l interstellar atoms that push the termination shock inside the
orbits of Uranus and Neptune. 
   Suppose, then, that the interstellar neutral atoms were 50 times denser than at 

present forming an interstellar wind of, say, 10 km/sec.  The number density of
about 10/cm3 yields a neutral particle flux of 107 atoms/cm3, which is equal to the
solar wind particle flux at the orbit of Jupf iter.  Converting the infaff lling interstellaraa
atoms to ions through charge exchange with the outflowing solar wind ions
introduces a large mass burden on the solar wind.  Conservation of momentum
reduces the wind velocity to about half while the new pick up ions in the wind have
tempmm eratures, i.e. thermal velocities, compmm arable to the wind speed od f 400f km/sec
or more.  The temperature increase combim ned wd ith the decrease in the solar wind
speed would reduce the supersonic solar wind to subsonic velocity without passing
through a terminal shock.   
    There are many effects associated with this situation.  For instance, there would

be none of tf he usual anomalous cosmic rays because there would be no shock
acceleration of tf he pick upk ions.  The magnetospheres of Uranus anf d Jupd iter would
be confined more by the thermal pressure of the hot subsonic gas than by the
modest impmm act pressure.  However there would be the additional effect that the
magnetospheres and ionospheres of Uranus and Neptune would be subjb ect to

7 2 –

infalling interstellar neutral atoms.  We estimate as many as 106 of these fastff  neutrtt al
atoms/cm2 sec plunging into the ionosphere of Uranus and Neptune.  It would be
interesting to formulate quantitatively the kinetic problem posed by these diverse
particle fluxes into planetary magnetospheres. 
    Finally, as already noted, Zank ank d Frisch (1999) founff d that the heliosphere is
unstable when the interstellar wind involves a large fraction of neutral atoms,
driving a forced oscillation with a period of the order of a year.  So the planetary
magnetospheres would be confined and driven in different ways throughout the
year-long heliospheric variation. The problem becomes very complicated indeed,

orbit of  Neptune or Uranus is relatively dense, 10 – 100 atoms/cm , suggesting that 3333

it is mostly un-ionized gas.  Neutral hydrogen blows and falls freely into the 

infalling 10  neutral atoms/cm  sec, and, in particular, to the outward moving (400777 222

800 km/sec) neutral atoms created in the solar wind by charge exchange with the
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and the exploring theoretician cannot look for off bservational guidance because this
oscillatory state does not exist in the present epoch.  We can only speculate on the
state of the planetary ionospheres and their agitation and substorm activity in the
diverse wind conditions that may one day beset them.
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Chapter 5

LONG-TERM VARIATIONS IN THE
GALACTIC ENVIRONMENT OF THE SUN

Nir J. Shaviv
Racah Institute of Physics, Hebrew University, Jerusalem 91904, Israel

Abstract We review the long-term variations in the galactic environment in the vicinity of
the solar system. These include changes in the cosmic ray flux, in the pressure
of the different interstellar components and possibly even gravitational tides. On
very long time scales, the variations arise from the variable star formation rate of
the Milky Way, while on shorter scales, from passages through the galactic spiral
arms and vertical oscillations relative to the galactic plane. We also summarize
the various records of past variations, in meteorites, in the ocean sea floor and
even in various paleoclimatic records.

Keywords: Milky Way, Solar System, Cosmic Ray Flux, Interstellar Medium, Star Forma-
tion Rate, Spiral Arms, Meteorites, Climate

5.1 Introduction
What do we mean by long term variations in the galactic environment? On

the time scale of million of years, various parameters characterizing our galac-
tic environment can vary considerably. These include the flux of cosmic rays,
the thermal and non-thermal pressure components, the density of interstellar
dust and its composition. Even galactic tides, which can perturb the Oort cloud,
can be considered as part of the nearby galactic environment. Some of these
factors will be shown to be relatively important.

On various time scales, variations in the galactic environment can arise from
different physical processes. For example, very long time scales are governed
by variations in the global star formation rate (SFR) of the Milky Way (MW),
perhaps affected by nearby passages of the Large Magellanic Cloud (LMC).

99
P. C. Frisch (ed.), Solar Journey: The Significance of our Galactic Environment for the Heliosphere and
Earth, 99–131.
c© 2006 Springer.



100 The Significance of our Galactic Environment

On somewhat shorter scales, the galactic “geography” and dynamics, and in
particular, its spiral structure become important. This is because the environ-
ment within spiral arms is notably more “active” than the inter-arm regions.
On time scales shorter still, it is the vertical oscillations relative to the galactic
plane that become important, as do local inhomogeneities in the intergalactic
medium. We shall limit ourselves here to time scales longer than about 107

years, and therefore will not discuss the “local” inhomogeneities. These short
time scale variations are elaborated in Chapter 6, and their consequences for
the heliosphere are discussed in other chapters in this book.

We begin by reviewing the relevant parameters characterizing the galactic
environment and their effect on the solar system. We will then continue with
a lengthy description of the different processes governing the variations in the
galactic environment and the various records we have of them.

5.2 Characterizing the Physical Environment
In this section, we briefly review the main environmental parameters influ-

encing the solar system on long time scales. This part is merely intended as a
short background. Different processes are elaborated in subsequent chapters.
In particular, many of the processes are notably more important on shorter
scales, and deserve more elaborate attention.

5.2.1 Solar Wind and Interaction with the ISM
The interstellar medium consists of various components, each supplying a

similar contribution to the total pressure. These include the gas thermal pres-
sure, turbulent pressure, magnetic energy density, as well as cosmic rays and
ram pressures from the motion of the solar system. The ram pressure is inter-
esting because it acts very asymmetrically, while the cosmic rays, as we will
discuss further below, have additional ways of interacting with the solar sys-
tem. Before detailing the components, it is important to note that the “partial”
pressures of the components are comparable (e.g., Chapter 6, or Boulares and
Cox, 1990). This is most likely not a coincidence, but instead the result of
various equilibrating processes.

The main effect that the ISM pressure has on the solar system is through the
interaction with the solar wind. At the simplest level, this can be seen as an
equilibrium between the solar wind ram pressure Ṁvwind/4πR2

helio and the
total ISM pressure, PISM, which determines the heliopause. The equilibration
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of the pressures yields a rough estimate of the location of the heliopause:

Rhelio ∼

√
vwindṀ

4πPISM
. (2.1)

A higher ISM pressure therefore implies a smaller heliopause, while a higher
mass loss rate implies a larger heliopause.

The largest long-term variations in the total ISM pressure arise from the
stratified structure, perpendicular to the galactic plane. Various models yield
average profiles for each of the components (e.g., Boulares and Cox, 1990,
Ferriere, 1998). The total pressure also decays with height. Over the first 100
pc, it drops by about 20%, or 35% over the first 200 pc. Thus, as the solar
system oscillates around the galactic plane (with its current amplitude of about
100 pc, e.g., Bahcall and Bahcall, 1985), this stratification will result with an
ISM pressure that varies with time.

More variations arise from the spiral structure. The spiral density waves are
generally O(10%) perturbations in the overall density, necessarily giving rise
to similar variations in the pressure. However, cold components can be more
notably affected by the spiral density wave and even form shocks (e.g., Binney
and Tremaine, 1987).

Since typical velocities relative to the ISM are ∼10 km/s (for example, from
the vertical oscillation), the ram pressure can be comparable to the “static”
components. It becomes very important if the solar system happens to cross a
molecular cloud.

Another interesting effect can take place if the ISM’s gas density becomes
high enough. The hitherto neglected gravitational field of the Sun can become
important. As ISM gas approaches the solar system, it accelerates such that
an additional ram pressure component is obtained. Once this effect becomes
important, the solar wind cannot overcome the infalling ISM material, since
both the solar wind and the ISM’s accretion ram pressure scale as r−2. Namely,
if the effect begins, the solar wind quenches altogether and Bondi accretion of
interstellar material takes place unhindered (Begelman and Rees, 1976). Talbot
and Newman (1977) estimated that the solar system may have passed 10-100
times, during its existence, through dense enough clouds for this effect to have
taken place. For a 30◦K cloud, the critical density is n∞ ∼ 100 cm−3.

Under normal conditions, however, when the solar wind is intact, it acts to
shield the solar system from low energy cosmic rays and small dust grains.

Interestingly, as the solar rotation slowly decreases with time, both its non-
thermal activity and mass loss, Ṁ , will also decrease. This is the source of the
largest change in the heliopause over time.
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By now, it is well established that the non-thermal activity (as measured
with X-rays), stellar rotation and winds of late type stars are related (Pallavicini
et al., 1981). Thus, by observing nearby stars, it is possible to reconstruct the
mass loss history of solar-like stars. Wood et al. (2002) find a mass loss which
scales as:

Ṁ(t) ∝ t−2.0±0.5. (2.2)

Thus, earlier in the solar system’s history, the solar wind was stronger and the
heliopause located further out, such that the various effects of the solar wind
were more prominent.

5.2.2 Cosmic Rays
Cosmic Rays are one of the constituents of the interstellar medium, con-

tributing an average pressure comparable to the other ISM components. How-
ever, because they “penetrate” the solar wind, they are different from the other
components.

In the frame of reference of a random magnetic field, the cosmic rays can
be seen to have a random walk. However, since the cosmic rays that succeed
in reaching the inner solar system necessarily had net scattering in the upwind
heliosphere, these cosmic rays have lost energy, typically of order ∼1 GeV
(e.g., see Chapters 9, 10 for detailed discussions).

Their loss of energy can be parameterized using the modulation parameter
Φ. In the limit of high energies (∼>1 GeV), the modulation parameter corre-
sponds to the potential in the force-field approximation (Gleeson and Axford,
1968), given by Φ = (Rhelio − RE)vwind/3κ0, where vwind is the solar wind
velocity, κ0 is the cosmic ray diffusion constant, while Rhelio is the size of the
heliosphere, and RE is the solar-terrestrial distance (= 1 AU). Using Φ, we
can relate the differential particle density flux near Earth J(Ek) (as a function
of the proton kinetic energy Ek) to that outside the solar system J0(Ek) (e.g.,
Boella et al., 1998):

J(Ek) = J0(Ek + Φ)
[

Ek(Ek + 2m0c
2)

(Ek + Φ)(Ek + Φ + 2m0c2)

]
. (2.3)

At high energies, the differential particle flux outside the solar system can be
approximated with a modified power law J0(Ek) = C(Ek+x)−2.5, where x =
exp(−2.5 × 10−4Ek) (e.g., Castagnoli and Lal, 1980). Over the solar cycle
and long term solar activity variations, the modulation parameter Φ typically
varies between 0.2 to 1.2 GeV, with the long-term average being Φ = 0.55 GeV
(Ready, 1987).

We can see that varying Φ will have a larger effect on lower energies. Typ-
ical energies of interest to us are ∼1 GeV, which are the energies recorded in
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Figure 5.1. The effect that the changed ambient pressure has on the integrated energy flux of
cosmic rays reaching Earth, above energies larger than Ecut = 1, 3, 10 and 30 GeV. At higher
energies, the effect is smaller and becomes asymmetric. Moreover, the effect is capped as the
pressure is increased—at the value of the flux outside the system.

spallation products within meteorites or the atmosphere, and ∼10 GeV, which
presumably affect climate through modulation of the tropospheric ionization
(see §5.4.3). Since some of the solar wind parameters, such as the solar wind,
regularly change by as much as O(1) over the solar cycle or due to secular
changes in solar activity, we expect variations of order O(1) in the spallation
products, while only O(10%) for the higher energies that penetrate the tro-
posphere.

The modulation parameter, Φ, also varies through changes in PISM because
of the dependence of Φ on Rhelio, and Rhelio on PISM. The ensuing depen-
dence of the integrated energy flux F reaching Earth, as a result of changes in
the ISM pressure, is depicted in Fig. 5.1. We see that for high energies, those
which are presumably responsible for climate variations, the effect of the vary-
ing ISM pressure is relatively small. On the lower energies that affect the rate
of spallation, the variations can be large. Interestingly, flux changes following
the reduction in the ISM pressure are more important than increases in PISM.
This is because irrespective of the increase in PISM, the ensuing increase in J
is capped by J0. On the other hand, arbitrary reductions in PISM can arbitrarily
increase Rhelio and with it decrease J relative to J0.

As an example, changing the pressure by a factor of 2 or 0.5 will change the
flux by 10% or −10% at energies of order 1 GeV, but only by 2.5% or −3% at
energies of order 10 GeV. Thus, the vertical oscillations relative to the galactic
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plane, with an amplitude of ∼100 pc, or ∼20% in the pressure, will be a −3%
effect at energies larger than 1 GeV or 1% for a 10 GeV cutoff.

In addition to the above variations, which are apparently small and arise
from modulations of the heliopause, long time scale variations will also arise
from intrinsic variations in the cosmic ray flux (CRF) sources. Namely, there
will be variations because our solar neighborhood may have more or less su-
pernova taking place in its vicinity. This flux, which reaches the outskirts of
solar system, is going to be proportional to the rate of nearby supernovae. This,
in turn, will depend on various factors. For example, it will depend on the SFR
in our galactic neighborhood, on the overall SFR in the Milky Way, or even
on local inhomogeneities in the magnetic field which affect the propagation of
the cosmic from their sources. This flux will have only a small energy depen-
dence arising from the weak energy dependence of the diffusion parameters
describing the diffusion of cosmic rays in the ISM.

5.3 Variations in the Galactic Environment
We continue with the study of the physical processes governing the long

term variations. These are summarized in Fig. 5.2 and include global changes
in the SFR (perhaps through gravitational tides induced by LMC perigalac-
tic passages), rotation around the galaxy and the related passages through the
galactic spiral arms, as well as vertical oscillations relative to the plane of the
Milky Way.

5.3.1 Star Formation Rate
The local and overall SFR in the MW are not constant. These variations

will in turn control the rate of supernovae. Moreover, supernova remnants
accelerate cosmic rays (at least with energies ∼<1015 eV), and inject fresh high-
Z material into the galaxy. Thus, cosmic rays and galactic nuclear enrichment
are proportional to the SFR.

Although there is a lag of several million years between the birth and death
of massive stars, this lag is small when compared to the relevant time scales at
question. Over the ‘short term’, i.e., on time scales of 108 yr or less, the record
of nearby star formation is ‘Lagrangian’, i.e., the star formation in the vicinity
of the moving solar system. This should record passages through galactic spiral
arms. On longer time scales, of order 109 yr or longer, mixing is efficient
enough to homogenize the azimuthal distribution in the Galaxy (Wielen, 1977).
In other words, the long-term star formation rate, as portrayed by nearby stars,
should record the long term changes in the Milky Way SFR activity. These
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Figure 5.2. A simplified heuristic cartoon of the Milky Way and the causes for long term
variations in the galactic environment. On the longest time scales (few 109 yr or longer), there
are global variations in the MW’s SFR (any variations measured using nearby stars is necessarily
global through azimuthal diffusion). These may be influenced from nearby passages of the
LMC—the last two perigalactic passages do appear to coincide with increased SFR in both the
MW and the LMC. On time scales of 108 yr, we have passages through the galactic spiral arms.
The actual spiral structure is probably more complicated than illustrated. In particular, it is hard
to reconstruct the spiral structure within the solar circle because of the azimuthal ambiguity
of velocity-longitude maps, which yield a clear structure only outside the solar circle (e.g.,
Blitz et al., 1983, Dame et al., 2001). Thus, spiral arms marked with a “dashed line” should
be considered cautiously. Secondly, there is mounting evidence that the spiral arms observed
are actually part of at least two sets (which happen to roughly coincide today), each having a
different pattern speed (Shaviv, 2003a, Naoz and Shaviv, 2004). Compounded on that, we are
currently located on the Orion “spur”, moving at roughly the same speed as the solar system
(Naoz and Shaviv, 2004). We may have passed through other such spurs in the past. On the
shortest time scale, the solar system performs vertical oscillations, such that every few 107 yr,
it crosses the galactic plane.

variations may arise, for example, from a merger with a satellite or a nearby
passage of one.

Scalo (1987), using the mass distribution of nearby stars, concluded that the
SFR had peaks at 0.3 Gyr and 2 Gyr before present (b.p.). Barry (1988), and a
more elaborate and recent analysis by Rocha-Pinto et al., 2000, measured the
star formation activity of the Milky Way using chromospheric ages of late type
dwarfs. They found a dip between 1 and 2 Gyr and a maximum at 2-2.5 Gyr
b.p.1 (see also Fig. 5.3).

1There are contradicting results by Hernandez et al. (2000), but this analysis assumes that the stars in
the solar vicinity have the same metalicity as the Sun, and it also assumes implicitly that the SFR today
necessarily approaches zero. Thus, this discrepancy is not a source of concern.
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Another approach for the reconstruction of the SFR, is to use the cluster age
distribution. A rudimentary analysis reveals peaks of activity around 0.3 and
0.7 Gyr b.p., and possibly a dip between 1 and 2 Gyr (as seen in Fig. 5.3). A
more recent analysis considered better cluster data and only nearby clusters,
closer than 1.5 kpc (de La Fuente Marcos and de La Fuente Marcos, 2004).
Besides the above peaks, which were confirmed with better statistical signif-
icance, two more peaks were found at 0.15 and 0.45 Gyr. At this temporal
and spatial resolution, we are seeing the spiral arm passages. On longer time
scales, cluster data reveals a notable dip between 1 and 2 Gyr (de La Fuente
Marcos and de La Fuente Marcos, 2004, Shaviv, 2003a).

5.3.2 Spiral Arm Passages
On time scales shorter than those affecting global star formation in the Milky

Way, the largest perturber of the local environment is our passages through the
galactic spiral arms.

The period with which spiral arms are traversed depends on the relative
angular speed around the galaxy, between the solar system with Ω� and the
spiral arms with Ωp:

∆T =
2π

m |Ω� − Ωp|
, (3.1)

where m is the number of spiral arms.
Our edge-on vantage point is unfortunate in this respect, since it complicates

the determination of both the geometry and the dynamics of the spiral arms.
This is of course required for the prediction of the spiral arm passages. In fact,
a consensus has not been reached regarding the spiral structure of the Milky
Way Galaxy.

Claims in the literature for a 2-armed and a 4-armed structure are abundant.
There is even a claim for a combined 2 + 4 armed structure (Amaral and Lep-
ine, 1997). Nevertheless, if one examines the v − l maps of molecular gas,
then it is hard to avoid the conclusion that outside the solar circle, there are
four arms2. Within the solar circle, however, things are far from clear. This
is because v − l maps become ambiguous for radii smaller than R�, such that
each arm observed can be “unfolded” into two solutions. Shaviv (2003a), has
shown that if the outer 4-arms obey the simple density wave dispersion re-
lation, such that they cannot exist beyond the 4:1 Lindblad resonances, then
two sets of arms should necessarily exist. In particular, the fact that these
arms are apparent out to rout ≈ 2R� necessarily implies that their inner ex-
tent, the inner Lindblad radius, should roughly be at R�. Thus, the set of

2Actually, three are seen, but if a roughly symmetric set is assumed, then a fourth arm should simply be
located behind the galactic center.
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Figure 5.3. The history of the SFR. The squares with error bars are the SFR calculated using
chromospheric ages of nearby stars (Rocha-Pinto et al., 2000), which is one of several SFR
reconstructions available. These data are corrected for different selection biases and are binned
into 0.4 Gyr bins. The line and hatched region describe a 1-2-1 average of the histogram of the
ages of nearby open clusters using the Loktin et al. (1994) catalog, and the expected 1-σ error
bars. These data are not corrected for selection effects (namely, the upward trend with time
is a selection effect, favorably selecting younger clusters more of which did not yet dissolve).
Since the clusters in the catalog used are spread to cover two nearby spiral arms, the signal
arising from the passage of spiral arms is smeared, such that the graph depicts a more global
SFR activity (i.e., in our galactic ‘quadrant’). On longer time scales (1.5 Gyr and more), the
galactic azimuthal stirring is efficient enough for the data to reflect the SFR in the whole disk.
There is a clear minimum in the SFR between 1 and 2 Gyr BP, and there are two prominent
peaks around 0.3 and 2.2 Gyr BP. Interestingly, the LMC perigalacticon should have occurred
sometime between 0.2 and 0.5 Gyr BP in the last passage, and between 1.6 and 2.6 Gyr BP in
the previous passage. This might explain the peaks in activity seen. This is corroborated with
evidence of a very high SFR in the LMC about 2 Gyr BP and a dip at 0.7-2 Gyr BP (Gardiner
et al., 1994, Lin et al., 1995). Also depicted are the periods during which glaciations were
seen on Earth: The late Archean (3 Gyr) and mid-Proterozoic (2.2-2.4 Gyr BP) which correlate
with the previous LMC perigalacticon passage (Gardiner et al., 1994, Lin et al., 1995) and the
consequent SFR peak in the MW and LMC. The lack of glaciations in the interval 1-2 Gyr
b.p. correlates with a clear minimum in activity in the MW (and LMC). Also, the particularly
long Carboniferous-Permian glaciation correlates with the SFR peak at 300 Myr BP and the
last LMC perigalacticon. The late Neo-Proterozoic ice ages correlate with a less clear SFR
peak around 500-900 Myr BP. Since both the astronomical and the geological data over these
long time scales have much to be desired, the correlation should be considered as an assuring
consistency. By themselves, they are not enough to serve as the basis of firm conclusions.
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arms internal to our galactic radius should belong to a set other than the outer
four arms.

The dynamics, i.e., the pattern speed of the arms, is even less understood
than the geometry. A survey of the literature (Shaviv, 2003a) reveals that about
half of the observational determinations of the relative pattern speed Ω� − Ωp

cluster around Ω� − Ωp ≈ 9 to 13 km s−1 kpc−1, while the other half are
spread between Ω� − Ωp ≈ −4 and 5 km s−1 kpc−1. In fact, one analysis
(Palous et al., 1977) revealed that both Ω� − Ωp = 5 and 11.5 km s−1 kpc−1

fit the data equally well.
Interestingly, if spiral arms are a density wave (Lin and Shu, 1966), as is

commonly believed (e.g., Binney and Tremaine, 1987, ch. 6), then the observa-
tions of the 4-armed spiral structure in HI outside the Galactic solar orbit (Blitz
et al., 1983) severely constrain the pattern speed to satisfy Ω� − Ωp ∼> 9.1 ±
2.4 km s−1 kpc−1, since otherwise the four armed density wave would extend
beyond the outer 4-to-1 Lindblad resonance (Shaviv, 2003a).

This conclusion provides theoretical justification for the smaller pattern
speed. However, it does not explain why numerous different estimates for
Ωp exist. A resolution of this “mess” arises if we consider the possibility
that at least two spiral sets exist, each one having a different pattern speed.
Indeed, in a stellar cluster birth place analysis, which allows for this pos-
sibility, it was found that the Sagittarius-Carina arm appears to be a super-
position of two arms (Naoz and Shaviv, 2004). One has a relative pattern
speed of Ω�−ΩP,Carina,1 = 10.6+0.7

−0.5sys±1.6stat km s−1 kpc−1 and appears
also in the Perseus arm external to the solar orbit. The second set is nearly
co-rotating with the solar system, with Ω� − ΩP,Carina,2 = −2.7+0.4

−0.5sys ±
1.3stat km s−1 kpc−1. The Perseus arm may too be harboring a second set.
The Orion “armlet” where the solar system now resides (and which is located in
between the Perseus and Sagittarius-Carina arms), appears too to be nearly co-
rotating with us, with Ω� − Ωp,Orion = −1.8+0.2

−0.3sys ± 0.7stat km s−1 kpc−1.
For comparison, the combined average of the seven previous measurements

of the 9 to 13 km s−1 kpc−1 range, which appear to be an established fact
for both the Perseus and Sagittarius-Carina arms, gives Ω� − Ωp = 11.1 ±
1 km s−1 kpc−1. At reasonable certainly, however, a second set nearly co-
rotating with the solar system exists as well.

The relative velocity between the solar system and the first set of spiral arms
implies that every ∼150 Myr, the environment near the solar system will be that
of a spiral arm. Namely, we will witness more frequent nearby supernovae,
more cosmic rays, more molecular gas, as well as other activity related to
massive stars. We will show below that there is a clear independent record
of the passages through the arms of the first set. On the other hand, passages
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through arms of the second set are too infrequent for them to have been reliably
recorded.

5.3.3 Vertical Motion in the Galactic Disk
In addition to the revolutions around the galaxy, the solar system also per-

forms vertical oscillations relative to the disk. Since the potential is not Kep-
lerian, the period of the vertical oscillations is different from the orbital period.
Because mass is concentrated towards the galactic plane, the vertical motions
depend primarily on the amount of mass in the disk. If one assumes a constant
mass density ρm, then the frequency will be given by:

Ωv =
√

4πGρm. (3.2)

More than two dozen estimates for ρm range from between 0.05 to
0.25 M� pc−3, such that Ωv is not known accurately enough. Although it
is not clear that averaging of the different results obtained in various methods
is legitimate, it yields a half period (i.e., plane crossing intervals) of Pv/2 =
35 ± 8 Myr (Matese et al., 1995), or even 37 ± 4 Myr (Stothers, 1998).

Estimates for the phase of this oscillation are better constrained. This is
because we are near the galactic plane, having recently crossed it and now
moving upwards, away from it. This implies that we last crossed the plane
roughly before Tcross ≈ 0 − 5 Myr, based on the estimates of 1.5 ± 1.5 Myr
(Bahcall and Bahcall, 1985), 5 ± 5 Myr (Rampino and Stothers, 1986) and
4 ± 2 Myr (Shoemaker and Wolfe, 1986).

At this periodicity, we should witness several effects. First, the stratified
structure implies that the pressure closer to the center of the plane is higher.
For the current amplitude, which is ∼100 pc, the pressure variations are ∼20%.
This implies a heliopause radius which varies by typically 10%.

Second, the vertical oscillations will also imply variations in the CRF. The
smaller source of variations originates from the varying size of the heliopause,
thereby modulating the CRF. However, this effect is going to be of order ∼3%
at the low energies that affect spallation, and negligible at the higher energies
that affect tropospheric ionization. The larger variations in the CRF will come
from the vertical stratification in the CRF distribution. Typical estimates for
the CRF density give a 10% decrease over the 100 pc amplitude of the vertical
oscillations (e.g., Boulares and Cox, 1990).

Third, passages through the galactic plane impose galactic tides that can
perturb the Oort cloud. This, in turn, can send a larger flux of comets into
the inner solar system (Torbett, 1986, Heisler and Tremaine, 1989), which
can either hit directly (and leave a record as craters or cause mass extinction,
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Rampino and Stothers, 1984), or affect climate through disintegration in the
atmosphere (Napier and Clube, 1979, Alvarez et al., 1980) or disintegrate and
be accreted as dust (Hoyle and Wickramasinghe, 1978).

5.4 Records of Long Term Variations
In this section, we will concentrate on the various records registering the

long period variations in the solar system’s environment. These include differ-
ent records of the CRF, and of accreted interstellar material.

5.4.1 Cosmic Ray Record in Iron Meteorites
Various small objects in the solar system, such as asteroids or cometary

nuclei, break apart over time. Once the newly formed surfaces of the debris are
exposed to cosmic rays, they begin to accumulate spallation products. Some of
the products are stable and simply accumulate with time, while other products
are radioactive and reach an equilibrium between the formation rate and their
radioactive decay. Some of this debris reaches Earth as meteorites. Since
Chondrites (i.e., stony) meteorites generally “crumble” over ∼<108 yr, we have
to resort to the rarer Iron meteorites, which crumble over ∼<109 yr, if we wish
to study the CRF exposure over longer time scales.

The cosmic ray exposure age is obtained using the ratio between
the amount of the accumulating and the unstable nuclei. Basically, the expo-
sure age is a measure of the integrated CRF, as obtained by the accumulating
isotope, in units of the CRF “measured” using the unstable nucleus. Thus, the
“normalization” flux depends on the average flux over the last decay time of
the unstable isotope and not on the average flux over the whole exposure time.
If the CRF is assumed constant, then the flux obtained using the radioactive
isotope can be assumed to be the average flux over the life of the exposed sur-
face. Only in such a case, can the integrated CRF be translated into a real
age.

Already quite some time ago, various groups found that the exposure ages
of Iron meteorites based on “short” lived isotopes (e.g., 10Be) are inconsistent
with ages obtained using the long lived unstable isotope 40K, with a half life
of ∼1 Gyr. In essence, the first set of methods normalize the exposure age to
the flux over a few million years or less, while in the last method, the exposure
age is normalized to the average flux over the lifetime of the meteorites. The
inconsistency could be resolved only if one concludes that over the past few
Myr, the CRF has been higher by about 30% than the long term average (Ham-
pel and Schaeffer, 1979, Schaeffer et al., 1981, Aylmer et al., 1988, Lavielle
et al., 1999).



Long-term Variations in the Galactic Environment of the Sun 111

More information on the CRF can be obtained if one makes further assump-
tions. Particularly, if one assumes that the parent bodies of Iron meteorites
tend to break apart at a constant rate (or at least at a rate which only has slow
variations), then one can statistically derive the CRF history. This was done by
Shaviv (2003a), using the entire set of 40K dated Iron meteorites. To reduce
the probability that the breaking apart is real, i.e., that a single collision event
resulted with a parent body breaking apart into many meteorites, each two me-
teorites with a small exposure age difference (with ∆a ≤ 5×107 yr), and with
the same Iron group classification, were replaced by a single effective meteor
with the average exposure age.

If the CRF is variable, then the exposure age of meteorites will be distorted.
Long periods during which the CRF was low, such that the exposure clock
‘ticked’ slowly, will appear to contract into a short period in the exposure age
time scale. This implies that the exposure ages of meteorites is expected to
cluster around (exposure age) epochs during which the CRF was low, while
there will be very few meteors in periods during which the CRF was high.

Over the past 1 Gyr recorded in Iron meteorites, the largest variations are
expected to arise from our passages through the galactic spiral arms. Thus, we
expect to see cluster of ages every ∼150 Myr. The actual exposure ages of
meteorites are plotted in Fig. 5.4, where periodic clustering in the ages can be
seen. This clustering is in agreement with the expected variations in the cosmic
ray flux. Namely, Iron meteorites recorded our passages through the galactic
spiral arms.

Interestingly, this record of past cosmic ray flux variations and the determi-
nation of the galactic spiral arm pattern speed is different in its nature from
the astronomical determinations of the pattern speed. This is because the as-
tronomical determinations assume that the Sun remained in the same galactic
orbit it currently occupies. The meteoritic measurement is ‘Lagrangian’. It is
the measurement relative to a moving particle, our solar system, which could
have had small variations in its orbital parameters. In fact, because of the larger
solar metalicity than the solar environment, the solar system is more likely to
have migrated outwards than inwards. This radial diffusion gives an error and
a bias when comparing the effective, i.e., ‘Lagrangian’ measured Ω̃p, to the
‘Eularian’ measurements of the pattern speed:

Ω̃p − Ωp = 0.5 ± 1.5 km s−1 kpc−1. (4.1)

Taking this into consideration, the observed meteoritic periodicity, with P =
147 ± 6 Myr, implies that Ω� − Ωp = 10.2 ± 1.5sys ± 0.5stat, where the
systematic error arises from possible diffusion of the solar orbital parameters.
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Figure 5.4. The exposure age of Iron meteorites plotted as a function of their phase in a 147
Myr period. The dots are the 40K exposure ages (larger dots have lower uncertainties), while
the stars are 36Cl based measurements. The K measurements do not suffer from the long term
“distortion” arising from the difference between the short term (10 Ma) CRF average and the
long term (1 Gyr) half life of K (Lavielle et al. 1999). However, they are intrinsically less
accurate. To use the Cl data, we need to “correct” the exposure ages to take into account this
difference. We do so using the result of Lavielle et al. (1999). Since the Cl data is more
accurate, we use the Cl measurement when both K and Cl are available for a given meteorite.
When less than 50 Ma separates several meteorites of the same Iron group classification, we
replace them with their average in order to discount for the possibility that one single parent
body split into many meteorites. We plot two periods such that the overall periodicity will be
even more pronounced. We see that meteorites avoid having exposure ages with given phases
(corresponding to epochs with a high CRF). Using the Rayleigh Analysis, the probability of
obtaining a signal with such a large statistical significance as a fluke from random Poisson
events, with any period between 50 and 500 Ma, is less than 0.5%. The actual periodicity found
is 147 ± 6 Myr, consistent with both the astronomical and geological data.

This result is consistent with the astronomically measured pattern speed of the
first set of spiral arms.

5.4.2 Accretion of Extraterrestrial Dust
One of the interesting effects of the solar wind is the shielding against the

penetration of small ISM grains. Namely, grains smaller than about 10−13 gr
are blocked from entering the solar system through electromagnetic interaction
with the solar wind’s magnetic field. The flux of the more massive dust parti-
cles, which can penetrate the solar system and be accreted on Earth, is typically
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∼1 ton/yr globally (Frisch, 1999, Landgraf et al., 2000). However this should
vary depending on the state of the heliosphere.

The interstellar origin of the dust can be identified through its kinematics
(high velocity and retrograde orbits). For comparison, the flux of accreted
interplanetary dust, is much higher at ∼100 kton/yr (Kyte and Wasson, 1986).
The latter is also comparable to the long term average injection of volcanic ash
into the stratosphere.

Because of the small fraction of ISM dust from the total accretion, such ma-
terial can be detected only by identifying extra-solar fingerprints. Such a record
exists in the form of non-cosmogenically produced radioactive isotopes. For
example, 244Pu has a half live ∼108 yr. Any natural occurrence must originate
from extraterrestrial dust coming from a nearby SN. However, nominal esti-
mates for its flux are 10 times larger than the actual measurement from scraped
deposition on the ocean floor. Only an upper limit could be placed, because the
detected amount of 244Pu is consistent with the fallout from manmade nuclear
experiments (Paul et al., 2001). This is yet an unresolved problem. Ongoing
measurements of 244Pu in ocean floor cores will help us understand the history
of the interstellar dust around us, and its relation to SNe.

As for the much larger amounts of accreted interplanetary material, the his-
toric flux of fine planetary dust can be reconstructed using the concentration of
3He extracted from ocean floor cores (Farley, 1995). This is possible once the
sedimentation rate is accounted for. This reconstruction, over the past 70 Myr
is plotted in Fig. 5.9.

From the figure, it is evident that the extraterrestrial dust flux is not constant.
In fact, notably higher accretion rates took place recently, (in the past few Myr),
at ∼35 Myr and ∼70 Myr. This is consistent in phase and period with our
passages through the galactic plane, though unfortunately not yet statistically
significant.

One plausible explanation is that comets are more often injected from the
Oort cloud into the inner solar system, as a result of gravitational perturba-
tions. The first suggestion was of perturbations from a gravitational impulse of
nearby passage of a molecular cloud (Rampino and Stothers, 1984). Perturba-
tions by the potential of the galactic disk were later found to be more important
(Heisler and Tremaine, 1986, Torbett, 1986, Heisler et al., 1987, Matese and
Whitman, 1989).

Nevertheless, because the link with plane crossing is not firm, other mech-
anisms are possible. For example, the Oort cloud could be periodically per-
turbed by a companion (“Nemesis”) each time it reaches perihelion (Davis
et al., 1984). In this case, the coincidence with the phase and period of the
galactic plane passages should be considered a coincidence. In any case, both
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type of solutions still lack firm evidence for support, and therefore should not
be considered more than hypotheses. Although the popularity of “Nemesis”
has greatly waned, it was not ruled out altogether (Muller, 2002).

5.4.3 Climate Record and the Cosmic Ray Flux
Recent empirical evidence suggests that the cosmic ray flux may be affect-

ing the terrestrial climate. If so, it would imply that any long term climate
record could be registering the “historic” CRF variations, and with it, the envi-
ronment of the solar system. We begin with a short summary of this empirical
evidence (see Chapter 12 for a lengthy review of the topic), and continue with
the geological record of long term climate variations.

Accumulating evidence suggests that solar activity is responsible for at least
some climatic variability. These include correlations between solar activity
and either direct climatic variables or indirect climate proxies over time scales
ranging from days to millennia (e.g., Herschel, 1796, Eddy, 1976, Labitzke and
van Loon, 1992, Lassen and Friis-Christensen, 1995, Svensmark and Friis-
Christensen, 1997, Soon et al., 1996, Soon et al., 2000, Beer et al., 2000,
Hodell et al., 2001, Neff et al., 2001). It is therefore difficult at this point
to argue against the existence of any causal link between solar activity and cli-
mate on Earth. However, the climatic variability attributable to solar activity is
larger than could be expected from the typical 0.1% changes in the solar irradi-
ance observed over the decadal to centennial time scale (Beer et al., 2000, Soon
et al., 2000). Thus, an amplifier is required unless the sensitivity to changes in
the radiative forcing is uncomfortably high.

The first suggestion for an amplifier of solar activity was suggested by
Ney (1959), who pointed out that if climate is sensitive to the amount of
tropospheric ionization, it would also be sensitive to solar activity since the
solar wind modulates the CRF, and with it, the amount of tropospheric ion-
ization. An indeed, over the solar cycle, the solar wind strength varies con-
siderably, such that the amount of tropospheric ionization changes by typically
5%-10% (see §2). Moreover, several recent analysis (Svensmark, 1998, Svens-
mark, 2000, Marsh and Svensmark, 2000, as well as Palle Bago and Butler,
2000) have shown that the variations in the amount of low altitude cloud cover
(LACC) nicely correlate with the CRF reaching Earth over two decades of
solar variations.

One of the points raised as a critique of the CRF→LACC link is that the
empirical correlation between CRF variations and the LACC arise when com-
paring any solar activity index, such that a mere correlation is not sufficient
to prove the link. However, as we shall see below, intrinsic variations in the
CRF also correlate with climate. Moreover, a recent analysis (Usoskin et al.,
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2004) reveals that geographically, the CRF/LACC correlation is as predicted.
Namely, the amount of cloud cover change over the solar cycle at different lat-
itude ranges is proportional to the change in tropospheric ionization averaged
over the same ranges. Secondly, there is growing theoretical and empirical
evidence linking tropospheric ionization to the formation of condensation nu-
clei. In particular, Yu (2002) has shown how modification of the ionization rate
could affect the formation of condensation nuclei (CN), primarily at low alti-
tudes where ions are scarce. Eichkorn et al. (2002) have shown, using airborne
observations, that the formation of CN is indeed linked to charge, while Har-
rison and Aplin (2001) have shown that the formation of CN correlates with
natural Poisson variability in the CRF. It has yet to be proved that the formation
of CN does affect cloud condensation nuclei (CCN), or more specifically that
CN grow by mutual coalescence as opposed to being scavenged by the already
large CCN.

Chapter 12 includes a more elaborate discussion of the possible cosmic ray
flux link. Here we shall explore the ramifications of this link on long, i.e.,
geological time scales.

Earth’s glacial activity and the Star Formation Rate. Considering
the longest time scales, i.e., over Earth’s entire history, the largest variations
in the cosmic ray flux arise from of the Milky Way’s star formation activity.
Over these time scales, however, there are other large sources of climate vari-
ations that we should consider if we are to look for the signature of the SFR
variability.

According to standard solar models, the solar luminosity increased from
about 70% of the present solar luminosity at 4.5 Gyr b.p., to its present value. If
Earth were a black body, its temperature would have been 25◦K lower, enough
to have kept large parts of it frozen until about 1-2 Gyr b.p. Besides, however,
the past Eon (0 to 1 Gyr), and the Eon between 2 and 3 Gyr b.p., it appears that
glaciations were altogether absent from the global surface. This is the crux of
the so called faint Sun paradox (Sagan and Mullen, 1972, Pollack, 1991, Sagan
and Chyba, 1997).

Various solutions have been presented to explain this paradox. Some utilize
various greenhouse gases. In particular, it was suggested that small amounts
of NH3 could have supplied the required Greenhouse gas (GHG) warming
(Sagan and Mullen, 1972, Sagan and Chyba, 1997). Although not impossi-
ble, it is difficult to prevent NH3 from irreversibly photolyzing into H2 and
N2. Another suggestion is that CH4 itself was the major GHG warmer (Pavlov
et al., 2000). This solution requires a long residency time of methane in the
atmosphere, and probably dominance of methanogenic bacteria.

Interestingly, CO2 was also suggested as a possible greenhouse solution
(Kuhn and Kasting, 1983, Kasting, 1993). However, it probably cannot resolve
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by itself the faint Sun paradox because the amounts required to keep Earth
warm enough are huge (several bars), and more than some geological limits
(e.g., Rye et al., 1995, find pCO2 ≤ 10−1.4 bar between 2.2 and 2.7 Gyr before
present).

If cosmic rays do affect climate, then the faint Sun paradox can be notably
extenuated, through the following scenario:

Younger Sun rotated faster and was more active
↓

The solar wind was stronger and heliopause further out
↓

CRF reaching earth was lower, as was the tropospheric ionization
↓

CRF/climate effect contributed a warming, compensating the faint Sun.

For nominal numbers obtained over the Phanerozoic (past 550 Million
years), this effect translates to a compensation of about half of the faint Sun
paradox (Shaviv, 2003b).

On top of the above processes, we are now in a position to consider the effect
of a variable SFR. This is done by assuming that the CRF reaching the outskirts
of the solar system is not constant, but proportional to the Milky Way’s SFR.
This is done in Fig. 5.5 while considering the SRF obtained by Rocha-Pinto et
al. (2000).

The figure demonstrates that (a) the weakening solar wind and ensuing in-
creased CRF can compensate for about half of the faint Sun paradox. To-
gether with moderate greenhouse warming (e.g., with reasonably higher levels
of CO2), the faint Sun paradox can be resolved. (b) The varying star forma-
tion introduces a large effect. It explains why the temperature was on average
colder over the last Eon and between 2 and 3 Gyr ago, enough to explain the
appearance of ice-epochs, while the lower SFR between 1 and 2 Gyr before
present explains the increased temperature and total lack of glacial activity.
And (c) the compensation that the reduced solar wind/increased CRF has on
the increasing solar luminosity is reaching its end, since almost all the CRF
at ∼10 GeV is reaching Earth. The temperature will therefore increase in the
future, albeit on very long time scales!

Ice-Age Epochs and Spiral arm passages. If the proposed CRF/climate
link is real, then the periodic CRF variations arising from our passages through
the galactic spiral arms, and measured in Iron meteorites, necessarily imply
that cold epochs should arrive every ∼145 Myr on average.
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(A) No CRF, With CO2, high λ
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Figure 5.5. Predicted temperature as a function of time before present for various models
(as elaborated in Shaviv, 2003b) but using more recent data on climate sensitivity). Model
A includes a nominal global temperature sensitivity of λ = 0.54◦C/(W/m2), obtained from
various paleoclimatic data (Shaviv, 2004), while neglecting a CRF / climate link (λ is the change
in the average global temperature associated with a change of 1 W/m2 in the radiative budget).
The model also assumed GHG warming by modest levels of CO2, not larger than the geological
constraints (0.01 bar of CO2 before 3 Gyr and exponentially decreasing afterward to current
levels). Model B includes no CO2 contribution, but a lower sensitivity of λ = 0.35◦C/(W/m2)
(close to that of a black body Earth). It is the nominal sensitivity obtained from paleoclimate
data while assuming the CRF/climate link is valid (Shaviv, 2004). Model C has both CO2

and the sensitivity of model B, but still has no CRF contribution. Model D includes a CRF
contribution using nominal values for its effect (µ ≡ −Φ0(dTglobal/dΦCR) = 6.5◦K, Shaviv,
2004). The additional lines give the variations expected or observed from spiral arm passages
and SFR variations. Since these cannot be predicted, we only plot the total expected range
of variations in the future. Since almost all the 10 GeV CRF (causing tropospheric ionization)
currently reaches the inner solar system, this compensation cannot continue, and the temperature
will start to significantly increase in the future.

Under typical diffusion parameters, the cosmic ray density contrast between
spiral arms and the inter-arm region is expected to be between about 2–6
(Shaviv, 2003a). This is consistent with the meteoritic exposure age data,
which gives a contrast larger than 2.5 (Shaviv, 2003a). An upper limit cannot
be placed because of the statistical error in the exposure ages of the meteorites.
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The large O(1) variations in flux imply large variations in temperature, of
order ∼ 5◦K globally. Thus, each spiral arm crossing the average temperature
is expected to decrease sufficiently to either hinder or trigger the appearance of
ice-age epochs (IAE) on Earth.

The correlations between the different celestial and terrestrial records is seen
in Figs. 5.6-5.8. The statistical significance of the correlations is difficult to
assess. This is because various assumptions on the assumed priors necessarily
affect the implied significance.

For example, if one only compares the occurrence of ice-age epochs as ob-
tained using the sedimentation record, with the CRF signal reconstructed using
the meteoritic data, then a minimum χ2/ν of about 0.5 is obtained (with ν = 6
being the effective number of degrees of freedom). The ice-age epochs lag
behind the spiral arm passage by 33 ± 20 Myr, while the prediction is a lag
of 28 ± 7 Myr, arising from the skewness of the CRF distribution towards the
trailing side of the arm and the lag between an arm passage and the average
SN event (Shaviv, 2003a).

To estimate the significance of this correlation, one can try and calculate the
probability that a random distribution of IAEs could generate a χ2 result, that
is as small as previously obtained. To do so, glaciation epochs where randomly
realized and compared with the occurrence of IAEs (Shaviv, 2002). To mimic
the effect that nearby glaciations might appear as one epoch, glaciations that
are separated by less than 60 Myr were bunched together (which is roughly
the smallest separation between observed glaciations epochs). The fraction of
random configurations that surpassed the χ2 obtained for the best fit, found
using the real data, is of order 0.1% for any pattern speed. (If glaciations are
not bunched, the fraction is about 100 times smaller, while it is about 5 times
larger if the criterion for bunching is a separation of 100 Myr or less). The
fraction becomes roughly 6 × 10−5 (or a 4-σ fluctuation), to coincidentally fit
the actual period seen in the Iron meteorites.

We see that irrespective of the exact assumptions on the priors, we find a
statistically significant result. Also important is the redundancy in the correla-
tions. Namely, there are two independent celestial signals and two independent
geological signals all correlating with each other, such that the conclusions do
not rest on the validity of any single set of data.

A possible record of the vertical oscillations. Various spectral analyses
of paleoclimate variability have shown that climate may be exhibiting oscilla-
tions at different periods. One of these oscillations has a periodicity around
∼32 Myr, and appears to be more pronounced during the Mesozoic and late
Paleozoic (e.g., Prokoph and Veizer, 1999, and references therein). It is of par-
ticular interest to us here because it may correspond to a signal formed as a
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Figure 5.6. Earth’s recent history. The top panel (A) describes passages through the Galactic
arms assuming a relative pattern speed of Ωp − Ω� = −11.0 km s−1 kpc−1, which best fits
the ice-age epochs (IAEs). Panel (B) describes the Galactic CRF reaching the solar system
using a CR diffusion model, in units of the current day CRF. An important feature is that the
flux distribution around each spiral arm is lagging behind spiral arm crossings. This can be
seen with the hatched regions in the second panel, which qualitatively show when IAEs are
predicted to occur if the critical CRF needed to trigger them is the average CRF. Two dashed
lines mark the middle of the spiral crossing and to the expected mid-glaciation point. Panels
(C) (D) and (E) describe the paleoclimatological record of the past Eon. The solid line in panel
(C) depicts the tropical sea surface temperatures relative to today, as inferred from calcite and
aragonite shells in the past ∼550 Myr. The filled areas describe the paleolatitudinal distribution
of ice rafted debris (both from Veizer et al., 2000). Panel (D) and (E) qualitatively describes
the epochs during which Earth experienced ice-ages, the top part as described by Frakes et
al. (1992), while the bottom one by Crowell (1999). The Phanerozoic part of panel E is directly
taken from Crowell (1999). Note that (1) The mid-Mesozoic ice-ages did not have true polar
caps but were certainly colder than average. (2) Around 650 Myr, Earth still was relatively cold,
but still warmer than nearby epochs. (3) The existence of an IAE at 900 Myr is inconclusive. (4)
The Norma arm’s location is actually a logarithmic spiral extrapolation from its observations at
somewhat smaller Galactic radii (Leitch and Vasisht, 1998, Taylor and Cordes, 1993). However,
since it is now clear that the inner set probably has nothing to do with the outer spiral set, a more
probable location for the “outer” Norma arm would be symmetrically between its neighboring
arms. Note also that the correlations do not have to be absolute since additional factors may
affect the climate (e.g., continental structure, atmospheric composition, etc.). Panel (F) is a 1-
2-1 smoothed histogram of the exposure ages of Fe/Ni meteors. The meteor exposure ages are
predicted to cluster around epochs with a lower CRF flux.

response to the vertical oscillations of the solar system, relative to the galactic
plane.

Recently, the δ18O data (Veizer, 1999), with which the Phanerozoic tropi-
cal temperature was reconstructed, was expanded such that previous gaps were
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Figure 5.7. The cosmic ray flux (Φ) and tropical temperature anomaly (∆T ) variations over
the Phanerozoic (Shaviv and Veizer, 2003). The upper curves describe the reconstructed CRF
using iron meteorite exposure age data (Shaviv, 2003a). The heavy gray line depicts the nominal
CRF, while the shading delineates the allowed error range. The two dashed curves are additional
CRF reconstructions that fit within the acceptable range. The solid black curve describes the
nominal CRF reconstruction after its period was fine tuned, within the measurement error, to
best fit the low-latitude temperature anomaly. The bottom dashed curve depicts the temperature
reconstruction, measured with a 10 Myr bin and smoothed with a 5-bin top hat averaged (Veizer
et al., 2000). The solid line is the predicted ∆T based on the nominal CRF model above while
also taking into account a secular long-term linear contribution. The light dashed line is the
residual. The largest residual is at 250 My b.p., where only a few measurements of δ18O exist
due to the dearth of fossils subsequent to the largest extinction event in Earth history. The bars
at the top represent cool climate modes (icehouses) and the white bars are the warm modes
(greenhouses), as established from sedimentological criteria (Frakes and Francis, 1998, Frakes
et al., 1992). The lighter shading for the Jurassic-Cretaceous icehouse reflects the fact that true
polar ice caps have not been documented for this time interval.

filled (Prokoph et al., 2004). This allowed analysis of the temperature recon-
struction at a higher resolution, with the result that in addition to the large
oscillation with a 145 Myr periodicity, the 32 Myr oscillation appears very
pronounced over 400 Myr (see Fig. 5.9).

Whether or not this oscillation is indeed linked to plane crossing is yet to be
proved. Empirically, however, it is consistent both in phase and period with the
expectation. Irrespectively, the stability of the period indicates that it is most
likely of celestial origin.

The physical link to the vertical galactic oscillations is even more interesting
to address. We expect that CRF variations will result from the vertical stratifi-
cation, but under nominal parameters for the CRF/climate effect, the expected
signal is at least two to three times smaller than actually observed (Prokoph
et al., 2004). Another possibility is that the Oort cloud is periodically per-
turbed, and the injected comets later disintegrate and accreted. However, if the
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Figure 5.8. The period and phase of various measured signals. The phase is defined as the time
(before present) of either observed or predicted maximum warmth, relative to the period. The
four signals plotted at the top all have a ∼ 145 Myr periodicity. Two signals are extraterrestrial
“signals”. They have the same periodicity and phase as two independent terrestrial records.
Plotted at the bottom are three extraterrestrial signals that are consistent with the observed 32
Myr climatic oscillation. The crater record includes a not very significant periodicity at 31 ± 1
Myr, but it is coincident with other periods.

dust has the same radiative properties as volcanic ash, which is occasionally
injected into the stratosphere, the effect is about 10 times smaller than required
to explain the observed δ18O oscillations (Prokoph et al., 2004). Interestingly,
the 3He based measurements do indicate that the flux of interplanetary dust
does vary by a factor of a few, and the three largest peaks do coincide with
minimum temperatures of the 32 Myr oscillations (Farley, 1995). If we are
underestimating the effect of the dust (e.g., if the particle size is different than
volcanic ash, its residence time in stratosphere and its radiative properties will
be different), we may be seeing a combined signature of the gravitational tides
perturbing the Oort cloud and of a variable CRF.

5.5 Crater Record
We have seen that a periodic modulation of the accretion rate of interplan-

etary dust could in principle arise from the periodic perturbation to the Oort
cloud. The same periodicity may also manifest itself in the record of terrestrial
impact craters. Although still highly controversial, there were claims for the
existence of such periodicity.

Shoemaker & Shoemaker (1993) have argued that extinct comets are more
numerous than previously estimated, and concluded the about 50% of the ter-
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Figure 5.9. Plotted are the tropical ocean δ18O record (which is primarily sensitive to the av-
erage temperature—higher δ18O values imply lower temperatures) over the past 200 Myr, and a
double oscillation model. The model δ18O (and temperature) is assumed to have a long period
oscillation, with a 145 Myr periodicity, and a short period oscillation, with a 32 Myr periodicity
(Prokoph et al., 2004). The long periodicity is most likely part of the spiral arm passages. The
short periodicity is consistent in both period and phase with the vertical oscillations, perpendic-
ular to the galactic plane. The amplitude of the short period oscillation is, however, somewhat
larger than would be expected from just a CRF/climate link. The inset shows the flux of 3He (
Farley, 1995, in units of 10−12 pcc cm−2 kyr−1), which is a proxy of the extraterrestrial dust
reaching Earth. The three highest peaks in the dust accretion coincide with minima temper-
ature according to the δ18O reconstruction (but not the fourth peak). These could arise from
Oort cloud comets injected into the inner solar system and disintegrating each plane crossing.
It could also be a coincidence.

restrial craters ∼> 20 km in diameter were due to long and short period comets
and that the fraction increases with crater diameter. Moreover, Heisler et
al. (1987), have argued using a Monte Carlo analysis that the null hypothe-
sis of randomness in the cratering record can be ruled out, at the 90% c.l., if
the r.m.s. of the dating error is 4 Myr or less. Thus, a periodic cratering signal
could exhibit periodicity if larger accurately dated craters are considered.

Shoemaker & Wolf (1986) considered 25 young (∼< 220 Myr) accurately
dated craters, with a relatively low diameter cutoff of 5 km. They noted a
periodicity of 32 ± 1 Myr, with a last peak at 4 ± 2 Myr. They conclude the
four most recent peaks in the crater rate (at ≈ 2, 32, 65 and 99 Myr) appear to
be too close to the predicted plane crossing events, presumably ruling out more
stochastic mechanisms such as Oort cloud perturbation by the gravitational
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impulses of molecular clouds, particularly in view of the observed distribution
of molecular clouds (Thaddeus, 1986).

In an improved statistical analysis (Yabushita, 1994), it was argued that the
31 Myr periodicity is significant at the 0.2% level for a 5 km diameter cutoff,
and 0.4% level for a 10 km cutoff. Yabushita also compared the 31 Myr period
with the 26 Myr period apparent in the extinction record (Raup and Sepkoski,
1984) but did not find any conclusive link.

It is interesting to note that the periodicity and phase found by Shoemaker &
Wolf (1986) are consistent with the three major peaks in the Farley (1995) dust
accretion data, and the δ18O inferred temperature variations. Thus, craters
too may be registering Oort cloud perturbations. Nevertheless, it should be
stressed that the existence of the cratering periodicity is not uncontested.

5.6 Summary
Over long time scales, the three most important causes of change in the

environment of the solar system, on times scales of 107 yr or longer, are the
following:

1 Star formation rate: Over time scales of a few 108 yr and longer, the
SFR in the solar vicinity varies. The SFR can be reconstructed using
stellar clusters (typically on time scales up to several 108 yr, since stel-
lar clusters disperse over longer time scales), or using the distribution of
individually estimated stellar ages. The various reconstructions reveal
elevated rates over the past Eon (with increased activity at ∼0.3 and
∼0.7 Gyr ), before 2 to 3 Gyr, and before 4 to 5 Gyr. Estimates for the
LMC’s orbit give perigalactic passages coincident with the above peaks.
This is probably not sufficient to prove a cause, but it is interesting to
note that the LMC too appears to have had a paucity of star formation
after 2 Gyr b.p. During periods of higher star formation activity, more
SN produce more cosmic rays, and other cataclysmic events could hap-
pen more frequently.

2 Passage through galactic spiral arms: Every ∼145 Myr, the solar system
passes through one of the four arms belonging to the outer spiral set.
The last passage was of the Saggitarius-Carina arm. Since we are close
to the co-rotation radius of a second set (which today happens to coin-
cide with arms of the first set), arms of the second set are traversed very
infrequently. Since spiral arms are the main regions of star formation
activity in our galaxy, most SNe and subsequent cosmic ray acceleration
takes place there. The cosmic ray density is therefore expected to be
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higher near the arms. Because the ISM is more diverse inside the arms,
more effects can take place while crossing them, including for exam-
ple, passages through a molecular cloud or in the vicinity of massive
stars.

3 Oscillations perpendicular to the galactic plane: Since the galactic po-
tential is far from Keplerian, different perturbations to the circular mo-
tion have different periods. In particular, vertical oscillations relative
to the galactic plane have a relatively “short” period, estimated at 35 ±
8 Myr (Matese et al., 1995) for example. The relatively large inaccu-
racy arises because of the uncertainties in the amount of matter, and in
particular dark matter, in the Milky Way’s disk. The current vertical am-
plitude is about 100 pc, notably smaller than other objects with the solar
system’s age. The phase is better known—the last plane crossing took
place a few Myr before present.

The above variations in the solar system’s environment are more than hy-
pothetical. In fact, very diverse records from different disciplines (other than
the astronomical data used to “predict” these variations) registered the above
variability. In particular,

1 Iron Meteorites record their exposure to cosmic rays on time scales of

∼> 108 yr, and can therefore be used to reconstruct variations in the CRF.
The inconsistency between 40K based exposure ages of individual mete-
orites, and those which are derived from “short” half-lived radioisotopes,
has been long used to show that the CRF over the past few million years
has been higher than the average over the past 1 Gyr. Using a statistical
analysis of the Iron meteorites exposure ages, it is possible to reconstruct
the actual CRF variations and obtain a clear ∼145 periodicity in the CRF
history. Thus, Iron meteorites recorded our spiral arm passages.

2 3He in sea floor sedimentation is sensitive to the flux of extraterrestrial
dust. Measurements sampling these data for the past 70 millions years
reveal four major peaks. The larger three have a ∼33 Myr periodic-
ity and a phase consistent with the vertical oscillations. One plausible
explanation is that, with each plane-crossing, the Oort cloud was gravi-
tationally perturbed so that more comets were injected into the inner so-
lar system, where they subsequently disintegrated and accreted as dust.
The peaks are unlikely to result from variations in accreted ISM dust,
because the ISM dust flux is minute relative to accreted solar system
material. Deeper sea floor excavations may prove or disprove this pic-
ture, if peaks at ∼102 Myr and ∼145 Myr could be detected. Direct
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reconstruction of the accretion of interstellar dust will soon be avail-
able through measurement of 244Pu in sea floor cores, thereby provid-
ing a real temporal record of the dusty environment outside the solar
system.

3 Paleoclimate Records: A growing body of evidence suggests that cli-
mate is sensitive to the amount of tropospheric ionization, governed by
the changes in the cosmic ray ionization. Namely, climate proxies could
be registering changes in the CRF. The paleoclimate itself can be re-
constructed using sedimentation data (e.g., deposits left by glaciers, by
evaporating salt lakes, etc.) or using isotopic data (i.e., δ18O in fossils,
which is sensitive to the oceanic water temperature and amount of ice-
sheets). And indeed, the paleoclimatic data appears to have recorded all
the three predicted temperature variations arising from the varying galac-
tic environment. Long term glacial activity on Earth (in the past eon and
between 2.2 and 2.7 Gyr before present) correlates with star formation
activity. Over the past eon, seven spiral arm passages, as recorded in
the meteoritic data, coincide with ice-age epochs on Earth during which
glaciations were present. Last, the δ18O temperature reconstructions re-
veal a remarkable ∼32 Myr periodicity over at least 12 cycles. This
periodicity is consistent with the vertical oscillations (in particular their
phase). If indeed these variations correspond to the vertical oscillations,
then an unresolved problem is their amplitude, which is over twice as
large as naively expected from the CRF/climate link. One possibility is
that we underestimate the vertical stratification of the cosmic ray flux
distribution. Another possibility is that the accreted dust can markedly
affect climate as well.
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Abstract The galactic environment of the Sun varies over short timescales as the Sun and
interstellar clouds travel through space. Small variations in the dynamics, ion-
ization, density, and magnetic field strength in the interstellar medium (ISM)
surrounding the Sun can lead to pronounced changes in the properties of the
heliosphere. The ISM within ∼30 pc consists of a group of cloudlets that flow
through the local standard of rest with a bulk velocity of ∼17–19 km s−1, and
an upwind direction suggesting an origin associated with stellar activity in the
Scorpius-Centaurus association. The Sun is situated in the leading edge of this
flow, in a partially ionized warm cloud with a density of ∼0.3 cm−3. Radia-
tive transfer models of this tenuous ISM show that the fractional ionization of
the ISM, and therefore the boundary conditions of the heliosphere, will change
from radiative transfer effects alone as the Sun traverses a tenuous interstellar
cloud. Ionization equilibrium is achieved for a range of ionization levels, de-
pending on the ISM parameters. Fractional ionization ranges of χ(H) = 0.16–
0.27 and χ(He) = 0.19–0.34 are found for tenuous clouds in equilibrium. In
addition, both temperature and velocity vary between clouds. Cloud densities
derived from these models permit primitive estimates of the cloud morphology,
and the timeline for the Sun’s passage through interstellar clouds for the past
and future ∼105 years. The most predictable transitions happen when the Sun
emerged from the near vacuum of the Local Bubble interior and entered the
cluster of local interstellar clouds flowing past the Sun, which appears to have
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occurred sometime during the past 44,000–150,000 years, and again when the
Sun entered the local interstellar cloud now surrounding and inside of the solar
system, which occurred sometime within the past 45,000 years, possibly a 1000
years ago. Prior to ∼150,000 years ago, no interstellar neutrals would have en-
tered the solar system, so the pickup ion and anomalous cosmic ray populations
would have been absent. The tenuous ISM within 30 pc is similar to low column
density material observed globally. In this chapter, we review the factors im-
portant to understanding short-term variations in the galactic environment of the
Sun. Most ISM within 40 pc is partially ionized warm material, but an intriguing
possibility is that tiny cold structures may be present.

Keywords: Interstellar Matter, Heliosphere, Equilibrium Models

6.1 Overview
In 1954 Spitzer noted that the “Study of the stars is one of [mankind’s] oldest

intellectual activities. Study of the matter between stars is one of the youngest.”
Comparatively, the study of interstellar matter (ISM) at the heliosphere is an
infant. Still younger is the study of the interaction between the heliosphere and
ISM that forms the galactic environment of the Sun. The total pressure of the
ISM at the solar system is counterbalanced by the solar wind ram pressure, but
since both the Sun and clouds move through space, this balance is perturbed as
the Sun passes between clouds with different velocities or physical properties.
In this chapter, we focus on variations in the galactic environment of the Sun
over timescales of ±3 Myrs, guided by data and models of local interstellar
clouds. In essence, we strive to provide a basis for understanding the “galactic
weather” of the solar system over geologically short timescales, and in the
process discover recent changes in the Sun’s environment that affect particle
populations inside of the heliosphere, and perhaps the terrestrial climate. The
heliosphere, the bubble containing the solar wind plasma and magnetic field,
dances in the wind of interstellar gas drifting past the Sun. This current of
tenuous partially ionized low density ISM has a velocity relative to the Sun of
∼26 km s−1. It would have taken less than 50,000 years for this gas to drift
from the vicinity of the closest star α Cen, near the upwind direction in the
local standard of rest (LSR, Tables 6.1), and into the solar system.

Star formation disrupts the ISM. The nuclear ages of massive nearby stars
in Orion (at a distance of ∼400 pc) and Scorpius-Centaurus (at ∼150 pc) are
4-15 Myr, so the solar system has been bombarded by high energy photons
and particles many times over the past 107 years. Recent nearby supernova
events include the formation of the Geminga pulsar ∼250,000 years ago, and
possibly the release of ζ Oph as a runaway star ∼0.5-1 Myr ago. The dynam-
ically evolving interstellar medium inhibits the precise description of the solar
Galactic environment on timescales longer than ∼1–3 Myrs.



Short-term Variations in the Galactic Environment of the Sun 135

Variations in the galactic environment of the Sun for time scales of ∼3 Myrs
are short compared to the vertical oscillations of the Sun through the galactic
plane, and short compared to the disruption of local interstellar clouds by star
formation. The oscillation of the Sun in the Galactic gravitational potential
carries the Sun through the galactic plane once every ∼34 Myrs, and the Sun
will reach a maximum height above the plane of ∼78 pc in about 14 Myrs
(Bash, 1986, Vandervoort and Sather, 1993, also see Chapter 5 by Shaviv).
The motion of the Sun compared to the kinematics of some ensemble of nearby
stars is known as the solar apex motion, which defines a hypothetical closed
circular orbit around the galactic center known as the Local Standard of Rest
(LSR, §6.1.2). Note that the LSR definition is sensitive to the selection of the
comparison stars, since the mean motions and dispersion of stellar populations
depend on the stellar masses. The transformation of the solar trajectory into the
LSR for comparison with spatially defined objects, such as the Local Bubble,
introduces uncertainties related to the LSR.

A striking feature in the solar journey through space is the recent emergence
of the Sun from a near vacuum in space, the Local Bubble, with density ρ <
10−26 g cm−3 (Frisch, 1981, Frisch and York, 1986, §6.2). We will show that
the Sun has spent most of the past ∼3 Myrs in this extremely low density region
of the ISM, known as the Local Bubble. The Local Bubble extends to distances
of over 200 pc in parts of the third galactic quadrant (l = 180◦ → 270◦,
Frisch and York, 1983), and is part of an extended interarm region between the
Sagittarius/Carina and the Perseus spiral arms. The proximity of the Sun to
the Local Bubble has a profound effect on the solar environment, and affects
the local interstellar radiation field, and dominates the historical solar galactic
environment of the Sun (§6.2.2). Neutral ISM was absent from the bubble, and
byproducts of the ISM-solar wind interaction, such as dust, pickup ions and
anomalous cosmic rays, would have been absent from the heliosphere interior.

The Local Bubble is defined by its geometry today, so the solar space motion
is a variable in estimating the departure of the Sun from this bubble. For all
reasonable solar apex motions, sometime between 44,000 and 150,000 years
ago the Sun encountered material denser than the nearly empty bubble. During
the late Quaternary geological period, the Sun found itself in a flow of warm
low density ISM, n ∼ 0.3 cm−3, originating from the direction of the Scorpius-
Centaurus Association (§§6.3, 6.6.4). The Sun is presently surrounded by this
warm, T ∼ 7,000 K, tenuous gas, which is similar to the dominant form of
ISM in the solar neighborhood. The physical characteristics of this cluster of
local interstellar cloudlets (CLIC) are discussed in §6.3.

The solar entry into the CLIC would correspond to the appearance of inter-
stellar dust, pickup ions and anomalous cosmic rays in the heliosphere. The
dust filtration by the solar wind and in the heliosheath is sensitive both to dust
mass and the phase of the solar cycle (see Landgraf chapter), so that these two
effects are separable. In principle the solar journey through clouds could be
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Figure 6.1. The solar position and motion are compared to the Local Bubble for two planes
aligned with the solar apex motion (Table 6.1). The left figure gives the Local Bubble
ISM distribution in a plane that is tilted by 27◦ to the Galactic plane with the northern
surface normal pointing towards (220◦, +63◦). Stars with latitudes within about ±15◦of
that plane are plotted. The right figure shows a meridian slice perpendicular to the galac-
tic plane, and aligned with the � = 40◦– 220◦ axis. Stars with longitudes within ±25◦

of the meridian slice are plotted. These ISM distributions were constructed from cleaned
and averaged photometric and astrometric data for O, B, and A stars in the Hipparcos cat-
alog. For a solar LSR velocity of 13 − 20 pc/Myrs, the Sun has been within the Lo-
cal Bubble for over 3 Myrs. The symbols show E(B − V ) values 0.017–0.051 mag (tiny
x’s), 0.051–0.088 mag (boxes), 0.088–0.126 mag (dots), and >0.126 mag (triangles) so
that shading levels give N (H)∼ 1020.4 → 1020.7 cm−2, ∼1020.7 → 1020.9cm−2, and
>1020.9cm−2, after assuming log N(Ho+2H2)/E(B − V )=21.76 cm−2mag−1. The solar mo-
tion is shown for both Standard and Hipparcos values. The large intensely shaded regions show
dust clouds from Dutra and Bica (2002). The CLIC column densities are below the minimum
value of N (Ho)∼1020.40 cm−2 displayed here.

traced by comparative studies of interstellar dust settling onto the surfaces of
inner versus outer moons.

In §6.5.2 we discuss the Sun’s entry into, and exit from, the interstellar cloud
now surrounding the solar system, and show that it can be determined from a
combination of data and theoretical models. The velocity of this cloud, known
as the local interstellar cloud (LIC), has been determined by observations of
interstellar Heo inside of the solar system (Witte, 2004). We test several possi-
bilities for the three-dimensional (3D) shape of the LIC, and conclude that the
Sun entered the surrounding cloud sometime within the past 40,000 years, and
possibly very recently, in the past ∼1000 years.

The velocity difference between interstellar Heo inside of the solar system,
and interstellar Do, Fe+ and other ions towards stars in the upwind direction,
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including the nearest star α Cen, together indicate the Sun will emerge from the
cloud now surrounding the Sun within ∼4,000 years. This raises the question
of “What is an interstellar cloud?”, which is difficult to answer for low column
density ISM such as the CLIC, where cloudlet velocities may blend at the
nominal UV resolution of 3 km s−1.

Determining the times of the solar encounter with the LIC, and other clouds,
requires a value for n(Ho) in the cloud because distance scales are determined
by N (Ho)/n(Ho). Theoretical radiative transfer models of cloud ionization pro-
vide n(Ho) and n(H+) for tenuous ISM such as the LIC, and supply important
boundary constraints for heliosphere models. CLIC column densities are low,
N <∼ 1019 cm−2, and radiative transfer effects are significant (§6.4). Models
predict n(Ho) ∼ 0.2 cm−3 and n(H+) ∼ 0.1 cm−3 at the Sun, with ionization
levels rising slowly to the cloud surface so that 〈n(H◦)〉LIC ∼ 0.17 cm−3.

In §6.6.1 we discuss the relative significance of diffuse warm partially ion-
ized gas (WPIM) and traditional Strömgren spheres for the heliosphere. Dis-
tinct regions of dense fully ionized ISM are infrequent near the Sun, although
regions of ionized gas surround distant massive stars bordering the Local Bub-
ble, and surround β Cen and λ Sco, which helps energize the Loop I superbub-
ble interior. The Sun’s path is unlikely to traverse, or have traversed, an H II
region around an O–B1 star for ±4 Myrs because no such stars or H II regions
are within 80 pc of the Sun. Hot white dwarf stars are more frequent nearby,
and may in some cases be surrounded by small Strömgren spheres. In con-
trast, diffuse ionized gas is widespread and has been observed extensively us-
ing weak optical recombination lines from H+ and other species, synchrotron
emission, and by the interaction of pulsar wave packets with ionized interstel-
lar gas. The CLIC and diffuse ionized gas are part of a continuum of ionization
levels predicted and observed for low density interstellar gas.

The heliosphere should vary over geologically short timescales, for reasons
unrelated to the Sun or solar activity, when encountering the small scale struc-
ture of the nearby ISM. These variations in the cosmic environment of the
Sun may be traced by terrestrial radioisotope records, or by variable fluxes
of interstellar dust grains deposited on planetary moons (see other chapters in
this volume). Over 3 Myrs timescales the Sun travels 40-60 pc through the
LSR, and the interval between cloud traversals should be less than ≤80, 000
years. Differing physical properties of cloudlets in the flow will affect the he-
liosphere and interplanetary medium. If cloud densities are relatively uniform
at n(Ho) ∼ 0.2 cm−3, then data on ISM towards nearby stars indicate these
clouds fill ∼33% of space within 10 pc, with mean cloud lengths of ∼1.0 pc,
and with a downwind hemisphere that is emptier than the upwind hemisphere
(§6.3.3).

The ISM within ∼2 pc is inhomogeneous. The ratio Fe+/Do increases as
the viewpoint sweeps from the downwind to upwind direction, signaling either
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grain destruction in an upwind interstellar shock, or increased cloud ionization.
The Fe+/Do gradient is consistent with the destruction of CLIC dust grains
in a fragment of the expanding superbubble around the Scorpius-Centaurus
Association (§6.6.4). There are several possibilities for the next cloud to be
encountered, and the most likely candidate is the cloud towards the nearest
star α Cen (§6.5.3), where only modest consequences for the heliosphere are
expected, since the temperature and velocity of the cloud differ only by ∼800
K and ∼3 km s−1, respectively.

The properties of the CLIC are similar to low column density ISM observed
in the solar vicinity, and observed in the Arecibo Millennium survey of very
low N (Ho) clouds (Heiles and Troland, 2004). The warm neutral medium
(WNM) in the Arecibo survey appears to be similar to the CLIC, but so far,
counterparts of the exotic cold, low column density, neutral clouds, T ∼ 50
K and N (Ho)∼ 1018 cm−2, are not found locally (§6.6). If they are hidden in
the upwind ISM, they would be far from ionization equilibrium (having much
lower ionization than the surrounding warm, ionized gas), in contrast to the
LIC gas (§6.4). Cold ISM towards 23 Ori indicate densities of >10 cm−3 for
the cold neutral medium gas (CNM).

We do not discuss high-velocity, v ∼ 100 km s−1, low column density ra-
diative shocks. Such disturbances would cross the heliosphere on timescales of
∼5–10 years, seriously perturbing it (Sonett et al., 1987, Frisch, 1999, Mueller
et al., 2005), and would be evolving as they cool. Low column density high
velocity shocked gas, N (H) ∼ 1016–1017 cm−2, no ∼ 0.5–5 cm−3, could be
common in ISM voids. However, with high velocities of ∼100 km s−1, such
gas will traverse voids such as the Local Bubble in less than 1 Myr. Simi-
lar high-velocity gas is associated with the Orion’s Cloak superbubble shell
around Orion and Eridanus, with v ∼ 100 km s−1 and N (H) ∼ 1016–1017

cm−2 (Welty et al., 1999). Rapidly moving low column density shocks simi-
lar to these would pass over the heliosphere quickly, in 50–1,500 years, with
strong implications for heliosphere structure (Zank et al., this volume). The
fairly coherent velocity and density structure and relatively weak turbulence in
the CLIC argues against any such disturbance having occurred recently (see
§6.3.4. We also do not discuss dense molecular clouds, which are discussed in
the Shaviv chapter.

As a way of summarizing short term solar environment, we show the solar
position inside of the Local Bubble in Figure 6.1 (see 6.2.1). We will now
briefly review relevant fundamental material.

6.1.1 Fundamental Concepts
Basic concepts needed for understanding the following discussions are sum-

marized here. We use the local standard of rest, LSR, based on the Standard
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solar motion, unless otherwise indicated. Velocities quoted as heliocentric
(HC) are with respect to the Sun, while LSR velocities are obtained by cor-
recting for the motion of the Sun with respect to the nearest stars, or the solar
apex motion. The basic principles underlying obtaining the properties of inter-
stellar clouds are summarized in §6.1.3.

The ultraviolet and X-ray parts of the spectrum play an essential role
in the equilibrium of interstellar clouds. The spectral regions relevant to the
following discussions are the ultraviolet (UV), with wavelengths 1200 Å < λ
< 3000 Å; the far ultraviolet (FUV), 912 Å < λ < 1200 Å; the extreme ultra-
violet (EUV), 100 Å < λ < 912 Å; and the soft X-ray, λ < 100 Å. The
spectrum of the soft X-ray background (SXRB), photon energies <0.5 keV,
has been an important diagnostic tool for the distribution of ISM with column
density N (Ho) > 1019.5 cm−2. The first ionization potential (FIP) of an atom
is the energy required to ionize the neutral atom. The FIP of H is 13.6 eV.
Elements with FIP <13.6 eV are predominantly ionized in all clouds, since the
ISM opacity to photons with energies E < 13.6 eV is very low. The ionization
potential, IP, of several ions are also important. For instance IP(Ca+) = 11.9
eV, and N (Ca++)/N (Ho) may be large in warm clouds. For T > 4,000 K and
n(e) < 0.13 cm−3, Ca++/Ca+ > 1. Variations in the spectrum of the ionizing
radiation field, as it propagates through a cloud caused by the wavelength de-
pendence of the opacity, τ(λ), are referred to as radiative transfer (RT) effects.

Color excess is given by E(B − V ), and represents the observed star color,
in magnitudes, measured in the UBV system, compared to intrinsic stellar col-
ors (e.g. Cox, 2000). Color excess represents the intrinsic star color combined
with reddening by foreground dust. The column density, N (X), is the number
of atoms X contained in a column of material with a cross section of 1 cm−2

and bounded at the outer limit by an arbitrary point such as a star. The volume
density, n(X), is the number of atoms cm−3. The notation nHI,0.2 indicates
the total Ho space density in units of 0.2 cm−3. The fractional ionization of an
element X is χ(X) = N(X+)/(N(X◦)+N(X+)). The filling factor, f , gives
the percentage of the space that is filled by ISM denser than the hot gas in the
Local Bubble (i.e. warm or cold gas).

Among the various acronyms we use are the following: The interstellar
cloud feeding neutral ISM and interstellar dust grains (ISDG) into the solar
system is the local interstellar cloud (LIC). A cluster of local interstellar clouds
(CLIC) streams past the Sun, forming absorption lines in the spectra of nearby
stars. Alternative names for the CLIC are the “Local Fluff” and the very local
ISM, and the LIC is a member of the CLIC. The upwind portion of the CLIC
has been called the “squall line” (Frisch, 1995). In the global ISM we find
cold neutral medium (CNM), warm neutral medium (WNM), and warm ion-
ized medium (WIM). Both observations and our radiative transfer models of
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tenuous ISM, N (H) <∼ 1018 cm−2, indicate that warm partially ionized medium
(WPIM) is prevalent nearby.

The Scorpius-Centaurus Association (SCA) is a region of star formation
that dominates the distribution of the ISM in the upwind direction of the CLIC
flow, including the Loop I supernova remnant. The Local Bubble (LB) is a
cavity in the interstellar dust and gas around the Sun that may merge in some
regions with the bubble formed by stellar evolution in the SCA, Loop I, near
the solar location (Frisch, 1995). The Local Bubble is used here to apply to
those portions of nearby space, within ∼70 pc, with densities ρ < 10−26 g
cm−3.

The densities of neutral interstellar gas at the solar location are provided by
data on pickup ions (PUI) and anomalous cosmic rays (ACR). PUIs are formed
from interstellar neutrals inside the heliosphere, which have become ionized
and captured by the solar wind (Moebius et al., this volume). ACRs are PUIs
that are accelerated in the solar wind and termination shock to energies of ≤1
GeV/nucleon (Fahr et al., Florinski et al., this volume).

Element abundances in the CLIC gas are similar to warm gas in the Galac-
tic disk, and the missing atoms are believed to be incorporated in dust grains
(Frisch et al., 1999, Welty et al., 1999). We will assume that the solar abun-
dance pattern provides the benchmark abundance standard for the local ISM,
although this issue has been debated (Snow, 2000), and although the solar
abundance of O and other elements are controversial (e.g. Lodders, 2003).
Using solar abundances as a baseline, the depletion δ of an element repre-
sents the amount of the element that is missing from the gas. Depletion is
defined as δX = log [X]ISM

[X]Solar
for an element X with abundance [X] (Savage and

Sembach, 1996). The depletion and condensation temperature of an element
correlate fairly well. This is shown by the three observed interstellar depletion
groups δTi,Ca ∼ −3.3, δFe,Cr,Co,Ni,V ∼ −2.3, and δMg,Si ∼ −1.3, which
condense at temperatures of ∼1,500 K, ∼1,330 K, and ∼1,300 K respectively
during mineral formation in an atmosphere of solar composition and pressure
(Ebel, 2000). The interstellar gas-to-dust mass ratio and grain composition
can be reconstructed from the atoms missing from the gas phase (Frisch et al.,
1999). Depletions vary between warm tenuous and cold dense ISM, an effect
originally parameterized by velocity and known as the Routly-Spitzer effect
(McRae Routly and Spitzer, 1952), and now attributed to partially ionized
warm ISM that has been shocked (§6.4.3). The largest variations are found for
refractory elements, and result from ISDG destruction by interstellar shocks
(Jones et al., 1994, Slavin et al., 2004). Depletion estimates are sensitive
to uncertainties in N (H), which in cold clouds must include N (H2), and in
warm tenuous clouds must include H+, both of which can be hard to directly
measure.
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Satellites that have revolutionized our understanding of the galactic envi-
ronment of the Sun include Copernicus, the International Ultraviolet Explorer,
IUE, the Extreme Ultraviolet Explorer, EUVE, the shuttle launched Interstel-
lar Medium Absorption Profile Spectrograph, IMAPS, the Far Ultraviolet Ex-
plorer, FUSE, and the Hubble Space Telescope, HST (with the Goddard High
Resolution Spectrometer, GHRS, and the Space Telescope Imaging Spectro-
graph, STIS).

Several papers in the literature have provided important insights to the phys-
ical properties of the local ISM, and are referred to throughout. Among them
are: Frisch (1995, hereafter F95), which reviews the physical characteristics
of the Local Bubble and the CLIC; Gry and Jenkins (2001, hereafter GJ) and
Hebrard et al. (1999), which present the physical characteristics of the two
nearby interstellar clouds observed in the downwind direction, the LIC and
blue-shifted cloud; Slavin and Frisch (2002, hereafter SF02) and Frisch and
Slavin (2003, 2004, 2005, hereafter FS), which present detailed radiative trans-
fer model calculations of the surrounding ISM; Frisch et al. (2002, hereafter
FGW), which probes the kinematics of nearby ISM; and a series of papers by
Redfield and Linsky (2000, 2002, 2003, 2004, hereafter RL,), and Wood et al.
(2005, hereafter W05), which assemble a wide range of UV data on the CLIC.
Recent papers presenting results from FUSE also contribute significantly to
our understanding of the tenuous ISM close to the Sun.

6.1.2 The Solar Apex Motion and Local Standard of Rest
Comparisons between the solar position and spatially defined objects, such

as the LB, require adoption of a velocity frame of reference. The “Local Stan-
dard of Rest” (LSR) represents an instantaneous inertial frame for a corotating
group of nearby stars (<500 pc) on a closed circular orbit around the galactic
center, and is commonly used for this purpose. The solar motion with respect
to the LSR, known as the solar “apex motion”, is dynamically defined with
respect to a sample of nearby stars. All reasonable values for the LSR indicate
that the Sun is traveling away from the ISM void in the third quadrant of the
Galaxy, � = 180◦→ 270◦, at a velocity of ∼13–20 pc/Myrs.

The Sun is ∼8 kpc from the galactic center. The mean orbital motion around
the galactic center of nearby stars is ∼220 km s−1, and the solar velocity is
225±20 km s−1 (e.g., see proper motion studies of extragalactic radio sources
beyond the galactic center, Reid et al., 1999). Accurate astrometric data for
stars is provided by the Hipparcos catalog of proper motions and positions of
∼120,000 nearby stars (Perryman, 1997). For the coordinate system x̂, ŷ, ẑ,
which represent unit vectors towards the galactic center, direction of galactic
rotation, and north galactic pole respectively, the speeds Vx, Vy, and Vz then
represent the mean solar velocity in the x̂, ŷ, and ẑ, directions compared to
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some arbitrarily selected set of nearby stars. A kinematically unbiased set
of stars from the Hipparcos Catalog shows that the mean vertical and radial
components of nearby star velocities have no systematic dependence on stellar
mass (Dehnen and Binney, 1998). However Vy determined for stars hotter than
A0 (B−V < 0.0 mag) exceeds the mean LSR by ∼6 km s−1, and the velocity
dispersion for these relatively young stars is smaller than for evolved low mass
stars. Since molecular clouds may share the motions of massive stars, the
result is a lack of clarity concerning the best LSR transformation for studying
the solar motion with respect to spatially defined objects.

The general practice is to transform radio data into the LSR velocity frame
using the “Standard” solar motion, which is based on the weighted mean veloc-
ity for different populations of bright nearby stars irrespective of spectral class.
The velocity of the Sun with respect to the Standard LSR (LSRStd) is (Vx, Vy,
Vz) = (10.4, 14.8, 7.3) km s−1 (Mihalas and Binney, 1981), giving a solar apex
motion, of 19.5 km s−1 towards l = 56◦, b = +23◦ (or LSRStd, Table 6.1). The
solar motion with respect to a kinematically unbiased subsample of the Hippar-
cos catalog (omitting stars with B − V < 0.0 mag) is (Vx,Vy,Vz) = (10.0,5.3,
7.2) km s−1, corresponding to a solar speed of V = 13.4 km s−1 towards the
apex direction � = 27.7◦ and b = 32.4◦ km s−1 (or LSRHip).

Table 6.1. The LSR Velocities of the Sun and Nearby Interstellar Clouds.
HC LSRStd LSRHip

V , � b V , � b V , � b
(km s−1, ◦ ◦) (km s−1, ◦ ◦) (km s−1, ◦ ◦)

Sun ... 19.5, 56◦ 23◦ 13.4, 27.7◦ 32.4◦

CLIC –28.1±4.6, 12.4◦ 11.6◦ –19.4, 331.0◦ –5.1◦ –17.0, 357.8◦ –5.1◦

LIC –26.3±0.4, 3.3◦ 15.9◦ –20.7, 317.8◦ –0.5◦ –15.7, 346.0◦ 0.1◦

GC –29.1, 5.3◦ 19.6◦ –21.7, 323.6◦ 6.3◦ –17.7, 351.2◦ 8.5◦

Apex –35.1, 12.7◦ 14.6◦ –24.5, 341.3◦ 3.4◦ –23.3, 5.5◦ 4.1◦

Notes: The first row lists the Standard and Hipparcos values for the solar apex motion (§6.1.2).
The LIC, CLIC, GC (G-cloud), and Apex cloud velocity vectors refer to the upwind direction.
Columns 2, 3, and 4 give the heliocentric velocity vector, and the LSR velocities using correc-
tions based on the Standard and Hipparcos-derived solar apex motions, respectively.

6.1.3 Finding Cloud Physics from Interstellar Absorption
Lines

Sharp optical and UV absorption lines, formed in interstellar clouds between
the Sun and nearby stars, are the primary means for determining the physical
properties of the CLIC. UV data provide the best look at cloud physics because
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resonant absorption transitions for the primary ionization state of many abun-
dant elements fall in the UV portion of the spectrum. However, results based on
UV data are limited by a spectral resolution, which typically is >∼3.0 km s−1,
and are unable to resolve the detailed cloud velocity structure seen in high res-
olution (typically ∼0.3–0.5 km s−1) optical data. Ultimately high resolution
UV data, R ∼300,000, are required to probe the CLIC velocity structure and to
separate the thermal and turbulent contributions to absorption line broadening.
The details of interpreting absorption line data can be found in Spitzer (1978);
see alternatively the classic application of the “curve of growth” technique to
the ISM towards ζ Oph (Morton, 1975).

The classic target objects for ISM studies are hot rapidly rotating O, B and
A stars, where sharp interstellar absorption features stand out against broad
stellar lines. However O and B stars are relatively infrequent nearby, and in-
terstellar line data can be contaminated by sharp lines formed in circumstellar
shells and disks around some A and B stars. Hence care is required to separate
ISM and circumstellar features (e.g. Ferlet et al., 1993). White dwarf stars of
DA and DO spectral types provide a hot far UV continuum that can, in many
cases, be observed in the interval 912–1200 Å (e.g. Lehner et al., 2003). Cool
stars are very frequent, and there are ∼30 times more G and K stars than A
stars. The cool stars have a weak UV flux and active chromospheres. Strong
chromospheric emission lines can be used as continuum sources for interstel-
lar absorption lines, although great care is required in the analysis (e.g. Wood
et al., 2005). The disadvantage of cool stars is that uncertainties arise from
blending of the interstellar absorption and stellar chromosphere emission fea-
tures. For example, only the Sun has an unattenuated Ho Lyman-α emission
feature, and its strength and shape vary with the phase of solar magnetic activ-
ity cycle. Heeding these limitations, cool stars provide an important source of
data on local ISM.

Absorption Line Data. Observations of interstellar absorption lines in the
interval 912–3000 Å are required to diagnosis the physical properties of the
ISM, such as composition, ionization, temperature, density, and depletions
(e.g., Jenkins, 1987, York, 1976, Snow, 2000, Savage, 1995). Most elements
in diffuse interstellar clouds are in the lowest electronic energy states, and
have resonant absorption lines in the UV and FUV. The type of ISM traced
by Ho, Do, H2, C+, C+∗, C+3, No, N+, Oo, O+, Mgo, Mg+, Si+, Si+2, Aro,
S+, Fe+ depends on the element FIP and interaction cross-sections. Neutral
gas is traced by Do, Ho, No, Oo, and Mgo, although Mgo is also formed by
dielectronic recombination in WPIM (§6.3.1). Charge exchange couples the
ionization levels of N, O, and H. The CLOUDY code documentation gives
sources for charge exchange and other reaction rate constants (§6.4). Ions
with FIP<13.6 eV, such as C+, Mg+, Si+, S+, and Fe+, are formed in both
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neutral and ionized gas. Highly ionized gas is traced by Si+2 and C+3. The ra-
tios N (Mg+)/N (Mgo) and N (C+)/N (C+∗) are valuable ionization diagnostics
(§6.3.1).

Local ISM has been studied at resolutions of 2.5–20 km s−1 for ∼30 years
by Copernicus, IUE, HST, HUT, EUVE, IMAPS, FUSE, and various rocket
and balloon experiments. The best source of UV data in the 1190–3000 Å
region are data from the GHRS and STIS on the Hubble Space Telescope,
while FUV data are available from FUSE, IMAPS, and Copernicus.

Ground-based optical observations have an advantage over space data in two
respects — instruments provide very high resolution, ∼0.3–1.0 km s−1, and
there are fewer constraints imposed on telescope time. Lines from Ca+, Nao

and Ti+ are useful diagnostics of the nearby ISM. The Ca II K line (λ3933 Å)
is usually the strongest interstellar feature for nearby stars because Ca deple-
tion is lower (abundances are higher) in warm gas (e.g. Savage and Sembach,
1996), and the lines are strong. Calcium and titanium are refractory elements
with highly variable abundances. Both Ca+ and Nao are trace ionization states
in the local ISM, while Ti+ (FIP = 13.6 eV) and Ho have similar distributions.
High resolution optical data provide the best diagnostic of the cloud kinemat-
ics of ISM near the Sun and in the upwind direction. Optical lines, including
Ca II, are generally too weak for observations in the downwind direction.

Interpreting Absorption Data. Interstellar absorption features in a stellar
spectrum provide a fundamental diagnostic of ISM physics. Cloud tempera-
tures are determined from these data, but the ∼3 km s−1 resolution of the best
UV data is inadequate to separate out closely spaced velocity components, or
fully distinguish turbulent and thermal line broadening.

The wavelength-dependent opacity of an absorption line traces the atomic
velocity distribution and the underlying strength of the transition between the
energy levels, the Einstein transition probability. The atomic velocity distribu-
tion has contributions from the bulk ISM motion, turbulence, and the thermal
dispersion of atomic velocity. In principle, thermal and turbulent contributions
to the line broadening can be separated, given data for atoms with a range of
atomic mass. In practice, data on either Do or Ho, as well as heavier elements,
are needed. The temperature of the cloud is found from line widths, so under-
standing the limitations of this method are important.

Absorption line data are analyzed with the assumption that particles, of ve-
locity v and mass mA, obey a Maxwellian distribution at a kinetic temperature
Tk, f(v) ∼ T

−3/2
K exp(−mAv2/2kTK). The kinetic temperature also para-

meterizes the energy of ion-neutral and neutral-neutral elastic scattering. The
velocity dispersion is characterized by the Doppler line broadening parameter,
which is bD= (2kTk

mA
)1/2 for a purely thermal distribution of velocities. The line

full-width-at-half-maximum is FWHM ∼ 1.7 bD. Few interstellar absorption
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lines are Maxwellian shaped, however, because the line opacity is a non-linear
function of column density, and because multiple unresolved clouds may con-
tribute to the absorption. In this case, lines are interpreted using a best-fitting
set of several velocity components, each representing a separate cloud or “ve-
locity component”, at velocity v, that are found to best reproduce the line shape
given the instrumental resolution.

Each velocity component is broadened by thermal motions and turbulence.
The non-thermal line broadening is incorporated into a general term “turbu-
lence”, ξ, so that b2

D = (2kTK/ma) + ξ2. The turbulence term ξ is supposed
to trace the mass-independent component of line broadening. The main tech-
nique for separating turbulence from thermal broadening uses bD as a function
of atomic mass, although this technique does not distinguish unresolved veloc-
ity structure.

For low opacity lines, column density is directly proportional to the equiva-
lent width W , and N ∼ W/λ2. For high line center opacities, τo ∝ Nλ/bD,
the line strength increases in a non-linear way, W ∼ λbD(ln τo)1/2. Column
densities derived from observations of partially saturated lines are highly in-
sensitive to line strength. These important limitations in determining the com-
ponent properties from absorption line data are well known (Spitzer, 1978).

Resolution Limitations: Unresolved Clouds. The resolutions of UV
instruments, R < 105, are well below those of the best optical spectrometers,
R > 3×105. The result is the loss of information about the velocity structure of
the clouds forming UV absorption lines. High resolution, 0.3–0.5 km s−1, op-
tical data on Ca+, Nao, and Ko show that the number of adjacent components
separated by velocity δv increases exponentially as δv → 0 km s−1 (Welty
et al., 1994, Welty et al., 1996, Welty and Hobbs, 2001). The result is that
∼60% of cold clouds may be missed at the ∼3 km s−1 resolution of STIS and
GHRS. Cold clouds have a median bD(Nao) ∼ 0.73 km s−1, and typical tem-
perature ∼80 K. Fig. 6.2 shows the distribution of component separations, δv,
for Nao, Ko, and Ca+. The reduction of the numbers of components with small
separations, δv <∼ 1.5 km s−1, compared to the best fit exponential distribution,
indicate unresolved velocity structure, while the increase of component sepa-
rations for δv > 6−7 km s−1 indicates that the distribution of cloud velocities
is not purely Gaussian (Welty and Hobbs, 2001).

6.2 Solar Journey through Space: The Past 104 to 106

Years
The Sun has spent most of the Quaternary era, the past 2–3 Myrs, in the Lo-

cal Bubble, a region of space with very low ISM density, which extends to dis-
tances of over 200 pc in parts of the third galactic quadrant (� = 180◦ → 270◦,
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Figure 6.2. The distribution of velocity separations (δv) between adjacent absorption com-
ponents for Nao, Ko, and Ca+. The dotted line shows the best fit over the range 2 km s−1≤
δv ≤ 6.5 km s−1, with slopes –0.9, –0.6, and –0.7, for Ko, Nao, and Ca+ respectively. The
turnover in the numbers of components for small separations is the result of unresolved velocity
structure, while the increase of component separations for δv > 6 − 7 km s−1 shows that the
distribution of cloud velocities is not purely Gaussian (Welty and Hobbs, 2001). Figure courtesy
of Dan Welty.

Frisch and York, 1986). Sometime within the past ∼100,000 years the Sun
encountered a substantially denser region, and the galactic environment of the
Sun changed dramatically. The Local Bubble appears to be part of an ex-
tended interarm region between the Sagittarius/Carina and the Perseus spiral
arms (Beck, 2001). For all viable solar apex motions, the Sun is leaving the
emptiest part of this bubble and now entering low density ISM approaching us
from the direction of the Scorpius-Centaurus Association (SCA, Frisch, 1981,
1995). The solar motion with respect to the LB and to the CLIC are shown in
Figs. 6.1 and 6.5. The LB dominates the historical solar galactic environment
of the Sun and affects the local interstellar radiation field. The absence of in-
terstellar neutrals in the near void of the LB interior would lead to an absence
of pickup ions and anomalous cosmic rays in the heliosphere for periods when
the Sun was in the bubble. Reconstructing the solar galactic environment for
the past several million years requires knowledge of both solar motion and the
LB properties.
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6.2.1 Inside the Local Bubble
The LB surrounding the Sun was discovered through the absence of in-

terstellar dust grains, which redden starlight, in the nearest ∼70 pc (Eggen,
1963, Fitzgerald, 1968, Lucke, 1978, Vergely et al., 1997). Reddening data is
typically sensitive to color excesses E(B − V )>0.01 mag, corresponding to
N (H) = 1019.76 cm−2, depending on photometric quality. The LB overlaps
the interior of Gould’s Belt (Frogel and Stothers, 1977, Grenier, 2004). About
1% of the ISM mass is in dust grains, and interstellar gas and dust are well
mixed in space.

Data showing starlight reddening by interstellar dust are used here to deter-
mine the Local Bubble configuration (LB, Figs. 6.1), Fig. 6.1 displays this
configuration for two planes aligned with the solar apex motion (Table 6.1).
The right figure shows a slice perpendicular to the galactic plane, where only
stars with longitudes within 25◦ of the slice are plotted. The left figure shows
the distribution of dust in a plane that is tilted by 27◦ to the Galactic plane
with the northern surface normal pointing towards (�,b) = (220◦, +63◦) (thus
intersecting the galactic plane along � = 130◦ and � = 310◦). Only stars
with latitudes within about ±15◦of that plane are plotted. The E(B − V ) val-
ues are smoothed for stars with overlapping distances and within 13◦ of each
other. Fig. 6.1 shows that in no direction is a column density of N (H) > 1019.7

cm−2 identified close to the Sun in the anti-apex direction (for the gas-to-dust
ratio N (H)/E(B − V ) = 5.8×1021 atoms cm−2 mag−1, Bohlin et al., 1978).
The reddening data are from color excess values, E(B − V ), calculated for O,
B, and A0–A3 stars in the Hipparcos catalog, after cleaning the data to omit
variable or otherwise peculiar stars (Hipparcos flag H6 = 0, Perryman, 1997).
Both projections show that an ISM column density of N (H) > 1019.7 cm−2 is
not reached in the nearest ∼60–70 pc of the Sun along the solar trajectory, and
this conclusion is unaltered by the selection of the solar apex motion.

The Local Bubble cavity is found in optical, UV, and EUV data, with dif-
ferent sensitivities to the ISM. The LB is seen in UV data sensitive to N (H) >
1017 cm−2 (Frisch and York, 1983), in the distribution of white dwarf and
cool stars observed in the EUV and sensitive to N (H) > 1018 cm−2 (War-
wick et al., 1993), in Na+ absorption line data sensitive to N (H) >∼ 1019 cm−2

(Sfeir et al., 1999, Vergely et al., 2001), and in dust polarization data sensitive
to N (H) >∼ 1019 cm−2 (Leroy, 1999). The sensitivities and sample densities
differ between surveys, but the results are consistent in showing that there is
no slowly moving dense ISM in the path of the Sun for the previous 3 Myrs,
or ∼60 pc. UV and EUV data are more sensitive to low column densities,
and detect upwind CLIC gas. Figure 1 in Chapter 2 displays the Local Bubble
compared to nearby stellar associations, the Gum Nebula, which is a giant H II
region, and the distribution of molecular clouds in the solar neighborhood.
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Are there nearby interstellar clouds that are inside of the Local Bubble but
not shown in Fig. 6.1? CLIC column densities are too low for detection in
E(B − V ) data, but the CLIC is seen in EUV, UV, and optical data as local
ISM with N (H) <∼ 1019 cm−2 (§6.3). Looking towards the third galactic quad-
rant, the only ISM close to the anti-apex direction, and in the distance interval
5 < d < 80 pc, are Ca+ components in γ Ori (� = 197◦, b = −16◦, d = 75
pc) showing N (Ho) ∼ 1019.50 cm−2 if Ca+/Ho ∼ 10−8. The LSR motions
of these Ca+ components correspond to 0 → 13 km s−1(Standard LSR), so
that the Sun has moved 20–33 pc with respect to this ISM over ∼1 Myrs.
Only if one of the components towards γ Ori is within 35 pc of the Sun will
they have surrounded the Sun recently. This argument is consistent with Ca+

limits towards the star β Eri (27 pc), near the anti-apex direction, indicating
N (Ho) < 1019.30 cm−2 (Vallerga, 1993, Frisch et al., 1990). There is not
enough data to rule out encounters with very low column density clouds near
the anti-apex direction, N (Ho) <∼ 1018 cm−2, particularly since the Arecibo
survey shows that such ISM may have high LSR velocities (§6.6).

Data on CO molecular clouds indicate the Sun is unlikely to have crossed
paths with a large dusty cloud over the past 3 Myrs. Nearby CO clouds, d <
130 pc, typically have low LSR velocities. Several dust clouds are found at
∼120 pc (dark shading, Fig. 6.1) towards the anti-apex direction, � ∼ 200◦,
b ∼ −36◦. They are 3C105.0 (V = 8.0 km s−1), MBM20 (V = 0.3 km s−1),
and LDN1642 (V = 1.3 km s−1, Standard LSR motions). The clouds would
have traveled less than 24 pc over 3 Myrs, compared to the distance traveled
by the Sun of 40–60 pc, so Sun-cloud separations remained over 40 pc.

6.2.2 Radiation and Plasma of the Local Bubble
The location of the Sun inside of a cavity in the ISM has a profound affect

on the immediate solar environment, including the ambient radiation field and
the properties of the interstellar plasma at the solar location. Prior to the entry
of the Sun into the CLIC, the very low density material of the Local Bubble
surrounded the Sun. We now go into some detail about the physical charac-
teristics of that material, and the resultant radiation field, because the Local
Bubble radiation field is the dominant factor in the ionization state of the ISM
close to the Sun, and because the physical properties of the heliosphere are
extremely sensitive to the LIC ionization. The following discussion is based
on equilibrium assumptions for the Local Bubble plasma. Alternate models,
including models of non-equilibrium cooling, are found in the literature but
not discussed here.

While the nature and origin of the Local Bubble is the subject of ongoing
debate, at least a few facts are agreed upon. The first is that the Solar System
and the low density clouds around it are embedded within a large, ∼50–200 pc
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radius, cavity that has a very low density of both neutral and ionized gas. Even
allowing for large thermal pressure variations in the ISM, we expect that this
volume is filled with a very low density ionized plasma, which provides some
degree of pressure support for the cavity. The view that held sway for many
years was that the Local Bubble was filled with hot, relatively high pressure
gas with a temperature of ∼106 K and pressure of P/kB ∼ 104 cm−3 K.
These conclusions were drawn from observations of the diffuse soft X-ray
background (SXRB), which was mapped over the entire sky at low spectral
and spatial resolution but high sensitivity at energies from ∼70 eV to several
keV by the Wisconsin group using sounding rockets (e.g. McCammon et al.
1983).

The ROSAT all-sky survey map, which has higher spatial resolution and
sensitivity than the Wisconsin group maps, has made it clear that a substantial
amount of the SXRB at high latitude comes from beyond the boundaries of the
Local Bubble. X-ray shadows made by clouds outside the Local Bubble have
provided information about the fraction of the emission coming from within
the cavity.

Another complication regarding the source of the soft X-ray emission is that
it may be contaminated by X-ray emission from gas much closer to Earth. As
discussed by Cox (1998), and further explored by Cravens (2000), Cravens
et al. (2001), and Pepino et al. (2004), a potentially substantial contribu-
tion to the SXRB may be coming from the heliosphere and geocorona. The
emission mechanism involves charge transfer reactions of highly charged ions
such as O+7 in the solar wind with neutral H or He either in the interstellar
wind or geocorona. After the charge transfer, the ion is in a highly excited
state and radiatively decays to ground by emitting Lyman or K-shell photons.
The heliospheric emission is expected to peak in emissivity at about 1–10 AU
because of the combination of the spatial dependence of the ionization of in-
flowing neutral atoms and the density of the solar wind. Current estimates are
still quite uncertain, but put the contribution of the charge transfer photons to
the observed SXRB at about 10–50% (Wargelin et al., 2004, Cravens et al.,
2001).

It is important to note that even if the heliospheric and geocoronal soft X-ray
emission is at the upper end of current estimates, they are unimportant for LIC
ionization because the flux in the LIC, which is much further away (>∼100×), is
insignificant. Moreover, the emission observed by ROSAT and the Wisconsin
sounding rockets (>∼70 eV) is substantially harder than the emission that is
directly responsible for LIC ionization (∼13.6–54.4 eV). Thus the observed
SXRB is relevant to the photoionization of the cloud only insofar as it provides
information on the hot gas that is emitting EUV photons that ionize the LIC.

The available information on the temperature of the hot gas in the Local
Bubble, which we still believe to be responsible for most of the observed
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SXRB, particularly near the Galactic plane, is mostly at low spectral resolution.
The all sky maps of ROSAT in the energy band near 1/4 keV have been used
to infer an effective plasma temperature near 106 K (e.g. Kuntz and Snowden,
2000) under the assumption of a plasma in collisional ionization equilibrium
(CIE). The two higher spectral resolution data sets that are available (DXS,
Sanders et al., 2001 and XQC, McCammon et al., 2002) are for very limited
portions of the sky and at very low spatial resolution, and are not consistent
with this model. In fact these spectra do not fit any currently known model
for the temperature and ionization state of the plasma. One thing that does
seem clear at this time is that iron must be significantly depleted in the plasma
because the bright Fe line complex near 70 eV is observed to be much fainter
than predicted. Perhaps this should not be surprising, since in the LIC ∼95%
of the Fe is missing from the gas and presumably depleted onto dust grains,
while in cold clouds ∼99% of the Fe is depleted.

Disregarding the problems with models of the emission spectrum, under the
assumption that there is a CIE hot plasma filling the LB, the implied density is
roughly 5 × 10−3 cm−3 and pressure of more than P/kB = 104 cm−3K. This
is a high thermal pressure for the ISM, though certainly not unheard of, and
may be typical of hot gas in the ISM. If the LIC is only supported by thermal
pressure, however, there would seem to be a substantial mismatch between its
pressure, P/kB ∼ 2300 cm−3K, and that of the LB (§6.3.4). This mismatch
may be fixed by magnetic pressure, though the size of the heliopause appears
to require a field somewhat below that necessary to make up the difference
(Ratkiewicz et al., 1998). That limit can also be avoided for a magnetic field
that is nearly aligned with the direction of the interstellar wind (Florinski et al.,
2004), since in this case the heliosphere confinement is much less affected
by the field. If a substantial portion of the SXRB originally attributed to the
hot gas is from charge transfer emission, then models that properly take that
into account will necessarily imply lower pressures for the LB, which helps
to resolve this discrepancy. Note, though, that the emissivity goes as P 2, so a
50% reduction in emission results in only a factor of 1/

√
2 reduction in P .

6.3 Neighborhood ISM: Cluster of Local Interstellar
Clouds

The ISM surrounding the Sun is flowing through the LSR with a bulk ve-
locity of −19.4 ± 4.6 km s−1 and an upstream direction � ∼ 331◦, b ∼ −5◦,
towards the Scorpius-Centaurus Association (SCA). This warm, low density
gas consists of cloudlets defined by velocity, which we denote the cluster of
local interstellar cloudlets, CLIC. The upwind direction of the bulk velocity of
the CLIC in the LSR suggests an origin related to stellar activity in the SCA
(Frisch, 1981, Frisch and York, 1986, Frisch, 1995, also see §6.6.4). Low
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column densities are found for ISM within 30 pc, N (Ho) < 1019 cm−2.
The CLIC temperature, N (Ho), and kinematics resemble global warm neutral
medium (WNM) detected by radio Ho 21 cm data (§6.6).

If we restrict the star sample to objects within ∼10.5 pc, the mean N (Ho)
for CLIC cloudlets is 〈N (Ho)〉 ∼ 6.4 × 1017 cm−2 based on Ho or Do UV
data (§6.1.1, and Table 6.2). For n(Ho) similar to the LIC density at the solar
location, n(Ho) = 0.2 cm−3, the mean cloud length is 1.0 pc, and the mean
time for the Sun to cross them is �68,000 years (Table 6.2). The LSR so-
lar velocity is 13–19 km s−1 (§6.1.2), and the solar galactic environment over
timescales of 3 Myrs will be regulated by ISM now within ∼60 pc, provided
there are no undiscovered high velocity (V > 20 km s−1) clouds with suitable
trajectories.

Table 6.2. The Characteristics of ISM within 10 pc of the Sun.

LSR Upwind direction (a) � ∼ 331.0◦, b ∼ −5.1◦

LSR Velocity(a) V = −19.4 ± 4.6 km s−1

No. stars sampling ISM within 10 pc(b) 20
Sightline averaged Ho space density 〈n(H◦)〉 = 0.07 cm−3

No. velocity components(c) 30
Component averaged, N (Ho) 〈N (Ho)〉 = 6.4 × 1017 cm−2

Component averaged cloud thickness, L, 〈L〉 = 1.0 pc
for n(Ho) = 0.2 cm−3

Component averaged cloud crossing 〈TL〉 � 68,000 years
time, TL

Galactic center hemisphere filling factor, f 0.40
Anti-center hemisphere filling factor, f 0.26
Solar entry into the CLIC (44,000–140,000)/nHI,0.2 yra
Solar entry into the LIC <40,000/nHI,0.2 yra
Solar exit from LIC next ∼3700/nHI,0.2 years

Notes: The unit “years ago” is represented as “yra”. nHI,0.2 is the average Ho density in units
of 0.2 cm−3. (a) From Table 6.1. (b) The HD numbers of these stars within 10 pc are: 10700,
17925, 20630, 22049, 23249, 26965, 39587, 48915, 61421, 62509, 48915B, 115617, 128620,

128621, 131156, 155886, 165341, 187642, 197481, 201091, 209100. Sources of data for these
stars are given in §6.1.1. (c) Based on UV data with resolution ∼3 km s−1, generally.

The first evidence of interstellar gas within 15 pc was an anomalously strong
Ca+ line observed towards Rasalhague (α Oph), formed in what is now known
as the G-cloud that is widespread in the galactic-center hemisphere (Adams,
1949, Munch and Unsold, 1962). The first spectral data of Lyα emission from
interstellar gas inside of the heliosphere, obtained by Copernicus, showed the
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similarity of ISM velocities inside of the heliosphere and towards nearby stars
(Adams and Frisch, 1977, McClintock et al., 1978).

The basic properties of ISM forming the galactic environment of the Sun
were discovered with Copernicus, including the widespread presence of par-
tially ionized gas (§6.6.1), the asymmetrical distribution of local ISM showing
higher column densities towards the galactic center hemisphere (Bruhweiler
and Kondo, 1982, Frisch and York, 1983), and the discrepancy between the
velocity of ISM inside of the solar system and towards the nearest star α Cen
(Landsman et al., 1984, Adams and Frisch, 1977). The shocked history of the
nearest ISM was revealed by enhanced abundances of Fe and other refractory
elements, which indicated the destruction of interstellar dust grains by inter-
stellar shocks (Snow and Meyers, 1979, Frisch, 1979, Frisch, 1981, Crutcher,
1982, York, 1983). The first data showing the shift between the velocities
of Ho inside of the heliosphere and towards nearest star α Cen, now inter-
preted as partially due to the hydrogen wall, were obtained by Copernicus and
IUE (Landsman et al., 1984), although the hydrogen wall contribution was not
recognized as such until the models of Ho deceleration in the heliosheath were
constructed (Gayley et al., 1997, Linsky and Wood, 1996).

Optical or UV data are now available for ∼100 stars sampling nearby ISM
(see Frisch et al., 2002, Redfield and Linsky, 2004b, Wood et al., 2005, and ref-
erences in these papers). Very high-resolution optical data, ∼0.3–0.5 km s−1,
are available for ∼40 nearby stars, and high resolution UV data, ∼3 km s−1 for
an additional ∼65 stars. Component blending between local and distant ISM
usually prevent the use of data from distant stars. The Ho Lα line is always sat-
urated, even for low column density sightlines, so we use Do as a proxy for Ho,
with a ratio Do/Ho = 1.5 ×10−5 that is valid for local ISM (Vidal-Madjar and
Ferlet, 2002, Linsky, 2003, Lehner et al., 2003). These data, combined with ra-
diative transfer models of ionization gradients, give the velocity, composition,
temperature, and morphology of the CLIC.

6.3.1 Warm Partially Ionized Medium, WPIM
Charged and neutral particles have different interactions with the helio-

sphere, and the ionization gradient of the cloud affects the heliosphere as it
traverses a tenuous cloud. Over 30 years ago Copernicus discovered that N+ is
widespread towards nearby stars, N+/No∼1, indicating that EUV photons ca-
pable of ionizing hydrogen, nitrogen, and oxygen penetrate to the interiors of
tenuous clouds and showing that the nearest ISM is partially ionized, χ(H) >
0.1 (Rogerson et al., 1973). This discovery contradicted the classic view of
fully neutral or fully ionized ISM derived from observations of denser ISM,
log N (Ho) (cm−2) > 20, where electrons originate from low FIP,
< 13.6 eV, abundant elements such as C. The ionizations of H, O, and N, with
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FIP = 13.6, 13.6, and 14.5 eV respectively, are coupled by charge exchange.
The exception is near a cloud edge where high EUV flux causes No/Ho to dip
because photoionization dominates charge exchange ionization for No (§6.4,
Fig. 6.8). Partially ionized gas in the CLIC is established by N fractional ion-
izations of χ(N) ∼ 0.27–0.67, derived from FUV and UV data on No and N+

towards stars with log N (Ho)(cm−2) < 19, such as HZ 43, HD 149499B, WD
0549+158, WD 2211-495, and η UMa (Lehner et al., 2003, Frisch et al., 2005).

Among these stars the most highly ionized sightlines are HD 149499B and
WD2211-495. Both of these hot stars have detected O+5 absorption, which
appears to be interstellar, although a stellar origin can not be ruled out entirely
(Oegerle et al., 2005). These stars are in the upwind hemisphere of the CLIC
(§6.3.2), with HD 149499B at � = 330◦, b = −7◦, d = 37 pc, and WD2211-
495 at � = 346◦, b = −53◦, d = 53 pc. In contrast, ISM towards WD 1615-
154 is primarily neutral with χ(N) ∼ 0.05 (� = 359◦, b = +24◦, d = 55 pc).
Several stars sample mainly the LIC, such as WD0549+158 near the downwind
direction (� = 192◦, b = −5.3◦, d = 49 pc), where N (Ho) ∼5× 1017 cm−2 is
comparable to the expected LIC column density.

The H and He ionizations are found from EUV spectra of white dwarf stars,
and comparisons of fluxes at the Heo and He+ ionization edges at 504 Å and
229 Å with atmosphere models. Well observed stars such as HZ 43, GD 153,
and WD 0549 + 158 show N (Ho)/N (Heo) ∼9.8–15.8, instead of the ratio of
10/1 expected for neutral gas with a H/He = 10 cosmic abundance. When
lower quality data are included, the variation is larger, N (Ho)/N (Heo) = 9–40
(Dupuis et al., 1995, Kimble et al., 1993, Frisch, 1995, Vallerga, 1996, Wolff
et al., 1999). Ratios of Ho/Heo > 10 indicate that He is more highly ionized
than H, and the hardness of the radiation field implied by this discovery is
discussed in §6.4.1.

The ratios N (Mg+)/N (Mgo) and N (C+)/N (C+∗) serve as ionization diag-
nostics and give n(e) values that are independent of abundance uncertainties.
The Mgo abundance is enhanced by dielectronic recombination in warm ISM,
T > 6000 K, and Mg+ is the dominant ionization state. The electron den-
sities are given by n(e) = CMg(T, Λ) N (Mgo)/N (Mg+) and n(e) ∼ CC(T )
N (C+∗)/N (C+). The quantity CMg(T ,Λ) is the ratio of the photoionization
to recombination rates, and depends on cloud temperature (T ) and the FUV
radiation field (Λ). CC(T ) is the temperature sensitive ratio of the C+ fine-
structure de-excitation to collisional excitation rates, and is independent of the
radiation field (York and Kinahan, 1979). For more details, see York and Ki-
nahan (1979). The observed ratios in the CLIC of N (C+)/N (C+∗) = 50–200
and N (Mg+)/N (Mgo) = 200–450 are consistent with the predictions of equi-
librium radiative transfer models of low column density gas such as the LIC
(section §6.4). These equilibrium models predict n(e) = 0.06–0.12 cm−3,
with the best value for the CLIC being ∼0.1 cm−3. Some caution is required
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when using observed C+ column densities, however, since the C+ 1335 Å line
is generally saturated, which may bias N (C+)/N (C+∗) towards smaller values.

Neutral Ar, FIP = 15.8 eV, is a valuable ionization diagnostic since it is
observed inside the solar system, in the form of the anomalous cosmic ray
component seeded by interstellar Aro, and also in FUV observations of nearby
stars. The ratio log Aro/Ho in the ISM, ∼ –5.8 ± 0.3 dex, is below values
seen towards B-stars by factors of two or more (Jenkins et al., 2000, Lehner
et al., 2003). The recombination coefficients of Aro and Ho are similar, but the
Aro photoionization cross section exceeds that of Ho by ∼10. Argon deple-
tion is expected to be minimal, so Ar/H towards nearby stars is interpreted as
conversion to unobserved Ar+. The RT models predict Ar+/Aro = 1.8–2.9,
Aro/Ar = 0.16–0.30, and log Aro/Ho = −5.98 to –6.17 for the LIC at the so-
lar location, compared to observed ACR values of log Aro/Ho = −5.97±0.16
after filtration effects in heliosheath regions are included (see FS for more dis-
cussion and references).

A classic ionization diagnostic uses the strong optical lines of the trace ion-
ization species Nao and Ca+and the assumption that ionization and recombi-
nation rates balance:

n(Na◦)Γ(Na◦) = n(Na+)α(Na+)n(e) (6.1)

Implicit is the assumption that N (Nao) = L n(Na◦) cm−2, or analogously
that n(Nao)/n(Na+) is constant, where L is the cloud length. Γ(Na◦) is the
total ionization rate for Nao→Na+, and α(Na◦) is the total recombination rate
for Na+→Nao (e.g. Spitzer, 1978, Pottasch, 1972). In principle Ca+ and
Ca++ can be substituted for Nao, and Na+, respectively. Na+ and Ca++ are
unobservable. Since Nao (and Ca+) are trace ionization states in warm gas,
some assumption is required for the element abundances, [Na

H ] (and [Ca
H ]):

n(Na◦)Γ(Na◦) = n(H)[
Na

H
]α(Na+)n(e) (6.2)

The electron densities derived from Nao and Ca+ data may be unreliable for
low column density warm clouds because of large ionization corrections and
highly variable abundances, of ∼40 and ∼1.6, respectively, for Ca and Na
(Welty et al., 1999, §6.1.1). Calcium ionization levels are temperature sensi-
tive, and Ca++/Ca+>1 for T > 4, 000 K and n(e) < 0.13 cm−3. Electron
densities of n(e) = 0.04–0.19 cm−3 are found for the CLIC within 30 pc from
Mg+/Mgo and Nao. (Frisch et al., 1990, Lallement and Ferlet, 1997).

The ratio Fe+/Do presents clear evidence for variations in the ISM over spa-
tial scales of 1–3 pc, however, it is unclear whether the variation arises from
an ionization gradient or from a gradient in the Fe abundance close to the Sun.
Ionization and depletion both affect Fe+/Do, since Fe+ is the dominant ion-
ization state of Fe for both neutral and warm ionized gas (SF02) and Do traces
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only neutral gas. Fig. 6.3 shows Fe+/Do for CLIC velocity components, plot-
ted as a function of the angle, θ, between the star and the LSR upwind direction
of the CLIC (Table 6.1). The ratio N(Fe+)/N (Do) for cloudlets within ∼4 pc
differs by ∼54% over spatial scales of 4 pc between upwind stars such as α
Cen AB, θ ∼ 16◦, and downwind stars such as Sirius, θ ∼ 103◦, although un-
certainties overlap. Similar Fe abundance variations are found in thin (∼0.1–
0.9 pc) disk clouds towards Orion (Welty et al., 1999). The Fe abundance is
highly variable in the ISM, and varies between cold dense and warm tenu-
ous disk clouds by factors of ∼4–6 (Savage and Sembach, 1996, Welty et al.,
1999). The local Fe+/Do trend may be from a combination of ionization and
abundance variations. The first explanation for the physical properties of local
ISM attributed the CLIC to a superbubble shell around the SCA that is now ap-
proaching the Sun from the upwind direction (Frisch, 1981, §6.6.4). Dust grain
destruction in the shocked superbubble shell would have restored elements in
silicates, which can be destroyed by shocks with speeds >50 km s−1, back to
the gas phase (Slavin et al., 2004, Jones et al., 1994). This effect is echoed in
extended distances to the upwind edge of the CLIC obtained from Ca+ data
(Figure 6.5).

A diffuse H II region appears to be close to the Sun in the LSR upwind
direction of the CLIC, based on ISM towards λ Sco, and the high value χ(N)
∼0.66 towards HD 149499B (WD 1634-593, Lehner et al., 2003). About 98%
of the neutral gas towards λ Sco belongs to the CLIC, and shows a HC velocity
of −26.6 km s−1. A diffuse H II region, with a diameter of ∼30◦ and n(e)
∼0.1–0.3 cm−3, is also present at ∼−17.6 km s−1 (using optical data to correct
Copernicus velocities to the HC scale, York, 1983). This diffuse H II region
may extend in front of both the HD 149499B and λ Sco sightlines. The HD
149499B sightline samples the ISM approaching the solar system from the
LSR CLIC upwind direction.

Highly ionized gas is observed in the downwind CLIC. Interstellar Si+2 is
seen towards ε CMa but not towards α CMa (Sirius), ∼12◦ away (Gry and
Jenkins, 2001, Hebrard et al., 1999). The limit on Si+2 towards Sirius is a fac-
tor of 15 below the ε CMa LIC component, with N(Si+2) = 2.3 ± 0.2 × 1012

cm−2. This ion is particularly interesting because it is predicted to have quite a
low column density both in the warm LIC gas, because of its high charge trans-
fer rate with Ho, and in an evaporative boundary where it becomes quickly
ionized in the interface (see SF02). Gry and Jenkins speculate that Si+2 is
formed in an outer layer of the LIC behind Sirius (2.7 pc). However this sce-
nario requires that the second local cloud observed towards both stars, which is
blue-shifted by ∼−7 km s−1 from the LIC (hence the name Blue Cloud, BC),
is a clump embedded in an extended LIC. Since Si+2 is also detected for the
BC towards ε CMa but not Sirius (but with large uncertainties), the origin of
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Figure 6.3. The ratio N(Fe+)/N (Do) varies between the upwind and downwind direction
of the CLIC, and over spatial scales of ∼3 pc. N(Fe+)/N (Do) is plotted against the an-
gle (in degrees) between the background star and the LSR upwind direction of the CLIC
(� = 331.4◦, b = −4.9◦, Table 6.1). Clouds with observed velocities within ±1 km s−1 of
the projected LIC velocity are plotted as filled circles, while open circles represent CLIC com-
ponents at other velocities. The open squares represent lower resolution data towards α Oph, λ
Sco and HD 149499B. The ratio N(Fe+)/N (Do) for the LIC differs between the direction of
α Cen AB, at a distance 1.3 pc and angle of 16◦, and Sirius, at a distance of 2.7 pc and angle
of 103◦, although uncertainties overlap. Velocities are drawn from the data compilations in the
RL and Frisch et al. (2002) surveys.

the Si+2 towards ε CMa may instead require nonuniform interface layers such
as turbulent mixing layers (see below).

6.3.2 Dynamical Characteristics of Nearby ISM
The heliosphere radius in the upwind direction is approximately propor-

tional to the relative velocity between the Sun and ISM, so that the heliosphere
is modified by variations in the ISM velocity. Absorption line data give the
centroid of the radial component of a cloud velocity, integrated over a cloud
length, but UV data do not resolve all of the velocity structure (§6.1.3). The
coherent motion of nearby ISM is found from these velocity centroids. With
the exception of the LIC, which is detected inside of the heliosphere, only ra-
dial velocities can be measured. Thus the 3D motions of other cloudlets must
be inferred from observations towards several stars.

It has been known for some time that the Sun is immersed in ISM flowing
away from the Scorpius-Centaurus Association and towards the Sun (Frisch,
1981, Crutcher, 1982). The CLIC kinematical data can be interpreted as a co-



Short-term Variations in the Galactic Environment of the Sun 157

herent flow (Frisch and York, 1986, Vallerga et al., 1993), or individual clouds
can be identified with similar velocities towards adjacent stars (Lallement et al.,
1986). Clouds that have been identified are listed in Table 6.3. Among these
clouds is the G-cloud, in the galactic center hemisphere, which was first iden-
tified in optical data long ago (Adams, 1949, Munch and Unsold, 1962). The
Sun is located at the leading edge of the stream of CLIC gas.

Kinematics of nearby ISM show three characteristics. The first is that the
ISM within ∼30 pc flows past the Sun. The bulk flow velocity, VCLIC, can
be derived from the Doppler-shifted radial velocities of ∼100 interstellar ab-
sorption line components towards ∼70 nearby stars (Frisch et al., 2002). The
resulting VCLIC corresponds to a heliocentric velocity −28.1±4.6 km s−1 and
upwind direction (�,b) = (12.4◦,11.6◦) (Frisch et al., 2002). An additional
uncertainty of ∼1 km s−1 may be introduced by a biased sample, since there
are more high-resolution optical data for stars in the upwind than in the down-
wind directions. The CLIC motion in the LSR is then found by subtracting
the solar apex motion from the CLIC heliocentric vector. Table 6.1 gives the
LSR CLIC velocity for two choices of the solar apex motion. Figure 6.4 (top)
displays the velocities of individual absorption components in the rest frame
of the CLIC versus the rest frame of the LSR. Obviously the CLIC velocity is
more representative of the nearby gas.

The second property is that distinct clouds in the flow contribute to the ±4.6
km s−1 dispersion of VCLIC (Tables 6.3 and 6.1). Among the clouds are the
Apex Cloud, within 5 pc and centered towards the direction of solar apex mo-
tion, and the G-cloud, which is seen towards many stars in the upwind hemi-
sphere. The Apex and G-cloud data indicate that temperature varies by a factor
of 2–6 inside of the clouds (Table 6.3, §6.3.4, RL). Evidently, for constant pres-
sure the clouds are either clumpy, or there is a dynamically significant magnetic
field. For densities similar to the LIC, n(Ho) ∼ 0.2 cm−3, the clouds fill only
∼33% of nearby space and the flow of warm gas is fragmented, rather than
a streaming turbulent homogeneous medium (§6.3.3). The interpretation of
CLIC kinematics as a fragmented flow is supported by the fact that the upwind
directions for the CLIC, LIC, Apex Cloud, and GC are all within 20◦ of each
other.

A third characteristic is that the flow appears to be decelerating. This is
shown in Fig. 6.4, bottom. Stars in the upwind and downwind directions are
those with projected CLIC velocities of <0 km s−1and >0 km s−1, respec-
tively. The velocities of clouds closest to the upwind direction are approaching
the Sun compared to VCLIC, while those closest to the downwind direction lag
VCLIC, as would be expected from a decelerating flow. This deceleration is
seen even for the nearest stars, d < 6 pc, indicating the pileup of ISM is close
to the Sun, which is consistent with the fact the Sun is in the leading edge of
the flow.
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Figure 6.4. Top: The star longitude is plotted against the velocities, dV, of CLIC absorption
components after transforming the absorption components into the VCLIC frame (filled circles),
and into the LSR (open circles, Table 6.1). Clearly VCLIC provides a better fit to the CLIC data
than the LSR velocity frame. LSRStd is used here, and only components within 50 pc of the
Sun are plotted. Bottom: The observed heliocentric velocities, V, of absorption components
tracing the CLIC are plotted against the expected CLIC velocity projected towards each star
(Table 6.1). The components near the upwind (approaching gas, V < 0 km s−1) and downwind
(receeding gas, V > 0 km s−1) directions, which are expected to have the maximum values of
projected |V |, show indications of a decelerating flow.

Note that because the 3D LIC velocity vector is known, a 3D correction
for the solar apex motion is made, and the “true” downwind direction in the
LSR differs from the direction measured with reference to the solar system
barycenter.

6.3.3 The Distribution of Nearby ISM
The distribution of ISM within 5–40 pc is dominated by the CLIC, while

over larger scales it is dominated by the Local Bubble (§6.2.1). The ≥15◦
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Table 6.3. Nearby Interstellar Clouds.
Cloud Velocity Location Temp.

HC LSR D, � b
(km s−1) (km s−1) (pc,◦ ◦) (103 K)

LIC –26.3±0.3 –20.7 0., 50◦→250◦ (all b) 6.4±0.3
G –29.3±4.0 –21.7 1.4, 0◦±90◦ 0◦±60◦ 2.7–8.7
Blue 10±1 ... 3, 233◦±7◦ 10◦±2◦ 2.0–5.0
Apex –35.1±0.6 –24.5 5, 38◦±10◦ 9◦±14◦ 1.7–13.0
Peg/Aqr –4.5±0.5 ... 30, 75◦±13◦ –44◦±5◦ ...

Notes: The LSR velocities are based on the Standard solar apex motion. The cloud distances
are upper limits. The Apex cloud is also known as “Panoramix” or the “Aql-Oph cloud”.
References: Table 6.1, Witte (2004), FGW, Frisch (2003), Lallement et al. (1986), Lallement
and Bertin (1992),GJ, RL.

diameter cloud observed towards the Hyades stars, ∼40–45 pc away, is not
included in the CLIC discussion here because N (Ho) data are unavailable,
and because the nonlocal ISM may be inside the cluster (Redfield and Linsky,
2001).

The solar apex motion is compared to the distribution of CLIC gas in Fig.
6.5, where the distance to the cloud edge for the CLIC is shown projected onto
the galactic plane, and in a vertical plane perpendicular to the galactic plane
and aligned along the solar apex motion. The angular width of the vertical
display, which extends from � = 40◦ ± 25◦ to � = 220◦ ± 25◦, includes the
directions of both the Hipparcos and Standard solar apex motions (Table 6.1).
The downwind direction of VCLIC and direction of solar motion (Table 6.1) are
shown by the arrows. The distance of the CLIC edge in the direction of a star
is given by N (Ho)/〈n(H◦)〉, where N (Ho) is the total interstellar column den-
sity towards the star, and a uniform density similar to LIC values is assumed,
〈n(H◦)〉 = 0.2 cm−3. This distribution is based on Do, Ho, (dots) and Ca+

(crosses) data. The high resolution optical Ca+ data provide excellent velocity
resolution, but conversion to N (Ho) is uncertain because of possible variable
abundances. The value N (Ca+)/N (Ho) = 10−8 cm−3 is used. The solar apex
motion is shown by the arrows pointing right, while the arrows pointing left
show the two LSR velocity vectors of the CLIC bulk flow, for the Standard
(solid) and Hipparcos (dotted) solar apex motions, respectively.

The CLIC shape is based on data in Hebrard et al. (1999), RL, Dunkin and
Crawford (1999), Crawford et al. (1998), FGW, and Frisch and Welty (2005).
The N (Ho) column densities are either estimated from N (Do) (Do/Ho = 1.5×
10−5), or based on the saturated Ho Lα line, or estimated from N (Ca+) using
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N (Ca+)/N (Ho) = 10−8. The N (Ca+)/N (Ho) conversion factor is based on
CLIC data towards nearby stars such as α Aql, η UMa, α CMa, and is uncertain
because Ca depletion varies strongly. Most Ca is Ca++ for warm gas, if T >
4, 000 K and n(e) < 0.13 cm−3. Radiative transfer models of the LIC predict
that Ca++/Ca+ ∼ 40–50, so small temperature uncertainties may produce
large variations in Ca+/Ho.

With the possible exceptions of α Oph, interstellar column densities for stars
within 30 pc are less than log N (Ho)(cm−2) ∼ 18.5 (Frisch et al., 1987, Wood
et al., 2000a). Neutral CLIC gas does not fill the sightline to any nearby star if
the ISM density is n(Ho) ∼ 0.2 cm−3. The CLIC extends farther in the galactic
center hemisphere than the anti-center hemisphere, as traced by Do and Ca+

data. The most puzzling sightline is towards α Oph (14 pc), where Ca+ is
anomalously strong and the 21-cm Ho emission feature at the same velocity
suggests log N (Htot)(cm−2) ∼ 19.5 dex (see 6.5.3). High column densities
(log N (Ho)(cm−2) ∼ 18.75) are also seen towards HD 149499B, 37 pc away
in the LSR upwind CLIC direction, and towards LQ Hya, where strong ISM
attenuation of a stellar Ho Lα emission feature causes the poor definition of
the line core and wings.

The percentage of a sightline filled with ISM offers insight into the ISM
character, and is given by the filling factor, f . Restricting the discussion of
the ISM filling factor to the nearest 10 pc, we find that ∼67% of space may
be devoid of Ho. If n(Ho) ∼ 0.2 cm−3, then f ∼ 0.33 for ISM within 10.5
pc. For galactic center and anti-center hemispheres, respectively, f ∼ 0.40
and f ∼ 0.26. Mean cloud lengths are similar for both hemispheres. The
highest values are f ∼ 0.57, towards α Aql (5 pc) and 61 CygA (3.5 pc),
and the lowest values are f ∼ 0.11 towards χ1 Ori (8.7 pc), which is ∼14◦

from the downwind direction. The sightline towards Sirius (2.7 pc, 43◦ from
the downwind direction) has f ∼ 0.26. These filling factors indicate that
the neutral ISM does not fill the sightline towards any of the nearest stars,
including towards α Cen where f ∼ 0.5, unless instead the true value for
〈n(Ho)〉 is much smaller than 0.2 cm−3.

6.3.4 Cloud Temperature, Turbulence, and Implications
for Magnetic Pressure

The basic thermal properties of the CLIC are presented in the Redfield and
Linsky (2004) survey of ∼50 cloudlets towards 29 stars with distances 1–95
pc. Cloudlet temperatures (T ) and turbulence (ξ) values are found to be in
the range T = 1, 000 − 13, 000 K and ξ = 0–5.5 km s−1 for clouds within
∼100 pc of the Sun. The mean temperature is 6680 ± 1490 K, and the mean
turbulent velocity is 2.24 ± 1.03 km s−1. From these values, RL estimate the
mean thermal (PTh/k = nT ) and mean turbulent (Pξ/k = 0.5ρξ2/k) pressures
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Figure 6.5. The distance to the CLIC edge for n(Ho) ∼ 0.2 cm−3 and a continuously dis-
tributed ISM. The dots give distances derived from N (Do) and N (Ho) data, and the x’s show
Ca+ distances. The extended H II region found towards λ Sco (§6.3.1, York, 1983) is shown
as the origin of the excess cloud length towards the galactic center indicated by the Ca+ data.
It is interpreted to indicate fully ionized gas near the Sun because the diffuse H II region seen
towards λ Sco is at CLIC velocities. The arrows give the motions based on the standard (solid)
and Hipparcos (dashed) solar apex motions for both the Sun and CLIC. Top: The edges of the
CLIC are shown projected onto the galactic plane. Bottom: The CLIC distribution is shown for
a meridian cut 50◦ wide in longitude, and extending between l = 40◦ and 220◦ (the plane of the
solar apex motion). The CLIC LSR motion is nearly perpendicular to the solar apex motion.
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of 2,280 ± 520 K cm−3 and 89 ± 82 K cm−3, respectively, by assuming
n(Ho) = 0.1 cm−3 and n(e) = 0.11 cm−3. The thermal pressure calculation
includes contributions by Ho, Heo, electrons, protons, and assumes that He is
entirely neutral. The pressure will be underestimated by ∼15% if He is ∼50%
ionized as indicated by radiative transfer models (§6.4). For comparison, if
these clouds have ionization similar to the LIC, then PTh∼2300 cm−3 K.

These cloud temperatures are determined from the mass dependence of line
broadening using the Doppler parameter, bD, so spectral data on atoms or ions
with a large spread in atomic masses are needed. In practice, observations
of the Do Lα line are required for an effective temperature determination that
distinguishes between thermal and nonthermal broadening.

When the star sample is restricted to objects within 10.5 pc, the cloud tem-
perature is found to be anticorrelated with turbulence, and to be correlated
with N (Do) (Fig. 6.6). From a larger sample of components, RL have con-
cluded that the T–ξ anti-correlation is significant. However the likelihood that
unresolved velocity structure is present in these UV data allows for the T–ξ
anti-correlation to contain some contribution from systematic errors. High res-
olution optical data show that velocity crowding for interstellar Maxwellian
components persists down to component separations below 1 km s−1 (§6.1.3),
so that the weak positive correlation between T and N (Do), and negative cor-
relation between T and ξ may result from unresolved component structure.

There are no direct measures of the magnetic field strength in the LIC,
but the field strength is presumed to be non-zero based on observations of

Figure 6.6. Temperature versus turbulence ξ (right) and temperature versus column density
N (Do) (left ) for interstellar absorption components seen towards stars within 10 pc of the Sun
(based on data in RL).
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polarized starlight for nearby stars, which may originate from magnetically
aligned grains trapped in interstellar magnetic field lines draped over the he-
liosphere (Frisch, 2005). The thermal properties of the CLIC have implica-
tions for pressure equilibrium and magnetic field strength. The magnetic field
strength and density fluctuations can be constrained using equipartition of en-
ergy arguments. If clouds in the CLIC are in thermal pressure equilibrium
with each other, PTh/k = nT , where n is the total number of neutral and
charged particles in the gas, and if magnetic field B = 0, then the temperature
range of T ∼ 103–104 K found by RL indicates that densities must vary by
an order of magnitude. Since particle number densities vary by a factor of ∼2
as the cloud becomes completely ionized, most of the temperature variation
must be balanced either by variations in the mass-density or in the magnetic
field strength if the cloud is in equilibrium. If the CLIC has a uniform total
density, and if thermal pressure variations are balanced by magnetic pressure,
PB/k = B2/8kπ, then magnetic field strengths must vary by factors of ∼3 in
the CLIC. If the star set is restricted to objects within ∼10 pc, a temperature
and turbulence range of T = 1,700–12,600 K and ξ = 0 − 5.5 km s−1 are
found, with mean values of 6, 740 ± 2800 K and ξ = 1.9 ± 1.0 km s−1.

A rough estimate is obtained for the magnetic field strength in the LIC by
assuming equipartition between thermal and magnetic energies, and using the
results of the RT models that predict neutral and ion densities (see §6.4). The
first generation of models gives a LIC thermal energy density of ETh/k ∼ 3600
cm−3 K for T = 6340 K, and including Ho, H+, e−, Heo, and He+. Lower to-
tal densities and ionization in the second generation of models reduce the ther-
mal energy density somewhat. Equipartition between thermal and magnetic
energy density gives ETh = EB and EB/k = B2/8kπ. These assumptions
then give B ∼ 3.1–3.8 µG for the LIC.

The interstellar magnetic field strength in the more extended CLIC can be
guessed using the RL value for the mean thermal pressure of 2280 cm−3 K, and
assuming that the mean magnetic and thermal pressures are equal. For this case
B ∼ 2.8 µG. If these clouds are, instead, in pressure equilibrium with the Local
Bubble plasma, then (PTh+PB)/k = PLB/k ∼ 5× 103 K cm−3 (§6.2.2), and
magnetic field strengths are ∼3.1 µG. In contrast, for PB∼Pξ then B∼0.6 µG.
Based on equipartition of energy arguments, typical field strengths of B ∼2
µG seem appropriate for the CLIC, with possible variations of a factor of 3.

The LIC turbulence appears to be subsonic. Treating the LIC as a perfect
gas, the isothermal sound speed is VS∼ 0.09

√
T ∼ 7.1 km s−1, and turbulent

velocities are 0.5–2.7 km s−1 (Hebrard et al., 1999, Gry and Jenkins, 2001,
RL). The Alfven velocity is given by VA∼ 2.2Bµ/

√
n(p), where Bµ is the

interstellar magnetic field in µG, VA is in km s−1, and the proton density n(p)
is in cm−3. For gas at the LIC temperature (6,300 K), the Alfven velocity
exceeds the sound speed for Bµ > 1.3 µG. The velocity of the Sun with respect
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to the LIC (26.3 km s−1) is both supersonic and super-Alfvenic for interstellar
field strengths B < 3.7 µG.

6.4 Radiative Transfer Models of Local Partially Ionized
Gas

Radiative transfer (RT) effects dominate the ionization level of the tenu-
ous ISM at the Sun. The solar environment is dominated by low opacity
ISM, N (Ho) <∼ 1018.5 cm−2. In contrast to dense clouds where only pho-
tons with λ > 912 Å penetrate to the cloud interior, the low column density
ISM near the Sun is partially opaque to H-ionizing photons and nearly trans-
parent to He-ionizing photons. At 912 Å the cloud optical depth τ ∼ 1 for
logN (Ho) ∼ 17.2 cm−2, and at the Heo ionization edge wavelength of 504
Å, τ ∼ 1 for logN (Ho) ∼ 17.7 cm−2. The average Ho column and mean
space densities for stars within 10 pc of the Sun are 〈N (Ho)〉 ∼ 1018 cm−2

and 〈n(H◦)〉 ∼ 0.07 cm−3, so the heliosphere boundary conditions and the ra-
tio n(Ho)/n(H+) vary from radiative transfer effects alone as the Sun traverses
the CLIC (Fig. 6.8). Warm, T > 5000 K, partially ionized gas is widespread
near the Sun and is denoted WPIM (§6.3.1). Charged interstellar particles cou-
ple to the interstellar magnetic field and are diverted around the heliopause,
while coupling between interstellar neutrals and the solar wind becomes sig-
nificant inside of the heliosphere itself. The density of charged particles in the
ISM surrounding the Sun supplies an important constraint on the heliosphere,
and this density varies with the radiation field at the solar location, which is
now described.

6.4.1 The Local Interstellar Radiation Field
The interstellar radiation field is a key ingredient of cloud equilibrium and

ionization at the solar position. This radiation field has four primary compo-
nents: A. The FUV background, mainly from distant B stars, B. Stellar EUV
emission from sources including nearby white dwarfs and B stars (ε CMa and
β CMa); C. Diffuse EUV and soft X-ray emission from the Local Bubble hot
plasma, as we discussed in §6.2.2; and D. Additional diffuse EUV emission
thought to originate in an interface between the warm LIC/CLIC gas and the
Local Bubble hot plasma (§6.2.2). This last component is required because, al-
though radiative transfer models show that the stellar EUV and Local Bubble
emission account for most LIC ionization, it is not sufficient to account for the
high He ionization inferred throughout the cloud from the EUVE white dwarf
data (Cheng and Bruhweiler, 1990, Vallerga, 1996, Slavin, 1989). The spectra
of these radiation sources are shown in Fig. 6.7

The interstellar radiation flux at the cloud surface must be inferred from data
acquired at the solar location, together with models of radiative transfer effects.
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LISM column densities are so small that dust attenuation is minimal, e.g. for
the LIC AV < 10−4 mag, and fluxes longwards of λ ∼ 912 Å are similar at
the solar location and cloud surface (with the exception of Ly α absorption at
1215.7Å). For wavelengths λ < 912 Å the situation is different, however, and
the spectrum hardens as it traverses the cloud because of the high Ho-ionizing
efficiency of 800−912 Å photons. Thus a self-consistent analysis is required to
unravel cloud opacity effects, and extrapolate the EUV radiation field observed
at the Sun to the cloud surface. The observational constraints on the 200–
912 Å radiation field are weak, partly due to uncertainties in N (Ho) towards ε
CMa and partly due to the difficulty in observing diffuse EUV emission, which
allows some flexibility in introducing physical models of the cloud interface.

A thin layer of intermediate temperature ISM is expected to exist in the
boundary between the CLIC and the LB hot plasma. This layer will emit ra-
diation with a spectrum and flux dependent on the underlying physical mech-
anisms. Models for this interface emission indicate it radiates strongly in the
energy band E = 20–35 eV, which is important for both Heo and Neo ion-
ization. The exact physical processes at work in interface regions are unclear,
but possibilities include thermal conduction, radiative cooling, and shear flow,
which lead to evaporative interface boundaries (Cowie and McKee, 1977),
cooling flows (Shapiro and Benjamin, 1991) or turbulent mixing layers (Slavin
et al., 1993). All of these boundary types produce intermediate temperature
gas (T ∼ 104.5–105.5 K) that radiates in the EUV, although ionization levels,
and thus the spectrum and intensity of the emission, depend on the detailed
physics. Parameters that constrain interface properties include the strength and
topology of the interstellar magnetic field, BIS, the hot gas temperature, and the
relative dynamics of the hot and warm gas. The magnetic field affects the RT
models because BIS reduces the evaporative flow by inhibiting thermal con-
duction in directions perpendicular to field lines and at the same time supports
the cloud by magnetic pressure. Since the total (magnetic + thermal) pressure
is roughly constant in an evaporative outflow, the magnitude of the magnetic
field is an important factor in determining the pressure in any evaporative flow
that might be present. Fig. 6.7 shows examples of the EUV spectrum produced
by an evaporative interface and a turbulent mixing layer.

6.4.2 Radiative Transfer Models of the Local Cloud
and other Tenuous ISM

Our radiative transfer models are constrained by observations of local ISM
towards nearby stars, and in situ data from LIC neutrals that have penetrated the
heliosphere. The in situ data includes direct detection of Heo, observations of
solar Lα florescence from Ho in the heliosphere, and observations of the pickup
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ion and anomalous cosmic ray populations that are seeded by interstellar neu-
trals (see Moebius et al., Chapter 8). Generally elements with FIP < 13.6 eV
are fully ionized in tenuous clouds, while elements such as H, O, N, Ar, He,
and Ne with 13.6 <∼ FIP <∼ 25 eV are partially ionized. Neutrals from these par-
tially ionized species enter the heliosphere, where they seed the pickup ion and
anomalous cosmic ray populations measured by instruments on various space-
craft. Column densities towards nearby stars constrain sight-line integrated
values, and permit the recovery of n(H+)/n(Ho) as a function of distance to
the cloud surface (Fig. 6.9). While the LIC temperature is determined directly
from Ulysses observations of Heo, the densities n(Ho) and n(H+) at the solar
location vary as the Sun moves through the LIC, and must be determined from
radiative models.

The detailed attention paid here to LIC radiative transfer models is moti-
vated by the facts that n(Ho) and n(Heo) at the solar location are important
boundary conditions of the heliosphere, and that ionization gradients in the
CLIC are factors in reconstructing the 3D cloud morphology from data. An
extensive study of the LIC ionization has resulted in a series of ∼50 radiative
transfer models appropriate for tenuous ISM such as the LIC and CLIC (Slavin
and Frisch, 2002, Frisch and Slavin, 2003, Frisch and Slavin, 2005). These
models use the CLOUDY code (Ferland et al., 1998), an interstellar radiation
field based on known sources, and models for the interface expected between
the LIC and Local Bubble plasma (also see §6.2.2). Boundary conditions for

Figure 6.7. Left: Components of the interstellar radiation incident on the local interstellar
cloud complex. Contributions from stars show the EUV flux from nearby white dwarf and B
stars, after deabsorbing the corresponding N (Ho) to the cloud surface. The cloud boundary flux
produced by emission from an evaporative interface between the local gas and the hot gas of
the Local Bubble is shown (Slavin and Frisch, 2002). Right: Radiation field from a turbulent
mixing layer interface compared to that of a conductive interface. Instabilities at the boundaries
of tenuous clouds may lead to quite different radiation fields inside of the clouds, particularly
near 584 Å where Heo is ionized.
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outer scales are provided by ISM data integrated over the LIC, which can be
subject to ionization gradients. On inner scales the boundary conditions are
given by in situ observations of ISM at the heliosphere. Both sets of constraints
are important for evaluating the RT properties of the surrounding ISM where
large Ho/H+ gradients are found. The data sets used here include n(Heo),
pickup ions, and anomalous cosmic rays inside of the heliosphere, and absorp-
tion line data of the LIC towards the downwind star ε CMa (GJ, FS).

These RT models will be updated in the future, as the density, composition,
LIC magnetic field, radiation field, and interface regions between the LIC and
Local Bubble plasma become better understood. The LIC magnetic field enters
indirectly through the contribution of magnetic pressure to the cloud interface.
The magnetic pressure in the cloud helps to determine the thermal pressure and
thus cooling in the interface, so that further studies of BIS near the Sun will
provide insight into the characteristics of the interface radiation. One of the
significant results of our study is that the spread in predicted neutral and ion
densities demonstrates that low column density ISM can be in equilibrium at
a range of ionization levels, and that the ionization itself is highly sensitive to
the radiation field, interface characteristics, and other cloud properties.

Figure 6.8. Variation of neutral densities between the Sun and cloud surface for Model 2 from
Slavin and Frisch (2002). Shown are variations in neutral column densities between the Sun
(N (Ho) = 6.5 × 1017 cm−2) and cloud surface (N (Ho) = 0) for Ho, Heo, Neo, Oo, and No.
At the heliopause, n(Heo) ∼ 0.015 cm−3, n(Ho) ∼ 0.22 cm−3, n(e) ∼ 0.1 cm−3.
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6.4.3 Results of Radiative Transfer Models
Two generations of radiative transfer (RT) models have been developed,

with the focus on matching data for the LIC inside of the heliosphere, and
matching data on nearby ISM in the downwind direction where the brightest
point sources of EUV radiation (ε CMa and β CMa) and low column den-
sities are found. Both sets of models are constrained by LIC data obtained
inside of the heliosphere, such as for pickup ions, Heo, and anomalous cosmic
rays. The PUI and ACR populations are seeded by neutral ISM flowing into
the heliosphere, and are subject to filtration losses in the heliosheath regions
(Moebius et al., Zank et al., this volume).

The ionization state of the pristine ISM outside of the heliosphere is ob-
tained from the RT models, using slightly different constraints for the first
and second generations of models. The first generation of 25 models are
constrained by the local ISM towards ε CMa, i.e. the sum of the LIC and
blue shifted (BC) clouds, and by ISM byproducts inside the heliosphere. The
ISM within ∼1–2 pc towards ε CMa is divided between two clouds, with pro-
jected HC velocities of 10 km s−1 (the BC) and 18 km s−1 (the LIC), and
with a total N (Ho) < 1018 cm−2. The LIC and BC are also observed to-
wards Sirius (α CMa, 2.7 pc). Two models, Model 2 and Model 8, provide
a good match to all data except for the cloud temperature inside of the he-
liosphere. The predicted temperature at the heliosphere is ∼3,000 K higher
than found from in situ Heo data, T = 6,400 ± 340 K. A possible explanation
for this difference is that the abundances of coolants such as C+ are incorrect
in the models, particularly since N (C+) generally has large measurement un-
certainties. A second mismatch occurs because predicted N (Si+2) values are
lower than observed values, which suggests that interface models require ad-
ditional processes such as a turbulent mixing layer. Models 2 and 8 predict
that n(Ho) ∼ 0.20 cm−3, n(e) ∼ 0.1 cm−3, and ionizations of χ(H) ∼ 0.30,
and χ(He) ∼ 0.49 are appropriate for the solar location (Slavin and Frisch,
2002, Frisch and Slavin, 2003). The mean cloud density to the downwind sur-
face is 〈n(H◦)〉LIC ∼ 0.17 cm−3.

The second set of models is constrained by data on the LIC towards ε CMa
(excluding the BC) and in situ ISM. The best of these models are in good
agreement with the in situ data, including cloud temperature data. However,
these models require a high C abundances, possibly in conflict with solar abun-
dances, and fail to predict N (Mg+)/N (Mgo) in the LIC. The second set of
models require that the LIC and BC have different ionization levels, which is
similar to the findings of Gry and Jenkins (2001) but remains unexplained.
LIC properties predicted by these models, which are still under study, are
n(Ho) = 0.19 cm−3, fractional ionization χ(H) = 0.22, n(e) = 0.06 cm−3,
n(Heo) = 0.015 cm−3, and χ(He) = 0.37.
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Figure 6.9. Top: H neutral density vs. He neutral density, both at the Solar location for a large
set of model calculations. The symbol colors indicate the assumed magnetic field strength in
the cloud, the fill indicates the assumed HI column density, and the shape indicates the assumed
temperature of the hot gas of the Local Bubble. Stars represent special parameter sets which
do not fall on the grid of model parameters, but rather are chosen to better match the data.
The density and uncertainties of Heo are plotted as vertical lines from Möbius et al., 2004.
Note that a range of n(HI) values are consistent with the n(Heo) measurements. The radiative
transfer models that provide the best agreement with all available data on the ISM also yield a
consistent estimate of n(Ho) = 0.19–0.21 cm−3. Bottom: Same as left plot but for the H+ and
He+ ion fractions. Note: Some of the differences not explained by N(Ho), TLB, or B are due
to differences in the assumed total H densities.

The results of the RT models that are significant for heliosphere studies are
summarized in Figures 6.8 and 6.9. The ionizations of H, He, O, N, and Ne
throughout the LIC are shown in Fig. 6.8, with variations of ∼25% between
the cloud surface and the Sun. Fig. 6.9 shows the extent of ionization states
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possible under equilibrium conditions in tenuous ISM. Minor variations in the
physical assumptions input to the RT models result in a continuum of ioniza-
tion levels that are in equilibrium for low density clouds like the LIC. De-
pending on the RT model constraints, H ionization levels are 0.19–0.23, while
He ionization levels are 0.32–0.53. These models show that ionization levels
might vary between clouds in the CLIC, so that variations in the heliosphere
boundary conditions are expected as the CLIC flows past the Sun (see §6.3).

6.5 Passages through Nearby Clouds
The transition of the Sun from the near void of the Local Bubble, and into

the stream of tenuous ISM flowing away from the Scorpius-Ophiuchus As-
sociation, can be probed with the kinematics and column densities of nearby
clouds, combined with models of the volume density n(Ho). Specifically, cloud
dimensions are assumed to be ∝N (Ho)/〈n(H◦)〉. Radiative transfer models of
tenuous ISM show that cloud ionization, χ(H), varies with column density.
Since the densities of individual cloudlets are not currently available, n(Ho)
determined by LIC radiative transfer models is extrapolated to other nearby
clouds (§6.4). With this simple approach, we see that the Sun appears to have
entered the CLIC within the past ∼150,000 years. The Sun is located close to
the downwind edge of the CLIC (Frisch, 1995). CLIC physical properties are
discussed in §6.3.

The most predictable passage of the Sun into an interstellar cloud is the
epoch at which the Sun entered the LIC, the cloud now surrounding the Sun.
The LIC is the only cloud with an accurate 3D velocity vector, which is found
from Ulysses measurements of interstellar Heo inside of the solar system. The
LIC HC velocity is 26.3 ± 0.4 km s−1, and the downwind direction is λ =
74.7 ± 0.5◦, β = −5.2 ± 0.2◦ (ecliptic coordinates, Witte, 2004). Several
estimates are given for the epoch of the Sun’s entry into the LIC. Both the
data and radiative transfer models, upon which the estimate relies, need further
refinement before answers are conclusive. We test several models of the poorly
known LIC shape. The observed cloud velocity and the projected LIC velocity
towards the χ1 Ori, 8.7 pc away and ∼15◦ from the downwind direction, differ
by ∼2.4 km s−1, suggesting non-LIC gas is contributing (Table 6.4).

The distance to the cloud edge is given by N (Ho)/〈n(H◦)〉, where 〈n(H◦)〉
is the average space density of Ho in the cloud. The density of the LIC at the
solar location is n(Ho) ∼ 0.2 cm−3, and a mean density 〈n(H◦)〉LIC ∼ 0.17
cm−3 is found from radiative transfer models of the LIC in the downwind
direction (§6.4). When the cloud structure is not fully resolved, or several
velocity components are present, there may be gaps in the cloud that are not
incorporated into the adopted value for 〈n(H◦)〉. We present several estimates
below for the entry of the Sun into the LIC, with results that differ by factors
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of three. However, the answers are consistent with the Sun’s entry into the
LIC sometime within the past ∼47,000 years for 〈n(H◦)〉 = 0.17 cm−3, and
possibly quite recently within the past thousand years.

The difference between the LIC and upwind gas velocities, of <∼ 2 km s−1,
including towards the nearest star α Cen, suggest that the properties of the
cloud surrounding the Sun will change rather soon, in ∼3,800 years.

6.5.1 First Encounter of Sun with the Local ISM
The projected LIC velocity and N (Ho) towards nearby stars in the down-

wind direction (Table 6.4), indicates that the Sun entered the CLIC sometime
within the past 44,000–140,000/nHI,0.2 years, where nHI,0.2 is the average
cloud density in units of 0.2 cm−3 (§6.4, Fig. 6.9). The value nHI,0.2 ∼ 1
is reasonable for nearby tenuous ISM, and is consistent with radiative transfer
models of the LIC. This transition of the Sun out of the deep vacuum of the
Local Bubble, and into the higher density CLIC ISM, would have been accom-
panied by the appearance of neutral interstellar gas, pickup ions, anomalous
cosmic rays, and dust in the heliosphere. The geological record of cosmic ray
radioisotopes should have sampled this transition (see the discussions of cos-
mic rays and the spallation product radioisotopes in Chapters 9, 10, and 12).

The simplest estimate for the date of entry of the Sun into the CLIC is to
ignore non-radial motions for all clouds and look only at the nearby stars in
the anti-apex direction. ISM towards the three stars α CMaA, α CMaB, and
ε CMa are useful for this estimate, giving N (Ho) = 5–7 × 1017 cm−2 (based
on data and models in Hebrard et al., 1999, Frisch and Slavin, 2003). The
distance to the cloud edge in the anti-apex direction is ∝nHI,0.2

−1 pc. The
most distant of the two cloudlets seen in these sightlines is a blue-shifted cloud,
with a heliocentric radial velocity of 9.2–13.7 km s−1 (Table 6.1). We then
find that the Sun entered the CLIC within the past (59,000–120,000)/nHI,0.2

years.
Using instead the ISM towards the stars χ1 Ori and α Aur, which are near

the heliocentric downwind direction, and for a distance to the cloud edge given
by N (Ho)/nHI,0.2, the observed radial velocities (Table 6.4) indicate that the
Sun entered the CLIC (44,000–140,000)/nHI,0.2 years ago.

For these estimates, possible non-radial cloud motions and gaps between
clouds are ignored. The cloud gas filling factor in the downwind direction is
f ∼ 0.26 in §6.3. If the downwind CLIC consists of a series of wispy clouds
with similar velocities, then nHI,0.2  0.2 cm−3, and the first solar encounter
with the CLIC could have occurred as recently as ∼ 44, 000 years ago based
on the χ1 Ori data.
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6.5.2 Entering the Local Cloud
In principle the entry date of the Sun into the CLIC can be determined pre-

cisely since the full 3D velocity of the LIC is known from observations of Heo

inside of the heliosphere (Table 6.1). The LIC shape is uncertain because com-
ponents at the LIC velocity are not resolved in many sightlines. Although there
may be high density contrasts from low speed waves in the LIC, for instance
acoustic waves will have velocities ∼7 km s−1, we take the approach that local
clouds are defined by the component structure and look at several geometric
LIC models to estimate the epoch the Sun entered the LIC. ISM data for down-
wind stars are summarized in Table 6.4.

The simplest estimate (A) uses N (Ho) and the LIC velocity towards χ1 Ori,
∼15◦ from the downwind LIC direction. Estimate (B) is based on the clos-
est observed star in the downwind hemisphere, α CMa, which is ∼45◦ from
the downwind direction, combined with the assumption that the normal to the
downwind cloud surface is parallel to the LSR LIC velocity. This assump-
tion results in an entry epoch that varies with the assumed LSR (§6.1.2), and
ignores data for more distant downwind stars. Estimate (C) approximates the
downwind LIC surface as a flat plane, defined by the distance of the LIC edge
towards any three stars from Table 6.4, moving through space at the LIC ve-
locity. The final estimate (D) relies on the Colorado LIC model (RL0), which
however does not incorporate the most recent data for the LIC, but can be ex-
pected to substantially improve in the future.

A. The values for the LIC N (Ho) and the projected LIC velocity towards χ1

Ori◦ (Table 6.4) indicate that the Sun entered the LIC ∼40,000/nHI,0.2 years
ago, where nHI,0.2 is the mean n(Ho) to cloud surface in units of 0.2 cm−3.
Radiative transfer models indicate nHI,0.2 ∼ 0.85 (§6.4). The observed cloud
velocity towards χ1 Ori differs from the projected LIC velocity by 2.4 ± 1.0
km s−1, so that additional cloud gas is present in this sightline that is not at the
LIC velocity. In addition, the turbulent contribution to the line broadening is
ξ = 2.38+0.15

−0.17 km s−1 towards χ1 Ori (§6.1.3, Redfield and Linsky, 2004b),
indicating unresolved cloudlets may be present.

B. For this estimate we use LIC data towards the nearest star in the down-
wind direction for which ISM data are available, α CMaAB (Sirius). The LIC
downwind surface is assumed to be oriented such that the surface normal is
parallel to the LIC LSR velocity, based on the model of Frisch (1994, Fig-
ure 6.10). Note that the “downwind” nomenclature is referenced with respect
to the Sun, and the “downwind surface” is the leading edge of the LIC as it
moves through the LSR. Since the LIC surface is referenced to the LSR, the
solar apex motion is a variable (Table 6.1, §6.1.2). The Sun then encountered
the LIC within the past ∼13,500/nHI,0.2 years or ∼ 103/nHI,0.2 years, for the
Hipparcos or Standard solar apex motions, respectively. The present distance
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to the LIC downwind surface is ∼0.01–0.3 pc for this model. The velocity
of most of the interstellar gas observed towards χ Ori and α Aur differs by
a small amount, 0.7–1.4 km s−1, from the projected LIC velocity (Table 6.4),
and therefore is located in a separate cloud. Because the LIC also extends less
than ∼104 AU in the upwind direction, this model implies that the LIC is fil-
amentary or sheet-like, similar to global low density ISM (§6.6). This model
results in an interstellar magnetic field direction, BIS, which is approximately
parallel to the cloud surface (perpendicular to the surface normal).

Figure 6.10. The distribution of nearby ISM is shown based on the assumption that the LSR
motion of the LIC is parallel to the normal of the cloud surface (model B, §6.5.2). The Sun and
LIC motions are in the LSR. Figure from Frisch (2000), courtesy of American Scientist.

C. The third estimate models the downwind cloud surface as a locally flat
surface moving with the LIC velocity, based on the model in Mueller et al.
(2005). We then use any three stars in Table 6.4 to define this plane, and
the time at which the Sun crosses this plane marks the entry of the Sun into
the LIC. For this model, the Sun entered the LIC between 33,000/nHI,0.2 to
36,000/nHI,0.2 years ago.

D. The final estimate relies on the Colorado LIC model, based on den-
sity 〈n(H◦)〉 = 0.1 cm−3 and a LIC velocity determined from UV absorp-
tion lines towards nearby downwind stars (RL). This UV LIC vector differs
by ∼0.6 km s−1 in velocity, and ∼0.8◦ in direction, from the LIC velocity
given by data on interstellar Heo inside of the solar system (Witte, 2004).
The Colorado Model Web calculator gives a distance to the downwind sur-
face of 4.5 pc, indicating the Sun entered the LIC ∼170,000 years ago for
a relative Sun-LIC velocity of 26.3 km s−1, or alternatively ∼85,500/nHI,0.2

years ago. The column density towards the downwind direction is predicted to
be N (Ho) = 1018.14 cm−2, however, which differs substantially from recent
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Table 6.4. Stars Sampling the Downwind LIC.

Object �, b Dist. Vobserved Vproj
LIC logN (Ho)

(◦, ◦) (pc) (km s−1) (km s−1) (cm−3)
α Aur 162.6, 4.6 12.9 21.5±0.5 23.0±0.3 18.26
LIC Heo 183.3, –15.9 0 26.3±0.3 26.3±0.3 –
χ1 Ori 188.5, –2.7 8.7 23.1±0.7 25.5±0.3 17.80
α CMi 213.7, 13.0 3.5 20.5±1.0, 24.0 19.6±0.2 17.90
α CMaA 227.2, –8.9 2.7 13.7, 19.5±0.3 19.1±0.2 17.25
α CMaB 227.2, –8.9 2.7 11.7, 17.6±1.5 19.1±0.2 17.63
ε CMa 239.8, –11.3 132 9.2, 16.2±1.5 15.1±0.2 ∼17.54

Notes: The LIC velocity component is in italics. Vproj
LIC is the LIC velocity projected towards

the star. All velocities are heliocentric. The column densities and data are from Witte (2004),
Hebrard et al. (1999), Frisch & Welty (2005), RL, GJ, SF, and FS.

values for χ1 Ori (Table 6.4). We therefore disregard this estimate, but ex-
pect further improvements in the Colorado model to significantly increase our
understanding of the LIC morphology.

6.5.3 Future Cloud Encounters
The best limits on the distance to the upwind edge of the LIC are found

from observations of 36 Oph, 6 pc away and ∼16◦ from the heliosphere nose.
The ISM velocity towards 36 Oph is –28.5±0.6 km s−1, which corresponds
to the G-cloud velocity (Table 6.3). The limit on N (Ho) at the projected LIC
velocity of 25.7 km s−1 is N (Ho) < 6 × 1016 cm−2 (Wood et al., 2000b).
These numbers indicate that the Sun will exit the LIC sometime within the
next ∼3700/nHI,0.2 years, and that the distance to the upwind LIC surface is
<0.10 pc. Support for this result is provided by the ISM velocity towards the
nearest star α Cen, which is ∼50◦ from the HC nose direction. Towards α
Cen, the observed cloud velocity and the projected LIC velocity differ by ∼1
km s−1 (Landsman et al., 1984, Linsky and Wood, 1996). Column densities of
N (Ho) = 17.6–18.0 cm−2 were originally found towards α CenAB (Linsky
and Wood, 1996), which indicate that 〈n(H◦)〉 may be similar to the LIC den-
sity of ∼0.2 cm−3. Later interpretations of the data favor the low end of this
column density range (Wood et al., 2005), indicating that the sightline is only
partially filled with warm gas.

Possibilities for the next cloud to be encountered by the Sun include the G
and Apex clouds (Table 6.3, Frisch, 2003). Both clouds have LSR upwind
directions, (�, b) = (348 ± 3◦, 5 ± 5◦), that are approximately perpendicular
to the LSR solar apex motion (§6.1.2). Observations of α Cen and α Aql show
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that the G-cloud is within 1.3 pc, and the Apex cloud is within 5 pc of the Sun,
giving upper limits for an encounter date of ∼45,000 and ∼175,000 years,
respectively. The column densities of the G-cloud are ∼3 times larger than
Apex cloud column densities, which are N (Ho) ∼ 1017.47 cm−2 towards 70
Oph and α Aql. Typical G-cloud column densities are N (Ho) ∼ 1017.92 cm−2.

Both clouds are inhomogeneous. Only the Apex cloud is seen towards AU
Mic (d = 9.9 pc, � = 12.7◦, b = −36.8◦). Only the G-cloud is seen towards
o Ser (d = 13 pc, � = 13.3◦, b = 9.2◦) and ν Ser (d = 59 pc, � = 10.6◦,
b = 13.5◦). Both clouds are seen towards α Aql (d = 5 pc, � = 47.7◦,
b = −8.9◦) and α Oph (d = 14 pc, � = 35.9◦, b = 22.6◦).

The G-cloud Ca+ component (N (Ca+) = 1.58×1011 cm−2) towards α Oph
is extraordinarily strong for a nearby star, and it implies a density of n(Ho) > 5
cm−3 in the G-cloud, which is ∼15 times the density of the LIC (Frisch, 2003).
This estimate is found by using the G-cloud limit of N (Ca+)/N (Ho) < 7.1 ×
10−9 towards α Cen in order to estimate N (Ho) for the G-cloud in the α Oph
sightline, and by assuming the G-cloud is entirely foreground to α Cen, giving
a distance limit of 1.3 pc. However, should the G-cloud temperature be colder
towards α Oph than towards α Cen, or should a significant amount of the
G-cloud be beyond the distances of 36 Oph and α Cen, then the requirement
for a high density becomes diminished.

6.6 The Solar Environment and Global ISM
The global properties of ISM in the solar neighborhood offer hints about

potential variations in the ISM that might impact the heliosphere.
Over the past ∼50 years, radio and UV data have slowly disproved simple

ISM models consisting of gravitationally clumped clouds embedded in a sub-
strate of warm or hot low density gas. Evidence supporting a filamentary nature
for low column density ISM, with N (H) < 1021 cm−2, is provided by Ho 21
cm observations of high latitude Ho filaments, and also by UV observations
that are interpreted as high space density (n(Ho) > 10 cm−3), low column
density ( N (Ho) < 1019 cm−2 and N(H+) < 1018 cm−2) nearby gas (Hart-
mann and Burton, 1997, Welty et al., 1999, Welty et al., 2002). Towards 23
Ori, warm low velocity diffuse gas has densities in the range n(Ho) = 15–20
cm−3, and cloud thicknesses, L, are 0.7–0.9 pc. The densities of cold clouds,
with temperatures ≤100 K, are slightly lower, n(Ho) = 10–15 cm−3. Dif-
fuse ionized gas is present at intermediate velocities, |VLSR| ≥ 20 km s−1,
n(e) ≤ 5 cm−3, and L = 0.0006–0.04 pc. Thin diffuse ionized clouds, with
n(e) ∼ 0.17 cm−3, L = 0.2–2.7 pc, and similar velocities, are observed to-
wards Orion stars spread over >15◦, which indicates that these clouds must be
thin sheets or filaments.

Winds of massive stars and supernova in young stellar associations eject
energy into the surrounding ISM, and evacuate cavities in the ISM that are
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surrounded by irregular shells of WNM. These shells, which may overlap or
be filled with X-ray plasma, are traced by Ho 21-cm emission, and explain
some of the ISM filamentary structure (MacLow and McCray, 1988, Cox and
Smith, 1974, Dickey, 2004, Heiles and Troland, 2003b). The CLIC appears to
be a fragment of a superbubble shell from one epoch of star formation in the
SCA, and α Oph may be in a direction that is tangential to this shell (Frisch,
1995).

6.6.1 Warm Ionized and Partially Ionized Gas
Interstellar plasma and neutrals interact with the heliosphere in fundamen-

tally different ways, and small variations in the interstellar radiation field con-
vert neutral gas to plasma. Nearby WPIM was discussed in §6.3.1, and we
now compare warm interstellar plasma over 100 pc scales and show that the
CLIC and global observed diffuse ionized gas are similar. We conclude that
dense ionized ISM has not been, and will not be, part of the immediate solar
environment over short timescales. However, diffuse WPIM similar to the LIC
and CLIC is much more widespread.

Dense fully ionized ISM is not found close to the Sun, although diffuse
ionized gas surrounds many hot stars at distances of >150 pc, such as β CMa
bordering the giant ionized Gum Nebula, β Cen, which energizes the interior
of Loop I, and several stars in Upper Scorpius. Generally H II regions surround
hot O, early B, and white dwarf stars that emit strongly in the EUV, λ < 912
Å. The solar path is unlikely to traverse an H II region surrounding an O–B1
star over timescales of ±4 Myrs because there are no hot stars or dense H II
regions nearby. The closest H II region surrounds the high latitude star α Vir,
80 pc away. White dwarf stars are relatively frequent near the Sun. Over 25
white dwarf stars with surface temperatures T > 104 K are found within 20
pc, and >40% of these stars are hotter than 15,000 K. Small Stromgren spheres
will surround the hottest white dwarf stars, but the densities will be very low
for nearby stars (Tat and Terzian, 1999).

Diffuse ionized gas is widespread, in contrast to dense ionized gas. It is
traced by weak optical recombination lines such as the Hα line, N II, He I,
He II, O I, and Si II (Haffner et al., 2003, Reynolds, 2004), UV absorption lines
(Welty et al., 1999, Holberg et al., 1999, Lehner et al., 2003, GJ), and EUV
observations of Heo and He+ towards white dwarf stars (§6.3). Pulsar dis-
persion measures trace the interactions between pulsar wave packets and elec-
trons (e.g. Taylor and Cordes, 1993, Cordes and Lazio, 2002, Armstrong et al.,
1995). These data reveal a low density, ionized component, n(e) ∼ 0.1 cm−3,
which fills ∼20% of the volume of a 2-kpc-thick layer around the Galactic
disk. The diffuse H+ has been mapped in the northern hemisphere by WHAM,
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however the LIC emission measure is an order of magnitude below the WHAM
sensitivity (e.g. Reynolds, 2004). About 30% of diffuse Ho and H+ gas are
found in spatially and kinematically associated clouds with densities ∼0.2–0.3
cm−3 (Reynolds et al., 1995). If the Ho and H+ were spatially coincident in
these clouds then χ(H) would be ∼ 0.4, but Reynolds et al. argue that the Ho

and H+ are spatially separated. Despite the evidence from spatial maps and
line widths, however, we believe that the existence of some true WPIM (per-
haps at lower ionization levels) cannot be ruled out in these regions. These
clouds are associated with large filamentary or sheet-like structures, and ex-
hibit cloud densities and hydrogen ionization levels that are similar to LIC
values. In other directions, Hα line emission indicates that H is highly ion-
ized in the WIM, χ(H) ∼ 1. Emission at 5880 Å from Heo shows that for the
WIM χ(He) ∼ 0.3–0.6. Ratios of χ(He)/χ(H) are ∼0.3–0.6 are found, ver-
sus ∼1.6 for the LIC, implying that the LIC radiation field is harder than for
most of the WIM, perhaps because of lower column densities. The WIM has a
continuum of temperatures, 5000–10,000 K, and ionization levels, as demon-
strated by emission in [N II], [O I], and [S II] lines that trace temperature and
ionization.

The interstellar plasma is structured over all spatial scales, and these plasma
clumps appear to be similar to the LIC. The plasma is partially opaque to radio
emission in the energy range 0.1 to 10 MHz, and as a result synchrotron emis-
sion probes the WIM clumpiness (Kulkarni and Heiles, 1988, Peterson and
Webber, 2002). Models for the propagation of low frequency synchrotron
emission through a clumpy WIM fit the radio data better than do propaga-
tion models, that assume a uniformly distributed parallel slab model for the
WIM. These clumps have density n(e)∼ 0.2 cm−3, fill 8%–15% of the disk,
and have a free-free opacity at 10 MHz that is consistent with WIM temper-
atures as low as 4500 K. The dispersion, refraction and scintillation of pulsar
wave packets indicates that the WIM is turbulent over scale sizes 10−2–102

AU, or even larger, ∼102 pc, if Faraday rotation and plasma density gradients
are included (Armstrong et al., 1995).

The WIM properties are consistent with predictions of the radiative transfer
models, which find χ(H+) = 0.15–0.35, T ∼ 5,000–9,000 K, and n(Ho) =
0.2–0.3 cm−3 for low column density clouds (Fig. 6.9, Slavin and Frisch,
2002). For very low column densities, <1018 cm−2, a continuum of ioniza-
tion and temperature levels are expected from variations in the cloud column
density and the EUV radiation field. The WNM and WIM in the CLIC may
show similar variations, if the N (Ho) ∼ 1019 cm−2 clouds represent clusters
of lower column density objects. The uncertain role of turbulence in cloud
evolution allows this possibility.
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6.6.2 Neutral Interstellar Gas and Turbulence
Radio and UV observations of low N (Ho) cloudlets in the solar vicinity in-

dicate that dense, low column density, cloudlets may be hidden in the CLIC
flow. Radio 21-cm data indicate ISM of this type is widespread, and has col-
umn densities and kinematics similar to CLIC ISM.

Two populations of interstellar clouds, WNM and CNM, are found based
on observations of the collisionally populated H I hyperfine 21-cm line towards
radio-continuum sources. The recent Arecibo Millennium Survey used an ON-
OFF observing strategy to survey the properties of Ho clouds towards ∼80
radio continuum sources, including emission and and opacity profiles, which
were then fit with ∼375 Gaussian components. The detailed attention paid to
sources of noise and line contamination yielded a data set that provides a new
perspective on the statistics of low N (Ho) CNM and WNM clouds (Heiles and
Troland, 2003a, Heiles and Troland, 2003b).

The CNM and WNM components observed in the Arecibo survey show that
∼25% of the ISM Ho mass is contained in clouds traveling with velocities
≥10 km s−1 through the local standard of rest. When the solar apex motion of
13–20 km s−1 is included, this means that Sun-cloud encounters with relative
velocities larger than 25 km s−1 are quite likely, as we might have guessed
because of the LIC heliocentric velocity of –26.3 km s−1.

For 21-cm absorption components with spin temperature Ts, the opacity is
τ ∝N (Ho)/Ts and the line width is FWHM∝σv, where σv is the dispersion in
cloud velocity. Therefore the turbulent (∆Vturb) and thermal contributions to
σv can be distinguished for the CNM. Spin temperatures, Ts, for the CNM are
typically ∼20–100 K.

The Arecibo survey discovered that 60% of the diffuse ISM is WNM, and
∼40% is CNM. Median column densities for the WNM and CNM towards
sources with |b| >10◦ are N (Ho) = 1.3 × 1019 cm−3 and 5.2 × 1019 cm−3,
respectively. The finding that CNM column densities are typically lower than
WNM values was unexpected. The column density weighted median spin tem-
perature for the CNM is 70 K, although minimum temperatures are 20 K or
lower. Upper limits on WNM kinetic temperatures are 15,000 K or higher,
with a typical value of 4,000 K. The turbulent velocities derived for CNM
components indicate that the turbulence must be highly supersonic, with a tur-
bulent Mach number Mturb = 3∆V 2

turb/C2
s ∼3, where C2

s is the sound speed
and the factor of 3 converts to three-dimensional turbulence (Heiles, 2004b).
The densities of the CNM observed towards 23 Ori are >10 cm−3 (Welty et al.,
1999).

The velocities of CLIC, WNM, and CNM components are compared in Fig.
6.11. Only high latitude WNM and CNM data with |b| >25◦ are included,



Short-term Variations in the Galactic Environment of the Sun 179

Figure 6.11. Left: CLIC velocities, for d < 50 pc stars, are plotted against CNM and WNM
velocities for sightlines with |b| > 25◦ in the Arecibo Millennium Survey. The Arecibo clouds
are within ∼425 pc if the Ho layer thickness is 185 pc. The CLIC N (Ho) is based on Do/Ho=
1.5 × 10−5, Ca+/Ho= 8.3 × 10−9, or Mg+/Ho= 6.7 × 10−6, and LSRStd is used. Right:
This composite profile shows that some CNM components can be lost in the WNM at UV
resolutions. The solid line shows a Do 1215 Å absorption component formed by two clouds
at the same velocity (0 km s−1) and column density (N (Do) = 1013.17 cm−2), but different
temperatures (50 K and 7,000 K). The dashed line shows WNM only, with N (Do) = 1013.17

cm−2 and T = 7000 K. This theoretical profile incorporates a Gaussian instrument resolution
of FWHM 3 km s−1 appropriate for UV data. Turbulent broadening is not included.

in order to avoid distant gas near the galactic plane. Some of the CNM and
WNM components are found at velocities lower than –25 km s−1, which may
be partly due to infalling Ho gas at high latitudes. Otherwise, the CLIC kine-
matics and column densities overlap generic WNM and CNM values.

Of special interest are very low column density cold CNM, or “tiny” clouds,
found for a broad range of velocities. An example is a component with Ts =
16.6 K, N (Ho)=2 ×1018 cm−2 and velocity −40.6 km s−1 observed towards
3C 225. Another example is a component with Ts = 43 K, N (Ho) = 3× 1018

cm−2, and velocity –4.6 km s−1 observed towards 4C 32.44. In addition, CNM
components with N (Ho) ∼ 1018 cm−3, Ts ∼ 30–90 K, and velocities –30 to 0
km s−1, are confirmed towards several other sources (Stanimirovic and Heiles,
2005, Braun and Kanekar, 2005).

CNM ISM is detected in the UV towards 23 Ori, with low column densities,
weak ionization, and low temperatures: N (H) >∼ 2 x 1019 cm−2, Ts ∼ 60–
150 K, and ∼1% ionization. Cold clouds with lower column densities may be
difficult to resolve at UV resolutions. The densities of these clouds are found
from pressure considerations using C I and C II fine structure lines (Jenkins,
2002), and yield nH ∼ 10–15 cm−3 and a cloud thickness of ∼0.5 pc (Welty
et al., 1999). These components are formed in the Orion-Eridanus Bubble
shell. Similar features are observed in other Orion stars. This CNM is either
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filamentary or sheet-like, and it is a plausible template for the CNM in Fig.
6.11.

The evident crowding of absorption components in velocity space may in-
troduce problems with the interpretation of UV data (§6.1.3). CNM and WNM
clouds with low N (Ho) and similar velocities would be unresolved at a nomi-
nal 3 km s−1 UV resolution, as shown by the theoretical composite Do profile
plotted in Fig. 6.11. This profile is synthesized from the expected profiles of
two clouds at 0 km s−1, temperatures 7,000 K and 50 K clouds, and each with
N (Ho) = 1018 cm−2. An instrumental resolution of 3 km s−1 is included, but
turbulence is not. Resolution problems are worse for heavy elements, since the
line FWHM∝ m−1/2. Therefore local low N (Ho) cold cloudlets can not be
ruled out, and if present would be traversed by the heliosphere in ∼1–20,000
years.

6.6.3 Magnetic Fields
Interstellar magnetic fields interact strongly with the heliosphere, and mod-

ify the propagation of galactic cosmic rays in space. Unfortunately the uniform-
ity and strength of the interstellar magnetic field (BIS) at the Sun are unknown.
We showed that magnetic field strengths of BIS ∼ 0.6–3.7 µG would satisfy
several assumptions about the equilibrium of local ISM (§6.3.4). However,
the only direct data on the nearby magnetic field are the starlight polarization
data attributed to weakly aligned interstellar grains in the nearest ∼35 pc (Tin-
bergen, 1982, Frisch, 1990). More recently, it appears as if these grains are
instead trapped in the magnetic wall of the heliosheath (Frisch, 2005). The
global nearby BIS thus must be used to obtain insight on BIS near the Sun.

The properties of the interstellar magnetic field, including the weak spa-
tially uniform (Bu) and stronger random (Br) components, are known for both
CNM and WIM (e.g. Beck, 2001, Crutcher et al., 2003, Heiles, 2004a, Heiles
and Crutcher, 2005). The CNM median field strength of 6.0±1.8 µG is de-
termined from data on the Zeeman splitting of the H I 21 cm line (Heiles and
Troland, 2005), but may not apply to the CLIC where CNM is not yet de-
tected. Although BIS∼ n for densities larger than 103 cm−3, at lower densities
BIS strengths are uncorrelated with cloud density, in violation of simple flux
freezing assumptions.

Pulsar data, synchrotron emission, and starlight polarization data indicate
that the ratios of the random (Br) and uniform (Bu) components of the local
field are Bu/Br ∼ 0.6–1.0. Synchrotron emission of external galaxies indi-
cate that the ratio Bu/Br increases in interarm regions such as surrounding the
Sun, but decreases in spiral arm regions as the magnetic fields become more
random. Comparisons of magnetic field strengths determined from polarized
synchrotron emission and pulsar dispersion measure observations, which in-
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teract with BIS and the WIM, give the total local field strength and the rela-
tive strengths of Bu and Br. Synchrotron emission gives a total field strength
locally of BIS∼ 6 ± 2 µG, and the uniform component strength Bu∼ 4 µG.
Faraday rotation from the propagation of the oppositely polarized circular com-
ponents produces a polarization phase shift, given by the rotation measure RM
=
∫ L
0 B||(x)ne(x)dx, which responds to the parallel component of the magnetic

field, B||, weighted by the electron density, ne(x), and integrated over path-
length L. BIS is directed away from the observer for RM<0. Wave packet
dispersion in the WIM gives the dispersion measure DM =

∫ L
0 ne(x)dx. The

mean local field, weighted by n(e), is found from the ratio RM/DM and is
B‖∼ 6.5 µG, where Bu∼B‖.

Starlight polarization data show that the local BIS is relatively uniform, and
not strongly strongly distorted or tangled by turbulence. Locally the total field,
BIS, follows the pitch angle, 9.4◦, of the local spiral arm, and has a curvature
radius of ∼7.8 kpc centered on � = 344.6◦. The starlight polarization vectors
converge near �∼80◦ and ∼270◦, where the random component of the field,
Br, results in a polarization angle that is rotated over all angles.

A large excursion from Bu is seen towards within 150 pc, towards Loop
I, where both polarized starlight and synchrotron emission indicate a mag-
netic field conforms to the superbubble shell around the Scorpius-Centaurus
Association. Surveys of B‖ in morphologically distinct objects such as the
Loop I, Eridanus, and Orion supershells, show that the magnetic field is strong,
B‖> 5 µG, and ordered throughout these shell features.

6.6.4 Origin of Local ISM
Several origins have been suggested for the CLIC. CLIC kinematics and

abundance patterns led to the suggestion that the CLIC is part of a superbub-
ble shell surrounding the Scorpius-Centaurus Association (Frisch, 1981, Frisch
and York, 1986, de Geus, 1992, Frisch, 1995). The SCA is surrounded by a
well-known supershell formed by epochs of star formation, winds from mas-
sive stars and supernovae (Weaver, 1979). Using superbubble expansion mod-
els and the star formation rates in the SCA, Frisch modeled the CLIC as a
fragment of the shell from the formation of the Upper Scorpius subgroup (∼4
Myrs old) of the SCA, which has expanded away from the high-density ISM
close to the association to the lower pressure regions around the Sun (Frisch,
1995). A related suggestion attributes the origin of the CLIC to Rayleigh-
Taylor instabilities in the shell of the younger Loop I supernova remnant (∼0.5
Myrs old), which has propelled ISM towards the Sun (Breitschwerdt et al.,
2000). A third origin suggests that the CLIC originates as a magnetic flux tube
that is originally captured in the inner wall of the Local Bubble surrounding
the Sun, and is driven back into the Local Bubble interior by magnetic tension
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(Cox and Helenius, 2003). This scenario requires that the CLIC velocity and
magnetic fields are parallel, which appears unlikely because of the asymmetric
capture of small interstellar dust grains in the heliosheath (Frisch, 2005). Each
of these suggestions is consistent with the CLIC kinematics, but should have
different consequences for short-term variations in the solar environment.

6.7 Summary
In this chapter we have tried to present the essential information required to

understand short-term variations in the galactic environment of the Sun, and at
the same time make an educated guess about the times that the Sun has tran-
sitioned between different types of ISM for the past 103−105 years. It is our
hope some day that the geological radio isotope records can be searched for
the signatures of these transitions, although earlier searches have been incon-
clusive (e.g., Frisch, 1981, Sonett et al., 1987, Frisch, 1997).

Both the Sun and ISM move through our local neighborhood of the Milky
Way Galaxy, which is described by the LSR rest velocity frame (with its own
uncertainties). The Sun has been in the nearly empty space of the Local Bub-
ble interior for several million years. Sometime in the past ∼140,000/nHI,0.2

years, the Sun exited the nearly empty Local Bubble and entered an outflow
of ISM with an upwind direction towards the Scorpius-Centaurus Association.
Even more recently, ∼40,000/nHI,0.2 years ago, the Sun entered the cloud now
surrounding us, the LIC. Within ∼4,000 years the Sun will exit the LIC. What’s
next? The flow of local ISM past the Sun is bearing down on the Sun at a rel-
ative velocity of ∼28 km s−1, the cloudlets in this flow are expected to pass
over the Sun more often than roughly once per ∼70,000 years. The next cloud
the Sun is most likely to traverse is either the G-cloud or the Apex Cloud. This
cloud must be either either inhomogeneous or denser by a factor of ∼30 than
the LIC.

Most of this nearby ISM is warm partially ionized gas, not dissimilar to
warm ISM observed elsewhere, except that column densities tend to be lower.
The properties of this gas are mainly consistent with predictions of radiative
transfer models, which then suggests that the local gas is close to equilibrium.
If viewed from elsewhere in the galaxy, the ensemble of ISM close to the Sun
could easily pass as warm neutral material such as observed by H I 21 cm
data. The general characteristics of nearby ISM are similar to the global warm
neutral material, except that column densities are very low so that Ho ionizing
photons penetrate to the cloud cores. The physical properties of the CLIC
vary both between and within clouds. The low column densities of this ISM
lead to ionization variations inside of a cloud. As the Sun passes between
clouds, the interstellar ionization, dynamic pressure or the thermal pressure
may vary, possibly all at once. As a consequence, the boundary conditions of
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the heliosphere may experience dramatic variations as the Sun moves through
the CLIC. The efforts to understand these variations has just begun.

One of the more intriguing possibilities is that tiny cool ISM cloudlets are
undetected in the nearby warm partially ionized gas (WPIM). Such structures,
with N (Ho) ∼ 1018 cm−2, are seen elsewhere, although infrequently. A new
class of cloud models, perhaps based on macro-turbulence, will be required if
such structures exist locally.

Most of our conclusions have substantial inherent uncertainties. The most
prominent is that all distances, such as those to cloud edges, are based on
N (Ho), which is moderately well known for most sightlines discussed here,
and an assumption about the mean Ho space density, 〈n(H◦)〉. We have a very
good idea of the value for 〈n(H◦)〉 in the LIC because of extensive develop-
ment of radiative transfer models for the LIC. Our confidence in the models fol-
lows from their ability to predict both ISM densities inside of the heliosphere,
including the Ulysses satellite values for n(Heo), and ISM column densities
towards nearby stars. Since column densities are too small locally for mea-
surements of the fine-structure lines that yield n(Ho), we have assumed that
the LIC value for 〈n(H◦)〉 applies elsewhere in the CLIC. In addition, the tran-
sition epochs for the Sun are calculated by assuming that there are no gaps
between individual cloudlets, as defined by velocity. The LIC 〈n(H◦)〉 value is
probably representative of the downwind CLIC, because the Sun is so close to
the downwind edge. However, we can not rule out gaps between the cloudlets,
and such gaps would alter estimates of the epoch the Sun entered the CLIC.

One of the most significant improvements will be to make good maps of
nearby ISM. Such maps would require a new generation of space instrumen-
tation, capable of high resolution, R ∼ 500,000, and high signal-to-noise ob-
servations of both bright and faint objects over the spectral range 912–3,000
Å. We also need more precise measurements of the diffuse interstellar radi-
ation field, throughout the full spectral interval of 2000 Å to 0.1 keV. Such
data would provide a strong constraint on the interface emission and reduce
uncertainties in the Mgo photoionization rate.

In this chapter we have reviewed the short-term variations in the galactic
environment of the Sun. Our galactic environment affects the heliosphere,
and by analogy the astrospheres of nearby stars, so that the space trajectory
of a star is a filter for other planetary systems with conditions conducive to
stable climates for exoplanets (Frisch, 1993). As other papers in this vol-
ume demonstrate, the ISM-modulated heliosphere has a pronounced effect on
the cosmic ray flux in the inner heliosphere, which in turn appears to affect
the climate. Similar processes will affect the climates of planets outside of the
solar system. Such possibilities make the study of short-term variations in the
galactic environment of the Sun highly topical.
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Abstract Cosmic dust is a significant ingredient in the interstellar environment of the Sun.
Information about this solid phase of matter in interstellar space comes from
the measurement of the extinction, and polarization of starlight, from emission
spectra in the infrared, from the analysis of the isotopic composition of presolar
grains in primitive meteorites, and from in situ measurements taken by dust de-
tectors on board interplanetary spacecraft. During the more than 10 years of in
situ data coverage, our solar system has traveled less than 0.3× 10−4 pc, only a
tiny fraction of the local interstellar cloud that surrounds the Sun. Therefore we
do not expect any change in the flux of interstellar dust through the solar system.
And, indeed, the observed variation of the local interstellar dust flux can fully
be accounted for by the modulation of the interstellar dust stream and by its in-
teraction with the heliospheric magnetic field. Modelling the current interaction
between interstellar dust and the heliosphere provides an excellent laboratory for
investigating the consequences of an encounter of the Sun with a much denser
interstellar cloud that also should contain a higher concentration of dust grains.
If the heliosphere is sufficiently compressed such that the planets are exposed
to interstellar material, the small interstellar dust grains, which are currently ex-
cluded from the heliosphere, would create an increased amount of secondary
dust particles when they collide with asteroids and comets. This would lead to a
more dusty interplanetary environment with higher accretion rates of dust onto
planetary atmospheres.
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Introduction
The discovery that cosmic dust is a major component of the galactic envi-

ronment was made as early as the 1920s, when the reddening of starlight was
attributed to galactic interstellar dust (Schalén, 1929, Trümpler, 1930, Öhman,
1930). It was argued that the small interstellar grains scatter predominantly
blue light, thereby removing it from the line of sight between the observer and
the star. The red portion of the light is less affected, and consequently the
stars appear reddened when a dust cloud is in front of them. The first model
of the composition of interstellar grains was created in the 1940s (Oort and
Van de Hulst, 1946, Van de Hulst, 1949). It described an icy dust population
that consisted of hydrogenated compounds of the most abundant heavy ele-
ments (heavier than hydrogen and helium) O, C, and N . Mainly H2O, CH4,
and NH3 ice were believed to condense in interstellar clouds and to form con-
glomerates with typical sizes of about 0.3 µm. In order to explain the spectral
properties of the reddening, a model grain distribution was introduced. It was
found to explain the observed extinction at that time (Struve, 1937, Henyey
and Greenstein, 1941, Stebbins and Whitford, 1943), and could be interpreted
as an equilibrium state between growth and collisional fragmentation of grains
in the interstellar cloud.

Information about the dust temperature in interstellar clouds can be obtained
by observing the emitted radiation. Just like interplanetary dust grains, most
energy emitted by interstellar dust is in the infrared. The detection of interstel-
lar dust closer to our Sun became possible after infrared astronomy was used
more frequently to analyze interstellar phenomena. The spectroscopic analysis
of the infrared light also allowed the identification of molecular bands that pro-
vided information on the chemical composition of interstellar dust. Prominent
silicate (Si–O) features near 10 and 20µm, and the polycyclic aromatic hydro-
carbon (PAH) features at 3.3, 6.2, 7.7, and 11.3 µm were detected. It was the
European Infrared Space Observatory (ISO) that provided, for the first time,
high resolution spectra in the wavelength range from 2 to 200 µm. With the
ISO data, it became possible to obtain an inventory of molecular ice features
of H2O, CO, CO2, and CH3OH in molecular clouds. Already early infrared
observations showed, however, that interstellar absorption spectra of lines of
sight through the diffuse medium lacked the O–H stretching feature of H2O
ice at 3.08µm that was predicted by the icy dust model (Danielson et al., 1965,
Knacke et al., 1969). Consequently, new models of the interstellar dust com-
position called for refractory grains, mainly consisting of graphite (Hoyle and
Wickramasinghe, 1962), SiO2 (Kamijo, 1963), and SiC (Friedemann, 1969).
Modern models that also take into account the cosmic abundance of chemical
elements, as well as polarization measurements, suggest grains of various sizes
and compositions: small graphite grains, silicate grains, and composite grains
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containing carbon (amorphous, hydrogenated, or graphitic), silicates, and ox-
ides (Mathis, 1996). Also grains consisting of a silicate core with an organic
refractory mantle, as well as nanometer-sized grains, or large molecules, of
polycyclic aromatic hydrocarbons are discussed (Li and Greenberg, 1997).

What is the origin of interstellar grains? It is known that evolved stars
continuously lose mass. About 90% of the stellar mass loss is provided by
cool high-luminosity stars, in particular by asymptotic giant branch (AGB) and
post-AGB stars. As the ejected material cools in the expanding stellar wind,
solid particles condense out of the gas phase (for reviews see Whittet, 1989,
Whittet et al., 1992, and Sedlmayr, 1994). This so-called “stardust” provides
the seeds for grains that grow in cool interstellar clouds by accretion of atoms
and molecules and by agglomeration (Ossenkopf and Henning, 1994). The lab-
oratory analysis of the isotopic composition of primitive meteorites shows that
in addition to stardust from evolved AGB stars there is a significant amount
of dust generated in the envelopes of super nova explosions (Hoppe, 2004).
From observations of the interstellar medium, it is known that dust is not only
created there, but also destroyed. Shocks in the medium are mainly caused by
supernova explosions and supersonic stellar winds. In these shocks dust grains
are ground down by the plasma and mutual collisions (Jones et al., 1994). Ad-
ditionally, dust grains lose their volatile constituents when they are exposed
to the interstellar UV radiation (Greenberg et al., 1995). Ultimately, an inter-
stellar dust grain can be incorporated and destroyed in a newly forming star, or
it might become part of a planetary system. This way cosmic dust is repeatedly
recycled through the galactic evolution process (Dorschner and Henning, 1995).

Early attempts to detect interstellar dust in the solar system with in-situ in-
struments on board the Pioneer 8 and 9 spacecraft failed or were inconclusive
(McDonnell and Berg, 1975). The non-detection of interstellar dust by Pio-
neer 8 and 9 was interpreted to be caused by the electrostatic charge that grains
acquire in the heliospheric environment. This charge causes the grains to inter-
act with the solar wind magnetic field that diverts them out of the heliosphere.
A more detailed analysis of the proposed diversion effect (Gustafson and Mis-
coni, 1979, Morfill and Grün, 1979) showed that the solar wind magnetic field
is not only capable of diverting small interstellar grains, but also of concen-
trating them towards the plane of the solar magnetic equator, depending on the
phase of the solar cycle. More than a decade after these discussions, interstel-
lar dust grains were unambiguously detected in the solar system with in-situ
instruments (Grün et al., 1993). Once it became evident that galactic inter-
stellar dust is accessible to in-situ detection and even sample return to Earth,
NASA selected the Stardust mission to analyze and return to Earth samples
of interstellar dust at asteroid belt distances (Brownlee et al., 1997). While
the primary mission of Stardust is the encounter with comet Wild-2 in Janu-
ary 2004, its secondary goal is to collect and detect the interstellar grains that
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have been discovered by Ulysses. With its time-of-flight mass spectrometer
Stardust is capable of analyzing the chemical composition of local interstellar
dust. Stardust returns to Earth in January 2006, when it sends a capsule into
the Earth’s atmosphere that contains the collected dust samples.

7.1 The Contemporary Interstellar Dust Environment
of the Heliosphere

Our current understanding of the contemporary interstellar environment of
the heliosphere comes mainly from the in-situ data collected with Ulysses. The
Ulysses spacecraft circles the Sun on an elliptical orbit that is inclined by 79◦

with respect to the ecliptic plane. Its closest point to the Sun is at 1.3 AU, and
the furthest point from the Sun is at 5.4 AU. Ulysses carries an impact ioniza-
tion dust detector (Grün et al., 1992b, Grün et al., 1992a), which measures the
plasma cloud released on impact of cosmic dust grains onto its sensitive target.
The plasma cloud is separated by an electrostatic field, and the charge signals
are measured at the electrodes. A detection is confirmed by multiple coinci-
dence of three independent charge signals. Masses and impact speeds of the
impactors are determined from the measured amplitudes and rise times of the
impact charge signals (Grün et al., 1995). In addition to the mass and speed of
the impacting grains, the coarse impact direction can be determined from the
time of the impact, since the dust detector has a limited circular field of view
of 140◦ (full angle) that scans directions perpendicular to the spacecraft’s spin
axis as the spacecraft rotates.

The discovery of interstellar dust grains in the Ulysses data was achieved by
observing the dust impact direction, impact speed, and the dependence of the
dust impact rate as a function of the ecliptic latitude of the spacecraft. It was
found that interstellar dust arrives from the opposite direction than does dust
from interplanetary sources like short period comets or asteroids. In addition
the impact speeds of dust grains from the retrograde direction have been above
the local solar system escape speed, even when radiation pressure effects are
neglected. The observation that the impact rate of small dust grains remained
in the same order of magnitude after Ulysses left the ecliptic plane (Baguhl
et al., 1996), where most interplanetary sources are concentrated, shows that
the impacts detected by Ulysses are in fact dominated by interstellar grains
(Krüger et al., 1999).

Since Ulysses left the ecliptic plane in February 1992, it monitors the stream
of interstellar dust grains through the solar system. It was found that the
solar wind filtration causes a deficiency of detected interstellar grains with
masses below 10−17 kg (Grün et al., 1994). This is illustrated by Figure 7.1,
which shows how the heliospheric magnetic field creates a cavity void of small
interstellar grains around the Sun. An additional filtration by solar radiation
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Figure 7.1. Time-lapse sequence (left to right, top to bottom) of the distribution of small
(m < 10−17 kg) interstellar dust grains in the heliosphere over one solar cycle (Landgraf,
2000). The distributions are shown in a plane that includes the Sun at its center (shown by the
white dot) and the initial velocity vector of the dust grains, which is parallel to the x-axis (scale
is shown in AU). The colour scales on the left of each panel indicate the spatial concentration
relative to the value in the LIC.

pressure, which deflects grains with masses of 10−16 kg, was found to be
effective at solar distances below 4AU (Landgraf et al., 1999a). In mid-1996 a
decrease of the interstellar dust flux density was observed, from initial values
of 1.5×10−4 m−2 s−1 to 0.5×10−4 m−2 s−1 (Landgraf et al., 1999b). In early
2000 the flux returned to values around 1×10−4 m−2 s−1, which it maintained
up to end of November 2002 (Landgraf et al., 2003).

What is the cause of the temporal variation of the interstellar dust flux as
seen in Figure 7.3? In general there are three possible explanations: (a) a
spatial variation of the dust concentration in the heliosphere that translates into
temporal variation with spacecraft motion; (b) a variation in the efficiency of
the filtration mechanisms at the heliopause and within the heliosphere; and (c)
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a variation of the dust concentration in the interstellar medium. The spatial
variation of the interstellar dust distribution in the heliosphere, as indicated
by possibility (a) and the dependence of the measurement on the spacecraft
location, must be considered when simulating the measurements (Landgraf,
2000). If the flux variation was solely due to the spatial distribution, however,
the flux value would be periodic with Ulysses’ orbital period of 6.2years. This
is not the case, as the flux measured in early 1993 was three times greater than
in mid-1999.

If an acceptable fit is achieved under the assumption of possibility (b), an
efficiency change of the filtration mechanisms, we can conclude that the dust
phase of the LIC is homogeneous on scales of a few 10AU, as the Sun traveled
50 AU relative to the LIC in the period from end-1992 to end-2002. The filtra-
tion in the heliopause region will not have a strong effect on the detected dust
grains because the dust grains that can be detected by the Ulysses detector are
typically larger than 0.2 µm in diameter, and thus their charge to mass ratio is
too small for the heliopause to have a significant effect (Linde and Gombosi,
2000).

In order to determine the influence of the varying solar wind magnetic field
on the interstellar dust flux, a model of the heliospheric interaction of inter-
stellar grains was constructed (Landgraf, 2000, Landgraf et al., 2003). In this
model the grains are assumed to be spherical, with their charge to mass ratio
and radiation pressure coefficient depending solely on the grain radius. Fig-
ure 7.2 shows the predicted flux at the location and in the frame of reference of
the Ulysses spacecraft, normalized to the initial flux, for various grain sizes.

As expected, the simulation shows that the filtration is most efficient for the
smallest grains with radii of 0.1 µm. The spatial distribution of these grains
is dominated by the interaction of these grains with the solar wind magnetic
field resulting from their high charge-to-mass ratio of q/m = 5.31 C kg−1.
The Lorentz-force created by the solar wind magnetic field sweeping past the
grains both repels and focuses the grains, depending on the configuration of
the field and thus on the phase of the solar cycle (Grün et al., 1994, Gustafson
and Lederer, 1996, Grogan et al., 1996). At the end of the focusing solar cycle,
the grains are concentrated in a sheet about the plane of the solar equator. The
concentration of small grains is thus expected to be small at high heliographic
latitudes not too close to the Sun. Because the solar wind magnetic field moves
radially outward with the solar wind, the Lorentz-force on the grains is not
perfectly perpendicular to the solar equator, but also contains a small outward
directed component. This force decelerates small grains and causes a region
of enhanced density upstream of the Sun, which is visible as the arc-shaped
feature in Figure 7.1. During the solar minimum phase, when the average in-
terplanetary magnetic field has a strongly diverting effect on small dust grains,
the region of high grain density is diverted before it reaches the solar vicinity.
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Figure 7.2. Predicted temporal variation of the flux (solid lines) of interstellar dust arriving at
the Ulysses spacecraft for four different grain radii. The dashed lines around the flux prediction
curves indicate the 1σ uncertainty that results from the small-number-statistics of the Monte-
Carlo simulation. The vertical dotted lines mark the milestones along Ulysses’ orbit. The flux
is normalized to its value at large distances from the Sun.



202 The Significance of our Galactic Environment

According to the Monte-Carlo simulation, the flux of grains with radii of
0.1 µm never reached more than 2% of its value at infinity between 1992 and
2005. In the second half of the last solar cycle, between 1997 and 2001, these
small grains were even completely removed from the part of the solar system
inside 5 AU. Only around aphelion was Ulysses in the right location to detect
them. The prediction also shows that the flux of small interstellar grains at the
location of Ulysses should be reduced when the spacecraft was over the solar
poles, as expected. Already the next bigger grains with a radius of 0.2 µm are
much less affected by the solar wind magnetic field. Their flux is close to its
value in the interstellar medium at the beginning of the last solar cycle. The
strong decrease in flux by one order of magnitude around Ulysses’ perihelion
is caused by the strong effect of radiation pressure on grains of this size. The
simulation predicts the maximum suppression of the flux at Ulysses by two
orders of magnitude just before the first aphelion in 1998. Grains with radii of
0.3 and 0.4 µm follow the same trend as the 0.2 µm grains, but exhibit much
less variation due to their smaller charge to mass ratios.

Comparisons between the interstellar dust flux variation, as measured at
Ulysses, and the Monte-Carlo simulation results allows us to determine which
combination of charge-to-mass ratio and radiation pressure coefficient must
be dominant in the interstellar dust stream. This combination then gives us
information on the typical grain sizes. Figure 7.3 shows the best fit of the
simulated flux profiles to the Ulysses data.

The fit results in a dominant contribution from 0.3 µm grains with some
minor contribution from 0.4 µm grains. The contribution from 0.1 and 0.2 µm
grains is not needed to achieve the fit. The fitted flux profile successfully rep-
resents the qualitative features of the measurement: The almost constant flux
between 1992 and 1996, the decrease in 1997, and the rebound until 2002.
Also, the relatively low value of the normalized χ2 of 0.1 (or not normalized
χ2

8 = 0.9 for 8 degrees of freedom) shows the good agreement of prediction
and measurement. In the period between 1998 and 2000, however, the mea-
sured values are systematically higher, indicating an earlier rebound of the dust
flux than predicted.

This result, that it is possible to fit the observed variation of the interstellar
dust flux in the heliosphere assuming a constant dust concentration in the LIC,
lets us conclude that the dust phase of the LIC is homogeneously distributed
over length scales of 50AU, the distance inside the LIC traveled by the Sun be-
tween end-1992 and end-2002, which is the period when the data was acquired.
From this observation it can be predicted that the flux of interstellar dust onto
the Ulysses detector levels off at a constant value just above 1× 10−4 m−2 s−1

until the end of 2004.
While the Ulysses observations have shown that in the solar vicinity the

LIC is homogeneous on scales much smaller than the extent of the cloud itself,
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Figure 7.3. Fit of simulated to measured flux. The fit parameters are the relative contribution
of grains of sizes between 0.1 and 0.4 µm (The 0.1 µm curve is not shown, because it did
not contribute to the fit). The flux measurements by Ulysses are shown as in Figure 7.3. The
solid lines show the flux profiles of the simulated grains of various sizes, scaled with their best-
fit relative contributions. The shaded region indicates the best-fit total predicted flux, with its
vertical extent giving the 1σ uncertainty.

recent results (Price et al., 2001) from UV absorption measurements along
lines of sight toward nearby stars indicate that local inhomogeneities on scales
of 10 AU exist. Now the question is: how will the interstellar dust population
in the heliosphere change if the Sun encounters a different interstellar environ-
ment?

7.2 Consequences of a Changing Interstellar Environment
In the past few million years the Sun has traveled through a region of space

with very low interstellar gas and dust densities. This region, commonly re-
ferred to as the Local Bubble, is located between two spiral arms of the Milky
Way galaxy. Our galactic environment changes with time since the Sun moves
through space with a velocity of ≈16.5 pc every one million years. What
will the response of the heliosphere be if the Sun traverses a region 104 times
more dense than our current environment? The modelling of the hydrodynamic
interaction of the solar wind plasma with a much more dense environment
(Yeghikyan and Fahr, 2004) shows that the heliosphere can be compressed to
an upwind radius of less than 1 AU, which would expose the Earth directly to
interstellar material.
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Another, probably equally significant, effect will be that the small-grain
component of the interstellar dust population is no longer deflected, as the solar
wind magnetic field is only effective in the domain of the wind. The depletion
of interstellar dust grains smaller than 0.2 µm observed by Ulysses today (see
above) keeps the interstellar dust flux in the order of hundreds of impacts per
square meter each year. Since the grain size distribution rises steeply as grain
size decreases, a compression of the heliosphere will expose the affected re-
gions, including objects in these regions, to interstellar dust fluxes orders of
magnitude higher than today. The increase of the interstellar dust mass ac-
creted will not be significant, as the total mass of interstellar dust is dominated
by the larger grains (Landgraf et al., 2000), the dynamics of which are not
influenced by the presence or non-presence of the heliosphere. There will be
however a strong effect on the secondary dust production rate of comets, as-
teroids, and Kuiper Belt objects, as this parameter is proportional to the cross
section flux density that is dominated by the smaller grains.

The Kuiper belt dust production is an especially important factor in the dust
equilibrium of the solar system. It is known that about half of the dust produced
by the Kuiper Belt is released by interstellar dust impacts. From measurements
by the Pioneer 10 meteoroid experiment (Humes, 1980, Landgraf et al., 2002),
we know that the Kuiper belt must produce 50 tons per second in order to main-
tain the equilibrium dust concentration beyond Saturn’s orbit. It is difficult to
estimate how much this production rate would increase if the inner, dense part
of the Kuiper belt were to be exposed to a significantly increased flux of small
interstellar grains. The surface properties of Kuiper belt objects are not well
known, and thus we cannot know the smallest grain size that will effectively
eject dust for an impact velocity of 20 km s−1.

In general it can be stated that the compression of the heliosphere will lead
to a changed dust environment in interplanetary space. More small interstel-
lar dust grains will be present, and probably also more interplanetary dust.
This will change the accretion rates onto the planets. The Earth today accretes
about 40, 000 tons of interplanetary dust each year (Love and Brownlee, 1993),
which is significant for the chemistry of the high atmosphere and the delivery
of exotic elements to the Earth’s surface. With an increased dust concentration
in interplanetary space due to a compressed heliosphere, the effect on the Earth
can only be bigger.
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EFFECTS IN THE INNER HELIOSPHERE
CAUSED BY CHANGING CONDITIONS 
IN THE GALACTIC ENVIRONMENT

Eberhard Möbius1, Maciek Bzowski2, Hans-Reinhard Müller3, Peter Wurz4

Abstract Interstellar neutral gas flows through the inner heliosphere because of the
Sun’s relative motion with respect to the surrounding local interstellar
medium. For contemporary medium conditions, interstellar He constitutes
the largest neutral gas contributor in interplanetary space at Earth’s orbit.
This neutral gas is the source of a small, but noticeable population of
pickup ions in the solar wind, which subsequently is injected into ion ac-
celeration processes much more efficiently than solar wind ions. In fact,
He+ has been found to be the third most abundant energetic ion species at
1 AU after H+ and He2+. During its history, the solar system must have
encountered a variety of interstellar environments, including hot and di-
lute bubbles and much denser clouds, and will continue to do so in the
future. We have studied the neutral gas and its secondary products in the
inner heliosphere, such as pickup ions and energetic particles, for condi-
tions that range from that of a hot bubble to dense clouds with densities
up to 100 times the current value, allowing for variation in temperature
and bulk flow velocity. We have used multi-fluid models of the global
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heliosphere and kinetic models of the He flow, to derive the spatial distri-
bution of interstellar neutral H and He in the inner heliosphere. With this
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acts like a huge and stationary comet in the sense that the solar wind
would be decelerated to approximately the interstellar flow speed at 1
AU. Under such conditions energetic particles generated from interstellar
pickup ions would dominate the energetic particle population at least
during solar minimum.

Key words:

Since the late 1960’s it has been well known that the Sun’s environ-
ment cannot be compared with a Strömgren Sphere, as seen around mas-
sive and luminous O or B stars. A Strömgren Sphere is basically a
spherical HII region around a star in which the interstellar gas is com-
pletely ionized by the star’s ultraviolet radiation, and the radius of the
sphere is determined by an equilibrium between ionization and recombi-
nation at the boundary (Strömgren, 1939). Due to the Sun’s motion with

26 km/s relative to the interstellar medium (ISM) the equilibrium con-
dition is violated because the typical time constant for ionization of H
atoms is much longer than the travel time for distances larger than a few
astronomical units (e.g. Fahr, 1968a). As a consequence a wind of inter-
stellar neutral gas blows through the entire heliosphere, which is not af-
fected significantly by the solar wind and its embedded magnetic field.
In this way, the interstellar medium fills even the inner solar system with

Neutral particles; pickup ions; energetic neutral atoms; energetic particles;

8.1 
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Introduction

limitation the termination shock is at 8 AU, an d the Earth remains in the
supersonic solar wind. Except for the case when the Sun is immersed in a
hot bubble with no neutral gas, interstellar He maintains its dominant role
in the inner heliosphere. However, even for the highest densities, the in-
terstellar gas generally does not yet affect the solar wind dynamically at 1
AU, except for the region of the He focusing cone on the downwind side
of the interstellar flow. Because dense clouds usually are also cold, a
rather narrow cone with a drastically increased density develops, which

stellar flow speed and temperature, as well as the Sun’s gravitation and

extrasolar neutral gas. It forms a recognizable pattern with a small cen-
tral void that depends on the ionization potential of the species, the inter-

The Significance of Our Galactic Environment

heliosphere-ISM interaction; interstellar cloud variations



dary particle populations, such as neutral solar wind and pickup ions, as well as their
energetic offspring. The decreasing influence of the solar wind with distance from the
Sun is shown in yellow and the increasing importance of the ISM in light blue.

Figure 8.1. Schematic view of the inner heliosphere with the interstellar gas, its secon-

There has been speculation about potential effects on the Earth, in case it

this volume). This may happen during a very drastic compression of the

Over the past 10 years, substantial attention has been devoted to po-
tential changes in the overall size, shape and morphology of the helio-
sphere in response to variations in the physical parameters of the ISM
environment of the Sun over time (Frisch 2000; Zank and Frisch, 1999).

radiation pressure (see, e.g., reviews by Axford, 1972; Fahr, 1974; Hol-
zer, 1977; Fahr, 2004).

heliosphere to smaller than 1 AU, which will also substantially alter the
modulation of cosmic rays and thus the Earth’s exposure to them (Flo-
rinski and Zank, this volume). However, less effort has been spent on
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is exposed to the ISM rather than the solar wind (Yeghikyan and Fahr,



1994; Chotoo et al., 2000; Möbius et al., 2001). He+ that originates from
interstellar pickup ions is, with He+/He2+ 0.06, the third most abundant
energetic ion species in the inner solar system (Kucharek et al., 2003).
Last but not least, charge exchange between the solar wind and inter-
stellar gas in the heliosphere not only produces pickup ions, but also
leads to the generation of a small yet recognizable fraction of neutral

ucts, which together with the original gas itself are important contribu-
tors to the neutral and ionized particle environment in the heliosphere.

major interstellar and solar particle sources, including their secondary
products and places where energetic particles are generated. Under cur-
rent conditions the total density of interstellar particles dominates that of

ionization by solar UV, charge exchange with solar wind ions, and elec-
tron impact ionization, interstellar pickup ions are formed that are trans-
ported radially outward with the solar wind (Vasyliunas and Siscoe,
1976; Möbius et al., 1985; Gloeckler et al., 1993). Consequently, the
continuous mass-loading of the solar wind by interstellar ions leads to a
slow-down beyond 30 AU (Richardson et al., 1995; Lee, 1997; Wang
and Richardson, 2003). Already here the pressure of pickup ions starts to
dominate in the interplanetary plasma and shows up as the leading cause
of internal variations in the solar wind (Burlaga et al., 1996). In addition,
pickup ions have been identified as a potent source population for accel-
erated particles in interplanetary space. In fact, they are accelerated in

wind distributions at coronal mass ejection (CME) driven shocks and in

Figure 8.1 presents a view of the inner heliosphere together with the

solar particles outside 5 – 0 AU, depending on solar activity. Through1

interplanetary space more efficiently by a factor of 100 – 200 over solar

co-rotating interaction regions (CIR), shown in Fig. 8.1 (Gloeckler et al.,

related changes of the interstellar neutral gas inventory in the inner heli-
osphere in response to more moderate variations in the physical pa-
rameters of the local galactic environment. These will form the topic of
the present chapter.

Throughout the heliosphere, including its innermost portion, the 
interstellar neutral gas flow is the source for a number of secondary prod-

solar wind (e.g. Fahr, 1968b; Gruntman, 1994; Gruntman, 1997; Collier
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et al., 2001). Increase of the neutral gas population in the inner helio-
sphere due to changes in density, velocity, and temperature of the sur-
rounding medium will, therefore, lead to an increase in the importance of
each of the aforementioned secondary products. The influence of inter-
stellar pickup ions on the solar wind dynamics will be pushed closer to
the Sun. The increased density of pickup ions is mirrored in an increased
importance of the relevant energetic ion populations. Finally, neutral
solar wind is not blocked by the Earth’s magnetic field and, thus, will
have direct access to interaction with the upper layers of the Earth’s at-
mosphere. If the neutral solar wind flux reaches a certain level, substan-
tial effects on the particle and energy balance in the upper atmosphere

treme cases the interaction with the neutral solar wind may look more
like the direct exposure of the Venusian or Martian atmosphere to the
solar wind (Breus et al., 1989), except for the magnetic pile-up.

The purpose of this chapter is not to go into detail about the effects of
all these secondary products on the Earth and the Earth’s magnetosphere,
which are covered in the chapters by Yeghikyan and Fahr (this volume)
and by Parker (this volume). It will rather describe how the primary
neutral gas distributions and the related secondary products change in
response to variations in the local interstellar medium over a significant
and reasonable range in interstellar density, temperature, and velocity.
For the purpose of this book we will include the bandwidth of current
solar activity in the range of parameters, but potential changes in the ac-
tivity level with the age of the Sun go beyond the scope of this chapter.
We will start the discussion with a summary of the current understanding
of the interstellar inventory in the heliosphere, including knowledge
about its secondary products, based on observations and heliospheric
modeling. In the following section we will model changes in the hydro-
gen (H) and helium (He) inventory for similar sets of parameters. These
two key species are kept separate because of their genuinely different
interaction with the heliosphere. Helium passes through the heliospheric
boundary unimpeded and is the dominant interstellar species at 1 AU
because of its high ionization potential. Hydrogen is substantially filtered
in the heliospheric interface region, leading to a reduction in density,
slowdown, and heating. As the majority component in the ISM, H plays
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are expected (Bzowski et al., 1996; Yeghikyan and Fahr, 2004). In ex-



under these circumstances, we will discuss the effects of their variation
on all the secondary products.

As has been pointed out in the introduction, neutral interstellar gas
flows through most of the heliosphere. This gas flow is responsible for a
number of secondary products, which can affect the environment of the
Earth if their fluxes reach a high enough level. On the other hand, the
presence of the neutral gas flow enables the use of powerful in situ diag-
nostic tools to study the gas and its products in the inner solar system,
from Earth orbiting and interplanetary spacecraft. In the following we
will summarize our knowledge of the interstellar neutral gas and its
products under current interstellar boundary conditions.

The most abundant element both in the solar wind and in the local
interstellar medium is hydrogen, which consequently also determines the
overall dynamics between both domains. The interaction of the solar
wind plasma with the ionized component of the interstellar wind creates
the heliosphere with its characteristic heliospheric boundaries, namely,
the termination shock and the heliopause. The ISM plasma experiences
the heliosphere as an obstacle and flows around it, the heliopause being
the separation surface between the solar wind and interstellar plasma.
Before the supersonic solar wind reaches the heliopause, it is decelerated
and heated at the termination shock and then turned into a tailward flow
relative to the interstellar neutral gas (ISN) flow. Other species of the
neutral gas mostly follow the bulk flow, but are dynamically decoupled
because the mean free path length for collisions exceeds or is of the or-
der of the size of the heliosphere.

8.2.

8.2.1 
in the Heliosphere
Modeling of Interstellar Neutral H and He Gas 

the dominant role in the determination of the overall size and shape of
the heliosphere. Finally, after establishing the ISM neutral distribution
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where nISN  is the ISN density, nSW  is the solar wind plasma density
( np ne nSW ), and vrel  is the relative speed between the interacting
particles. The individual losses of neutral particles ( p, e  and phot) are
combined into a total loss rate A for each species A. The resulting
change in density of the interstellar neutrals at distance r from the Sun is
then given as

where vISN is the velocity of the interstellar gas in the heliosphere and
A

tance rEr . An inverse quadratic dependence with distance from the Sun is

charge exchange, while electron impact usually is only a small contribu-
tion. For a first estimate the remaining fraction of neutral interstellar gas
at distance r from the Sun results from integrating the ionization along
the particle trajectory, based on a cold model of the ISN gas (Vasyliunas
and Siscoe, 1976).

implemented in Eq. 8.2, which is adequate for photo-ionization and

Close to the Sun the ISN that flows into the heliosphere is depleted
due to photo-ionization by solar UV radiation, charge exchange with
solar wind ions, and electron impact ionization. The newborn ions are
picked up by the interplanetary magnetic field (hence pickup ions) and
are swept away with the solar wind. They will be discussed in detail
further down in this section. The local loss rate of neutral particles at 1
AU is
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conditions. Towards the downwind direction the remaining neutral frac-
tions become very small inside a few AU, and the depleted volume of
interstellar gas is often referred to as the ionization cavity of the Sun,
although the evacuation of interstellar atoms from the ionization cavity is
not complete.

The effective inflow velocity of H is lowered to  22 km/s from the
original ISM value of 26 km/s because of the strong interaction of H at
the heliospheric interface, as observed through the Doppler shift of the
backscattered Ly  radiation (Clarke et al., 1998; Quémerais et al.,
1999). In the decelerated plasma just upwind of the heliopause, charge
exchange creates a density enhancement of slow neutral H, the so-called
hydrogen wall, also seen in absorption in high-resolution spectra of

hot heliosheath (the region between the heliopause and the termination
shock) experience charge exchange losses (Ripken and Fahr, 1983; Fahr,
1991; Osterbart and Fahr, 1992; Baranov and Malama, 1993; Izmodenov
et al., 1999; Müller et al., 2000; Izmodenov et al., 2004). Charge ex-
change in this region provides both a cooling mechanism in the heli-
osheath, and heating for the region upwind of the heliopause through

neighboring stars (e.g., Wood et al  2000). Neutral H atoms that enter the

nA, is the
interstellar gas density of species A outside the influence of the Sun (i.e.,
the neutral density at “infinity”). It should be noted that the use of a cold
model is justified in the upwind direction, while the ISN distribution on
the downwind side is substantially influenced by the gas temperature.
We present simple analytical relations based on the cold model here so
that the reader may use them for order of magnitude estimates of the

tains the assumption that vISN  does not vary with distance and the inter-
stellar gas density does not change other than through ionization. A con-
stant vISN  approximately applies to the hydrogen flow, for which µ 1
(Bzowski, 2001) (µ  being the ratio between radiation pressure and

tion rate for H in the range H 10 7 s 1 (a typical variation
with solar activity) leads to a remaining fraction of ISN hydrogen in the
upwind direction ( ) at Earth’s orbit ranging from 0.092 to 0.0042

gravitation). Using the cold model approach of Eq 8.3 and a total ioniza-.
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� is the angle of position relative to the upwind direction and ∞

global effects of interstellar environment variations. Equation 8.3 con-
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and from 0.62 to 0.34 at Jupiter’s orbit under current interstellar medium



All species except H form a region of increased interstellar gas den-
sity, the focusing cone, downwind of the Sun, which is a result of gravi-

does not show such focusing because its gravitational attraction is essen-
tially compensated by radiation pressure and  1, or even >1 for high
solar activity. This focusing cone has been extensively studied for inter-
stellar He because significant density enhancements are observed already
at Earth’s orbit (Gloeckler et al., 2004; Möbius et al., 1995, 2004).

distances (Gloeckler and Geiss, 2001).

secondary charge exchange of the neutrals created in the heliosheath.
This also produces a hot neutral H distribution with a low bulk velocity,
which leaks into the heliosphere and mixes with the remainder of the
original ISN H flow to form a combined decelerated and heated neutral
gas distribution. Overall the neutral H density inside the heliopause is
substantially depleted from its value in the pristine ISM, known as filtra-
tion of the incoming neutral gas. Therefore, inferring the ISM H (and O)
parameters from heliospheric observations is strongly model dependent.

Heavier atoms experience gravitational acceleration when approach-
ing the Sun, as radiation pressure is negligible for them and thus µ 0
applies. Making use of energy conservation along the trajectory, a rela-

Here MSMM  is the mass of the Sun andS G the gravitational constant. The va-

able range over solar activity for the He ionization rate of
He

8 s 1 (McMullin et al., 2004), the fractional He density at

time scales; they change with solar UV flux as well as with solar wind
parameters (e.g. Rucinski et al., 1996; Bzowski 2001; Lallement et al.,
2004b; McMullin et al., 2004; Witte et al., 2004), but it is sufficient to
use averaged values here.

tion that is modified from Eq. 8.3 is derived.

are variable also on shorter
1 AU in the ISN upwind direction is 0.79 – 0.45 at Earth’s orbit and

lidity of Eq. 8.4 is restricted solely to the upwind axis. Using as a reason-
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A more detailed model that takes into account the random motion in a
hot gas is used, from this point on, for the evaluation of the neutral He
gas variations in the inner heliosphere. In particular the focusing cone
cannot be adequately described with a simple cold gas approximation. In
such models the density of the interstellar helium gas at a given point in
space, described by the heliocentric distance r  and the angular distance
from the upwind axis , is calculated as an integral of the local distribu-
tion function f ISNff (r, ,v) of the ISN gas. In a first step, an intermediate
distribution function f ISNff 0 (v(r, )) is computed by applying Liouville’s
theorem along Keplerian trajectories to the distribution function
f (v0 ) of the unperturbed gas outside the heliosphere (assumed as a

Maxwellian shifted by the bulk flow vector v ISN  of the ISN).

To account for ionization losses on the way, f ISNff 0 (v(r, )) is multiplied
by the survival probability E(r, ,v) according to

The survival probability is computed as

r (r, ,v,t ) is the heliocentric distance of an individual atom following
a Keplerian trajectory from outside the heliosphere to a location (r, ).

He (rEr ) is the total ionization rate of the He atoms at 1 AU. The velocity
vector of an individual atom v0 (r, ) is calculated by tracing the trajec-
tories backwards from the point of observation.

The modeling shown here was performed assuming a time-invariable
ionization rate that depends on the heliocentric distance as 1/ r 2 and is

v t’(r, ,v,t )
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equal to 10 7� s �1  at 1 AU, a value representative of the average present-
day photo-ionization rate (McMullin et al., 2004). Apart from the EUV
ionization rate, close to the Sun (inside 2 AU) another ionization
mechanism, electron impact (Rucinski and Fahr, 1989, 1991), needs to
be taken into account. The dependence of its rate on the heliocentric
distance has usually been described by 1/ r , where 2 (Rucinski and
Fahr, 1991). Departure from the 1/ r 2  law is mainly due to the variation
of the electron temperature with heliocentric distance (Pilipp et al.,
1987a,b; Marsch et al., 1989), which scales as TeTT r� , with the limiting
values = 0 and 4/3. The exact value of  seems to vary with heliocen-
tric distance and also with the regime (fast or slow) of the solar wind
(McMullin et al., 2004) and consequently with the phase of the solar cy-
cle. However, contributions from electron ionization remain less than
that of photo-ionization, even inside 1 AU.

The EUV ionization rate varies over the solar cycle by a factor of  3

plitude decreases with heliocentric distance and depends on the offset
angle from the upwind direction (Rucinski et al., 2003). Outside the
cone, this amplitude is 25% at 1 AU and 10% at 5 AU. On the cone
axis the variations are much stronger, with amplitudes of  80% at 1 AU
and 25% at 5 AU.

Observation of Interstellar Neutral H and He Gas
in the Heliosphere

Interstellar He was first observed in the inner heliosphere through
resonant backscattering of the solar He I 58.4 nm line with rocket-borne
(Paresce et al., 1974) and satellite-borne (Weller and Meier, 1974) in-
strumentation. Density, bulk flow speed, and temperature could be

sity and width of the focusing cone, after this structure was modeled with
a hot gas distribution (e.g. Fahr et al., 1978; Wu and Judge, 1979). Over
many years the derived parameters varied substantially from observation
to observation and carried large uncertainties (see compilations by
Chassefière et al., 1986; Möbius et al., 1993). The results from the He
UV observations were significantly improved when EUVE, with its low

(McMullin et al., 2004), which leads to He density variations whose am-

8.2.2

deduced from the total intensity of the glow, as well as the relative inten-
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advanced analysis of the GAS data gives for the bulk speed vHev  = 26.3 ±
0.4 km/s (He is accelerated when approaching the Sun,
vHe, = vISN (r = ) ), the flow direction in ecliptic longitude  = 74.7º ±
0.5º and ecliptic latitude = –5.2º ± 0.2º, and the temperature THeT  =

ary of the heliosphere, this set of physical parameters is considered valid
for all interstellar gas species outside the influence of the Sun. The inter-
stellar He density of nHe = 0.015 cm–3 has been derived from Ulys-
ses/GAS neutral He data (Witte, 2004) and from Ulysses/SWICS He2+

pickup ion observations (Gloeckler et al., 2004), with a smaller (10%)
uncertainty based on pickup ions, because this method does not require
an absolute instrument calibration. Similar flow vector and temperature
values are derived for He from observations of backscattered solar He I
58.4 nm line emission (e.g. Lallement et al., 2004b; Vallerga et al.,
2004). For He these different methods are compared by Möbius et al.
(2004) and show good agreement in the derived parameters.

For interstellar hydrogen so far no direct neutral gas observations are
available. The Ulysses/GAS instrument is not sensitive to H. Suitable
instruments for the direct detection of interstellar H have only been de-
veloped recently (Wieser et al., 2005), and are currently being imple-
mented for a space mission (McComas et al., 2004). However, starting
with the analysis of backscattered solar Lyman  intensity sky maps
(Bertaux and Blamont, 1971; Thomas and Krassa, 1971), the parameters
of ISN H became accessible. Based on early modeling using a cold inter-
stellar gas flow (e.g. Blum and Fahr, 1970; Holzer and Axford, 1971;
Axford, 1972; Fahr, 1974), the general flow direction and an order of
magnitude estimate for the density could be deduced. Through the Dop-
pler effect, high-resolution profiles of backscattered Ly  from Coperni-
cus provided a first reasonable value for the H bulk speed inside the 

Earth orbit, provided the opportunity to measure the He velocity distri-
bution by using the Earth’s exosphere as a natural gas absorption cell
(Flynn et al., 1998). In addition, the discovery of interstellar He pickup
ions at 1 AU (Möbius et al. 1985) introduced a first in situ method to
probe interstellar particles and to deduce the interstellar He flow pa-

Ulysses mission (Rosenbauer et al., 1983). The most recent and most
directly with suitable instrumentation, i.e., the GAS instrument on the
measured species of the inflowing interstellar gas since it is detected 
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In this connection it should be noted that potential experimental evidence
for a second, more energetic, neutral particle stream possibly related to
the interstellar gas has been presented (Collier et al., 2004; Wurz et al.,
2004). However, its interpretation is still rather controversial, and im-
proved observations are needed to test the hypothesis of such a second
stream.

As a consequence of the interaction with the plasma H is also sub-
stantially filtered at the heliospheric boundary. Therefore, the density
outside the heliosphere has to be inferred through modeling. Pickup ion

mate for the hydrogen density at the termination shock of nH , T S =
0.095±0.01 cm–3 (Gloeckler and Geiss, 2004), which agrees well with
nH,TS = 0.09±0.02 cmS

–3m  as derived from the slowdown of the solar wind
through mass loading with H+ pickup ions (Wang and Richardson,
2003). Combining the measured ISN H density inside the heliosphere
with a pressure balance between solar wind and ISM and using a kinetic
model for the filtration, Izmodenov et al. (1999, 2004) deduced a neutral
H density nH,ISM = 0.18 cmM

–3 and a proton density nH+ISM = 0.06 cmM
–3 for

the local ISM. UV instrumentation is also part of the Pioneer and Voy-
ager spacecraft. These observations provide insight into the interstellar
neutrals at larger distances from the Sun and have been used to infer H

Frisch, 1977). Substantial progress towards the kinetic parameters was
made with the use of hydrogen absorption cells, which provide the best
information on the H flow velocity vector (vHv = 18 – 22 km/s,  = 74º
and  = –7º) and the temperature (THT
heliosphere (Bertaux et al., 1985; Ajello et al., 1994; Lallement, 1996;
Clarke et al., 1998; Quemerais et al., 1994, 1999; Costa et al., 1999). The
most recent determination of the parameters for hydrogen using hydro-
gen absorption cells have been reported by Lallement et al. (2005) where
vHv  = 22 ± 1 km/s, T HT  = 11500 ± 1000 K, = 72.5±0.5º and =
–8.8±0.5º are found. The flow direction of the interstellar H inside the
heliosphere is offset from that of He by 4±1° (Lallement et al., 2005) and
close to the velocity vector of the local interstellar cloud, LIC = 74.5ºC

and LIC = –7.8º, as observed by HST (Lallement, 1996). The observedC

difference between the H and He flow direction in the inner heliosphere
is probably due to the deflection of interstellar plasma by the interstellar
magnetic field and the strong neutral gas plasma interaction of hydrogen.

= 8000 – 12000 K) inside the

heliosphere ( 22 km/s) and constraints on the temperature (Adams and
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directly from ejections of solar matter (Akasofu 1964a,b; Illing and
Hildner, 1994). Fahr (1968b) suggested that charge exchange between
solar protons and neutral hydrogen near the Sun would create NSW that
would penetrate into the Earth’s thermosphere and could raise the tem-
perature and density. Holzer (1977) examined the consequences of inter-
planetary atomic H on the solar wind and concluded that charge transfer
would produce a NSW fraction of 3 . 10–5 at 1 AU. Gruntman (1994) es-
timated the NSW fraction observed near Earth as 10–5– 10–4, depending
on the time of the year. Such small fractions have a negligible effect on
the Earth’s upper atmosphere (Yeghikyan and Fahr, 2004).

The charge exchange process between an ISN atom, AISNA , and a solar
wind ion, BSWB+ , is described as

and H+ densities in the surrounding ISM (Gangopadhyay et al., 2002;
2004). In their most recent work, which includes a Monte Carlo radiative
transfer model and a global heliosphere model (Baranov and Malama,
1993), Gangopadhyay et al. (2004) report a neutral density nH,ISM =M

0.15 cm–3 and a fraction of ionized hydrogen np/(npn + nH,ISM) = 0.3. TheirM

best fit to the UV data for the H density at the termination shock sug-
gests 0.08 cm–3m . Considering the rather difficult absolute calibrations for
UV observations, these results are in good agreement with the values
derived from the in situ particle observations. The results imply that only

 50% of the H atoms pass through the heliospheric boundary.

Neutral Solar Wind

Neutral solar wind (NSW) originates from solar wind ions, which be-
come neutralized during their travel from the Sun through interplanetary
space. Consequently, NSW moves in the anti-Sunward direction with
solar wind velocity, i.e., 300–800 km s–1. The mechanisms suggested for
the creation of NSW are charge exchange with neutral gas (e.g. the in-
flowing interstellar gas or the exosphere of a planet) or interaction of
solar wind ions with interplanetary dust particles. The dominant portion
of dust particles stems from the fragmentation of comets and asteroids.
Kuiper belt dust and interstellar dust are only a small fraction of the dust
population in the inner heliosphere (Mann et al., 2004). In addition, it
has been speculated that neutral atoms in the solar wind could originate

8.2.3
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Neutralization of solar wind ions by dust in the inner heliosphere can
occur through two processes. Firstly, solar wind ions are implanted into
the dust grains, saturate the outer layer with gas over time, and are re-
leased later via natural outgassing of the dust particle (Banks, 1971; Fahr
et al., 1981). Similarly, atoms and a small fraction of ions are released

created by this process will be composed almost entirely of H. The most
important charge exchange processes occur between H and solar wind
protons,

with a cross section CE = 1.7 10 15 cm2 (Maher and Tinsley, 1977), and
between He and solar wind alpha particles

with a cross section CE = 2.4 10 16 cm2  (Barnett et al., 1990). The
highly charged heavy ions (e.g. C5+, O6+ or Fe10+) may reduce their
charge states as a result of collisions with neutral gas atoms, but will not
end up as neutral atoms. The total NSW flux NSW

ISN  from charge ex-
change with the ISN gas is derived by integrating this process from the
Sun to the location of the observer.

nSW is the solar wind density at rErr  = 1 AU, which scales quadratically

this yields
with distance from the Sun. With the interstellar gas density from Eq. 8.3

with a charge exchange cross section CE . The resulting ion AISNA+  is a
newly created pickup ion, and BSWB  is a NSW atom. Typically one elec-
tron is exchanged between the collision partners, which means that NSW
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1

particle will be absorbed by dust.
distances,  can be  imagined as the probability per unit length that a 

pinging solar wind ions. Fortuitously, the solar wind energy is about
1 keV/nuc, which is about the energy for the maximum sputter yield, and
the total sputter yield of solar wind is approximately 0.15 atoms per inci-
dent ion, assuming a typical mix of solar wind ion species. The sputtered
neutrals and ions contribute material from the dust grains to the envi-

over ISM H inside 0.5 AU. NSW created in this way, again, will be
mostly H. In a second process solar wind ions traverse sufficiently small
dust particles and emerge with a lower charge state or even neutralized
(Collier et al., 2003; Wimmer-Schweingruber and Bochsler, 2003). With
typical energies of 1 keV/nuc solar wind ions will penetrate dust grains
in the size range 100 to 300 Å or the corresponding range at the edge of
larger grains. The second process also allows for NSW atoms other than
H. However, upon traversal through a dust grain the particles will lose a
substantial fraction of their energy, and part of the resulting NSW will be
significantly slower than the ionized solar wind. Ions that are generated
out of the dust-generated neutral gas and the sputtered ions are referred
to as “inner source” pickup ions (Geiss et al., 1996). Therefore, also so-
lar wind ions that have assumed a low charge state and end up with very
low speed after penetration of dust grains may contribute to the “inner
source” ions (Wimmer-Schweingruber and Bochsler, 2003).

NSW produced by dust via the first process is given by Banks (1971)

where 1 is the total integrated cross-section of the dust from the Sun to
the observer located at rEr andE is the rate for charge exchange between

Eq. 8.8. Fahr et al. (1981) calculated that dust-generated neutral H dominates
the Sun that results in the charge exchange reactions as described by 

solar wind ions and dust-generated neutral gas at 1 AU. For small

from the surface of dust particles into space through sputtering by im-
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f (s,r) of dust particles of size s , assuming spherical dust grains
(Banks, 1971), where f(s,r)ds is the local number density of dust grains.
For simplicity, a size distribution f (s,r) = fEff (s) (rE / r)  is assumed,
which does not vary in shape, but whose density falls off linearly with
distance from the Sun, as is considered valid outside 0.1 rE  (Mann et al.,
2004). Previously, radial dependencies were reported that are close to
linear: (rEr /EE r)1.25 (Levasseur et al., 1991) and (rEr /EE r)1.3 (Richter et al., 1982).

cause dust particles are saturated with solar wind and thus the outgassing
neutral gas flux is also proportional to the solar wind flux into the parti-
cle. In addition, there is an inverse quadratic radial dependence that con-
fines this process close to the Sun.

NSW that arises from interaction with dust via the second process is
given by

with p0  being the probability that the emerging particle is neutral and 2

the integrated cross-section for the dust penetration process at rE. The

lar wind flux decrease and the linear dust density decrease with distance
from the Sun. Thus, NSW from both processes is created preferentially
close to the Sun, with an even stronger concentration for the latter proc-
ess. The integral of the total dust cross-section, 2, based on this second
process may be smaller because the interaction with larger grains is lim-
ited to their edge regions, and small dust particles could be depleted
close to the Sun because of magnetic and drag forces (e.g. Ragot and
Kahler, 2003; Mann et al., 2004). Therefore, the contribution of the sec-
ond process to the generation of NSW is potentially weaker than that of
the first process, and may be solar cycle dependent, but a number of
questions still remain to be answered.

It should be emphasized that the dust that contributes to the genera-
tion of NSW is solely of interplanetary origin. Although a stream of in-
terstellar dust through the solar system has been detected with Ulysses
(Grün et al., 1994), these particles constitute only a small fraction of the

Note that the solar wind flux enters as a quadratic term in Eq.  8.11, be-

cubic radial dependence in Eq. 8.13 is a combination of the quadratic so-

Equation 8.12 represents the integral over the entire size distribution
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For typical ISM clouds, gas to dust mass ratios of 100 to 170 are found
(e.g. Spitzer, 1978), and more recently a value of 180 ± 3 has been de-
duced for the local neighborhood of the heliosphere (Frisch et al., 1999;
Landgraf, 2000; Frisch and Slavin, 2003). In addition, the small dust
grains are strongly filtered by the interplanetary magnetic field (Landgraf
et al., 2003). Therefore, the importance of interstellar over interplanetary
dust is rather small in the inner heliosphere (Mann et al., 2004). Al-
though during the passage of denser interstellar clouds the relative im-
portance of interstellar dust will increase (Landgraf, this volume), the
high gas to dust ratio in the interstellar material will lead to dominant
NSW production from the neutral gas component.

NSW created close to the Sun may be ionized again on its way out.
The probability of an atom born at distance r0rr from the Sun to reach a
point further out in the heliosphere at distance r is

Since NSW propagates with the solar wind speed, the relative velocity
between solar wind ions and NSW is close to zero and the probability for

change the NSW flux, since two co-moving particles would exchange
their charges. However, NSW may still be photo-ionized, but these rates
are lower than the charge exchange rates between ISM H and solar wind
(Rucinski et al., 1996) and NSW travels at solar wind speed, much faster
than ISN. Thus most of the NSW will escape into the interplanetary me-
dium. Only NSW created inside 0.5 AU will be noticeably affected.

Observational evidence of NSW thus far is very scarce because of the
difficulty in measuring neutral particle fluxes several orders of magni-
tude lower than the solar wind flux, while simultaneously being exposed
to full sunlight. The only observation thus far was made with LENA on
IMAGE, from which a NSW fraction of ~10–4 was derived (Collier et al.,
2001). Enhancements in the NSW flux due to charge exchange in the
geocorona were observed, with the NSW fraction increasing to a few
times 10–4 (Collier et al., 2001). Since the NSW fraction outside the geo-
corona was found to be roughly constant along the Earth’s orbit for large
intervals, it was concluded that the neutralizing agent cannot be the ISN

charge exchange is negligible (see Eq. 8.1). In addition, this would not

dust in interplanetary space with a very specific velocity distribution.
Compared with gas the contribution of dust is already small in the ISM.
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Obviously under current conditions NSW is mainly generated by in-
terplanetary dust, because the fluxes of ISN gas into and the available
gas densities in the inner heliosphere are very small. Therefore, the pro-
duction of NSW by charge exchange is insignificant when evaluated for
effects on planetary atmospheres. If the ISN velocity were substantially
increased and/or the ISN gas density were much higher, a NSW fraction
in the range of a few percent, or even beyond, may result as will be dis-
cussed below.

Pickup Ions

Through charge exchange with the solar wind, which also produces
NSW, as well as through photo and electron impact ionization pickup
ions are generated out of the neutral interstellar gas. These pickup ions
constitute an important component of the interplanetary plasma popula-
tion throughout the heliosphere. They were first detected for He in 1984
(Möbius et al., 1985) and for H in the 1990’s (Gloeckler et al., 1993).
Because the interstellar gas flow is slow compared with the solar wind,
the initial velocity at ionization, which equals the neutral gas velocity, is
usually neglected and pickup ions are modeled starting with v = 0. In the

,
which leads to a gyration about, and motion along, the interplanetary
magnetic field, with the perpendicular and parallel component of the in-
jection velocity distributed according to the orientation of the inter-

fff (v) = f0ff (v v ) ( o ) , where o is the initial pitch angle of the
pickup ions, which is equal to the angle of the IMF relative to the solar
wind.

In the standard picture, pitch angle scattering due to Alfvén waves
embedded in the IMF redistributes the pickup ions into a spherical shell
in velocity space, and subsequently the shell shrinks due to adiabatic

8.2.4 

gas flow (Collier et al., 2003), which should have a pronounced seasonal
modulation (Bzowski et al., 1996). Only in the upwind direction will
charge exchange with the ISN gas give a NSW fraction of ~10–4 (Wurz
et al., 2004). Therefore, interaction with dust was suggested, which is
distributed evenly in the inner heliosphere (Richter et al., 1982). From
the observed NSW fluxes the total dust cross section was determined to
be < 6 10 19 cm 1  at 1 AU (Collier et al., 2003).
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solar wind frame, they are injected with negative solar wind velocity –vSW

SW

planetary magnetic field (IMF). In velocity space seen in the solar wind
frame, the initial distribution of pickup ions in polar coordinates is



the pickup ion distribution function f(ff v) describes their production along
the spacecraft-Sun line by

Assuming adiabatic cooling of the pickup ions in the solar wind like an
ideal gas and using the fact that both the pickup ion density of already

2

emerges for the interstellar pickup ion distribution. In this relation A

represents the ionization rate at the location of the observer. Recognizing
that

describes the radial dependence of the adiabatic cooling, f(v) represents a
mapping of the radial distribution nISN(r) of the interstellar neutrals inside
the observer location into the observed velocity distribution of the
pickup ions.

cooling during the radial expansion of the solar wind (e.g. Vasyliunas
and Siscoe, 1976; Möbius et al., 1988). Observations have shown that
the pickup ion distribution very often deviates drastically from this sim-
ple spherically symmetric shape due to inefficient pitch angle scattering
(Gloeckler et al., 1995; Möbius et al., 1998; Oka et al., 2002) and that
their flux and spectra are highly variable in space and time (Gloeckler et
al., 1994; Schwadron et al., 1999; Saul et al., 2003). However, in order to
evaluate the large-scale contribution to the particle population in the in-
ner heliosphere by particles produced out of the interstellar gas flow, we
can safely integrate over such variations and thus neglect them, as has
been successfully done for the determination of the local interstellar pa-
rameters from pickup ions (Gloeckler et al., 1996; Gloeckler and Geiss,
2001; Gloeckler et al., 2004; Möbius et al., 2004). In this standard view
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shown as a function of the ratio W of the pickup ion speedW v to the solar
wind speed v to be able to integrate over times of varying solar wind
speeds. The phase space density spectrum of H+ pickup ions appears
much flatter than that of He+ between 1 < W < 2, which reflects the factW
that the H ISM density falls off much faster towards the Sun than that of
He. Observations of the He+ spectra over the course of one year in
Earth’s orbit, or at the Lagrange point L1, contain the distinct longitudi-

from the 1980’s with AMPTE SULEICA and data obtained after 1997
with ACE SWICS. The substantial variation of the cone, with maximum
height during solar activity minima around 1985 and 1997 and reduced
height during solar maximum, becomes obvious. The prominence of the
He cone as the most important spatial feature of the interstellar gas flow
through the inner heliosphere is a combined function of ionization rate,
interstellar flow speed and temperature (Fahr et al., 1979; Wu and Judge,
1979) and thus depends on solar and interstellar conditions.

The knowledge of the radial distribution of the neutrals and the local
ionization rate are sufficient to calculate the pickup ion velocity distri-
bution and their absolute density. Under current conditions He+ pickup
ions make up  8·10 –4 of the solar wind He flux at 1 AU outside the fo-
cusing cone and  4–8 ·1 0–3

cycle phase. Compared with the bulk solar wind density, this fraction is a

et al., 2004), as can be seen in Fig. 8.3, which shows a combination of data
nal structure of the He focusing cone (Möbius et al., 1995; Gloeckler

+ +

ler and Geiss, 1998). The H+ distribution includes a suprathermal tail above W > 2, whichW
is invisible for He+, because the dynamic range in this plot is more limited.

sity for H and He (Gloeckler and Geiss, 1998). Here the observations are
Figure 8.2 shows energy spectra of the pickup ion phase space den-

Figure 8.2. Phase space density spectra of H  (left) and He  (right) pickup ions (Gloeck-+ ++
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selves to effects of the ISM neutrals and related secondaries in the inner
heliosphere, while the bulk interaction that leads to the termination of the
solar wind is described in the chapter by Zank et al. (this volume).

Singly Ionized Energetic Ions

Over the past decade it has become evident that interstellar pickup
ions are a formidable source population for energetic particles in the he-
liosphere. The initially puzzling observation of a substantial fraction of

+

(1984a), has found its natural explanation with the detection of interstel-
lar pickup He+ in the solar wind (Möbius et al., 1985). Gloeckler et al.
(1994) have identified interstellar pickup He+ as the main constituent of
energetic He ions at energies up to 60 keV in a CIR at 4.5 AU. At 1 AU
He+ also contributes substantially to the suprathermal (up to 300 keV)

8.2.5 

factor of  16 lower, because the average abundance of He2+ is  6% in
the solar wind. Therefore, pickup ions at 1 AU constitute a mere test
particle population in interplanetary space. While interstellar He is pre-
sent deep inside Earth’s orbit and dominates the pickup ion population at
1 AU, the main component of the ISM, hydrogen, is noticeable only out-
side  3 AU. Dust-related “inner source” pickup ions dominate close to
the Sun (Gloeckler et al., 2000). Because the dust population falls off
rapidly with distance from the Sun as discussed above, the inner source
pickup ion velocity distribution is already strongly cooled at 1 AU and
will continue to do so at larger distances. As the solar wind accumulates
interstellar pickup ions on its way outward from the Sun, they become
increasingly more important at larger distances. Because interstellar
pickup ions are continually injected into the solar wind even at large
distances, they form a genuinely hot population and thus dominate the

called pressure balance structures (Burlaga et al., 1996). Outside these
distances the implantation of pickup ions also leads to a slowdown of the
solar wind due to mass-loading (Richardson et al., 1995; Wang and
Richardson, 2003) and substantial pressure modifications (Fahr and
Rucinski, 1999, 2001). An extensive review of mass-loading and its ef-
fects is given by Szegö et al. (2000). Still, a substantial reduction in solar
wind speed due to the accumulation of pickup ions is not felt until close
to the solar wind termination shock. In this chapter we will restrict our-
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kinetic pressure in the solar wind outside  30 AU. Here they  lead to so-
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line, reflects the increasing importance of interstellar He as source mate-
rial with increasing distance from the Sun.

These results have led to the suggestion that pickup ions are an im-
portant source of ions, which can be accelerated very efficiently at inter-
planetary shocks (Gloeckler, 1999). In a survey of the abundance of He+

and He2+

that He+ is in fact the third most abundant species in the energetic ion
population in the inner heliosphere, after H+ and He2+, with He+/He2+

0.06 and He2+/H+  0.03 (Hovestadt et al., 1984b). Over and above this
average ratio, He+ is substantially enhanced in CIRs as well as at inter-
planetary shocks. Bamert et al. (2002) and Kucharek et al. (2003) show
that the overwhelming majority of the He+ accelerated at these shocks

(shown in Fig. 8.4) Kucharek et al. (2003) have demonstrated

2004) as observed with AMPTE SULEICA (left) and ACE SWICS (right). The

wind. The SWICS data are shown as 1-day averages (pink) and 10-day sliding averages
(blue), indicating the strong intrinsic pickup ion variability.

He population in CIRs (Hilchenbach et al., 1999; Chotoo et al., 2000).

with He+/He  0.25, He+ is substantially less abundant at 1 AU than in
CIRs at 4–5 AU with its dominance over He2+. Moreover, Morris et al.
(2001) demonstrated that the He+/He2+ ratio increases as the observing
spacecraft is magnetically connected to the CIR at increasing distances
from the Sun, when the CIR structure sweeps across the observer due to
the Sun’s rotation. The observed increase of the energetic He+/He2+ ratio
with time, and thus with distance to the CIR along the magnetic field

Figure 8.3. Helium focusing cone as seen in pickup ions (adapted from Gloeckler et al.,

SULEICA data are selected 8 – 10 hour averages when the satellite was in the solar

Möbius et al. (2002) confirmed this result for more energetic ions (0.25 – 0.8

2+
MeV/n) and showed that also interstellar Ne  is present in CIRs. Yet,++
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Because of their advantage in the injection/acceleration process, in-

tance increases with distance from the Sun. If the density of the neutral
gas in the inner heliosphere is boosted by an increased inflow of inter-
stellar gas, both pickup ion density and the abundance of singly-charged

inner solar system under the current conditions, and their relative impor-
terstellar pickup ions are a major source of energetic particles in the 

cannot stem from cold prominence material, even in associated CMEs,
since the substantial enhancement in the energetic population occurs out-
side the region that contains He+ in the solar wind. Generally, the
He+/He2+

population, represented by the ratio of pickup He+ over solar wind He2+.
Based on the observed increased efficiency of pickup ions to be injected
into the process for acceleration to higher energies, Gloeckler (1999) has
argued that the “inner source” of pickup ions may also contribute sub-
stantially to the energetic particle population in CIRs. However, in the
same study that revealed interstellar He+ and Ne+ in the energetic CIR
population, Möbius et al. (2002) did not find any evidence for the singly
charged C, O, or Mg, expected from the inner source.

+ 2+ ratio in energetic particles for the years 1998 to 2000.
An average of 0.06 (indicated by the dashed line) is found with a large variability with
values up to 1. The full line indicates the detection limit for He+ in each individual sam-
pling interval that is determined by a fixed number of He counts.

energetic ion population (0.25 – 0.8 MeV/n) over its value in the source
 ratio is substantially (by a factor of 50 – 200) enhanced in the– – 

Figure 8.4. Survey of the He /He+ 2
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energetic ions will increase accordingly. Such an increase is likely to
continue approximately linearly with the increase in the neutral gas den-
sity. This increase may be reduced or stopped when mass-loading of the
solar wind leads to a substantial slowdown and thus a decrease in the
free energy that is available for acceleration and/or when the further ac-
celeration of pickup ions consumes a substantial fraction of the total ki-
netic energy of the solar wind.

In their interaction with the interstellar neutral gas flow, the suprath-
ermal and energetic particle populations in the heliosphere also generate
energetic neutral atoms (ENAs). Gruntman et al. (2001) have shown that
the most important source of such ENAs are the energetic particles that
are accelerated at the termination shock and the heated solar wind distri-
bution in the heliosheath. As all the ENA populations will roughly scale
linearly with the generating ISN density it can be expected that the
ENAs from the outer heliosphere remain the dominant contributors also
under a wide variety of heliospheric conditions.

After discussing the interstellar particle populations in the inner heli-
osphere, as they are observed in our contemporary heliosphere, we want
to set up a grid of models with modified ISM conditions for the discus-
sion of all related modifications in the heliosphere. The size and shape of
the heliosphere and thus the related inventory of interstellar neutral gas
in the heliosphere react to changes of the total H density, the ionization
degree, as well as the ISM temperature and relative velocity. In addition,
the heliosphere reacts also to the interstellar magnetic field and cosmic
ray environment, but these parameters will influence mainly the influx of
cosmic rays into the heliosphere. We will concentrate our discussion in
this chapter on substantial changes in the interstellar neutral gas inven-
tory, and we will discuss the consequences for the solar wind, the pro-

on the energetic particle populations. However, we neglect the potential

 heliospheric interface.

8.3

duction of secondary products of the interstellar neutrals, and their influence 

subtle modifications of the neutral gas flow due to magnetic field related 
variations  in the interaction between the neutrals and plasma at the

Interstellar  Neutral Gas and its Secondary 
Products under Varying Interstellar Conditions
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A systematic variation of all four relevant parameters would lead to a
four-dimensional matrix of cases to be modeled, with an unrealistic
amount of effort. However, some of the parameters are linked in their
variations in realistic interstellar cloud environments, and not all pa-
rameter combinations provide conditions that allow neutral gas influx
into the heliosphere. Therefore, we have limited our evaluation to a
meaningful subset of cases that we have modeled and that we will dis-
cuss in the following sections. The parameter combinations for these

concerning the importance of the choice. Of course, the heliosphere un-

is immediately obvious that a variation in the ISM density plays a major
role, both for the size of the heliosphere and the resulting densities in the
inner heliosphere. Because the effects on the Earth’s environment under
more drastic changes, when the Earth is either in the outer heliosphere or
even outside its boundary, are described in contributions by Zank et al.
(this volume) and Fahr et al. (this volume), we restrict the discussion in
this chapter to a parameter range for which the termination shock stays at

10 AU, i.e., the Earth remains in the inner heliosphere. As we shall see
in the next section, the limiting total density of the ISM under this re-
striction is  15 cm –3m (featured as case 6). With the reasonable assump-
tion of cosmic abundance for He this brings the maximum He density to
nHe  = 1.5 cm 3.

Via the ram pressure balance, the ISM velocity also controls the size
of the heliosphere. In connection with the pertinent ionization rate the
velocity determines the radial density profile of the neutral gas in the

locity of the solar system relative to the ISM, half and twice the current
velocity are chosen as bounding values for our discussion. This covers a
typical range of peculiar velocities for so-called intermediate velocity
gas clouds in the solar neighborhood (Welty et al., 1999). For H the full
range of velocities is explored for the current warm ISM (cases 1 – 3)
and only the high-velocity case for a cold ISM cloud with current density
(case 4). High ram pressure situations are added for cold and dense
clouds with cases 6 and 7. The focusing cone of He is determined by a
combination of the ISN velocity and temperature. Therefore, He is mod-
eled with all velocities for the current temperature and for a cold cloud of
10 K (cases 1 – 6), while the main variations for H are covered with only

der contemporary conditions is used as a baseline (case 1 in Table 8.1). It

cases are compiled in Table 8.1 together with a few descriptive remarks

–

inner heliosphere according to Eq 8.4. As a reasonable range for the ve-
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perature mismatch for cases 1 – 3, where we use a LISM H temperature
of 7000 K instead of 6000 K for cases 1 and 3, and an H temperature of
3000 K for the low-speed case 2. As these cases have a supersonic
LISM, the consequences of temperature deviations, both for the mor-

the hot local bubble environment (case 8) has only been included for
completeness, as the almost full ionization precludes the penetration of
neutral interstellar gas into the heliosphere. Thus no modeling of the He
was performed for this case.

Case
#

nH

(cm–3m )
nH

+/
nH

T (K) vISNv
(km/s)

Species Comments

1 0.26 0.18 6000 26 H, He Contemporary heliosphere
2 0.28 0.14 6000 13 H, He Warm cloud, different speed
3 0.24 0.42 6000 52 H, He Warm cloud, different speed
4 0.28 0.14 10 52 H, He Cold cloud, high speed
5 0.28 0.14 10 13 He Cold cloud, different speed
6 15 0.01 10 26 H, He Cold and very dense cloud;

He density scales
7 1 0.04 10 52 H Fast, cold, and dense cloud
8 0.005 1 1.25.106 13 H Hot bubble; no He inflow

Variation of the interstellar H distribution in the
inner solar system

An overview of the ISN gas distributions in the heliosphere and their

the mean-free-path for charge exchange is mostly larger than typical he-
liospheric distances, so that neutral H is in effect not in equilibrium in

Table 8.1. Environmental conditions for the heliospheric models .
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all of our cases listed in Table 8.1. As a trade-off, we incur a slight tem-

two velocities at 10 K. For He the density distribution is modeled rela-
tive to the density in the ISM, and the He distributions can be scaled
linearly to any density value. Therefore, the density values given in Ta-

clouds are usually cold and that they have most likely a rather low frac-
tional ionization, with no need of individual variation of these parame-

ble 8.1 are only relevant for H. It should be noted that dense interstellar

calculated in the chapter by Zank et al. (this volume) instead of modeling
ters. For H we capitalize on the availability of model heliospheres

Effects in the Inner Heliosphere Caused by Changing Conditions 235

modeling has been given in Section 8.2.1. It is important to note here that

heliosphere, are negligible, and the H models 1 – 3 presented in detail 
phology and especially for the neutral hydrogen content in the inner 

below are good proxies for the cases 1–  3 in Table 8.1. Finally, the case of



approach by Zank et al. (1996). In this model the neutral hydrogen of the
ISM (either flowing in from afar or born outside the heliopause) is la-
beled component 1 (fluid one), neutral H born through charge exchange
in the hot heliosheath is labeled component 2, and neutral H products
created by charge exchange in the supersonic solar wind (i.e., upstream

have a very hot distribution with a mean velocity of ~100 km/s as they
are characterized by the underlying million degree heliosheath plasma.
Component 3 neutrals are cold and fast, and represent the NSW that is
generated in the interaction with the incoming interstellar neutrals. The
NSW contribution created by dust interactions is not included in this
model, as it does not contain any dust component. However, the dust
related NSW is not important in most of our model cases, except for the
hot Local Bubble (case 8), when no interstellar neutrals reach the inner
heliosphere.

The balance between solar wind ram pressure and interstellar pres-
sure determines the size and shape of the heliosphere. The termination
shock distance can be calculated according to:

where P1PP AU 1AU vSW
2  is the solar wind ram pressure at 1 AU. Similarly

the total ISM pressure is defined as PISMPP mH nH vISM
2 + PthermPP , where

PthermPP is the thermal pressure in the surrounding ISM. The constant C in
Eq. 8.18 is of order 1 AU following Zank et al. (this volume). Assuming

and around the heliosphere. This holds for interstellar environments over
a range of different densities up to at least ten times the current ISM den-
sity, because the size of the heliosphere varies with the density of the
surrounding medium. Therefore, models of neutral H throughout the he-
liosphere tend to be complex and need to account at least for the behav-
ior of each of the different neutral gas components. Following in detail
the evolution of all the neutral populations in space, energy, and time,
would call for a full kinetic treatment of the neutral component (e.g. Ba-
ranov and Malama, 1993; Izmodenov et al., 2001), which is very com-
puter intensive. An alternate, computationally less expensive approach,
which captures the spatial distribution of the neutral gas flow throughout
the heliosphere with sufficient accuracy for the purpose of this discus-
sion, is to approximate the neutral distribution with multiple fluids.
Therefore, the modeling used in this section draws from a three-fluid
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of the termination shock) are labeled component 3. Component 2 neutrals



of secondary particle populations inside the heliosphere, such as neutral
solar wind, pickup ions, and their more energetic brethren. ACRs will
also be almost absent. The generation of any secondary particles will be
restricted to the interaction with dust, of interplanetary and interstellar
origin, inside the heliosphere. Because the interstellar dust density is

there will be almost no interstellar dust in the heliosphere. Therefore, the
amount of dust-related interactions will be controlled completely by the
interplanetary dust component and will probably not be much different
from what is observed under current conditions for the neutral solar wind

certainly be no possibility to deduce the surrounding interstellar condi-

niques to obtain  just average line-of-sight information about the
surrounding medium.

an unchanging solar wind pressure, it can be expected from pressure bal-
ance that the distances to the termination shock and heliopause, respec-
tively, scale inversely with the interstellar velocity, and inversely with
the square root of the interstellar density.

terstellar ram pressure, whereas for case 8 the ISM is subsonic and ther-
mal pressure takes over. Case 8 represents the era (thought to be several
million years ago) when the Sun was in the interior of the so-called Lo-
cal Bubble, a hot, tenuous ISM (Frisch and Slavin, this volume). This
scenario provides for a relatively uninteresting picture. A total density
n = 5 . 10–3 cm-3 and a temperature of T . 106 K surprisingly lead
to a heliosphere of similar size as today. In spite of the much-reduced
density the total outside pressure remains comparable to current condi-
tions because of the high temperature. In this case the speed of the Sun
relative to the local environment is not even important, because the in-
teraction is strongly subsonic. Therefore, the heliosphere will be axi-

Because of the high temperature the interstellar medium will be al-
most fully ionized, and no interstellar neutral gas will enter the solar
system. This removes the possibility of creating any significant amount

For cases 1 – 7 in Table 8.1 the pressure balance is dominated by in-
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symmetric along the interstellar magnetic field, unlike today (Parker,
1963).

typically very low with gas to dust mass ratios of 100 to 170 (Spitzer,
1978) and the total gas density of the ISM is extremely low in case 8,

(Collier et al., 2001, 2003) and inner-source pickup ions (Geiss et al.,
1996; Gloeckler et al., 2000). Under such circumstances there would

 = 1 .25

today. Astronomers would have to resort solely to remote sensing tech-
tions from in situ observations inside the heliosphere, as is possible 



The amount of interstellar H that penetrates into the heliosphere in-
side the termination shock is not only a function of the interstellar neu-
tral density at infinity, but also depends on the interstellar velocity. This
is evident in the density profiles along the stagnation axis as displayed in

contemporary heliosphere. The dark blue curve represents the high-
density case 6, the green ones are high-speed cases, and the cyan profile
is a low-speed case. Note that the modeled cases can have component 1
neutral densities that are two orders of magnitude higher at 1 AU than in
the contemporary configuration. This higher neutral H density naturally
results in a higher charge-exchange rate, and the by-products are compo-
nent 3 neutrals whose densities are shown in the right panel of Figure

of magnitude higher than in the contemporary heliosphere. Even in this
cold high-density case the neutral H density at 1 AU does not exceed 0.3
cm–3 and thus is at least one order of magnitude below the average solar
wind density. As we will see below, all secondary products can still be
considered as test particles, and they do not contribute significantly to
the solar wind dynamics. Even on the upwind side and crosswind, the
density of interstellar He is higher by a factor of 3 – 5 than that of H.

the left panel of Figure 8.6, where the red profile corresponds to the

8.6. Again, at 1 AU, the absolute NSW densities of case 6 are two orders

Starting with the contemporary heliosphere (case 1) in the upper left,

stellar pressure by a factor of 16. It can be seen that both density in-
creases and velocity increases lead to smaller heliospheres. Shown is the
plasma temperature in color-coding, which illustrates the location of
critical boundaries, such as the termination shock, and significant neutral
gas – plasma interaction through increased values. Case 6 represents the
smallest heliosphere modeled here, with the upwind termination shock
only 8 AU from the Sun and the heliopause at 12 AU. Note that this
means that Saturn dips periodically into the hot heliosheath, crossing the
termination shock, and Jupiter’s orbit goes through regions of heated
supersonic solar wind close to the upstream region of the termination
shock.

Generally speaking, the morphology of the heliosphere is preserved
even in these extreme cases. Going to higher interstellar speeds does
however increase the termination shock upwind/downwind asymmetry.
Also, the presence of more neutral ISM H inside the termination shock
leads to more pickup ion heating, as is evident from the increased plasma

Figure 8.5 shows four different models, representing a change in inter-

temperatures in Figure 8.5.
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Variation of the interstellar He distribution
 in the inner solar system

Under contemporary conditions He is the dominant interstellar spe-
cies in the inner solar system, inside approximately 3 AU, because of its
rather high ionization potential. It is expected that He will remain the
dominant species for all situations with a substantial neutral gas flow
through the heliosphere. The density of interstellar helium in the inner
heliosphere scales linearly over a wide range with the density of the in-
flowing gas. Therefore, it will suffice to model the conditions for a sin-
gle neutral gas density. For total gas densities below 100 cm–3 the gas
can be considered collisionless, which allows for a simple scheme with

8.3.2 

counterclockwise from upper left: case 1, case 4, case 7, and case 6. The distance scale is
logarithmic in AU, with stagnation axis angle preserved. In each map, the ISM comes in
from the right; the first temperature rise is the bow shock, the thin red feature is the heli-
osheath/heliotail between heliopause and termination shock. The supersonic solar wind is
heated by the pickup ions.

Figure 8.5. Two-dimensional maps of plasma temperature for four different models,
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106 K because the medium is almost completely ionized and no notice-
able neutral gas flow will reach the inner heliosphere. Calculation of
“warm” heliospheres (T  = 6000 K) with different velocities does not
differ from the contemporary case since the gas has a thermal character
(its thermal velocity is comparable to the bulk speed). For these cases a
hot model (Wu and Judge 1979, Fahr 1979) was used.

nent), in cm–3, along the upwind stagnation axis, in AU for cases 1–3 and 5–7. The hy-

, along the upwind stagnation axis.

the atoms following Keplerian trajectories for the calculation of the den-
sity and higher moments of its distribution function. We have restricted
ourselves to densities even below 15 cm–3m , because for densities ex-
ceeding this number the Earth will not be in the inner heliosphere, since
the termination shock will move inside 10 AU (Fahr et al., Zank et al.,
this volume).

Because the interplay between the He flow, the Sun’s gravitation, and
ionization leads to a characteristic focusing cone structure in the inner
heliosphere, which depends on the flow velocity and temperature of the
gas as well as on the ionization rate, a range of velocities and tempera-
tures need to be explored. We restrict ourselves to typical ionization
rates for the contemporary heliosphere (see Rucinski et al., 1996;
McMullin et al., 2004) since the emphasis in this book is on the response
of the heliosphere to external conditions and not to solar activity. There
is no point in calculating a model for a hot interstellar medium with TTT =

drogen walls are evident, as is photo-ionization for small distances from the Sun. Right 
Panel: Profiles of neutral H component 3 density (i.e., born through charge exchange
 with the supersonic solar wind), in cm 3

Figure 8.6. Left Panel: Profiles of neutral H density (interstellar + hydrogen wall compo-
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of the neutral interstellar He density at 1 AU normalized to the He den-
sity at infinity for the current conditions (case 1), along with cases 2 and
3 in the upper panel, and for a cold interstellar cloud at T = 10 K with
three different relative velocities (cases 4 – 6) in the lower panel. For the
cold cloud conditions with an average ionization rate for He of He =10–7

s–1 at 1 AU the density enhancement in the peak of the cone exceeds a

To be more quantitative, Fig. .8 shows longitudinal density profiles

The calculation of “cold” heliospheres (T = 10 K, cases 4–6) can in
principle be performed with the use of the same model, even the same
numerical code. In practice, however, the hot model approach becomes
computationally costly because of the extremely narrow peaks of the
distribution functions related to the very small thermal spread. Fortui-
tously, for such a low temperature the analytical cold gas approximation
(Axford 1972) can be used except close to the cone center, where the
thermal spread of the gas, however small it is, must be taken into account
to avoid singularities in the computational scheme around the downwind
axis in the cold model.

We are using a stationary model for the He distribution here, al-
though it is known that the temporal variation of the ionization rate in-
fluences the spatial He distribution inside the heliosphere. However, this
simplified approach is justified because for the discussions in this chap-
ter we are interested in the average and extreme values of the neutral gas
densities in the inner heliosphere, and not so much their temporal evolu-
tion or their detailed spatial pattern. To illustrate the differences between
the contemporary warm interstellar gas environment and a typical cold

distribution that includes the cone for a warm and a cold interstellar en-
vironment. The color-coding has been adjusted to the corresponding
maximum density in the cone for each case and does not have any bear-
ing on absolute densities. Compared is the contemporary heliosphere for
interstellar gas with a flow velocity of 26 km/s and a temperature of
6000 K with a fast and cold interstellar gas flow of v  = 52 km/s and T
= 10 K. It is obvious that the fast and cold flow produces an extremely
narrow focusing cone that is concentrated along the downwind axis. The
inset shows the same density distribution, stretched along the y-axis for
better resolution of the cone structure. The full density enhancement is
concentrated at much less than 0.1 AU around the cone axis. Otherwise
the He distribution is very evenly distributed.
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It should be noted that the present interstellar flow vector is inclined
about 6o relative to the ecliptic plane (Witte, 2004; Möbius et al., 2004).
Therefore, the bulk of such a narrow cone would mostly miss the Earth’s

inner heliosphere in a color-coding based on logarithmic scaling. The colors are adjusted
to the maximum density in the cone and do not reflect any absolute calibration. Com-
pared are a contemporary heliosphere (on the right) and a fast cold interstellar gas (on the
left). Because of the extremely narrow cone the inset shows a version that is stretched
along the y-axis.

minimum, or the high rate of He = 2.10–7 s–1 at solar maximum, the
cone is higher by a factor of 1.5 or lower by a factor of 3, respec-
tively. In addition, the cones are very concentrated. In order to make the
central cone visible for the cold clouds, the angle range is stretched by a
factor of 6 in the inset. For the fastest velocity chosen (52 km/s), the
cone is extremely narrow, but for 13 km/s the half width of the cone at 1
AU reaches 5o, which is equivalent to almost 0.1 AU, still a substantial
width. It should be noted though that even for the highest density in the
cone, the mean free path for collisions is 0.25 AU and thus noticeably
larger than the cone width. Therefore, the collisionless approximation
used in the simulations is still valid. For both 13 and 26 km/s the density
enhancement is equal or stronger over the entire angle range as com-
pared with contemporary conditions. Taking into account the increased
overall density in the cold dense cloud environment, i.e., nHe = 1.5 cm–3,
the He density will be substantially higher at all locations.

Figure 8.7. Two-dimensional cuts of the neutral interstellar He density distribution in the

factor of 80. Taking the low ionization rate of He  = 6.10–8 s–1 at solar
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gravitational focusing cone for ISN gas with T = 6000 K and 13, 26, and 52 km/s flow,
including the contemporary heliosphere (upper panel). Same set of velocities for the cold
gas with T  = 10 K (lower panel). Inset: tailward detail of the cold cones (Möbius et al.,
2005).

clouds the cone may not directly influence the Earth’s environment. If
the orientation of the velocity vector were completely random, there is
still an  5% probability for the Earth’s orbit cutting through the half-
width of the cone for cold conditions with a 13 km/s relative velocity.

Figure 8.8. Longitudinal density profile of interstellar He at 1 AU exactly across the

orbit for the current flow direction, and for the majority of interstellar
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Secondary Particles in the Inner Heliosphere

solar wind (upper panel) and densities of interstellar H, neutral solar wind H, and pickup
H+ (lower panel, case 6).

Since the density of neutral ISM H remains thinned out substantially
in the inner heliosphere, even for dense cold interstellar clouds, the re-
lated secondary products, neutral solar wind H, and H+ pickup ions, con-

along the upwind axis for the cold and dense ISM (case 6). Since the
neutral gas is more depleted in any other direction, it is sufficient for the
purpose of this chapter only to consider the upwind direction.

wind H, nSW0, and pickup H+, nPUI, remain below 0.1 cmII
–3m  at all dis-

tances. Their contribution to the solar wind only becomes substantial

Figure 8.9. Radial variation of the relative contribution of neutral H and pickup H  to the+

stitute a tracer population. Figure 8.9 shows their radial distribution

As can be seen from Fig. 8.9, the absolute density of neutral solar

8.3.3 
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ronment will not be changed significantly at Earth’s orbit for a cold
dense cloud of 15 cm–3 H density.

He), neutral solar wind He (nSWHe0), He+

pickup ions (nPUIHe+), and pickup ions turned neutrals (nPUIHe0) (lower panels) as well as
the density ratio of He+ pickup ions versus solar wind He2+ and H+ (upper panels) as a
function of distance from the Sun (case 5). Upwind is shown on the left and downwind
on the right.

As discussed above, neutral He is the dominant interstellar species in
the inner heliosphere under all interstellar conditions, and it features the
well-known gravitational focusing cone with enhanced density on the

Figure 8.10. Densities of neutral interstellar He (n

outside 1 AU and is comparable near the termination shock at about 10
AU. At 1 AU both species make up 1% of the solar wind. Although this
is substantially more than under current conditions, the solar wind envi-
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10–7 s–1 for He were used. The secondary particles are accumulated
starting at 0.03 AU, leaving out the innermost portion of the region
where the solar wind is still accelerating and where the neutral densities
are negligible. As far as secondary products are concerned, He+ pickup
ions are most important under all circumstances. They exceed the neutral
He in the solar wind, typically by a factor of 30, because photo-
ionization is the prevalent production process for He+ ions (Rucinski et
al., 1996; McMullin et al., 2004). NSW hydrogen, produced by the inter-
action with interstellar He, is even rarer because of the extremely low
charge exchange cross section between protons and He, which is lower
by about two orders of magnitude compared with double charge ex-
change between He2+ and He. Therefore, NSW hydrogen produced by
interstellar He is not even shown here.

Surprisingly, a tertiary neutral particle product becomes very impor-
tant on the downwind axis. Through charge exchange with the interstel-
lar He neutrals that are strongly enhanced in the cone, He+ pickup ions,
which are also strongly enhanced there, are turned into neutral He with
the velocity distribution of the pickup ions. Because the enhancement in
the cone translates quadratically into the density of this product, its den-
sity is enhanced by about four orders of magnitude compared with the
upwind direction. To compute the radial profile of these pickup-ion-
generated neutrals, we accumulated their production along the downwind
axis, since they also follow the solar wind on average. However, these
neutrals will also disperse from the cone region according to their pickup
ion inherited velocity distribution. This effect is modeled through a free
expansion of the cone structure of these neutrals in two dimensions, us-
ing an equivalent thermal speed of the generating pickup ion distribution

downwind side of the interstellar flow. The dominance of this spatial

the radial variation of the neutral interstellar He, NSW He, and pickup
ion He+ density in its lower panels. Shown are both radial profiles, along
the upwind (left panel) and downwind (right panel) axis. On the down-
wind side the density of neutrals is also included that stem from charge
exchange of pickup ions with the ISN gas. The upper panels contain the
fraction of pickup He+ relative to solar wind protons and alphas. The 13
km/s ISM flow (case 5) has been chosen because it produces the widest
cone structure. To compute the secondary products charge exchange
cross sections for a 400 km/s solar wind and an average ionization rate of

structure is reflected in the NSW and the pickup ions. Figure 8.10 shows
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He+ pickup ions on the downwind cone axis for case 5, assuming a homogeneous inter-
action between neutral He and the solar wind (Möbius et al., 2005).

On the upwind side the abundance of pickup He+ reaches about 10%

AU, still not important for the solar wind dynamics. However, on the

Figure 8.11. Radial evolution of the effective solar wind speed and the mass-loading by

according to Burlaga et al. (1996). For simplicity, the density profile
across the cone is assumed to be Gaussian.

With regard to neutral particles that the Earth’s atmosphere may be
exposed to, the neutral interstellar He is the dominant constituent with its
density outside the heliosphere of 1.5 cm–3m  for cases 4 – 6 chosen here.
In the focusing cone on the downwind side of the ISN flow the He den-
sity even exceeds 100 cm–3m . In terms of energy flux delivered to the up-
per atmosphere, the neutral solar wind is more important because of its
much higher kinetic energy. On the upwind side both H and He contrib-
ute, with He containing more energy because of its higher mass. The to-
tal energy flux in the neutrals reaches almost 5% of that of the solar wind
ions. On the downwind axis the dominant fraction of the energy flux is
in the neutrals that are generated by charge exchange of He+ pickup ions
with interstellar He neutrals. It delivers approximately the full solar wind
energy flux directly into the upper atmosphere.
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slowdown is overestimated, because the density enhancement in the cone
is limited to a region that ranges from less than 1o to approximately 5o in
both directions, depending on the interstellar gas flow speed. Through
magnetic tension, the solar wind in the cone is still dynamically coupled
to the region outside the cone, where the mass-loading is substantially
weaker. As long as the solar wind speed outside the cone still exceeds
the Alfvén velocity, the coupling to the surrounding medium is weak,
because the information of the slowdown can only travel at the Alfvén
velocity. Because this condition is mostly fulfilled at 1 AU outside the
cone, the estimate given here for the solar wind slowdown in the cone is
roughly representative of what can be expected under the conditions
chosen here. For a more detailed evaluation, the cone needs to be treated
like a comet in the solar wind (e.g. Schmidt and Wegmann, 1980;
Schmidt et al., 1993). In a nutshell, the gravitational focusing cone in a
dense cold interstellar gas cloud scenario will behave like a giant station-
ary cometary coma in the inner solar system (Möbius et al., 2005).

cone axis pickup He+ reaches the average solar wind density at 1 AU,
with obvious impact on the solar wind dynamics. As discussed already
above, the density of a tertiary product, pickup ions that turned neutral,
becomes comparable with that of pickup ions here. These neutrals also
carry away momentum from the solar wind, because they were originally
accelerated on average to the solar wind speed and thus contributed to its
mass-loading. Since both the interstellar neutral He and pickup ion den-
sities are two orders of magnitude lower outside the cone, the neutrals
generated from the pickup ions are negligible everywhere else. To dem-
onstrate the order of magnitude of the solar wind slowdown due to the
interaction with interstellar He in the density enhancement of the cone,

(MPUI,HeMM +/MSWMM ) and the effective solar wind speed (W vv ), assuming a ho-
mogenous interstellar density. The mass-loading ratio has reached almost
10, and the solar wind has slowed down dramatically at 1 AU, as dis-
cussed by Möbius et al. (2005). At a distance of 3 AU from the Sun,
the solar wind blends smoothly into the interstellar gas flow by ap-
proaching its speed of 13 km/s. To compute this estimate the loss of
momentum to neutral solar wind and neutrals, which originate from He+

pickup ions, was included, since they completely decouple dynamically
from the solar wind flow. This momentum loss becomes important al-
ready at  0.3 AU. It should be noted though that the overall solar wind

Fig. 8.11 shows the radial evolution of the mass-loading ratio
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pickup ions very efficiently (Gloeckler et al., 1996; Möbius et al., 2002).
In CIRs He+/He2+  0.2–0.25 on average at 1 AU, and about 20–25 times
more He+ than He2+ is expected under cold dense cloud conditions.
Therefore, the flux of He+ would exceed that of H+ in CIRs even outside
the focusing cone. If one includes the compounding effects of the fo-
cusing cone, pickup ions will play the dominant role as a source of ener-
getic particles during solar minimum conditions. Assuming that the solar
wind and solar activity conditions remain similar to what is observed in

Energetic Particles of Interstellar Origin

As has been discussed for the contemporary conditions in Section

getic particles in the heliosphere. They are injected into further accelera-
tion with an efficiency that exceeds by more than a factor of 100 that of
solar wind ions. On average the abundance of interstellar He+ is already
6% of the total energetic He population at 1 AU under current conditions
(Kucharek et al., 2003). Even for the dense interstellar cloud conditions
considered here (cases 4 – 6), He+ pickup ions constitute only 1% of the
total solar wind ion density, and they can still be treated mostly as test
particles in the solar wind. Therefore, it is justified to estimate the ex-
pected energetic particle density that arises from acceleration of these
pickup ions through linear scaling based on the increased pickup ion
density. For an interstellar cloud with a He density of 1.5 cm–3 the aver-

+ 2+
He+/nHe2 + 6,

making He+ dominant over He2+ in the energetic particle population.
Due to its enhancement in the focusing cone, the abundance of He

will probably exceed that of H and become the dominant species of in-
terplanetary accelerated particles on the downwind side of the ISM flow.
Because pickup ions and, in particular, energetic particles are spatially
much more widely distributed than their source, the energetic particle
enhancement will spread well beyond the cone and become noticeable in
Earth’s orbit, even if the interstellar flow vector is not well aligned with
the ecliptic plane.

During solar minimum, co-rotating interaction regions are the domi-
nant generators of energetic particles and they accelerate interstellar

8.3.4 

age He /He  ratio in the energetic particles should grow to+ 2+ n
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in the Inner Heliosphere

8.2.5, pickup ions constitute a very important source population for ener-
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the contemporary heliosphere, the abundance of interstellar pickup ions
will boost the total flux of energetic particles in general, at least under
solar minimum conditions. Since also the intensity of ACRs is substan-
tially increased throughout the entire heliosphere (Fahr et al., this vol-
ume) and modulation of galactic cosmic rays will be significantly 

Zank, this volume), the total energetic particle fluxes around the Earth
will be substantially enhanced over the entire energy range. Therefore,
the change in the energetic particle spectra and fluxes around Earth is
probably one of the most important effects of a moderately enhanced
ISM density on the Earth’s environment.
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Abstract The effects of variable terrestrial environments of the Sun during its galactic
orbit are discussed. Emphasis is put on the energetic particle populations, like
pick-up ions, anomalous and galactic cosmic rays. After putting the analysis
briefly into the context of the ongoing debate regarding a cosmic ray-terrestrial
climate link, we study the structure of the heliosphere in various interstellar
environments, particularly in dense clouds of atomic hydrogen. We continue
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with a computation of the energy spectra of both anomalous and galactic cosmic
rays for galactic regions located in clouds and/or in galactic spiral arms. In the
light of these results we discuss the consequences for the terrestrial and planetary
environments, as well as for small solar system bodies.

Keywords: Pick-up ions, energetic neutral atoms, anomalous cosmic rays, dynamic
heliosphere

9.1 Introductory Remarks on Cosmic Rays and Climate
The Earth in space represents a thermodynamical non-equilibrium system

because it maintains a pronounced exchange of energies with its space environ-
ment. The terrestrial electromagnetic and particle radiation environments are
changing in time due to solar as well as galactic variabilities. Particularly, the
terrestrial climate is a result of a very complicated interactions between open
thermodynamic subsystems, like different cloud layers and atmospheric and
oceanic circulation patterns on top of a rotating solid body. Consequently, the
whole climate system is highly structured with many nonlinear thermal cou-
plings between the lithosphere (i.e. solid Earth crust), the hydrosphere (i.e.
the oceans), the atmosphere, and perhaps the biosphere (see, e.g., Cuntz et al.,
2003, von Bloh et al., 2003).

It has been argued (Lean and Rind, 1999, Fröhlich and Lean, 2002) that the
prime external climate driver on short time scales (Schwabe and Hale cycle, i.e.
decades) and on intermediate time scales (Gleisberg cycle and grand activity
minima, i.e. centuries and millenia) is solar irradiation, i.e. the integrated
electromagnetic energy input into the Earth’s upper atmosphere. However,
various terrestrial climate drivers, like temperature and cloud coverage of the
Earth. correlate well with energetic particle irradiation (Svensmark and Friis-
Christensen, 1997, Svensmark, 1998, Svensmark, 2000, Carslaw et al., 2002)
on short time scales. For intermediate time scales, the cosmogenic isotope
concentration during the Wolf-, Spoerer-, Maunder- and Dalton-Minimum of
solar activity indicate an increased cosmic ray flux as recently modelled by
Caballero et al. (2004) and Scherer and Fichtner (2004), suggesting that this
correlation also holds, because these grand minima coincide with cold periods.

While it cannot yet be determined whether solar or particle irradiation is
the prime external climate driver on short and intermediate time scales, this is
different for long time scales (galactic arm crossings, i.e. millions of years). For
long time scales, the cosmic ray flux varies quasi-periodically during the solar
galactic orbit due to enhanced fluxes within spiral arms (Shaviv, 2003), and
correlates with long-term temperature variations on Earth (Shaviv and Veizer,
2003). As one should not expect the solar irradiance to correlate with spiral
arm crossings, these results are a strong argument for the cosmic rays as climate
drivers.
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The discussion so far, however, has neither taken into account the variable
shielding effect of the heliosphere during a solar galactic orbit nor the perma-
nent presence of an additional energetic particle component, namely anomalous
cosmic rays (ACRs). To study both we first investigate the coupling of the in-
terstellar medium (ISM) with the solar wind. An essential role is played by
neutral atoms that become ionized within the heliosphere, i.e. the so-called
pick-up ions (PUIs), as they have a significant influence on the dynamics of the
solar wind and they are the seed population of ACRs. In order to derive the
energetic particle spectra at Earth we, secondly, need to include the fluxes of
galactic cosmic rays (GCRs), which we estimate from both observations and
theoretical considerations. This allows us, finally, to compute the total cosmic
ray spectra at Earth.

9.2 The Heliosphere in Different Interstellar
Environments

In contrast to the present-day situation, where the heliosphere is located in a
dilute ISM (Frisch, 1998, Lallement et al., 2003, Freyberg and Breidtschwerdt,
2003, Breitschwerdt, 2004), a spiral arm crossing provides a dense interstel-
lar environment (DISE). Therefore, we consider typical cases of DISEs in the
following. Note, however, that we exclude molecular clouds providing en-
vironments of very high interstellar density (nH > 1000 cm−3), because the
Bonn model (Fahr et al., 2000, Fahr, 2000) we use assumes atomic rather than
molecular hydrogen (for the case of molecular clouds see Yeghikyan and Fahr,
2004a). The computations are performed using the five-fluid Bonn model that
describes the dynamics of the heliosphere in the presence of solar wind and
interstellar protons, interstellar hydrogen, PUIs, ACRs, and GCRs, all of which
are mutually interacting (Fahr et al., 2000). The PUIs behave thermodynam-
ically as an individual fluid, which is convected with the solar wind. In turn,
the solar wind gets decelerated by momentum loading from these suprathermal
particles influencing the compression ratios of the termination shock (TS). De-
pending on the local strength of the TS, a certain fraction of PUIs is injected at
the TS into the process of diffusive shock acceleration, thereby constituting the
local ACR source.

9.2.1 The Physics in the Bonn model
In the following we briefly describe the dynamical and thermodynamical

coupling of low- and high-energy plasma components as modelled in the Bonn
code. The first-order interaction of the solar wind with the interstellar plasma
is a hydrodynamic proton-proton interaction. In addition to protons, however,
also interstellar H-atoms are flying into the heliosphere, which upon ionization
in the region of the supersonic solar wind produce H-pick-up ions (PUIs). Due
to effective pitch-angle scattering, they are rapidly isotropized in velocity space
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and are comoving with the solar wind, thereby representing a keV-energetic ion
load of the expanding solar wind. These PUIs are treated in the Bonn model as
an additional ion fluid, separated from the solar wind proton fluid by its number
density and its pressure. A certain fraction of these PUIs can be injected into
the Fermi-1 diffusive acceleration process at the termination shock (Chalov and
Fahr, 1997) and act as a seed for the ACR population, which in the multifluid
model is also treated by its relevant moment, i.e. the energy density or pressure.
This high energy fluid interacts with the solar wind plasma flow via its pressure
gradient and, for instance, decelerates it in the region near and upstream of the
termination shock, forming a precursor. For stationary conditions the physics
in this precursor for the convected low energy plasma species is treated by
the following continuity equations (Chalov and Fahr, 1994, Chalov and Fahr,
1995, Chalov and Fahr, 1997, Zank, 1999):

∇ · (ρi�u) = Qρ,i (2.1)

∇ ·
(

ρ�u�u + (PSW + PPUI + PACR + PGCR)
↔
I

)
= �Qp (2.2)

∇ ·
(

ρ�u

{
U2

2
+

γ

γ − 1
1
ρ
(PSW + PPUI)

}
+ �FCR

)
= Qe (2.3)

where ρ = ρSW +ρPUI denotes the total mass density of the mixed fluids, �u the

solar wind velocity,
↔
I the unit tensor, and the quantities PSW , PPUI , PACR,

PGCR the pressures of the solar wind protons, the PUIs, the ACRs and the GCRs,
respectively. The polytropic index γ = 5/3 is taken to be valid for protons
and PUIs as well, and the quantities Qρ,i, �Qp, Qe denote mass-, momentum-,
and energy exchange rates per unit volume and time (i = SW,PUI). The
contribution to the energy flow of the coupled ACRs and GCRs is separately
denoted by �FCR = �FACR+ �FGCR and is itself given by the following equations:

�FACR =
γACR

γACR − 1
�uPACR − κACR

γACR − 1
∇PACR (2.4)

�FGCR =
γGCR

γGCR − 1
�uPGCR − κGCR

γGCR − 1
∇PGCR (2.5)

where γACR,GCR = 4/3 and κACR,GCR are the polytropic indices of the high-
energy CR-components and the energy-averaged CR spatial diffusion coeffi-
cient, respectively. Both ACRs and GCRs are treated as massless fluids by
separate energy-averaged particle transport equations. The coupling of these
massless fluids occurs because of convective interactions of the CR fluids with
the background plasma, inducing a modification of the plasma flow by ACR
and GCR pressure gradients.

The required consistency within this model must also include the dynami-
cal and thermodynamical coupling of the mentioned four species to one more
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Table 9.1. The heliocentric distances ri and the compression ratios si of the TS in the upwind
(u), crosswind (c), and downwind (d) direction (i = {u, c, d}) for four LISM number densities
nH . The radial velocity profile is approximated by v(r) ≈ v0

(
r0
r

)α
such that at the inner

boundary r0 the radial solar wind speed v0 = 400 km/s. vu is the velocity just upstream from
the TS in upwind direction.

nH r0 vu α ru su rc sc rd sd ru/rd

cm−3 AU km/s AU AU AU
0.1 5.1 366.3 0.03 78.3 3.5 107.6 2.2 148.2 2.9 0.53
1.0 5.1 258.4 0.22 32.6 1.6 44.0 1.4 63.6 1.6 0.51

50.0 0.5 286.8 0.12 9.1 1.7 12.5 1.5 17.4 2.1 0.52
100.0 0.5 348.6 0.07 4.0 2.3 6.7 2.1 11.8 3.3 0.34

species, namely the H-atoms. In the Bonn model we treat the H-atoms as an ad-
ditional hydrodynamical fluid coupled by charge exchange reactions to protons
and PUIs. The complete modelling within a two-dimensional multifluid simu-
lation is explained in detail by Fahr (2000) and Fahr et al. (2000), the so-called
five-species Bonn model.

9.2.2 Results Obtained with the Bonn Model
In the five-species Bonn model, various parameters have to be specified, for

a thorough discussion see Scherer & Fahr (2003). It would go far beyond the
scope of this article to study the behavior of the heliosphere under the variation
of all parameters. We will rather restrict our modelling to a series of values for
the hydrogen density nH being representative for DISEs along the solar galactic
orbit. While it is not quite realistic to keep all other parameters constant, par-
ticularly the temperature, it nonetheless is a reasonable approximation, because
for all considered model runs the external ram pressure exceeds the thermal
pressure significantly. Therefore, reducing the interstellar temperature to en-
sure a pressure equilibrium in the ISM has no significant consequences for the
dynamics of the TS and the heliopause. We consider the values for nH listed in
the first column of Table 1 will refer to the case nH = 0.1 cm−3 as the “standard
model”.

In Fig. 9.1 we show the resulting radial profiles of the radial proton speed,
the hydrogen number density, the PUI number density, and the energy density
of the ACRs in the upwind direction.

Inspection of Fig. 9.1(d) illustrates how the TS moves inward with increas-
ing interstellar hydrogen density. For the upwind, crosswind, and downwind
direction the resulting heliocentric TS distances are listed in Table 1, along with
the corresponding compression ratios. At a first glance, astonishingly, the com-
pression ratio is not monotonously decreasing, but increases again for very high
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Figure 9.1. Shown from top to bottom are: (a) the ACR energy density, the number densities of
the PUIs (b), and the number densities of the neutral hydrogen (c), as well as (d) the proton radial
velocity. The red, green, dark blue, and light blue lines represent hydrogen number densities of
nH = 0.1, 1.0, 50 and 100 cm3, respectively.
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nH . This is consistent with the same behaviour of the upstream speed. The rea-
son for this counter-intuitive increase of both is that the net decrease in speed is
limited by the short distance to the TS. Therefore, despite the strong momentum
loading-induced deceleration resulting from the high hydrogen number density,
the solar wind remains fast upstream causing a stronger shock.

Figure 9.1(c) shows that, as expected, the hydrogen density increases at all
distances with the hydrogen wall moving inward. Note that the relative strength
of the hydrogen wall roughly remains unchanged. It is defined as the maximum
value of the hydrogen density inside the bow shock divided by the value at
infinity, which is identical to that at the integration boundary and varies by a
factor of two between the maximum (nH = 0.5 cm−3) and the minimal case
(nH = 0.1 cm−3), while the cases nH = 50 and 100 cm−3 are close to the value
at nH = 0.5 cm−3. As a consequence of the increased neutral atom density,
the atmospheres of the planets are not only exposed to an enhanced hydrogen
influx (Bzowski et al., 1996, Yeghikyan and Fahr, 2004a, Yeghikyan and Fahr,
2004b), but could be located outside the heliopause (see also Begelmann and
Rees, 1976, Scherer, 2000),

The heliopause can be nicely seen in panel (b) of Fig. 9.1 at the position
where the PUI number density shows a cutoff towards the interstellar medium.
Obviously, the PUI density is increased for DISEs. Astonishingly, the ACR
energy density shown in panel (a) follows the PUI density increase, although
the compression ratio of the TS and, thus, the injection efficiency of PUIs into
the process of diffusive shock acceleration varies significantly. The ACR energy
density (normalized to that of the standard model) is displayed in Fig. 9.2 and
reveals a nonlinear increase with increasing hydrogen number density.

Evidently, the ACR energy density increases by a factor of about 250 from
the model with the lowest hydrogen number density compared to that with the
highest. Moreover, the peak of the ACR energy density migrates inwards with
increasing nH to about 4 AU.

With the compression ratio, the velocity field, and the size of the heliosphere
representing the modulation region (see Table 1), we can compute the associated
heliospheric cosmic ray spectra as is done in the following section.

9.3 Cosmic Ray Spectra
Ideally, one would need a self-consistent ‘hybrid model’ that, on the one

hand, describes the (hydro-)dynamics of the heliosphere embedded in the local
interstellar medium and, on the other hand, allows for a kinetic treatment of the
cosmic ray transport. Several models have been presented that treat either
the cosmic ray transport or the heliopheric structure in terms of rather over-
simplifying approximations (see, e.g. Myasnikov et al., 2000, Alexashov et al.,
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Figure 9.2. The logarithm of normalized ACR energy density eACR at the TS as a function of
the logarithm of the interstellar hydrogen density.

2004), who developed a hybrid description regarding the neutral atoms but used
a constant diffusion coefficient, or Florinski et al. (2004), who approximated
the heliosheath by a spherical shell.

There are just a few approaches that incorporate both the cosmic ray transport
and heliospheric structure in a more advanced fashion. Predecessors to hybrid
models in the above sense were studied by Fahr et al. (2000), Scherer & Fahr
(2003), and Sreenivasan & Fichtner (2001). While the first two studies are
self-consistent two-dimensional fluid models that describe hydrodynamically
all considered species (solar and interstellar plasma, neutral gas, pick-up ions,
anomalous and galactic cosmic rays), the third study is a first attempt to solve
the (steady-state) cosmic ray transport equation including drifts and anisotropic
diffusion in a realistic three-dimensionally structured heliosphere.

The first hybrid models describing the cosmic ray transport kinetically every-
where in a “realistic” heliosphere were presented by Florinski et al. (2003),
Ferreira et al. (2004), and Ferreira & Scherer (2004). While Florinski et al.
concentrated on a partially self-consistent dynamics but neglected drifts, Fer-
reira et al. and Ferreira and Scherer included fully the drift and diffusion of the
cosmic rays, but assumed a substantially simplified dynamics of the heliosphere.

So far, we are still missing a truly dynamical 3-D model for the large-scale
heliosphere that includes self-consistently a sophisticated cosmic ray transport
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comprising anisotropic diffusion and drifts. However a 2-D version has been
developed very recently by Scherer & Ferreira (2005). Because this code is still
under development, we follow here a different strategy to compute the cosmic
rays spectra.

To determine the latter, we employ the semi-analytic model developed by
Stawicki et al. (2000), with which, for given solar wind velocity profile (v(r) ∼
r−α), compression ratio s, and heliocentric distance of the modulation bound-
ary, we estimate the modulated cosmic ray spectra. Note, however, that this
is only used to estimate the CR spectra, while the full CR pressure is self-
consistently included in the Bonn model as described above.

9.3.1 Boundary Spectra
In order to solve the complete modulation problem, i.e. to compute the spec-

tra of ACRs and GCRs at any location in the heliosphere, we need the ACR and
GCR spectra at the boundary of the modulation region. For simplicity, we as-
sume this boundary to be identical with the TS (see Table 1), i.e. neglecting any
so far unobserved (but presently discussed) modulation in the inner heliosheath
between the TS and the heliopause.

Anomalous Cosmic Rays. It is the general consensus that ACRs result
from diffusive acceleration of PUIs at the TS. Therefore, the accelerated spectra
are power laws f ∼ p−q in the relativistic particle momentum p = γ mv, where
q = 3s/(s − 1) is a function of the compression ratio s, and v is the particle
speed. These spectra are normalized such that at low energies they match the
PUI spectrum ensuring that the associated energy density

eACR =
pACR

γACR − 1
=

4π

3(γACR − 1)

∫ ∞

0
f v p3dp (3.1)

with 4/3 ≤ γACR ≤ 5/3 is consistent with that computed with the Bonn
model (see Fig. 9.2). At high energies there is an exponential cut-off due to
the curvature of the TS. The ACR spectra resulting for the four cases listed in
Table 1 are shown in Fig. 9.3, where the ACR spectra in the region dominated
by the present-day GCR contribution are indicated by the dotted lines. For the
present-day interstellar GCR spectrum (see the dotted line below 1 MeV and
the solid line above 100 MeV) we have used a standard representation, for a
compilation see, e.g., Mori (1997) or Stawicki et al. (2000).

The ACR spectra have a steepening slope as expected for decreasing com-
pression ratio s (see Table 1). At the same time the differential intensity is
increased linearly with the interstellar neutral atom number density nH . The
underlying picture here is that the PUI flux is proportional to nH and that
the ACR spectra match the PUI spectra at 1 keV, so that the energy densities
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Figure 9.3. The unmodulated ACR spectra at the boundary of the modulation region for
present-day conditions (solid line) or inside DISEs. The dotted lines indicate the ACR spectra
in the region where GCRs dominate the total flux. For the latter the present-day spectrum is
assumed.

corresponding to the computed ACR spectra correspond to those shown in
Fig. 9.1. Obviously, only in the case of very dense interstellar environments
can the intensity decrease (resulting from the steepening of the spectra) be
(over-) compensated by the general increase due to the increased PUI flux: for
the two cases nH = 1 and 50 cm−3 the ACR intensity dominates the total
spectrum only below 1 and 10 MeV, respectively. As modulation will further
decrease these fluxes significantly, the resulting intensity at 1 AU is even below
the present-day intensity (see Fig. 9.4). From the latter figure, it is evident that
only interstellar neutral atom densities of nH > 50 cm−3 lead to a noticeable
intensity increase at 1 AU, i.e. that the decrease of the heliospheric modulation
region does not compensate for the steepening of the spectra for lower values.
This finding is in agreement with the study by Florinski et al. (2003), who
studied the case of a tenfold increase of the ACR intensities and showed that,
at Earth, they remain below the GCR intensities at all energies. Therefore, in
the following we concentrate on the two cases nH = 0.1 cm−3 (“present-day”)
and nH = 100 cm−3 (“DISE”).
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Figure 9.4. The modulated ACR spectra at 1 AU for present-day conditions (solid line) and for
DISEs. The dotted lines indicate the ACR spectra in the region where GCRs dominate the total
flux. For the latter the present-day spectrum is assumed. Note that the vertical scale has been
changed compared to Fig. 9.3.

Galactic Cosmic Rays. While the present-day unmodulated interstellar
GCR spectrum in the vicinity of the heliosphere can be derived from obser-
vations (for a compilation, see Mori, 1997), the GCR spectra elsewhere can
only be obtained from theoretical considerations. It has been demonstrated
that there is, at a given position in the Galaxy, a time variation in the spectra of
various GCR species resulting from randomly distributed supernova explosions
(Büsching et al., 2003). These supernovae represent localized acceleration sites
of GCRs with different characteristics essentially resulting in a variation of the
spectral indices of the GCR energy spectra at these sources. In addition to this
“statistical” variation, one should expect a “regular” variation of the cosmic ray
spectra due to the structure of the Galaxy. One of its main features are the spiral
arms.

In general, the arms of spiral galaxies are considered to be a result of density
waves driven in the galactic plane by an inner bar-like perturbation of the galactic
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gravitational field, i.e. of the responsible galactic mass distribution. For the
Galaxy it is expected that four symmetrically placed spiral arms are developed.
They extend from the inner (4/1) and the outer (1/4) Lindblad resonances of
Keplerian periods with the corotation period of the bar-like field perturbation
(Binney and Tremaine, 1988, Taylor and Cordes, 1993). Not only are these
spiral arm regions of condensed galactic (i.e. interstellar matter) often appearing
as frequent and dense interstellar clouds, but they also represent regions of an
enhanced star formation, of enhanced average electron densities because of
abundant HII regions, and of enhanced magnetic fields with a pattern essentially
conformal with the density pattern.

The notion that enhanced star formation, for a typical initial mass function,
naturally leads to enhanced production rates of massive O-, and B-stars, which
then result in supernova events after comparatively short main sequence periods
(about 10 to 15 Myr according to Taylor and Cordes, 1993), suggests that spiral
arms constitute sites of enhanced supernovae activity and, thus, of enhanced
GCR production. Besides, this structure in the source distribution of GCRs, it is
also plausible that the diffusive propagation of GCRs is different inside galactic
spiral arms as a consequence of both the enhanced magnetic fields, as well as
the enhanced turbulence generation created by supernova shock waves. This
led to the idea to study the variation of the GCR flux along the galactic orbit of
the Sun through arms and interarm regions (Shaviv, 2003). A comparison of the
GCR intensities inside and outside spiral arms, envisioning these arm regions
as sites of increased star formation, density, and magnetic fields, results in the
finding that the GCR flux at the heliospheric modulation boundary exhibits
a regular variation with a quasi-period of about 140 Myr, on the basis of an
energy-independent spatial diffusion model applied in the well known leaky-
box approximation. A study of the cosmic ray exposure age of iron meteorites,
as well as the 18O to 16O-isotope ratio in fossils formed in tropical oceans,
seem to confirm that such a quasi-period really exists (Shaviv, 2003, Shaviv
and Veizer, 2003). The latter correlation, in particular, establishes the strong
cosmic ray-climate link mentioned above.

As we are mainly interested in the ACRs, we postpone a more detailed in-
vestigation of the GCR flux variation and adopt the general finding that the
GCR flux can increase up to a factor of five compared to the present-day value.
Therefore, we select two typical cases: first, the established present-day spec-
trum (for suitable parametrizations, see le Roux & Fichtner (1997) or Stawicki
et al. (2000) and, second, a spectrum with five times higher spectral intensities
being representative for the inside of a galactic spiral arm (Shaviv, 2003).

All unmodulated total boundary spectra under consideration are displayed in
Fig. 9.5. The solid line gives the present-day total spectrum and the dash-dotted
line shows the result for an increased ACR intensity in a DISE within a spiral
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Figure 9.5. The unmodulated ACR and GCR spectra at the boundary of the modulation region
for present-day conditions outside clouds or spiral arms and for conditions inside both.

arm leading to a higher GCR flux. The remaining combinations are indicated
by the dotted lines.

9.3.2 Modulated Total Spectra at 1 AU
The differential intensity j = f(�r, �p, t) p2 of cosmic rays with momentum

�p at a location �r inside the modulation boundary can be estimated using a
semi-analytical solution of their phase-space transport equation

∂f

∂t
= ∇ · (↔κ∇f) − �u · ∇f +

1
3

(∇ · �u)
∂f

∂ ln p
+ S(�r, �p, t) (3.2)

where
↔
κ and �u denote the diffusion tensor of energetic particles and the solar

wind velocity, respectively, and S(�r, �p, t) is an injection source. Drift motions
are neglected.

By assuming spherical symmetry, and assuming power laws for the depen-
dence of the spatial diffusion coefficient on both heliocentric distance and mo-
mentum, as well as for the dependence of the solar wind speed on heliocentric
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distance (see the caption of Table 1), we can derive the general steady-state
solution in the following form (Stawicki et al., 2000):

j(r, p) = p2f(r, p) =
3
b

∫
dr0

∫
dp0

S(r0, p0)
u(r0)

p0y0

F

× (r0/r)
1+β

2 (p0/p)
3β−4α−5
2(2+α) exp

(
−y0(1 + h2)/F

)

× I 1+β
1+α−β

(2y0h/F ) (3.3)

which requires a numerical evaluation for non-trivial, i.e. physically realistic
sources S(r0, p0). The quantity y0 denotes the so-called modulation parameter,

F = 1 − (p/p0)
3ν

2+α ; h = (r/r0)
1+α−β

2 (p/p0)
3
2b , In is a modified Bessel

function of the first kind, b = (2+α)/(1+α−β) and ν = (1+α−β+ 2+α
3 η).

The variables α and β are parameters describing the radial dependence of the
solar wind speed and spatial diffusion coefficient, respectively, and η is the
dependence of the latter on particle momentum.

While the assumed spherical symmetry of the solution limits its applicability
to regions close to a given direction, which we chose as the upwind direction,
it nevertheless allows us to estimate the basic changes in the cosmic ray flux
levels as function of heliospheric distance r. This way, we obtained the 1 AU
spectra displayed in Fig. 9.6.

As in Fig. 9.5 the solid line gives the present-day total spectrum, the dash-
dotted line shows the result for an increased ACR intensity in a DISE within
a spiral arm, leading to a higher GCR flux, while the other combinations are
indicated by the dotted lines. One can clearly see that an nH -increase associ-
ated with a DISE affects the total spectrum for energies below about 50 MeV,
while for higher energies a DISE-associated change of the interstellar GCR
spectrum is not very important. Note that this conclusion will change for very
dense interstellar environments with nH > 1000 cm−3, which are typical for
molecular clouds. Models for such cases are not as straightforward as, under
these conditions, the surrounding medium is dominated by molecular rather
than atomic hydrogen, and consequently the interaction scenario might be sub-
stantially changed (Yeghikyan and Fahr, 2004a).

9.4 Consequences of Variable Particle Environments
9.4.1 Outer Heliosphere

Obviously, the structure of the whole heliospheric interface adapts to an al-
tered interstellar environment. While nowadays valuable information about
this interface region can be extracted from the fluxes of energetic neutral atoms
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Figure 9.6. The modulated total spectra at 1 AU for nH = 0.1 cm−3 and nH = 100 cm−3.
Note that the vertical scale has been changed as compared to Fig. 5.

(ENAs), which are produced by charge exchange processes between hydro-
gen atoms and solar wind protons, as well as from PUI protons (Hsieh et al.,
1992, Gruntman, 1997), this information would not necessarily be available in
cases with different inner and outer boundary conditions. With the Interstellar
Boundary Explorer (IBEX), a new space mission is coming up (McComas et al.,
2004) that uses the fact that valuable details of the heliospheric structures are
reflected in spectral ENA fluxes at Earth for present-day conditions.

In fact, it can be stated that the most valuable information about the present
structure of the outer heliosphere comes from the ENA fluxes, which are pro-
duced downstream of the termination shock by charge exchange processes of H-
atoms with shocked solar wind protons at comparatively low energies (<5 keV).
In a highly dynamic heliosphere, as characteristic for the present one with its
11-year solar activity cycle, the contribution to the ENA fluxes produced by
pick-up protons upstream and downstream of the termination shock are sig-
nificant only at higher energies greater than 10 keV (Fahr and Scherer, 2004).
There is no ENA flux observable at Earth connected with particles originating
from upstream solar wind protons, since their velocity vectors responsible for
the corresponding ENA velocity vector is almost always directed away from
the Sun (supersonic solar wind).



274 The Significance of our Galactic Environment

Kinetic Energy [keV]

lo
g 

(E
na

−f
lu

x/
[k

eV
 c

m
2  s

 s
r)

]

10.08.06.04.02.00.0
−10.0

−5.0

0.0

5.0

Figure 9.7. The ENA fluxes at 1 AU for nH = 0.1,5.0, and 100 cm−3 produced by the
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hydrogen density in the LISM.

During extended periods of low solar activity (like extended grand minima)
the situation is of course different. For quasistatic heliospheric conditions, Fig-
ure 9.7 shows the ENA fluxes of the three relevant contributing seed populations
(shocked solar wind protons, upstream and downstream PUIs), for some of the
DISE cases given in Table 1, and computed for a quasi-static heliosphere from
the expression:

Ψ(�r,�v) =
3∑

i=1

Ψi(�r,�v) =
3∑

i=1

|nifi(�v)nHσex(vrel)vrel(v)|�r (4.1)

Here, ni and nH are the number densities of the local protons (i = 1: SW
downstream; i = 2: PUIs downstream; i = 3: PUIs upstream) and of the
H-atoms, respectively, fi(�v) is the velocity distribution function, σex is the
charge exchange cross section, and vrel(v) is the mean relative velocity between
H-atoms and the ions with velocity �v. For further details see Fahr & Scherer
(2004).

Evidently, the ENA flux produced by the solar wind protons downstream of
the termination shock increases with increasing hydrogen number density (see
the solid lines in Fig. 9.7), which also holds true for the ENA fluxes due to the
other two seed populations. Closer inspection of Eq. 4.1, however, reveals that
these increases are nonlinear. Different from the dynamic present-day situation,
the latter two dominate the total flux for all hydrogen number densities at nearly
all energies. Under these circumstances the sensitivity of the total ENA flux to
the interface structure depends on the relative contribution from upstream and
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downstream PUIs. Note, however, that the situation will change in a dynamical
heliosphere governed by variable solar wind momentum flows, triggered by the
solar activity cycle as described by Fahr and Scherer (2004).

9.4.2 Solar System Bodies
In the following we discuss the consequences of an increase of the cosmic

ray intensities below about 50 MeV due to the enhanced production of ACRs.

Earth. The terrestrial atmosphere is influenced mostly by cosmic ray
particles in the energy range 0.1-1 GeV (see the discussion in Scherer, 2000,
Scherer et al., 2002), because for lower energies the particles cannot penetrate
deep enough through the Earth’ magnetosphere into the atmosphere and for
higher energies the total flux is too low. Figure 9.6 reveals that, at least for DISE
with nH ≤ 100 cm−3, one should not expect any significant influence of ACRs
on the atmosphere and, in particular, on the terrestrial climate as is discussed
for GCRs (Svensmark, 1998, Svensmark, 2000 or Shaviv and Veizer, 2003). As
mentioned above, this might change for very dense interstellar environments
that, however, cannot be modelled with the current model.

As an aside, we mention that the discussion of whether, and if, cosmic rays at
all energies could influence the terrestrial climate has just begun. It might turn
out that the upper layer of the stratosphere plays an essential role in the long-
term behavior of the terrestrial climate through its high altitude clouds. Also,
the lower energetic cosmic rays like ACRs can penetrate to such high altitudes.
Relevant work on this whole new context is just under discussion, and a more
quantitative discussion should be possible in the near future (for example in
the forthcoming special issue of Adv. Space Research on the “Influence of the
Sun’s Radiation and Particles on the Earth’s Atmosphere and Climate”, edited
by J. Pap).

Planets. While the cosmic ray-climate connection might not be affected
for cases of a heliosphere immersed in a DISE, there is still another potentially
important effect. Within a DISE, not only do PUI or ACR fluxes increase but, of
course, also the direct flux of low energy neutral atoms (LENA’s). As hydrogen
easily chemically reacts with most constituents of planetary atmospheres, these
atmospheres can be significantly affected by such a flux increase (see Bzowski
et al., 1996, Yeghikyan and Fahr, 2004a, Yeghikyan and Fahr, 2004b). This
effect can be amplified for the outer planets, which might be located outside
the reduced dimensions of the heliosphere and, thus, be directly in contact with
the LISM. In that case the structure of the planetary magnetospheres will also
be affected.
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Small bodies. Especially those objects which do not have an atmosphere
or magnetosphere are directly influenced by the ACR radiation, potentially
dominating the fluxes at intermediate and low energies. The top layer of the
surfaces of the outer planetary moons can be chemically influenced, as well as
the objects from the Kuiper Belt. In DISEs, Kuiper Belt objects will move most
likely in orbits located beyond the termination shock, and are thus immersed
in the local interstellar medium, while the planetary moons are exposed to an
enhanced ACR flux. The cosmic ray bombardment of their surfaces alters the
matrix of the minerals and is an additional explanation for the different albedo of
these objects. The same holds true for cometary dust and Polycyclic Aromatic
Hydrocarbons (PAHs).

Unfortunately, the meteorites found on Earth undergo an ablation process
during their passage through the atmosphere and lose parts of their surface.
Therefore, they are not good tracers for the cosmic ray radiation history. The
surface of the Moon may also be a poor tracer, because the signatures of cosmic
rays have to be disentangled from those of the solar wind and of solar energetic
particles. With future missions, it might become possible to detect meteorites
on the Moon that are not ablated, so that their surface mineralogy may serve as
a tracer for the cosmic history of the solar system.
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Abstract Indirect indices of cosmic ray intensity at Earth, preserved in cosmogenic iso-
tope records, show strong variability on a wide range of timescales. Some of
the variability may be attributed to heliospheric phenomena, such as changes
in solar activity and in the geomagnetic field strength. Another possibility is
changes in the factors external to the solar system, such as supernova explo-
sions and the variability in the interstellar environment. Here we present a first
systematic study of the dependence of cosmic-ray intensity in the inner and the
outer heliosphere on the changing galactic environment of the Sun. Three differ-
ent scenarios (tenuous Local Bubble, Local Interstellar Cloud and diffuse cold
interstellar cloud) are investigated as background conditions for galactic cos-
mic ray propagation. Because cosmogenic isotope production is strongly biased
toward higher energies of the primary particles, we compare two models with
different levels of turbulence in the energy-containing part of the spectrum. It
is shown that the amount of modulation that cosmic rays experience depends
on the interplay between turbulence level variability due to pickup ions and the
changes in the extent of the heliosheath. Our calculations show that cosmic-ray
intensities at intermediate rigidities (1 GeV) vary by more than a factor of four
between extreme cases. Cosmogenic isotopes show a similar response giving a
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range of variation between a 25% decline in low-density environments and an
increase in excess of 300% in high density clouds.

Keywords: Cosmic rays, solar wind, interstellar clouds, 10Be records

10.1 Introduction
Galactic cosmic rays (GCRs) are highly energetic charged particles believed

to be produced by the process of diffusive acceleration at supernova remnant
shocks. As GCRs encounter the solar system, they experience a process called
modulation. Modulation is caused by cosmic-rays interacting with plasma of
the solar wind (SW) and the embedded magnetic field. Modulation may be rep-
resented as a superposition of a “regular” component, varying on large scales
(� rg, the cosmic-ray gyroradius) that enables particles to drift across large-
scale magnetic fields, and a small scale chaotic or turbulent component. Par-
ticle propagation inside the heliosphere is a combination of four phase-space
modes of transport: (a) convection with the mean plasma velocity, (b) drift
motion in a nonuniform magnetic field, (c) stochastic motion (diffusion) in
turbulent magnetic fields, and (d) adiabatic cooling in expanding geometries
due to a prevalence of overtaking interactions with the ambient fluctuations.
The interplay between the four processes results in a complicated dependence
of GCR intensities and spectra on the properties of the heliosphere at any given
location and phase of the solar cycle (e.g., Potgieter, 1998; Jokipii and Kota,
2000; Potgieter et al., 2001). Generally heliospheric modulation affects par-
ticles with rigidities of 10 GeV or less. The sensitivity of these modulation
processes to the variations in the interstellar environment of the solar system is
the subject of this chapter.

While direct measurements of cosmic-ray intensities became possible only a
few decades ago, indirect records are available for much earlier times. Past his-
tory of cosmic-ray intensity is preserved in cosmogenic isotope records found
in both terrestrial (Beer, 1997) and extraterrestrial (Lal, 1972) samples. Be-
cause variations in the interstellar environment are expected to occur on rela-
tively long time scales (>104–105 years), isotopes with a longer half-life are
preferred. These include 10Be, 26Al, 36Cl, 53Mn and 81Kr. Beryllium-10,
with a half-life of 1.5 × 106 years is particularly useful to study past cosmic-
ray variability because it is produced in relative abundance in particle showers
caused by the passage of energetic cosmic-ray ions through the Earth’s at-
mosphere. High resolution measurements of 10Be are available from polar ice
samples (Raisbeck et al., 1985; Wagner et al., 2000) and marine sediments
(Cini Castagnoli et al., 1998; McHargue et al., 2000). The available samples
provide records of cosmic-ray variability extending more than three million
years into the past (Aldahan and Possnert, 2003).



Galactic Cosmic Ray Intensity in Response to Interstellar Environments 283

All 10Be records display significant variability on virtually all timescales
(Figure 10.1, see also Chapter 12 in this book). The most widely publicized
features are two prominent events occurring 35,000–40,000 and 60,000–65,000
years ago when the flux of cosmic rays reaching Earth exceeded the present
value by a factor of ∼2 for two thousand years. The increases could be at-
tributed to any number of factors pertaining to cosmic ray production and trans-
port from their place of origin in supernova remnant shocks to their “demise”
in air showers. These can generally be divided into three categories: (1) in-
creases in production due to a recent supernova explosion within a relatively
short distance from the Sun, (2) changes in the strength of heliospheric mod-
ulation due to either a change in the solar activity level or in the interstellar
environment, and (3) variations in the geomagnetic field that prevents lower
energy cosmic rays from reaching the atmosphere at low latitudes.
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Figure 10.1. 10Be measurements in ice and marine sediment samples from different sources.
Note the prominent enhancement at 35,000–40,000 BP.

The supernova hypothesis has been investigated in Sonett et al. (1987) and
Kocharov (1994). This scenario involves the passage of a blast wave past the
heliosphere carrying with it an enhanced flux of accelerated particles. The
Geminga pulsar at a distance of 160 parsec has been suggested as a remnant
that caused some of the observed 10Be anomalies (Ellis et al., 1996). Such
events are expected to be extremely rare. Axford (1981) estimated that the
upper limit on the rate of supernova shock passage of any given point in space
is about 4 × 10−7 yr−1 for shocks that are capable of producing a twofold
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increase in GCR fluxes. The actual rate will likely be even smaller owing to
shock weakening by the cosmic rays. There is currently no substantial evidence
for a nearby supernova occurring after the sequence of explosions that formed
the Local Bubble and Loop I (see below) some 106 years ago (Smith and Cox,
2001).

The effects of solar activity variations on cosmic-ray fluxes in the past are
easily identified in records dating back less than 1000 years (Beer, 2000).
Prominent increases correspond to solar activity minima, such as the well
known Maunder minimum, during which the SW was extremely quiet. Under
these conditions both the tilt of the neutral sheet and the amount of turbulence
in the SW remain small, which leads to easier GCR access to the inner he-
liosphere via drift and diffusive transport (Jokipii, 1991). Recorded minima
occur every 200 years, on average (Beer, 2000), and are probably responsi-
ble for most of the short-term variability in cosmogenic isotopes (Jokipii and
Marti, 1986). There is currently no evidence that solar activity minima can
span thousands of years or longer.

Over intermediate timescales, changes in the Earth’s magnetic dipole
strength are believed to be responsible for most of the variability. The geo-
magnetic field undergoes complete reversals every 250,000 years, on average,
as well as more frequent excursions, when the field recovers with the original
polarity. During such periods the geomagnetic field can remain weak for thou-
sands of years thus offering no protection against cosmic radiation. Analysis
of magnetization levels in marine sediments show that they are reasonably well
correlated with the isotopic data (McHargue et al., 2000; Wagner et al., 2000;
Aldahan and Possnert, 2003), although discrepancies were also reported (Cini
Castagnoli et al., 1998). The geomagnetic hypothesis relies on the assumption
that 10Be is being distributed evenly across the globe via, e.g., atmospheric
transport, because otherwise the theory could not explain large variations in the
polar regions where the magnetic shielding is inefficient. McCracken (2004)
analyzed several mixing models and found that a relatively modest amount of
latitudinal mixing is sufficient to explain the records.

Changes in the interstellar conditions as a source of cosmic-ray variability
have not been considered until recently, when the general understanding of
the morphology of the local interstellar medium began to emerge. The Sun
and surrounding stars are located inside a low density hot (T ∼ 106 K) Local
Bubble (LB) believed to have been formed by supernova explosions some 106

years ago. Embedded in the LB are denser partially ionized interstellar clouds
such as the Local Interstellar Cloud (LIC) where the Sun is presently located
(Ferlet, 1999; Frisch, 2000; Lallement, 2001). The properties of the LIC and
the types of interstellar environment that the Sun is likely to encounter during
its journey through space are discussed in Chapter 5 and 6 of this book. As far
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as cosmic rays are concerned, Zank and Frisch (1999) were the first to recog-
nize the possibility that cosmogenic isotope anomalies could have been caused
by the solar system passing through a relatively dense interstellar cloud (30
times denser than the LIC in their paper). As shown in Zank and Frisch (1999)
and Müller et al. (2001) (see also Chapter 2), the heliosphere shrinks in size
by a factor of 5–10 with the termination shock (TS) moving in to 10–20 AU.
Further estimates of cosmic-ray intensities under these conditions (Florinski et
al., 2003a) based on a 1D transport model revealed that the flux of GCR pro-
tons in the energy range between 100 MeV and 1 GeV reaching Earth could be
1.5–3 times higher than at present, mostly as a result of the reduced amount of
heliosheath diffusion. Here we present a more systematic investigation of the
response of cosmic ray fluxes at 1 AU and in the outer heliosphere to changes
in the local interstellar environment. Three models are evaluated ranging from
the hot and tenuous LB to a diffuse cold neutral interstellar cloud 30 times
denser than the LIC (Table 10.1).

Table 10.1. Summary of interstellar environments investigated in this work. Here Nt∞, T∞,
and V∞ are the total hydrogen density (H+H+), temperature and speed of the cloud relative to
the Sun, respectively, and η is the ionization ratio. For the LB, values marked with an asterisk
(∗) were used in the multifluid numerical model (Müller et al., in preparation) to calculate the
positions of the interface boundaries, but only the LISM velocity condition was used here. See
Section 10.5 for more details.

Model Nt∞, cm−3 η T∞, K V∞, km/s

Local Bubble (LB) 0.005∗ 1.0 1.2 × 106∗ 12.5
Local Interstellar Cloud (LIC) 0.21 0.33 7000 25
Diffuse Cloud (DC) 10 0.0 200 25

Another new and intriguing terrestrial aspect of cosmic ray research worth
mentioning here is the possibility that GCRs could directly affect the Earth’s
climate. Svensmark and Friis-Christensen (1997) suggested that cosmic rays
may influence the Earth’s cloud cover thus modulating the amount of solar
radiation received by the surface. The link between GCRs and clouds has
not been confirmed yet (Wagner et al., 2001), although some supporting evi-
dence is available (Christl et al., 2004). The physical mechanism that would
cause clouds to form as a result in GCR intensity increases also has not yet
been identified. One possibility is that cosmic-ray-induced ionization affects
the formation of aerosols that facilitate cloud condensation (Marsh and Svens-
mark, 2000). If the climate connection is confirmed, it would also establish a
curious relationship between interstellar and terrestrial clouds via cosmic rays.
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10.2 Transport Properties of the Heliospheric Interface
Before we proceed to study each individual model, we would like to reiterate

the general properties of the heliospheric interface as a medium for cosmic-ray
transport. As we shall see, the general structure of the heliosphere is quali-
tatively similar in all interstellar environments under consideration, therefore
we will discuss its properties using the LIC as the best known example. Fig-
ure 10.2 shows the schematic view of the present day heliosphere. The prin-
cipal regions are the supersonic SW region, enclosed inside the TS, the inner
heliosheath region that extends into the heliotail in the anti-apex direction and
is separated from the interstellar plasma by the heliopause (HP), and the local
interstellar medium (LISM) region that contains the bow shock (BS). Prop-
erties of the plasma and neutral gas in the interface have been investigated
extensively (see Zank, 1999a for a review). Here we will only focus on the
properties of the interface that are important for energetic particle transport
and on the methods used to include them in modulation models.

Figure 10.2. Schematic view of the modulation regions in the heliosphere. Region 1 is the
SW, Region 2 is the heliosheath and heliotail and Region 3 is the LISM.
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10.2.1 Solar Wind (Region 1)
Galactic particle propagation in the solar wind is reasonably well under-

stood. During solar minima, drift motion dominates the transport with positive
ions entering at high latitudes during periods of positive field polarity, when
the magnetic field is directed away from the Sun in the northern hemisphere
and toward the Sun in the southern hemisphere, and through the warped neu-
tral sheet during negative periods, when the magnetic field direction is just
the opposite. During periods near solar maxima, drifts are less effective and
transport is controlled by diffusion and changes in the magnetic field inten-
sity and topology including transient propagating structures (Jokipii and Kota,
1995; Potgieter et al., 2001). Adiabatic cooling operates at about the same rate
during minima and maxima and ensures that low energy spectra are always
populated due to cooling at high energies.

At low and intermediate latitudes the SW magnetic field geometry is essen-
tially that of the Archimedian spiral (Parker, 1958), which is in agreement with
the Voyager observations (Burlaga et al., 1998). At high latitudes the Parker
model predicts a nearly radial field, which is inconsistent with Ulysses mea-
surements of GCR latitudinal gradients that imply that cosmic rays do not have
an unimpeded access to the inner heliosphere, but can apparently propagate in
latitude with relative ease (Heber, 2001). To account for this discrepancy, two
modifications to the high latitude field are commonly made (Fisk and Jokipii,
1999). The first mechanism involves a fluctuating random transverse field com-
ponent produced from footpoint motion on the Sun (Jokipii and Kota, 1989).
To model this effect we include an extra component Bm to the system of equa-
tions for the magnetic field, as described in Florinski and Jokipii (1999) (see
Equation 3.3 below). This modification reduces both the radial mean free path
and drift velocity in the polar regions. The second mechanism (Fisk, 1996)
derives a “regular” latitudinal magnetic field component from differential ro-
tation of the solar photosphere and nonradial expansion of wind in the corona,
which establishs direct field-line connections between different latitudes. To
take this effects into account we adopt a simple approach, commonly used in
modulation studies (e.g., Burger et al., 2000; Parhi et al., 2004), of increasing
the latitudinal component of the cosmic-ray diffusion tensor as calculated from
a theoretical model (see Equation 3.9 below) by a fixed ratio.

Diffusive cosmic ray transport crucially depends on the properties of the
interplanetary turbulence. A useful theory for the evolution of turbulence in
the SW has been developed by the Bartol group (Zhou and Matthaeus, 1990;
Zank et al., 1996a; Matthaeus et al., 1999). In this theory, turbulent fluc-
tuations are described in terms of small-scale Elsässer fields z± = δu ±
δB/(4πρ)1/2, where the ‘+’ or ‘−’ sign implies a sense of propagation paral-
lel or antiparallel to the mean magnetic field B, which satisfy the condition of



288 The Significance of our Galactic Environment

local incompressibility. Here u is the solar wind velocity and ρ is the density.
It is assumed that the fluctuations are axially symmetric about the direction of
B. Two kinds of fluctuations are present in the SW: those with wavevectors k
along B (slab component) and those with wavevectors perpendicular to B (2D
component). In what follows we will use the terms k‖ and k⊥ for the wavevec-
tor magnitudes of the two components, respectively. In both cases, fluctuating
fields are in the directions orthogonal to both k and B. Observations show
that most of the energy (75% to 95%) resides in the 2D component (Bieber et
al., 1996). The basic theory does not distinguish between slab and 2D turbu-
lence and describes both components in terms of the total fluctuation energy
Z2 = 〈z+ · z+ + z− · z−〉/2 = 〈δu2〉 + 〈δB2〉/(4πρ), and the associated
correlation length lc =

∫
〈z+ · z+′

+ z− · z−′〉dx/Z2, where the prime indi-
cates that a quantity is taken at a spatially lagged position and the integration
is performed along the direction of variance (parallel to B for slab and per-
pendicular to B for 2D turbulence). Using a single correlation length requires
that the cross-helicity 〈z+ · z+ − z− · z−〉 is small, a condition that is well
satisfied in the SW, at least for low latitudes at heliocentric distances beyond
2 AU (Roberts et al., 1987).

Under the assumptions of a steady radial superalfvenic solar wind, the
equations describing the radial evolution of Z2 and lc may be written as (Zank
et al., 1996a)
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Here Γ is a parameter related to the symmetry properties of the turbulence,
Ssh = Cshur cos θZ2/r describes driving by large scale compression and
shear, and SPI = fvaurṅPI/n is the energy supplied to the turbulence by
the process of pickup ion scattering by slab Alfvén waves (Williams and Zank,
1994). In the above expressions ṅPI is the rate of pickup ion (PUI) produc-
tion in charge exchange collisions, va is the Alfvén speed, n = ρ/mp is the
number density (mp is the proton mass), and Csh is a phenomenological con-
stant. The second term in Equation 2.1 includes the effect of SW slowdown
by charge exchange. We use Γ = 0.1 and Csh = 2.0 in our simulations that
make the theory consistent with the turbulence measurements by the Voyager
2 and Pioneer 11 spacecraft in the inner and the outer heliosphere (cf. Smith et
al., 2001; Parhi et al., 2004). We also included a latitude dependence factor in
the shear driving term, to reflect the fact that large scale structures (shocks and
corotating interaction regions) are less common at high latitudes. The factor
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f in the PUI driving term implies that only a fraction of the energy difference
between the initial ring-beam and the final stable phase space distributions
is available in the form of resonantly generated waves. The introduction of
this factor is prompted by the work of Smith et al. (2001) who found that the
amount of turbulent heating of the solar wind at large heliocentric distances is
inconsistent with the values of f ∼ 0.5–1 predicted by the conventional theory
(Williams and Zank, 1994). Isenberg et al. (2003) explain this discrepancy by
noting that PUIs can resonantly interact with both Alfvén and whistler waves,
and that the initial PUI ring distribution will be spread in energy due to am-
bient fluctuations that result in a nearly isotropic final distribution, while Chalov
et al. (2004) suggest that self-generated waves are immediately absorbed by the
PUIs and do not contribute to the cascade to small wavenumbers (dissipation
range) where the SW heating occurs. Note that the density of interstellar neu-
tral hydrogen is the principal source of variability (Table 10.1) and thus PUI
turbulence driving is of crucial importance in studies of the galactic environ-
ment effects on cosmic-ray propagation.

10.2.2 Inner Heliosheath (Region 2)
The Voyager 1 spacecraft is now positioned to cross the TS and enter the

inner heliosheath. Evidence for modulation in this region comes from Voyager
observations of intensities and radial gradients of GCRs in the outer heliosphere
(Webber and Lockwood, 2001a; Webber and Lockwood, 2001b; McDonald
et al., 2004), and from the time history of particle recovery following a passage
of a global interplanetary disturbance that continues to produce a decrease in
GCR intensity after crossing into the heliosheath (McDonald et al., 2000). It is
estimated that during positive solar minima, where magnetic fields are north-
pole positive, 50–80% of the modulation occurs beyond the TS. During solar
maxima the amount of heliosheath modulation inferred is up to 90% at 0.6 GeV
and is somewhat less during negative solar cycles. Nevertheless, strong cau-
tion must be exercised when interpreting these observations because of a large
uncertainty in our knowledge of the interstellar GCR intensities. For example,
little can be inferred about the population of lower-energy cosmic rays (below
100 MeV) in interstellar space because these particles are unable to penetrate
into the SW and the observed populations are produced in Region 1 by adia-
batic cooling from higher energies.

Drift and diffusion in both the SW and the heliosheath are important in
producing the global modulation pattern (Florinski et al., 2003b; Ferreira and
Scherer, 2004). MHD models show that the Parker spiral extends into the
heliosheath where it is wound more tightly as a result of shock compres-
sion and flow deceleration (Washimi and Tanaka, 1996; Linde et al., 1998;
Pogorelov et al., 2004). On approach to the HP magnetic ridges are formed
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where the field is strongly compressed. Because of the low plasma speed in the
heliosheath, the region preserves an imprint of several preceding solar cycles
in a compressed form. The field topology is expected to consist of envelopes
with opposite field polarity interspersed with regions with a strongly mixed
field as a result of solar rotation and dipole tilt (Nerney et al., 1995). Because
the field is so disorganized, large-scale drifts in the heliosheath are likely to be
suppressed (Langner et al., 2003).

The observed pattern of solar modulation is qualitatively in agreement with
the concept that drifts in the SW control GCR propagation under solar mini-
mum activity conditions (i.e., Jokipii et al., 1993; Florinski and Jokipii, 1999).
Eliminating drift motion in the heliosheath has an insignificant impact on mod-
ulation (Langner et al., 2003). However, the relative amount of GCR atten-
uation in the heliosheath increases significantly if the downstream diffusive
mean free path decreases by a factor larger than the shock compression ra-
tio (Caballero-Lopez et al., 2004). As we will show, such behavior is ex-
pected from theoretical predictions (Section 10.4). Consequently, the inner
heliosheath may be filtering a significant part of the incoming GCR flux dur-
ing the entire solar cycle.

Little has been done to study turbulence evolution in the heliosheath. It is
not presently known if any of the driving mechanisms operating in the super-
sonic SW will be effective here. PUIs produced by charge exchange with the
LISM neutrals, for example, will have a velocity distribution that is not too dif-
ferent from the hot background plasma. Consequently, PUIs are probably not a
significant source of turbulence in the heliosheath. However, interaction of the
TS with large scale solar wind structures is likely to populate the heliosheath
with waves and discontinuities (Story and Zank, 1995; Story and Zank, 1997;
Zank and Pauls, 1997) that would in turn contribute to turbulent driving.

Due to a lack of suitable theory of turbulence transmission across a shock we
use an estimate based on Alfvén wave amplification (McKenzie and Westphal,
1969, see also Chalov and Fahr, 2000)

〈δB2
2〉 =

s(s + 1)
2

〈δB2
1〉, (2.3)

where 〈δB2
1〉 and 〈δB2

2〉 are magnetic variances in front and behind the TS with
a compression ratio s. The above expression is valid when the Alfvén velocity
in the direction of the shock normal is small compared with the flow speed
both upstream and downstream of the shock. Here we treat the TS as quasi-
perpendicular at all latitudes in view of a presence of a large transverse Jokipii–
Kota component in the polar region. Because B2 � sB1, the ratio 〈δB2〉/B2

does not change significantly across a quasi-perpendicular shock and we may
take 〈δB2

2〉/B2
2 = 〈δB2

1〉/B2
1 . Furthermore, we assume 〈δB2〉/B2 = const

in the heliosheath. Slab waves preserve their wavenumber k‖ on crossing a
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perpendicular shock, and the downstream spectrum will be an enhanced ver-
sion of the upstream spectrum with same correlation length lc. Because we use
a single correlation length for both the slab and 2D components, the effect of
a possible increase in k⊥ across the TS is necessarily ignored.

10.2.3 Outer Heliosheath (Region 3)
The outer heliosheath is part of the LISM and is therefore filled with plasma

of interstellar origin. Florinski et al. (2003b) estimated the diffusion coefficient
in this region and concluded that it should cause no additional modulation be-
cause the canonical spatial scale of interstellar turbulence (lc ∼ 1017–1018 cm)
is too large and there is consequently little fluctuating power available at typ-
ical cosmic-ray gyro-resonance scales (Armstrong et al., 1995). Nevertheless
it is possible (see, e.g., Liewer et al., 1996; Zank et al., 1996b) that turbulence
can be generated locally as a result of hydrodynamic instabilities operating in
the vicinity of the nose of the HP. The common instability in the proximity
of the stagnation point is of the Rayleigh–Taylor type, driven by charge ex-
change between the plasma and the neutral gas (Zank, 1999b; Florinski et al.,
2005). This instability may serve as a driver for turbulence on shorter length-
scales (∼1014 cm), which would subsequently transport turbulent energy to
even smaller scales by means of a turbulent cascade. It is possible that the dif-
fusion coefficient will be relatively small in the outer heliosheath, which would
lead to compressional re-acceleration of cosmic rays in this region. Still, given
the lack of theoretical and observational data on the outer heliosheath, we will
for the present ignore any possible contributions to global modulation from
this region.

10.3 Cosmic Ray Transport Model
Galactic cosmic rays have large energies and their anisotropies are accord-

ingly small. Particle transport may be then described via their pitch-angle
averaged distribution function f(r, p) using Parker’s equation (Parker, 1965;
Gleeson and Axford, 1967; Skilling, 1975)

∂f

∂t
+ u · ∇f + ∇ · (κ · f) =

∇ · u
3

∂f

∂ ln p
, (3.1)

where κ is the spatial diffusion tensor. While the latter formally contains drift
effects in the antisymmetric part, we neglect drift motions here in view of the
specific geometry of the problem (see below). The model we use to calculate
u and κ represents a major departure from traditional (local) models of solar
modulation (see reviews by Potgieter, 1998 and Jokipii and Kota, 2000). We
employ a global heliospheric model (see, e.g., Baranov and Malama, 1993;
Pauls et al., 1995; Zank et al., 1996b; Müller et al., 2000; Fahr et al., 2000;
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Myasnikov et al., 2000 and Chapters 2 and 3 of this book) that calculates u
and B self-consistently for the entire region formed by the interaction between
the fully ionized solar wind and the partially ionized interstellar gas (note that
some of the models mentioned above did not include the magnetic field). For
the Local Bubble environment a different approach, based on an analytic ap-
proximation for the velocity field is used (Section 10.5). Once the two vector
fields are computed, turbulence parameters and diffusion coefficients can be
calculated at every grid point as described below. The transport Equation 3.1
is then solved using a time-dependent Alternating Direction Implicit (ADI)
numerical scheme.

Our current model is two-dimensional, i.e., axisymmetric about the direc-
tion of the interstellar flow (the z-axis). MHD plasma and gas-dynamic neutral
conservation laws are solved in the azimuthal half-plane φ = 0 using a second
order Total Variation Diminishing (TVD) numerical scheme. For the SW we
used the same 1 AU boundary values for all three models, namely, plasma num-
ber density n0 = 5 cm−3, radial velocity ur0 = 500 km s−1, and temperature
T0 = 106 K. Note that a 2D model allows only limited MHD phenomena to
be included in the LISM region. The only permissible configuration is that of
a LISM magnetic field coaligned with the plasma flow velocity vector. Some
(Frisch, 2003b) argue that the magnetic field in the LIC lies in the galactic
plane, which is inclined by 60◦ to the ecliptic, while others (Cox and Helenius,
2003) suggest that the field should be co-aligned. Both configurations are con-
sistent with currently available theoretical and observational results pertaining
to the magnetic field in the LIC (Florinski et al., 2004). Whereas a realis-
tic MHD description of the heliospheric field requires a 3D model, a simpler
kinematic approach allowed Florinski et al. (2003b) to include the fully 3D
field by ignoring magnetic forces on the plasma. This approximation becomes
invalid only near the HP where the flow approaches stagnation (Linde et al.,
1998; Pogorelov et al., 2004) and in the vicinity of the neutral sheet (Opher
et al., 2004), while being reasonably accurate elsewhere. The transport equa-
tions describing the evolution of the heliospheric magnetic field are (Florinski
et al., 2003b)

∂Bx,z

∂t
+ ∇x,z × (u × Bx,z) = −u(∇x,z · Bx,z) (3.2)

∂Bφ,m

∂t
+ ∇x,z · (uBφ,m) = 0, (3.3)

where Bm is the magnitude of the Jokipii–Kota fluctuating field. The Parker
field solution (Parker, 1958) is assumed at the inner boundary.

The diffusion tensor κ can be determined once the magnetic field topology
(Equations 3.2 and 3.3) and the turbulence parameters (Equations 2.1 and 2.2)
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are known from the transport model, by rotating from the field-aligned coor-
dinate system (where the diffusion tensor is diagonal with components equal
to κ‖ and κ⊥ in the directions parallel and perpendicular to B, respectively) to
obtain

κij = κ⊥ + (κ‖ − κ⊥)
BiBj

B2
. (3.4)

Here i = x, z, and B2 is calculated as the sum of the mean field plus the
Jokipii–Kota component, by choosing an appropriate model of particle diffu-
sion parallel and perpendicular to the mean magnetic field. The former can
be obtained from the Fokker–Planck pitch-angle diffusion coefficient Dµµ as
(Jokipii, 1966; Schlickeiser, 1989)

κ‖ =
w2

8

∫ 1

−1

(1 − µ2)2

Dµµ
dµ, (3.5)

where w is the particle’s velocity and µ is the pitch angle cosine. The corre-
sponding mean free path is λ‖ = 3κ‖/w.

The pitch-angle diffusion coefficient depends critically on the properties of
the interplanetary turbulence (see Dröge, 2000 for a review of popular mod-
els of parallel diffusion). The basic physical process that governs pitch-angle
diffusion is resonant scattering by slab fluctuations. Whereas at low rigidi-
ties wave damping effects are important (Schlickeiser and Achatz, 1993; Bieber
et al., 1994), transport of high rigidity particles may with a high degree of accu-
racy be described by taking the turbulence to be magnetostatic. In quasi-linear
theory (QLT) the Fokker–Planck coefficient takes on a simple form (Jokipii,
1966)

Dµµ =
πw(1 − µ2)

r2
gB

2|µ| Pxx

(
1

|µ|rg

)
, (3.6)

where Pxx(k‖) refers to spectral power in any one slab turbulence component
so that the total power in slab turbulence is 〈δB2

x,sl〉 =
∫

Pxxdk‖. The ar-
gument of the power spectrum distribution expresses the resonance condition
with rg = pc/eB being the particle cyclotron radius. Formally one can write

〈δB2〉 =
〈Z2〉
4πρ

(1 + rA), (3.7)

where rA is the constant Alfvén ratio, i.e., the ratio of kinetic and magnetic
turbulent energies (Zank et al., 1996a). In practice, it is difficult to use this
relationship because the validity of the turbulence transport model, described
by Equations 2.1 and 2.2, is limited to fluctuations at the high end of the en-
ergy range. Smith et al. (2001) report the average value in one perpendicular
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component Z2
x = 350 km2/s2 at 1 AU using a variety of spacecraft mea-

surements, a value we adopt as the inner boundary condition. The calculated
value of Z2

x is then used as a proxy for the total magnetic variance 〈δB2
x〉

using the normalization value of 〈δB2
x〉 = 13.2 nT2 at 1 AU (Bieber et al.,

1994). We use a constant partition coefficient between slab and 2D compo-
nents 〈δB2

x,sl〉/〈δB2
x〉 = 0.1. Such a small ratio is predicted by the theory

of weakly compressible turbulence (Zank and Matthaeus, 1993) and is well
within the measured limits (0.05–0.25, Bieber et al., 1996).

The power spectrum measured in the solar wind at low latitudes consists of
a flat energy-containing range populated by large scale fluctuations (klc ≤ 1),
followed by an inertial range (klc ≥ 1) characterized by spectral transfer of
energy from large to small scales with a classical Kolmogoroff spectral slope
Pxx ∼ k−5/3 (e.g., Bieber et al., 1994). At the same time, some observa-
tional evidence points to a k−1 dependence at high latitudes (Horbury and
Balogh, 2001). The low end of the turbulence spectrum is likely to be pop-
ulated by structures (shocks and discontinuities) that are generally removed
from the data reported (Smith et al., 2001). However, these structures may be
responsible for the modulation of very high energy (above 1 GeV) particles.
Accordingly, we use two forms of the power spectrum, identical in the inertial
range (with a spectral index of 5/3), but having a different spectral index in the
energy-containing spectral region: 0 (Model 1) and −1 (Model 2). Note that
the spectrum cannot be normalized in the second model, and we assume that
the k−1 dependence is simply an excess over the flat spectrum. On assuming
that the change in slope of the spectrum occurs at k = l−1

b , the parallel mean
free path is easily calculated from Equations 3.5 and 3.6 to be

λ‖ =
135
14π

r
1/3
g l

2/3
b

A2
sl

, rg < lb

(3.8)

λ‖ =
15
8π

r2
g

lbA
2
sl

[
1
2

+ 5
(

lb
rg

)2

− 5
14

(
lb
rg

)4
]

, rg > lb (Model 1)

λ‖ =
15
2π

rg

A2
sl

[
1
3

+
lb
rg

− 1
21

(
lb
rg

)3
]

, rg > lb (Model 2),

where A2
sl = 〈δB2

sl〉/B2 is the slab turbulent ratio. The second form of the
diffusion coefficient was also used by Burger and Hattingh (1998) and Burger
et al. (2000). This form provides a flatter rigidity and magnetic field depen-
dence for the high-energy cosmic rays than the first form. Note that the corre-
lation length (as defined for Model 1) is lc = πlb/5 = 0.628lb.
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Diffusion perpendicular to the mean magnetic field is caused by field line
separation. For convenience, we define the perpendicular “diffusive path” as
λ⊥ = 3κ⊥/w. This does not have the same physical meaning as the parallel
mean free path, which can be viewed as the mean distance traveled parallel to
B between successive interactions with magnetic irregularities, because par-
ticles follow helical trajectories and do not have a well-defined perpendicular
velocity. QLT specifically assumes that particles follow the field lines in the
slab geometry, so that λ⊥ ∼ A2

sllc for particles of sufficiently high energies
(Jokipii, 1971; Forman et al., 1974). Bieber and Matthaeus (1997) extended
the theory by introducing a more general concept of “orbit decorrelation” rate.
Under the assumption that field line diffusion is the source of decorrelation, the
Bieber and Matthaeus (1997) expression for λ⊥ (called the BAM model) is for-
mally similar to the QLT prediction, however, the effects of the 2D turbulence
component could now be accommodated. Nevertheless, numerical simulations
of particle motion in turbulent magnetic fields (Giacalone and Jokipii, 1999)
were in considerable disagreement with both the QLT and BAM predictions.

The failure of the theories to predict the outcome of numerical simulations
was traced to the fact that the theories assumed free streaming in the direction
of the mean field, rather than a random walk (diffusion). When parallel diffu-
sion was included in the simulations, perpendicular displacement turned out to
be subdiffusive in the slab geometry because the particles tend to retrace their
trajectories along similar field lines (Qin et al., 2002a). However, perpendic-
ular diffusion is recovered if the field possesses sufficient transverse structure,
i.e., in a composite (slab+2D) geometry (Qin et al., 2002b), although the dif-
fusion rate differs significantly from the QLT prediction. Theory is now con-
verging with the simulations results, because of the introduction of nonlinear
guiding center theory, or NLGC (Matthaeus et al., 2003). In this theory, parti-
cle gyrocenters follow field lines, but the particles are nevertheless able to sam-
ple the transverse magnetic field structure by following stochastic trajectories,
rather than the unperturbed orbits of the QLT. The result is that λ⊥ depends
on both λ‖ and itself in a complicated fashion through an integral equation.
Approximate forms for λ⊥ were derived by Zank et al. (2004) and Shalchi
et al. (2004). The expression becomes particularly simple at high energies,
as appropriate for GCRs. In this limit the contribution of the slab turbulence
component to perpendicular transport may be neglected and the perpendicular
diffusive path is given by Zank et al. (2004) as

λ⊥ =

(√
3πa2

5

)2/3

A
4/3
2D l

2/3
b λ

1/3
‖ , (3.9)

where a is a constant of order 1.
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Our model does not include drift transport because of the geometry of the
problem. The solar wind magnetic field is axially symmetric about the solar
rotation axis, which is also the symmetry axis for 2D modulation models. In
our model the interstellar flow direction is the symmetry axis and there is no
neutral sheet or a distinct polar axis direction. The problem of global modu-
lation is inherently three-dimensional and a fully 3D model would be required
to simulate GCR interaction in all three regions of the heliospheric interface.

10.4 Cosmic Ray Modulation in the Global Heliosphere:
Local Cloud Environment

Cosmic-ray propagation in the global heliosphere was first investigated by
Florinski et al. (2003b), and the discussion in this section is based on their
results. The present work is an extension of our earlier model, which did not
include turbulence transport, but rather assumed that both A2 = A2

sl+A2
2D and

lc were constant throughout the heliosphere. The introduction of a turbulence
model was necessary to properly take into account variations in PUI-driven
fluctuation levels caused by the changes in neutral hydrogen density in the
LISM. Despite quantitative differences in results obtained with the old and new
models, the qualitative features of the modulation process remain the same.
Below we summarize the principal findings of our earlier investigation of GCR
propagation in the outer heliosphere. Detailed differences between turbulence
levels and transport parameters between the three interstellar environments are
discussed in the next section. We will also only discuss Model 1 results in
this section because this model more closely resembles the diffusion model we
used previously (Florinski et al., 2003b). Note that the present model is most
appropriate for modulation near positive solar minima, when particle access to
the inner heliosphere is dominated by polar transport.

The heliospheric magnetic field intensity in the LIC model is shown in the
top panel of Figure 10.3. This result was obtained with the help of a two-fluid
MHD-neutral numerical code (Florinski et al., 2003b) using the interstellar
parameters that are considered typical of the LIC (Frisch, 2000, Table 10.1).
Generally particle mean free paths are small in regions of high field intensity
(the heliosheath near the HP) and large in regions where the field is weak (the
SW at high latitudes). The most striking difference between “local” modula-
tion models and the global approach is the presence of the “modulation wall”,
which is a region with very small diffusive mean free path on the inside of
the HP (red in color in the top panel of Figure 10.3). The wall is marked
by a sharp decrease in radial mean free path, as seen in Figure 10.6a (red
lines). The mean free path first decreases across the TS, as a result of az-
imuthal magnetic field Bφ compression by the shock, and then continues to
decrease on approach to the stagnation point in the upstream direction. Note
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Figure 10.3. Top: Heliospheric magnetic field strength, calculated as (B2
x+B2

y+B2
φ+B2

m)1/2

(logarithmic scale, legend marked in microGauss) and plasma streamlines in both the SW and
LISM in the LIC environment. Bottom: 1 GeV GCR proton intensity, calculated using diffusion
Model 1 (arbitrary units). Positions of the TS and the HP are also shown.

that in Model 1 the decrease in diffusive mean free paths for high-energy par-
ticles is larger than the shock compression ratio s, which is approximately 3 in
the LIC model. To understand this result we first note that according to Equa-
tion 3.7, λ‖ ∼ B−2 in the energy range, which means that the decrease in λ‖
across the quasi-perpendicular TS is ∼ (B1/B2)2 ∼ s−2, rather than s−1. Ad-
ditionally, if the radial diffusion coefficient is dominated by parallel diffusion,
i.e., κrr = κ⊥ + (κ‖ − κ⊥)B2

r/B2 � κ‖B
2
r/B2 (see Equation 3.4), there

is an additional reduction of the order (Br2/Br1)2(B1/B2)2 ∼ s−2, which
is absent when perpendicular diffusion dominates. Table 10.2 lists all possi-
ble limiting case scenarios for radial diffusive mean free path jump conditions
across a quasi-perpendicular shock. The actual decrease in κrr at high energies
will not be as large because the radial diffusion will almost always be governed
by κ⊥ downstream, even though the opposite is usually true in the upstream
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region. As discussed in Caballero-Lopez et al. (2004), heliosheath modulation
becomes important when the GCR diffusive length κrr/u is smaller down-
stream of the TS than upstream. One can see that such behavior is exactly
what is to be expected from theoretical predictions.

Table 10.2. Radial mean free path decrease across the shock as a function of the TS compres-
sion ratio s. Turbulence Models 1 and 2 are identical in the inertial spectral range, and conse-
quently predict the same amount of reduction in the radial diffusion coefficient at low particle
energies (rg � lc). Model 2, featuring declining fluctuating power in the energy range, pre-
dicts a less dramatic reduction in κrr at high particle energies than Model 1, with its flat power
spectrum, because a decrease in fluctuating power at resonance wavenumber downstream of
the shock partially compensates the general trend for a decrease in κrr due to magnetic field
compression.

rg � lc (all models) rg 	 lc (Model 1) rg 	 lc (Model 2)

κ‖ dominates s−7/3 s−4 s−3

κ⊥ dominates s−1/9 s−2/3 s−1/3

Because the heliosheath flow convects the field to higher latitudes (see the
streamline pattern in the top panel of Figure 10.3), it follows that the wall
confines the entire apex-facing portion of the heliosheath. The bottom panel
of Figure 10.3, which shows 1 GeV proton intensity calculated using the first
diffusion model, clearly shows a strong decrease across the modulation wall.
Because the latter strongly inhibits access of particles with energies below sev-
eral tens of MeV to the inner heliosphere, their population can only be replen-
ished from adiabatic cooling of more energetic cosmic rays in the expanding
SW. The barrier also significantly attenuates higher energy (GeV) particles, so
that the amount of modulation inside this barrier is comparable to or exceeds
that in the unshocked SW. This effect may be seen from the spectra shown
in Figure 10.4 by comparing the left panel, which shows heliosheath modu-
lation only, with the right panel, which shows the combined Region 1 and 2
contribution, i.e., the total amount of modulation from the LISM to 1 AU.

Our calculations also show that the GCRs are generally weakly coupled to
the plasma in the heliosphere because diffusion coefficients are large. This, of
course, is strictly true in the outer heliosheath, which is a part of the LISM.
We do not expect GCRs to modify the structure of the bow shock or even the
TS. A possible exception is the inner heliosheath region, since it has relatively
large radial gradients in the GCR pressure. This region may be more strongly
influenced by cosmic-ray dynamics.

Our third major result concerns the latitudinal asymmetry of the GCR distri-
bution. While the calculated GCR intensity in the heliosphere is highly asym-
metric at large distances, the asymmetry disappears at smaller distances due
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to a specific diffusion pattern in a Parker field, which is dominated by polar
transport during positive sunspot minima. It transpires that the interplanetary
magnetic field imposes a strong symmetry about the heliospheric polar axis on
the GCR distribution, effectively erasing the information about the asymmetry
of GCRs from their propagation through the inner heliosheath. This effect is
clearly seen in the bottom panel of Figure 10.3, where the GCR intensity pat-
tern inside the TS shows a characteristic symmetric lobe structure. This feature
makes it difficult to use GCRs to directly probe the structure of the outer he-
liosphere when deep inside the TS, requiring spacecraft observations at large
heliocentric distances.

Finally, we discovered that a possibility exists for the re-acceleration of
GCRs in the decelerated flow in the heliotail. Notice that the intensity in the tail
at 1 GeV is higher than the interstellar intensity. Compressive re-acceleration
is a result of solar wind slowdown in the heliotail. The flow in this region is de-
celerated and cooled as a result of charge exchange with the interstellar atoms
that cross into the tail from the sides. This effect is noticeably not present when
charge exchange processes are ignored. We should point out, however, that the
heliotail probably extends to tens of thousands of AU in the downstream direc-
tion (Izmodenov and Alexashov, 2003) and a much larger simulation box may
be required to properly study the re-acceleration effect.

10.5 Interface Variability Driven by Interstellar
Environment Changes: Cosmic Ray Response

As the density and dynamic pressure of the interstellar medium surround-
ing the solar system changes, the heliosphere expands or contracts relative to
its present size (Chapter 2). Some of the most important properties of the in-
terface in the three environments are summarized in Table 10.3. The overall
structure of the interface is the same in all three cases, the only exception being
the absence of a bow shock in the strongly subsonic LB interstellar wind. There
are, however, significant variations in sizes and PUI intensities. A thicker he-
liosphere may be expected to be a better shield against galactic radiation. The
situation, however, is complicated by the fact that turbulence production by the
pickup process is less efficient in low density environments, which means that
the SW magnetic field will be less “tangled” in the LB than in denser clouds.
To answer the question of how these two effects influence GCR propagation
one must first understand the problem of heliosheath modulation. This subject
is only now beginning to be addressed and no theory of turbulence or diffusion
in Region 2 exists yet. Here we use two different diffusion models in order to
cover a range of possible scenarios. Model 1 favors stronger heliosheath mod-
ulation than Model 2, because the decrease in the mean free path across the TS
at high energies is larger by a factor of s (Table 10.2). Conversely, Region 1
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Figure 10.4. Left: spectra of galactic cosmic ray protons at 1.1 the distance to the TS in
the upwind direction for the three interstellar environments described in the text. Solid lines
correspond to Model 1 results, while Model 2 data is plotted with dashed lines. The black curve
is the hypothetical LISM spectrum (Ip and Axford, 1985). Right: same for 1 AU (except the
LB model where the results are for the internal boundary at 1.5 AU). Solar minimum data at
low energies (IMP-8, McDonald, 1998) and high energies (BESS, Sanuki et al., 2000) are also
shown. Notice a general decreasing trend in the modulation at 1 AU from the LB to the DC.

modulation is more important in Model 2. This is most clearly seen in the LIC
case by observing the behavior of the radial mean free path in Figure 10.6a,
and by comparing the amount of modulation in the heliosheath and the SW
(the left and the right panels in Figure 10.4, respectively). Below we discuss
the differences between modulation patterns in the low density (LB) and rel-
atively high density (DC) environments in comparison with the present (LIC)
conditions in the context of the two modulation scenarios.

Table 10.3. Properties of the heliospheric interfaces formed as a result of SW interaction with
the LIC, the LB and the DC. Here rTS is the distance to the TS, h = (rHP − rTS)/rTS is the
relative thickness of the heliosheath, and s is the TS compression ratio.

Model rTS, AU h s

Local Interstellar Cloud (LIC) 100 0.5 3.1
Local Bubble (LB) 100 1.8 4.0
Diffuse Cloud (DC) 12 1.0 1.6
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Figure 10.5. Turbulent ratio 〈δB2
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the LIC, LB and DC environments, respectively.

10.5.1 Hot Local Bubble (LB) Environment
Some 105 years ago the solar system galactic environment was very differ-

ent from today. The heliosphere was embedded in the Local Bubble, a region
of space some ∼100 pc in size with an anomalously low density and high
temperature (T > 106 K). The LB is likely to be fully ionized, a fact that
significantly simplifies the heliospheric model since there is no need to cal-
culate neutral atom distributions. Plasma parameters inside the LB that serve
as external boundary conditions for the heliosphere are shown in Table 10.1.
Unlike the two cloud models, which assume that a cloud moves in the oppo-
site direction to the Sun’s velocity vector in the “local standard of rest” (LSR)
frame, here a stationary background is assumed with the only contribution to
the velocity difference between the heliosphere and the LISM being the motion
of the Sun relative to the LSR (Frisch, 2000). Because the interstellar flow is
substantially subsonic (Mach number M ∼ 0.1), it is expected to behave as a
nearly incompressible fluid. Numerical calculations using a multifluid model
(Müller et al., in preparation) performed on a relatively large (several thousand
AU) domain reveal that the plasma density is indeed nearly constant in both
the heliosheath and the LISM. These preliminary results also show that it is
virtually impossible to eliminate the influence of the external (outflow) bound-
ary because of the acoustic waves propagating upstream and modifying the
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solution in the heliotail. Fortunately, the subsonic regime can be adequately
described by an analytic model developed for an incompressible potential flow
(Suess and Nerney, 1990). In the spherical coordinate system the components
of the plasma velocity in both subsonic regions (2 and 3) may be calculated
from

ur = u∞ cos θ

[(rs

r

)3
− 1

]
+ u0

γ − 1
γ + 1

(rs

r

)2
, (5.1)

uθ = u∞ sin θ

[
1
2

(rs

r

)3
+ 1

]
, (5.2)

where rs is the distance to the TS and γ = 5/3 is the specific heat ratio. The
TS itself is assumed to be spherical and have a compression ratio of (γ +
1)/(γ − 1) = 4 (strong shock) as expected in the absence of charge exchange.
The Region 1 flow is assumed to have a constant radial velocity u0. We set
rs = 100 AU, which is essentially the same as in the LIC and in agreement with
the multifluid model results, and calculate B numerically from the kinematic
model using Equations 3.2 and 3.3.

The heliospheric structure in the LB environment is shown in Figure 10.7.
The heliosheath is almost three times thicker and the TS is stronger than in the
LIC (Table 10.3). The HP is located at 280 AU on the symmetry axis. From
Figure 10.5b one can see that the absence of PUIs has a large impact on A2.
Unlike the LIC case, the only sources of turbulence are stream interactions,
which are ineffective beyond several AU. The result is that the wave intensity
decreases asymptotically as 〈δB2

x〉 ∼ r−7/2, while the correlation length in-
creases as r1/4, in agreement with the theory (Zank et al., 1996a). Recalling
that |B| ∼ 1/r at virtually all latitudes in the presence of the modified field
component, we obtain A2 ∼ r−3/2. This is quite different from the LIC case,
where the fluctuation levels fall off much slower because of PUI driving. The
fast decay of A2 results in the GCR mean free path being larger in Region 1
compared with the LIC (Figure 10.6b). However, the drop across the TS is
also larger and the heliosheath diffusion coefficient is about the same in the
two cases. The larger decrease is a consequence of both a stronger shock and
the dominance of parallel diffusion in the LB case. Generally, a large parallel
diffusion implies smaller ratios of κ⊥/κ‖, because the κ⊥ depends on κ‖ only
as a cubic root and tends to become smaller when turbulence levels decrease.
On the contrary parallel diffusion is fastest in the absence of fluctuations that
cause scattering, thus inhibiting particle propagation in the parallel direction.
This also explains why the change in κrr is larger at high latitudes, where dif-
fusion mean free paths are generally larger as well. As before, the drop across
the shock is less in Model 2 in agreement with the general trend (Table 10.2).
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The bottom half of Figure 10.7 shows strong modulation in the magnetic
wall region. The GCR intensity distribution inside the TS is nearly spherically
symmetric. No compressional acceleration in the tail is visible, as expected in
the absence of neutrals. Spectra (blue lines in Figure 10.4) confirm that he-
liosheath modulation is more dominant than in the LIC (85% and 54% of the
total amount of modulation at 1 GeV for Models 1 and 2, respectively, com-
pared with 52% and 25% for the LIC). Unlike the LIC case, Model 2 actually
gives a higher GCR intensity at 1 AU than Model 1. The latter is a consequence
of diffusion coefficients being quite large in Region 1 in both models, whereas
in the LIC Model 2 predicts small SW diffusion. It follows then that if the dif-
fusion coefficient obeys the Model 2 prescription, GCR fluxes at Earth would
be larger than at present, while if Model 1 is correct, the fluxes of particles with
energies above 300 MeV would be smaller in the Local Bubble environment.

10.5.2 Diffuse Interstellar Cloud (DC) Environment
We now proceed to investigate the properties of the GCR distribution in

the heliosphere during the periods when the Sun enters a moderately dense
interstellar cloud (Table 10.1). There is some evidence, for example, that the
so-called G Cloud, which lies approximately in the path of the Sun’s travel,
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Figure 10.7. Same as Figure 10.3, but for the Local Bubble environment.

may be significantly denser than the LIC. Frisch (2003) (see also Chapter 6)
estimates that the number density in the G Cloud could be >5 cm−3, which is
15–30 times that of the LIC, and that this cloud could become the next galactic
environment of the solar system in 103 to 105 years. Should that be the case,
the structure of the heliosphere will change dramatically.

Earlier studies of the SW–cloud interactions were conducted by Zank and
Frisch (1999), Müller et al. (2001), and Florinski et al. (2003a) for a cloud
similar to the DC, and by Scherer et al. (2002) for a less dense, but strongly
ionized cloud with Nt∞ = 1 cm−3. Encounters with very high density mole-
cular clouds (Nt∞ = 100 − 1000 cm−3) were investigated by Yeghikyan and
Fahr (2003) (also, Chapter 11 of this book), although they only included neu-
tral gas interactions in their analysis. Cosmic-ray attenuation in such dense
clouds is discussed in Chapter 9. The cloud we study here is cold (T = 200 K)
in order for it to be in approximate pressure equilibrium with the surrounding
warm low density medium. Consequently, the hydrogen ionization ratio in the
cloud is low. In fact, we can assume it to be identically zero at the boundary
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because the cloud is ionized locally by solar Ly α radiation, which is included
in the computer model. The model itself is a modification of our earlier study
(Florinski et al., 2003a) in that we now include three neutral hydrogen popu-
lations instead of one. This “multifluid” model is similar to Zank et al. (1996)
and Florinski et al. (2004). The multifluid results for the plasma and neutral
distribution are somewhat different from those of Florinski et al. (2003a), be-
cause the single fluid approach overestimates neutral atom filtration by the hy-
drogen wall. In the new model more neutral hydrogen atoms penetrate into the
inner heliosphere, causing stronger solar wind deceleration by charge transfer.
The SW is slowed down to 250 km/s by the time it reaches the TS, located at
12 AU (i.e., just past the orbit of Saturn) in the upstream direction. The SW
is strongly heated by the PUIs and the TS is weak with a compression ratio
of only 1.6 (Table 10.3). The HP is located at 24 AU and the thickness of the
heliosheath is about equal to the radial extent of Region 1.

Figure 10.5c demonstrates the effect of enhanced turbulent driving by the
PUIs. The PUIs are produced in abundance compared to the LIC, and the
additional wave generation significantly slows down the decrease of the energy
density of the fluctuations with radial distance, which is caused by expansion
and turbulent decay. The correlation length is approximately a constant. Proton
mean free paths in Region 2 are smaller than in the LIC and decrease with
r. The jump across the shock is quite small, however, because perpendicular
diffusion is relatively large and the TS compression ratio is small. As a result,
the mean free path in the heliosheath is actually larger than in the LIC (cf.
Figures 10.6a and 10.6c).

The combined effect of a relatively large heliosheath κrr, and a much smaller
extent of the modulation cavity, is a significant reduction in the heliospheric
shielding of GCRs. Figure 10.4 (red lines) shows that the intensity between
300 MeV and 1 GeV is increased by a factor of 1.4–2.4 in Model 1 and by a
factor of 4.1–7.6 in Model 2. The Model 1 results are in good agreement with
those of Florinski et al. (2003a). The relative contribution of the heliosheath
modulation is slightly less here than in the LIC case. Figure 10.8 shows little
if any compressional acceleration at 1 GeV despite a significant slowdown of
the heliosheath flow in the tail. Because the diffusive mean free path of GeV
particles is relatively large, it appears there is not enough time for compressive
re-acceleration during the passage through the heliotail that is less than 100
AU in diameter.

To conclude the discussion in this section, we would like to point out that
the GCR intensity inside a diffuse cloud need not be identical to that of the am-
bient interstellar medium. Inside dense clouds, cosmic rays experience ioniza-
tion and pion production losses that tend to produce a net flux of high-energy
particles into the cloud. The resulting anisotropy, suggested by Skilling and
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Figure 10.8. Same as Figure 10.3, but for the Diffuse Cloud environment.

Strong (1976),would resonantly excite Alfvén waves, which may in turn in-
hibit particle diffusion parallel to the ISM magnetic field, thus excluding them
from the cloud interior. Alfvén wave damping by ion-neutral friction (Kul-
srud and Pierce, 1969) imposes an upper limit on the energy of cosmic rays
that can excite waves because the streaming flux decreases with energy and the
wave growth rate becomes less than the rate of dissipation. However, Skilling
and Strong (1976) neglected the effect of magnetic field enhancement inside a
dense cloud, which tends to compress cosmic rays and inhibit inward stream-
ing. When this effect is included, cloud shielding becomes effective only for
protons with energies below 50 MeV (Cesarsky and Völk, 1978). Note that
the effect of shielding is only relevant for giant molecular clouds with neutral
hydrogen column densities greater than 4 × 1022 cm−2, which is more than
104 times larger than the column density of the cloud considered here and in
Florinski et al. (2003a). We conclude then that our use of the same background
interstellar spectrum for all three environments is justified.

10.6 Cosmogenic Isotope Response
As high-energy galactic cosmic rays strike the Earth’s atmosphere, they pro-

duce a shower of secondary particles that can interact with the atmospheric
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nucleons to produce long-lived radioactive isotopes. The contribution of the
primary particles to 10Be production is negligible and most of the isotope is
generated in spallation reactions between secondary neutrons and N and O
nuclei. Modeling this process involves complex Monte-Carlo simulations, fol-
lowing random trajectories of a large number of particles that take into account
all possible combinations of targets and product nuclei. Cross sections for 10Be
production can be found in Masarik and Beer (1999), which show that sec-
ondary neutrons below 100 MeV are the most efficient producers in nitrogen
reaction, while those with energies above 100 MeV interact more readily with
oxygen. Because the number of secondary particles increases with the energy
of the primary proton, the process favors higher energy cosmic rays. However,
since there are fewer of these particles in the incident spectrum, the produc-
tion rate actually peaks at about 2 GeV. The total rate of cosmogenic isotope
production is calculated as

P =
∫ ∞

0
S(T )

dJ

dT
dT, (6.1)

where S(T ) is the specific yield of the product isotope from the primary par-
ticle with a kinetic energy T , integrated over the depth of the atmosphere and
dJ/dT is the differential intensity at 1 AU plotted in Figure 10.4. The yields
for 10Be were conveniently calculated for primary protons with energies be-
tween 300 MeV and 300 GeV by Webber and Higbie (2003) (see their Fig-
ure 5). Note that our simulations only include protons up to 10 GeV. However,
the error introduced by neglecting higher energy particles is only of the or-
der of 10%, which is probably much smaller than the uncertainties involved
in estimates of the diffusion coefficient. Because we are only interested in the
relative increase or decrease of cosmogenic isotope production rates in differ-
ent interstellar environment as compared to the LIC, the exact shape of the
GCR spectra assumed for the LISM is not important. In this study we are also
ignoring the energy cutoff effect produced by the Earth’s magnetic field.

The results of this calculation are presented in Table 10.4. Model 1 pre-
dicts a relatively modest amount of variability. The LB environment shows a
modest reduction in the 10Be production rate, while the DC shows a somewhat
larger increase. The variations are significantly larger in Model 2 results. This
is mostly a consequence of a large amount of total modulation predicted for
the LIC by this model. Both the LB and the DC exhibit less modulation, and
10Be production rates are increased by a factor of 2–3. The last line in Ta-
ble 10.4 corresponds to a hypothetical case of an extremely dense cloud where
the size of the heliosphere is reduced to such small scales that the modulation
is effectively zero. It shows that the largest possible increase in the rate of cos-
mogenic isotope production, due to galactic environment variability, is of the
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Table 10.4. Beryllium-10 production rate relative to the present rate as a function of the inter-
stellar environment and diffusion model.

Galactic environment Model 1 Model 2

Local Interstellar Cloud (LIC) 100% 100%
Local Bubble (LB) 77% 219%
Diffuse Cloud (DC) 134% 330%
No modulation 175% 407%

order 75–300%. This is certainly enough to explain the variability observed in
10Be records (Figure 10.1).

10.7 Conclusion
This work represents a first systematic study of the effects of a variable in-

terstellar environment on the process of GCR modulation by the heliospheric
interface. In contrast to more traditional (local) modulation models, a global
heliospheric model is used to calculate cosmic-ray transport parameters from a
background formed by a self-consistent interaction between a stellar wind with
a partially ionized interstellar flow. Three contrasting environments are con-
sidered: the Local Interstellar Cloud presently surrounding the solar system,
the tenuous and hot environment of the Local Bubble, and a diffuse cloud of
purely neutral hydrogen. We employ two different diffusion models, one favor-
ing more modulation by the heliosheath region and the other giving preference
to the solar wind modulation. It is demonstrated that dense clouds are less effi-
cient in shielding the inner heliosphere from highly energetic cosmic radiation.
The situation is less certain for the LB, which can either reduce or enhance the
intensity of GCRs reaching Earth. Intensity variations would be recorded in
cosmogenic isotope records, which could provide valuable information about
the types of environments encountered by the Sun during its journey around
the center of the Galaxy. Such an identification, however, would require first
separating the signals from geomagnetic field polarity excursions and solar ac-
tivity variations, and this may be difficult at present. Another difficulty is our
relatively poor understanding of the properties of the heliospheric interface
(and the heliosheath in particular), as a medium for high-energy (GeV) cosmic
ray transport. This situation, however, may soon improve when the Voyager 1
spacecraft finally crosses the termination shock and enters the heliosheath. In
another 15 years the first Voyager spacecraft will cross the heliopause and the
uncertainties in the interstellar cosmic-ray spectrum will hopefully be elimi-
nated.
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Abstract The solar system must have passed through interstellar molecular clouds many
times in the past. These events would have pushed the heliosphere inward to the
region of the terrestrial planets, bringing the Earth into immediate contact with
interstellar matter, provided that the number density of the cloud’s material was
the order of, or greater than, 1000 cm−3, and that relative velocities of about 20
km/s prevailed. A simple two-fluids treatment of the incoming flow of interstel-
lar material (ISM) is proposed here. We consider ISM that is ionized only by the
solar UV, and then assess the amount of neutral interstellar hydrogen that is ac-
creted by the Earth’s atmosphere during a single passage through a dense cloud.
The behavior of the flow variables is investigated by a 2D-hydrodynamic ap-
proach to model the interaction processes, taking into account both the photoion-
ization and the gravity of the Sun. As we show, the resulting strongly increased
neutral hydrogen fluxes, ranging from 109 to 1011 cm−2s−1, cause substantial
changes in the terrestrial atmosphere. In that case hydrogen acts as a chemi-
cal agent to remove oxygen atoms and to cause ozone concentration reductions
above 50 km by a factor of 1.5 at the stratopause, to about a factor of 1000 and
more at the mesopause. Thus, depending on the specific encounter parameters,
the high mixing ratio of hydrogen in the Earth’s atmosphere may substantially
decrease the ozone concentration in the mesosphere and may trigger an essential
climatic change of relatively long duration.
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Introduction
The interstellar medium (ISM) in our Galaxy, a mixture of gas and dust, is

known to be highly inhomogeneous with respect to density and temperature. It
tends to concentrate near the Galactic plane and along the spiral arms, and is
composed of a dense, neutral and molecular material, embedded in an ambient
warm and tenuous medium (for an overview of the composition of the ISM,
see McKee, 1995). Roughly half the ISM mass is confined to discrete clouds
occupying only ∼1 − 2% of the Galactic disk volume. The dense component
consists of cold atomic HI clouds (T < 100 K) and giant molecular clouds
(GMC, T ∼ 10–20 K) with clumpy substructure. These clouds have irregular
shapes and overall dimensions and densities ranging from 0.01–50 pc and from
10–100 cm−3 (HI) and about of 1000 cm−3 (GMC clouds) respectively. Cores
of GMC and clumps within GMC are denser (more than 103 and 105 cm−3

correspondingly), but they occupy only ∼0.1 and ∼1% of the GMC volume,
respectively (Allen, 2000).

From time to time, the solar system on its galactic itinerary encounters vari-
ous galactic objects, e.g. spiral arms (Leitch and Vasisht, 1998; Shaviv, 2003),
star clusters and associations (Innanen, 1996), galactic diffuse clouds (HI),
and giant molecular clouds (Talbot and Newman, 1977), etc. Although all en-
counter probabilities are finite, only a few of them are high enough to make
it worthwhile to consider them. All of these mentioned events correspond to
different mean travel times of the solar system between consecutive encoun-
ters with the corresponding objects, e.g. depending on their distributions in the
galactic plane, their sizes and their peculiar velocities.

Looking into the ancient past and upcoming future of the solar system and
its planets, it may be of eminent importance to inquire what are the imprints of
encounters with dense interstellar gas clouds on the heliosphere and the plan-
etary environments. Of course the point of termination of the supersonic solar
wind by an outer shock, which in the upwind direction presently is expected
at about 90 AU (see e.g. Krimigis et al., 2003), will drastically move inwards
for increasing densities of the interstellar wind that actually blows over the
solar system. As already emphasized in an early paper by Fahr (1980), the
outer termination shock (see below, Eq. 11.8) should be located at distances
smaller than 1 AU for interstellar gas densities larger than nH,∞ ≥ 100 cm−3,
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as shown in Figure 11.1. The Earth should, under these conditions, be directly
exposed to a pristine interstellar medium that mainly consists of hydrogen in
atomic and molecular form. This also means that the Earth’s atmosphere is
swept over by the interstellar wind, with all of the inherent atmospheric and
climatologic implications.

As already pointed out by Talbot and Newman (1977), the solar system,
since its existence, has probably traversed several dense interstellar clouds (IC)
while orbiting the galactic center. Talbot and Newman (1977) estimated that
135 encounters have occurred with clouds of a gas density larger than 10 cm−3

and 16 encounters with clouds of densities larger than 1000 cm−3. As a con-
sequence of such encounters, it has been envisaged by these authors that a)
interstellar matter is accreted to planets; b) interstellar elements are accreted to
the solar photosphere; and c) the solar wind becomes drastically changed and
perhaps even choked off. The amounts of accretion onto planets and the solar
photosphere (points a and b) were investigated by Fahr (1980). Concerning the
third point (c), Ripken and Fahr (1981) used the characteristic equation for a
heavily mass-loaded solar wind to study the response of the critical point, i.e.
the transition from subsonic to supersonic flow, to interstellar density. They
found that, for higher ISM densities, the location of the critical point moves
towards the solar corona, but that it never can be moved back to the base of the
corona (rq in Fig. 11.1) unless ISM with densities larger than 106 cm−3 sweep
over the solar system. In other words, the solar wind will be strongly deceler-
ated everywhere as a result of heavy mass loading. However, in no case will
it be completely choked off, since even interstellar gas densities of up to 106

cm−3 will not be able to effectively influence the solar wind region inside the
sonic or critical point, or to impede the solar wind from becoming supersonic;
i.e., no so-called breeze-solution can be enforced. These arguments, however,
do not apply to the essentially different physics governing the supersonic solar
wind of the young Sun, which is still within its parental cloud of birth with
probable densities of larger than 105 cm−3. In this case, the solar corona em-
bedded in a dense and cool interstellar medium may be too strongly cooled
by energetic neutral atoms resulting from charge exchange between coronal
protons and interstellar atoms.

The question of whether a dense IC would prevent the solar wind (SW) from
reaching the Earth, which would result in cloud material directly accreting
onto the terrestrial atmosphere, as well as many other aspects of this complex
problem, were already discussed in the literature of the past (Fahr, 1968a; Fahr,
1968b; Talbot and Newman, 1977; Holzer, 1977; Fahr, 1980; Ripken and Fahr,
1981; Zank and Frisch, 1999; Scherer, 2000; Scherer et al., 2002; Frisch, 2004
and references therein). Such a scenario is considered as a possible trigger of
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Figure 11.1. Shown is the upwind distance of the solar wind termination shock rs (Eq. 1.8)
as function of the LISM gas density, both in logarithmic units (measured in solar radii, rq and
“1 AU” show the location of the base of the corona and the Earth, respectively). At very low
densities the curves split because of different LISM magnetic pressures (π) applied. The value
π is measured in units of a standard interstellar pressure πs (Parker, 1963). Also shown is the
associated LISM collisional mean free path λ (Eq. 1.6), given as 10λ/r� so that it can be given
together with rs on the same abscissa, again in logarithmic units. (Figure is taken from Fahr,
1980).

global glaciations (McCrea, 1975), depositions of a prebiotic material on the
primordial Earth (Greenberg, 1981), possible ecological repercussions for the
Earth because of an accretion of the cloud’s matter, and of course, bio-mass
extinction (Yabushita and Allen, 1997).

The mean travel time τ between encounters of the Sun with an IC, a key
parameter in this discussion, has been estimated in many works (e.g. Talbot
and Newman, 1977; Scoville and Sanders, 1986 and Clube and Napier, 1986),
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based on available observational data on the distribution of neutral and molecu-
lar hydrogen in the Galaxy, and on a refined statistical analysis. Summarizing,
the results of these estimations may be represented as follows:

τ =
δ

v
. (0.1)

The δ is a mean free path between encounters and v - rms velocity of the
Sun relative to the IC, which is the quadratic mean of the cloud-cloud velocity
dispersion and the solar peculiar velocity. It is straightforward to estimate δ
roughly as:

δ =
1

πD2
ICN

. (0.2)

Here DIC is the radius of the IC and N is the number density of clouds. We
estimate the mean travel time between encounters of the Sun with neutral (HI)
and molecular (H2) clouds, respectively, as 27 Myr and 460 Myr. These esti-
mates are based on HI and GMC mean values of 2 and 5 pc for DIC , 15 · 10−5

and 0.14 · 10−5 pc−3 for N , (Talbot and Newman, 1977), as well as for the
v ∼ 20 km/s (Scoville and Sanders, 1986). Scoville and Sanders (1986) have
mentioned that the actual time between collisions with GMC will be ∼2 times
larger (∼ 1 Gyr), while Clube and Napier(1986) have argued for shorter peri-
ods, of about 700 Myr.

Thus one may conclude that neutral HI clouds, having a mean density of 10
to 100 cm−3, and a radius of about a few pc, are objects frequently encountered
by the Sun during its galactic journey (more than 100 times since its birth ∼4.6
Gyr ago), while the more dense GMC must have been encountered just a few
times.

Nevertheless Yabushita and Allen (1983, 1989, 1997) have pointed out that
just such rare passage through the core of the GMC may have substantially de-
pleted the oxygen of the Earth’s atmosphere to cause the bio-mass extinction at
the Cretaceous/Tertiary boundary. It should be mentioned also that Wimmer-
Schweingruber and Bochsler (2000) have recently interpreted data showing
implanted gas sticking in surface layers of lunar soil grains, and Florinski et al.
(2003) have proposed a possible explanation for the enhancement of cosmo-
genic elements in terrestrial ice and sediment samples as a record of an en-
counter with a dense IC.
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The consequences of intensive neutral hydrogen flows, and high H-densities
at 1 AU, for the chemistry of the terrestrial atmosphere have been envisioned
as considerable (Fahr, 1968a; McKay and Thomas, 1978) and have been re-
peatedly discussed in the scientific literature (see Scherer, 2000; Scherer et al.,
2002; Frisch, 2004 for recent reviews). Concerning the climatic changes, Mc-
Crea (1975) has emphasized that just such a triggering mechanism is needed
to explain ice epochs that are separated by a few hundred million years. Also,
Yabushita and Allen (1989) have pointed out that a passage through the core
of a GMC with a density n ∼ 105 cm−3 could give rise to an inflow of hy-
drogen atoms into the terrestrial atmosphere of up to 1012 cm−2s−1. As a
consequence, the Earth’s atmosphere may have been substantially depleted of
oxygen by strongly activated H2O formation, and so may have, for instance,
caused a long term bio-mass extinction at the Cretaceous/Tertiary boundary
∼65 Myr ago. Also, only such cataclysmic (not catastrophic) events are com-
patible with the well known high concentration of iridium deposited in clay
layers of these paleogeologic boundaries. Moreover, Yabushita and Allen
(1997) have stressed that the reduced abundance of oxygen contained in an-
cient amber may also be taken as a record of such an event of atmospheric
oxygen depletion 65 Myr ago.

Our final aim is to show that the mechanism behind the theory of terrestrial
atmospheric oxygen depletion (Yabushita and Allen, 1989) has severe limita-
tions, and might not work even in the extremely rare case of an encounter with
the core of a GMC. On the other hand, we show that one consequence of this
mechanism, first mentioned by McKay and Thomas (1978) concerning the si-
multaneous mesospheric ozone reduction, may already occur in the much more
likely case of an encounter with any part of a gas-dust GMC with a density of
at least 1000 cm−3. This is important because, as is mentioned above, cores of
GMCs and clumps within GMCs occupy only ∼ 0.1 % and ∼1% of the volume
of the GMC, respectively.

11.1 How does an Interstellar Cloud Touch the Solar
System and the Earth?

To investigate the behavior of neutral matter inside the heliopause, which is
a separatrix between the solar wind and the ambient interstellar medium, one
usually treats the interaction of the solar wind with the countermoving flow as
the problem of the penetration of neutral atoms from the local ISM (LISM) into
the heliosphere (Baranov and Malama, 1993; Pauls et al., 1995; Zank, 1999;
Fahr et al., 2000; see Fahr, 2004 for a recent review).
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Results of 5-fluid hydrodynamic model calculations in which, for the
first time, all dynamically relevant particle populations were included in a
self-consistent manner, namely protons in the solar wind and LISM, neutral
hydrogen atoms, pick-up ions due to charge exchange and photoionization
processes of the atoms, galactic and anomalous cosmic ray particles (GCR
and ACR), are shown in Fahr et al. (2000). As shown on the basis of this
model, an increase of the LISM H-atom density by a factor of about 10 (to
1 cm−3) pushes the termination shock inward to a region close to Saturn’s or-
bit (Scherer, 2000). Solar gravity also was ignored in this model, and these
authors considered only regions with heliocentric distances larger than 3 AU,
i.e. outside of the corresponding accretion radius rg (for its definition see be-
low in this Section).

But the influence of both gravity and photoionization on the neutral hydro-
gen flow into the heliosphere seems to be important for quantitative determi-
nations of the flow parameters at regions near the Earth’s orbit. Because the
kinetic treatment requires very time-consuming numerical codes, we therefore
prefer a hydrodynamic modelling here, which is justified for IC densities of,
and greater than, a few 100 cm−3 (see e.g. Yeghikyan and Fahr, 2003). The
prevailing physical conditions in the reduced heliosphere suggest that the ide-
alized hydrodynamic equations, with the inclusion of effects of gravity and
ionization, can be used here. Thus, to describe the behavior of neutrals out-
side of the reduced heliosphere, one may use a simple gasdynamic interaction
model, where the system of fluid equations both for neutral interstellar mate-
rial and solar wind plasma are decoupled, but gravity and photoionization are
taken into account. Such an approach was used to study the time–indepedent
flow parameters in the heliosphere (Whang, 1996).

Below we use the closed system of fluid equations (Whang, 1996; Fahr,
2000; Yeghikyan and Fahr, 2004a) to calculate a 2D gasdynamic time-
dependent simulation of neutral flow parameters, when the heliosphere is dras-
tically reduced in size to a dimension of about 1 AU or less, as a consequence of
increased densities of inflowing IC, i.e. 100-1000 times greater than at present.

Not included in the present model are external magnetic field influences on
the structure of the compressed heliosphere, because we are interested in the
neutral flow outside of the heliosphere. Indeed, strong magnetic fields of up
to 8000 µG are found in small dense clumps of GMC, whereas usual GMCs
reveal average fields within strengths of 100 µG (Myers and Goodman 1988).
HI clouds have weaker fields (Heiles et al., 1991). Thus, in the GMC case the
solar heliosphere could, in principle, be subject to comparable dynamic and
magnetic pressures caused by the cloud’s material (Parker 1963). This might
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affect the heliospheric structure, but obviously could not influence the outer
neutral flow behavior.

It should be noted here that the Sun was probably more active in its early
history than it is now (Guinan and Ribas, 2002, and references therein). To be
more specific, about 4.6 Gyr ago the Sun had an initial luminosity of ∼70%
of the present solar luminosity, and was about 200 K cooler, but the UV lu-
minosity in the range 150-250 nm may have been enhanced by a factor of 2
during the first few 108 yr (Zahnle and Walker, 1982). These values for the
earlier solar wind intensity are more uncertain. They are based on observa-
tional studies of stellar winds from young solar-type stars with different ages,
which indicate that the winds of the young T-Tauri Sun could possibly be 100-
1000 times more intense than at present (Fahr and Scherer, 1995; Fahr et al.,
1997; Lammer et al., 2002). Finally, Sackmann and Boothroyd (2003) quite
have recently shown that the current accurate helioseismic data are consistent
with high-precision solar evolutionary models, which predict a more luminous
Sun with a stronger wind than envisaged by the standard model (for the first
1-2 Gyr after the origin of the Sun). Such powerful (2-3 orders of magni-
tude) solar wind encounters with an HI cloud would enlarge the heliosphere
beyond 10-100 AU, and greatly increase the ionization degree of neutral mat-
ter at 1 AU. Dense GMC’s probably would be able to suppress the powerful
solar wind inside of 1 AU because of stronger dynamic counterpressure.

In the following discussion, we will adopt the present parameters of the
solar output, which is valid for the most frequent events under consideration
(encounters with IC during last 2-3 Gyr), while more specific models should
be developed for earlier events.

The encounter of the solar system with a dense interstellar cloud would of
course lead to a strongly time-dependent reaction of its extended heliospheric
plasma structures as they exist, for instance, at present. When the extended
heliosphere, with an upwind extension of about 150 AU, makes first contact
with the predominantly neutral gas material of an approaching cloud, then the
extended supersonic and subsonic solar wind becomes neutralized by rapid
charge exchange with incoming neutral H-atoms. As a consequence of this
event, energetic neutral atoms with energies of the order of 1 KeV are pro-
duced and travel radially outwards from the heliosphere into the arriving cloud
material. By elastic H-H collisions, these energetic atoms strongly heat the
cloud material arriving at the heliospause. A strong pressure gradient will thus
be produced, which reduces the inflow velocity of the cloud material on the
axis, and pushes the cloud gas away from the stagnation point to the heliopause
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flanks. In addition, as a result of the increasing outer interstellar ram pressure,
the heliosphere shrinks to very small dimensions.

Here we do not intend to consistently describe this strongly time-dependent
adaptation history, but we shall presume that a nearly stationary counterflow
configuration will be eventually established, with the main cloud material de-
viating around a strongly reduced heliopause (see illustrative representation in
Fig. 11.2). We predefine this resulting heliopause configuration by assuming
that it is determined by pressure equilibrium between the strongly coupled in-
ner solar wind plasma flow and the outer interstellar flow constituted by ionized
cloud material.

To conceive adequate descriptions of the resulting interstellar gas flows
around astrospheres, it is first of all important to compare the following rel-
evant scales: the interstellar mean free path λISM , the typical dimension of
the heliosphere roughly given by the shock distance rs, and the accretion ra-
dius rg = GM�(1 − Γ)/(V 2

∞ + c2
∞) of the flow (Edgar, 2004). Here G,

M� and Γ denote the gravitational constant, the solar mass, and the degree
of gravity compensation by solar radiation pressure; V∞ and c∞ are the cloud
velocity relative to the Sun and the sound velocity of the cloud gas (for cold
clouds it is expected that always V∞ � c∞). As evident in Figure 11.1, the
interstellar mean free path is always larger than the shock distance rs, un-
less the interstellar gas densities become larger than 5000 cm−3. Under such
undercritical conditions when Knudsen numbers Kn � λISM/rs ≥ 1 pre-
vail, kinetic model approaches on the basis of the Boltzmann-Vlasov theorem
are needed. Such models have also been developed very early by Danby and
Camm (1957) and Fahr (1968). For supercritical densities, on the other hand,
hydrodynamical modelings can be used like those already presented in the past
by Parker (1963), Ruderman and Spiegel (1971), Hunt (1971), or Baranov and
Krasnobaev (1977).

At very low gas temperatures, when pressure forces are negligible, kinetic
solutions and solutions of the Euler set of hydrodynamical equations become
identical, yielding a circumsolar gas density distribution given by Fahr (1980),
where the following formulae 1.1–1.5 and their derivations can be found (see
also Edgar, 2004):

ρ(r, θ)
ρ∞

=
1

sin θ
· [ 2(1 − cos θ) + r sin2 θ

2(4r(1 − cos θ) + r2 sin2 θ)1/2
+ sin

θ

2
]. (1.1)

Here r denotes the solar distance measured in accretion radii rg = GM�/V 2
∞

(Edgar 2004), θ denotes the spacepoint angle measured from the upwind axis,
and V∞ is the velocity of the interstellar gas relative to the Sun. For the upwind
direction, θ = 0 the above formula delivers the following result:
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ρ(r, θ = 0)
ρ∞

=

1 + r

(
1 +

√
1 +

2
r

)

2r

√
1 +

2
r

. (1.2)

For small values of r, an asymptotic density increase is seen with (Eq. 1.3).

ρ(r  1, θ = 0)
ρ∞

=
1

2r1/2
. (1.3)

At these distances it strongly deviates from the formula for a radially sym-
metric accretion flow given by Butler et al. (1978) and Edgar (2004) in the
form:

ρ(r, θ = 0)
ρ∞

=
√

3

r2

√
1 +

2
r

, (1.4)

yielding an asymptotic density increase of

ρ(r  1, θ = 0)
ρ∞

=
√

3
r3/2

√
2
. (1.5)

Equations 1.1 through 1.3 are derived as solutions of the Euler equations,
with gravitational attraction included, but with pressure forces excluded. As a
result of the strong density increases, the pressure forces can not be ignored for
the cone region along the downwind axis. Here the work done against pressure
forces reduces the angular momentum of the flow, and thus binds the flow to
the solar gravity. From this critical cone region matter shall accrete onto the
Sun.

When neutral interstellar matter approaches the Sun, it is evident that it
systematically becomes more ionized by photoionization due to the solar EUV
radiation. On the other hand, for ISM H-atom densities of the order of nH =
102–103cm−3, the free passage of a 1 KeV proton (i.e. solar wind proton) is
restricted, by charge exchange reactions, to a mean free path of less than

λex = (nHσex)−1 = 2 · (10−1–10−2)AU. (1.6)

For such solar distances of less than 1 AU, the interstellar matter is, however,
essentially photoionized. Hence at these small distances, in a first-order view,
solar wind protons interact with the ionized component of the ISM rather than
with the neutral ISM component. Adopting an H-ionization fraction ε of the
ISM at the border of the plasma-plasma interaction configuration, one can then
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estimate a corresponding stand-off distance L of the resulting heliopause by
(see Yeghikyan and Fahr, 2003):

L2 = r0rs

√
ρw0V 2

w0

4ερH∞V 2
∞

, (1.7)

where the density of “hydrodynamically” interacting interstellar protons is
ρp = ε · ρH∞. Here r0 is an inner solar reference distance where the un-
perturbed solar wind has a density ρw0 and a velocity Vw0, respectively. The
unperturbed ISM is characterized by a density ρH∞ and a velocity V∞ relative
to the solar system. The value rs denotes the termination shock distance from
the Sun. The expected termination shock of the solar wind then is located at:

rs = r0

√
3K(M1, γ)ρw0V 2

w0

4CISM
. (1.8)

The value CISM is the Bernoulli constant of the ionized ISM given by:

CISM = ερH∞

[
1
2
V 2
∞ +

γ − 1
γ

PH∞/ρH∞

]
. (1.9)

Here K(M1, γ) = P1/P0 is the pressure adaptation function given by (see e.g.
Fahr et al., 1981, or Fahr, 2000):

K(M1, γ) =
γ(γ + 1)M2

1

2γM2
1 − (γ − 1)

[
(γ + 1)2M2

1

4γM2
1 − 2(γ − 1)

]− γ
γ−1

. (1.10)

The value γ = 5/3 is the polytropic constant, M1 is the preshock sonic Mach
number, P1 is the preshock total pressure, and P0 is the interstellar total pres-
sure at the heliopause stagnation point.

On the basis of the above heliospheric dimensions and, with the assump-
tion of a Parker-type plasma-plasma interaction configuration, the heliopause
geometry is determined by:

R(φ) = R0f(φ), (1.11)

where R0 = L, φ = π - θ, and θ is the angle between the streamline and
the direction of the Sun’s motion. Here and below the value π has its usual
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meaning ≈3.14 rad. The function f(φ) can be modeled based on existing
analytical representations for the above addressed configuration (Fahr et al.,
1988; Ratkiewicz, 1992; Wilkin, 1996). We have used the function given by
Wilkin (1996):

R(φ) = R0 csc φ[3(1 − φ cot φ)]. (1.12)

We now start our calculations by assuming that the ISM approaching the
solar system, but not yet at the heliopause, is subject only to solar photoioniza-
tion processes. Only after passage through the heliopause will the neutral ISM
H-atom gas become strongly subject to charge exchange processes with the
solar wind protons. We can argue that the heliopause dimension and geometry
are barely influenced by the H-atoms penetrating into the inner heliosphere.
This is because of the fact that H-atoms, undergoing charge exchange with a
supersonic solar wind in the inner heliospheric region, produce H pick-up ions
that not only act upon the solar wind by momentum loading, but also by their
pressure gradient. It can then be shown that the effect of H pick-up ions, which
remain nearly isothermal with the solar wind expansion, is to cause the cancel-
lation of these two oppositely directed forces, which then guarantees a nearly
undecelerated solar wind flow and keeps the ram pressure at a constant level
(see Fahr and Rucinski, 2002, Fahr, 2002, Fahr and Chashei, 2002). In the
region downstream of the termination shock the charge-exchange processes of
H-atoms with solar wind protons have little dynamical and thermodynamical
effects, because in this subsonic plasma region H pick-up ions hardly can be
disentangled from original solar wind protons. Our conclusion thus is that neu-
tral H-atoms penetrating into the heliosphere, even though not treated quanti-
tatively here, can be expected to hardly change the heliosphere.

11.2 Change of the Ionization Degree and Chemical State
in the Circumsolar Flow

If the Sun were at rest with respect to the LISM, a stationary state would re-
quire that a local equilibrium prevail up to distances where photo-dissociation
(photo-ionization) and recombination rates cancel locally. The degree of ion-
ization of the interstellar gas surrounding the Sun at rest has been determined
for modest densities in earlier works of Williams (1965) and Krasnobaev (1971),
using the assumptions that there is no hydrodynamic motion of the LISM and
effects of the solar wind are negligible. These authors have shown similar
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results for the density range 1 cm−3 ≤ n ≤ 500 cm−3: gradual decrease of
the ionization degree with solar distance up to a few 1000 AU, in accordance
with a simple estimation of the thickness of the transition region, d ∼(a ·n)−1,
where a = 6 · 10−18 cm2 is the photoionization cross section of a neutral hy-
drogen atom. In the more dense molecular environments existing in the cores
of GMCs, and their clumpy substructures with densities of about 105 cm−3, an
analogous photodissociation region should be developed as a result of photode-
struction of the H2 being produced by photon absorption in UV lines that have
2-3 orders of magnitude larger cross-sections compared to photoionization.

In contrast to the static case, if the Sun is moving fresh molecular (neu-
tral) hydrogen of the IC must be permanently approaching the solar system
from the upwind direction. Thus, the extent Lc of the dissociation (ionization)
cavity in upwind direction is defined as the upwind distance where the rate
of freshly convection-imported hydrogen molecules (atoms) equals the local
photodissociation (photoionization) rate. This, evidently, leads to the follow-
ing expression for Lc (the index c is equal to m, for molecules, and to n, for
neutral atoms, respectively, see for analogy Fahr, 2004):

Lc �
4β0,cr

2
0

3VH
. (2.1)

Here β0,m (β0,n) is the solar photodissociation (photoionization) rate at some
reference distance r0. The photoionization rate β0,n is equal to 8 · 10−8 s−1 at
the reference point rE = 1 AU (Fahr et al., 2000). The dissociation of molecu-
lar hydrogen is complicated due to different possible branches of solar photon
interaction with H2 molecules: the direct photodissociation rate is 3 · 10−7 s−1

at 1 AU for the moderate solar activity conditions, while the rates for photoion-
ization of H2 and photodissociation with ionization are by 1 order of magnitude
less than the dominant direct photodissociation rate (Gruntman, 1996). Thus
one finds Lm � 2.4 AU and Ln � 0.61 AU for the cases of molecular and
atomic flow, respectively. Hence the state of the neutral material when arriving
at the Earth’s orbit is essentially not changed with respect to the interstellar
conditions. A treatment of molecular hydrogen as a new fluid, in addition to
atoms and ions, is not considered here. In the following sections we will as-
sume that the flow is initially completely atomic at infinity.

11.3 Model of the Neutral Gas Flow
We approximate the situation as follows: let the Sun be in the origin of a

system of cylindrical coordinates (r, ζ, z), and let the axis of symmetry z be
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antiparallel to the motion of the Sun, so that the countermoving cloud’s matter
flows from negative z-values to positive ones. Such a picture schematically is
illustrated in (Fig. 11.2), where the streamlines of the interstellar neutral and
ionized wind passing around the strongly reduced heliosphere are shown.

Figure 11.2. Qualitative view of the streamlines of the neutral (solid lines) and ionized (dashed
lines) flow of the IC wind in the presence of the solar wind, compressed in the upwind direction
to inside of 1 AU. The Sun is in the origin of the coordinate system. The heliopause is shown
by the dotted line and the Earth’s orbit (shown by solid circle) is outside of it in the upwind
direction. (Figure is taken from Yeghikyan and Fahr, 2004a).

It should be emphasized here that we have focused our consideration on a
completely neutral inflow material, and on IC densities larger than 1000 cm−3.
For such densities, the hydrodynamic approximation is justified for the upwind
side of the heliosphere, excluding the region with the heliocentric distances
less than a few 0.1 AU. At these densities, as already mentioned, the mean
free path of the particles is less than 0.1 AU and Knudsen numbers are of the
order of Kn ∼ thydro/tcoll ∼ 10, where thydro and tcoll are the characteristic
hydrodynamic and collision times, respectively.

To describe the behavior of the flow, one can choose a two-fluid model of
hydrogen atoms and protons, which is an extension of the one-fluid model
of Whang (1996) and Yeghikyan and Fahr (2003). Using this as a model, a set
of conservation laws for mass-momentum-energy-flows can be rewritten, with
the right-hand-sides containing corresponding source terms caused by gravita-
tion, photoionization and the mutual charge-exchange, in the form:

∂ρj

∂t
+ ∇(ρjVj) = Sρ,j (3.1)
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∂(ρjVj)
∂t

+ ∇Πj = ρj(1 − µj)∇
(

GM�
R

)
+ SV,j (3.2)

∂Ej

∂t
+ ∇[Vj(Ej + Pj)] (3.3)

= ρj(1 − µj)Vj∇
(

GM�
R

)
+ SE,j .

Here ρj , Vj and Pj are the density, velocity, and scalar pressure of the
species j = n (neutral hydrogen) and j = p (protons), respectively. The
values Πlk,j = ρjVlVk + Pjδlk and Ej = 1

2ρjV
2
j + Pj

γ−1 are the hydrodynamical-
stress tensor and the total energy per unit volume, respectively. The value R =√

(r2 + z2) is the solar distance in a cylindrical coordinate system (r, ζ, z)
with symmetry axis z. Other symbols have the following means: γ = 5/3 is
the ratio of specific heats for atomic hydrogen gas, µj is a factor denoting the
ratio of the repulsion force by solar Lyα radiation to the gravitational attraction
force (µj = 0 for j = p), and M� and G are the solar mass and the gravitational
constant, respectively.

The source terms in Eqs. (3.1)-(3.3) result from the interaction of the flow
components with the radiation and gravitational fields of the Sun, with an addi-
tional contribution from their mutual conversion caused by charge-exchange.
Taking all of this together leads to the following source terms (Fahr et al.,
2000):

Sρ,n = −βphiρn + ρ2
pα/mp (3.4)

Sρ,p = βphiρn − ρ2
pα/mp (3.5)

SV,n = −βphiρnVn − ν−
ceρn(Vn − Vp) + ρ2

pα/mp (3.6)

SV,p = βphiρnVn + ν−
ceρn(Vn − Vp) − ρ2

pα/mp (3.7)

SE,n = −βphiEn + ν−
ce(Ep − En) (3.8)

SE,p = βphiEn − ν+
ce(Ep − En) (3.9)

where charge-exchange collision rates of hydrogen atoms and protons are given
by ν−

ce = σce · vrelnp and ν+
ce = σce · vrelnn, respectively. The value vrel =√

3.76 · 108(Tp + Tn) + (Vn − Vp)2 (in cm s−1). The charge-exchange
cross-section is given by σce = [2.1 · 10−7 − 9.2 · 10−9ln(vrel)]2 (σce in cm2),



332 The Significance of our Galactic Environment

where np and nn are number density for protons and neutral atoms, respec-
tively. The value α = 4.0 · 10−10/T 0.8

p is a photorecombination coefficient in
a recombination process of protons with electrons (assumed that np ∼ ne, e.g.
Osterbrock, 1989).

The ionization rate of neutral hydrogen atom by photoionization for the op-
tically thin case is approximately defined as

βphi = β0(
rE

R
)2, (3.10)

with β0 = β0,phi = 8 · 10−8 s−1. This is about one order of magnitude less than
the ionization rate caused by charge exchange with solar protons (i.e. inside
the heliosphere), β0,ce, which is equal to 7.68 · 10−7 s−1 at the same reference
point rE (Fahr et al., 2000). In the following we will use β0 = β0,phi, according
to the above condition that neutral flow material in the region described in this
paper is completely shielded from solar wind protons.

The flow is assumed to be symmetrical with respect to the z-axis, so the
results shown here can be rotated by an azimuthal angle ζ with respect to the
z-axis.

For an axis-symmetrical case, when all derivatives in ζ vanish, using dimen-
sionless variables and omitting “j indices”, we introduce

ρ̃ = ρ/ρi, ũ = u/Vi, ṽ = v/Vi, P̃ = P/ρiV
2
i ,

Ẽ = E/Ei, t̃ = tVi/λ, λ = β0r
2
E/Vi, z̃ = z/λ, r̃ = r/λ,

where u and v are the corresponding components of velocity V. This system
has a standard vector form of a hyperbolic set of partial differential equations
(LeVeque et al., 1998) with relevant source terms on the right sides given in
the form:

qt + A(q)z + B(q)r = Ψ(r, z, t,q). (3.11)

The explicit expressions for the A,B and Ψ, and other details, can be found
in (Yeghikyan and Fahr, 2003; Yeghikyan and Fahr, 2004a).

The initial data describe an inner cavity with shape given by Eq. 1.12, and
the neutral flow number density from Fahr (1968a). We adopted the boundary
conditions of Fahr et al. (2000), and assumed that the inflow of completely
neutral material is from the left boundary, and that the bottom boundary (i.e.
the axis) is a “reflecting” boundary by symmetry reasons, and that the top
and right boundaries are outflow boundaries (zero-order extrapolation). We
have limited our calculations here to the upwind side only, up to the reduced
heliosphere before the heliopause. The reader should keep in mind that the
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Figure 11.3. Number densities of the IC H-atom and proton flow versus axial distance z, at
radial coordinate r = 0 (transverse velocities are shown at r = 1 AU). Solid and dotted lines
are used to distinguish between atoms and protons, respectively. The values ni = 1000 cm−3,
Vi = 26 km/s, Ti = 100 K. Here β0 = βphi, µ = 0.1, the spatial resolution along the z-axis
is 0.2 AU. The density distributions in the cold kinetic model (see text) with the same input
parameters are also shown in the top, left and bottom, right, by the dashed lines. (Figure is
taken from Yeghikyan and Fahr, 2004a).

condition inside the heliosphere has no influence on the supersonic flow outside
of this region.

In Fig. 11.3 we compare the calculated distribution of density for different
(gravitating, not-gravitating) cases with that of a cold (collisionless) kinetic
model (e.g. see Holzer, 1977, Eq. 21) for the same input parameters and
β = βphi = 8 · 10−8 s−1. The density decrease (increase) for the atoms (pro-
tons) close to the Sun is evidently caused by the photoionization, while the



334 The Significance of our Galactic Environment

role of the gravity is visible only inside the region, limited by a so-called ac-
cretion radius rg = 2GM�/V 2

i (Hunt, 1971, cf. the cases G �= 0 and G = 0
in Fig. 11.3). A complete coincidence of the density distribution in the cold
kinetic and hydrodynamic models justifies our hydrodynamic approach in the
calculational domain.

The optical depth in the Ly − α hydrogen line, even at the 1 AU, would
always be greater than one for ni � 100 cm−3. At the same time, the contri-
bution of diffusely scattered Ly − α photons to the repulsion force would be
nearly negligible, mainly because the first scattering of the solar Ly−α photon
contributes to the radiation pressure. Thus µ = 0.1 seems to be an appropriate
approximation.

It is clear that only when R ≥ rg will the flow be unaffected by gravitation
(Talbot and Newman, 1977; Edgar 2004). For Vi = 26 km/s one finds rg =
2.6 AU. This means that the case of Bondi’s flow (e.g. Edgar 2004) ρ �
ρi(rg/R)3/2 and V 2 � 2GM�/R is applicable inside the distance rg (see
Fig. 11.3).

A key parameter, ω = Rg/λ∗, which determines the net density enhance-
ment of neutral matter, is the ratio of the accretion radius Rg to the typi-
cal photoionization scale λ∗ = βEr2

E/Vi (Yeghikyan and Fahr, 2003), where
βE = 8 · 10−8 s−1 is the photoionization rate for H-atoms at rE. The quantity
“ω” does not depend on the heliocentric distance; it depends on the relative
velocity between the Sun and the cloud, and may vary between 5 and 25 for
possible values of Vi ranging from 5 to 30 km/s (Talbot and Newman, 1977).
Finally, provided that the most probable values of Vi are 20–26 km/s (see, e.g.
Yeghikyan and Fahr, 2003 and references therein), the GMC material may give
rise to a neutral hydrogen flux enhancement of up to 6 orders of magnitude as
compared to the present-day values.

11.4 Amount of Neutral Gas, Accreted by the Earth
We can now estimate the amount of neutral gas, accreted by the Earth. An

interaction between the charged particles and the magnetosphere is more com-
plicated, and we simply assume here that all of them will be deflected. By
order of magnitude accuracy one may write for the amount of accreted matter
(Butler et al., 1978): dM/dt � πR2

E · Vrel · n · mp (g/s), where RE is the
Earth’s radius. It practically coincides with the Earth’s accretion radius be-
cause of the relative velocity of the H-atom with respect to the Earth, Vrel, of
about 40 km/s. It is clear that there is an annual variation in Vrel between 10
to 70 km/s because of the orbital velocity of the Earth, equal to about 30 km/s.
An average value of 40 km/s, therefore, would be quite reasonable. Because of
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the many uncertainties involved with evaluating the flow in the downstream re-
gion, where the direct influence of the solar wind protons is essential, we have
used an upstream density value at 1 AU. For example, for ni � 1000 cm−3,
using calculated values of n at 1 AU (about 800 cm−3, see Fig. 11.2, 11.3),
one finds that during the crossing time of about 1 million years the Earth may
accrete about 2 · 1017 g per one passage.

We have obtained a calculated value n that is one order of magnitude less
than estimated in Butler et al. (1978), because lower relative velocities of the
encounter (about 2 km/s with corresponding rg ∼ 400 AU) were considered.
In other words, they have considered an almost radially symmetric accretion,
instead of a density distribution formed by a monodirectional flow (see com-
parison of formulae 1.3 and 1.5). Besides, the case without photoionization of
the neutral flow has been considered by Butler et al. (1978).

It should be highlighted here that a sink mechanism for neutral atoms other
than photoionization does not exist in the heliosphere (electron impact ioniza-
tion at 1 AU would be negligible). Newly created fast neutrals (as a result of
charge exchange with solar wind protons) also may be accreted by the Earth.
The quantitative investigation of such a model will be addressed separately.

A response of the terrestrial atmosphere to such an amount of accreted neu-
tral hydrogen gas may be considerable. Neutral hydrogen fluxes at the Earth
would increase by up to 1010 atoms/cm2/s (nH = 103 cm−3), which is
greater by 4 orders of magnitude than at present. This highly reactive hydrogen
could reach stratospheric heights at 40–50 km by direct inflow, and accumu-
late at levels that may be relevant for oxygen blocking and ozone depletion, for
example, inevitably causing strong influences on the terrestrial atmosphere in
general, and on the terrestrial climate in particular (Fahr, 1968a; Fahr, 1968b;
Bzowski et al., 1996; Frisch et al., 2002).

Finally, one can show (see below) that in the case of a countermoving GMC
with a density of nH = 103 cm−3, there would be a considerable decrease of
the ozone concentration in the mesosphere (Yeghikyan and Fahr, 2004b).

11.5 Atmospheric Effects
This highly reactive hydrogen could penetrate the upper terrestrial atmos-

phere up to some height where the collisional “optical” thickness becomes
1, and at that altitude could be involved in chemical reactions, regulating the
abundances of the important atmospheric species such as oxygen and ozone
(McKay and Thomas, 1978). These authors have argued that in the mid-
dle atmosphere (between 50 and 150 km above sea-level) the reactions that
interchange odd-hydrogen compounds (H, OH, HO2) are much faster than
those that couple odd-hydrogen to even-hydrogen compounds (H2, H2O). This
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makes it possible to balance the incident flux of interstellar (atomic/molecular)
hydrogen by the upward escape flux of H atoms and the downward flux of H2O
in the following form (see McKay and Thomas, 1978):

Φ = 0.5 · Φesc(H) + Φdown(H2O) (5.1)

= 5.9 · 1011f1/2 + 1.9 · 1013f.

Here Φ is the flux of incoming interstellar H2, while f , as explained in detail by
McKay and Thomas (1978), is the ratio of H2O number density to the total at-
mospheric number density at 100 km above sea level. Atomic hydrogen atoms
move upwards and are lost by exospheric escape. Water molecules, which tend
to reconstitute the local homospheric density equilibrium distribution, diffuse
downward towards the tropospheric levels, form clouds, and finally are lost
to the ground through water precipitation. Later Yabushita and Allen (1983,
1989) showed that, on the basis of this scheme, all atmospheric oxygen must
be removed by interstellar hydrogen in a ratio 2:1 by number, when the dense
core of a GMC with a density of 105 cm−3 is encountered by the Earth.

It should be noted that, for a complete removal of the present column of
NO = 4.4 · 1043 atoms of atmospheric oxygen (in the form of O2), it is nec-
essary to have critical fluxes of interstellar hydrogen at 1 AU, as given by the
following simple relation:

Fc =
2 · NO

4πR2
⊕ · ∆T

=
1.5 · 1013

D(pc)
atoms
cm2 · s . (5.2)

These fluxes are maintained over a certain time period ∆T = D/Vi that is
characteristic for the solar system passage through a GMC with a dimension D.
The critical flux level Fc then amounts to 2.9 ·1012 and 1.5 ·1012 cm−2 s−1 for
passage times of 0.2 and 0.4 Myr of 5 pc - and 10 pc - sized GMCs, respectively
(the relative velocity Vi between the Sun and the GMC is assumed to be 26
km/s).

Our scenario described by the two-fluid model predicts a neutral hydrogen
flux of 3 · 109 cm−2s−1 for a GMC density of 103 cm−3 (Fig. 11.3). We
assume that, under these conditions, the incoming neutral hydrogen flow plays
the same role as considered in the mentioned even-odd reaction scheme of
McKay and Thomas (1978) for molecular hydrogen, i.e. Eq. 5.1 is valid.
In this case, according to Yabushita and Allen (1989), for a given incoming
atomic hydrogen flux Φ Eq. 5.1 results in a value of f , which in turn yields
values for Φdown(H2O).
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Figure 11.4. Flux of incident hydrogen at 1 AU, Φ, and downward flux captured as water,
Φdown(H2O) versus the density of a GMC, are shown by curves marked YA (Yabushita and
Allen’s model) and by curves without marks (our hydrodynamical model), respectively. The
critical values of incident hydrogen, corresponding to the 5 pc (B) and 10 pc (A) sized GMCs,
respectively, are estimated from Eq. 5.2 and also are shown. The cross is located at the flux
level of 3 × 109 cm−2s−1 corresponding to the case of the flow mentioned in Fig. 11.3 (i.e.
ni = 1000 cm−3). (Figure is taken from Yeghikyan and Fahr, 2004b).

In Fig. 11.4 we show the incident neutral hydrogen flux, Φ, and the down-
ward flux captured as water, Φdown(H2O), versus density of GMC. The results
from our hydrodynamical calculations are compared with those of Yabushita
and Allen (1989). A difference is caused by the more refined hydrodynamical
and ionizational model that we have used here. The critical fluxes Fc of 5 and
10 pc sized GMC are calculated by Eq. 5.2. Such clouds correspond to the
cases B and A mentioned in Fig. 11.4, with concentrations of 9.1 · 105 and
4.7 · 105 cm−3, respectively. The hydrogen flux level, F , corresponding to the
model case of Fig. 11.3 is shown by a cross. It can be clearly seen that only
gaseous material of GMCs, with an average density of 5 · 105 cm−3 or more,
is sufficient (i.e. F > Fc) to completely remove all atmospheric oxygen.

At the same time, such densities correspond to cores and clumps of GMCs
with dimensions that are one or two orders of magnitude smaller (D ∼ 0.1
pc) than those of the whole GMC; i.e. in this case Eq. 5.2 would require a
critical flux that is one or two orders greater than those presented in Fig. 11.4,
because of the shorter times of passage. Thus we conclude that this mechanism
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should not work for any real GMC with parameters n ∼ 1000 cm−3 and
D ∼ 5–10 pc.

The remainder of the chapter will consist of an attempt to estimate one other
consequence of increased hydrogen content in the terrestrial upper atmosphere,
by focusing on its effect on the global ozone concentration.

11.6 Ozone Concentration in the Mesosphere
In the mesosphere, between 50–100 km, the increased influence of hydro-

gen becomes significant for ozone destruction, as first mentioned by McKay
and Thomas (1978). Note that in general the chemistry of a hydrogen-oxygen-
nitrogen atmosphere is governed by very complicated equations. However,
when we eliminate the less probable reactions from the reaction system, it is
possible to develop a general idea of the role of the principal reactions. In par-
ticular, since ozone has a short lifetime in the mesosphere and consequently
is very close to photochemical equilibrium, its local concentration can conve-
niently be written as a simple function of water vapor concentration n(H2O)
( Nicolet, 1971; Chamberlain, 1978; Brasseur and Solomon, 1984):

n(O3) =
Y

[n(H2O)]α
. (6.1)

Here Y denotes a known analytical function that is dependent on the reaction
rates involved, and on the total and molecular oxygen concentrations at a given
altitude. According to Brasseur and Solomon (1984), α is equal to 1, 1/2
and 1/3 at altitudes 80, 70 and 50 km, respectively. Ozone is assumed to be
formed by three-body recombination between atomic and molecular oxygen,
and is destroyed by bimolecular processes, where hydrogen acts as a catalyst,
as well as by photodissociation. Again, destruction of odd oxygen (ozone) by
HOx-particles (H, OH, HO2) cannot be important below 45 km (e.g. Crutzen,
1971).

Adopting the values of the reaction rates and their distributions with height
from the existing atmospheric models (e.g. Hunten and Donahue, 1976, and
references therein), the ozone concentration can now be calculated as a func-
tion of altitude if the height distribution of water vapor is known. The vertical
profile of water vapor is governed, in general, by the competition between re-
generation, transport and removal processes. The total downward flux through
the mesosphere must be constant because loss and production processes of
H2O are sufficiently rapid (Nicolet, 1971). Because the horizontal gradients
of the concentrations obviously are relatively small (Brasseur and Solomon,
1984), and since in the mesosphere molecular diffusion is negligible (Hunten
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and Donahue, 1976), the water vapor height distribution is primarily deter-
mined by vertical transport in the eddy-diffusion-controlled regime. By re-
quiring that the downward flux of H2O is constant at a given incoming flux of
extraterrestrial hydrogen, one can relate the value of Φdown(H2O) to the con-
centration of water vapor n(H2O) at the reference altitude of 100 km (McKay
and Thomas, 1978). Indeed,

Φdown(H2O) =
n(H2O)100 · K100

2Hav
. (6.2)

This in turn gives n(H2O) at the given altitude in the mesosphere:

n(H2O) =
n(H2O)100 · K100

K
. (6.3)

In this equation, n(H2O)100 is the perturbed water vapor concentration at 100
km and Hav = 6 km is the average mesospheric scale height in the atmosphere,
as defined by the barometric law (Nicolet, 1971; Brasseur and Solomon, 1984).

It must be stressed that the distribution of H2O in the mesosphere will
strongly depend on the choice made for the vertical profiles of the eddy dif-
fusion coefficients in the calculations of the diffuse downward current. Here,
the eddy diffusion coefficient at 100 km, K100, is taken to be 2 · 106 cm2s−1,
varying with altitude according to the profile proposed in the U.S. Standard At-
mosphere (Brasseur and Offerman, 1986). For comparison we will also use the
profile proposed by Lindzen (1971), which varies as the square root of density.

Thus the ratio δ of the ozone concentration n(O3) in the mesosphere to its
unperturbed value at the same altitude, n∗(O3), is determined by

δ =
n(O3)
n(O3)∗

=
n(H2O)α

n(H2O)∗α
, (6.4)

where α is equal to 1, 1/2 and 1/3 at altitudes 80, 70 and 50 km, respectively,
and n(H2O)∗ is the known unperturbed value of n(H2O) .

11.7 Results and Discussion
The equilibrium concentrations for perturbed ozone in the mesosphere, be-

tween 50 and 100 km, evaluated by means of the adopted unperturbed values
from the atmospheric model of Liu & Donahue (see, e.g. Hunten and Donahue,
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1976), are given in Fig. 11.5 for two values of incoming neutral ISM hydrogen
densities, ∼2 · 103 cm−3 and ∼2 · 104 cm−3 respectively.

It can be seen that in all cases a significant reduction of the ozone concen-
tration occurs, owing to the influence of the increased hydrogen fluxes. The
total O3 content, as compared with unperturbed values, decreased from 50–
80% near 80 km to 2–4% at the stratopause (∼50 km), and from 2 orders of
magnitude near ∼80 km to 30–80% at the stratopause, for incident fluxes of
5 · 109 cm−2s−1 and 5 · 1010 cm−2s−1, respectively. Such fluxes correspond
to GMC densities of 1–2·103 to 1–2·104 cm−3, respectively.

Thus, in the Earth’s atmosphere above 45 km, H-atoms are very important
in limiting the natural content of ozone. An important consequence of the
increased hydrogen fluxes may be that, as argued McKay and Thomas (1978),
the creation of saturation conditions over much of the mesosphere should result
in a permanent layer of ice clouds of nearly world-wide extent. The earlier
analysis (see discussion in McKay and Thomas, 1978, and references therein)
revealed that a lowering of the average height of the mesopause, usually located
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at an altitude of 85–90 km, as well as a lowering of the average mesopause
temperature would be significant.

Indeed, radiative heating in the stratosphere and mesosphere is mostly caused
by the absorption by ozone of solar radiation (Roble 1995). This reaches a
maximum at about 45 km, but falls off in altitude with the decrease in ozone
concentration. Above 80 km there is a contribution as a result of the absorption
by molecular oxygen. An important heating mechanism in the mesosphere,
which dominates over solar heating between 80–90 km, is the exothermic
chemical reaction of odd-oxygen constituents (Mlynczak and Solomon 1993).
At the same time, cooling in the mesosphere is dominated by 15 µm infrared
band emission of CO2, with a much smaller contribution caused by 9.6 µm
emission of ozone. This process gives rise to the maximum in CO2 cool-
ing at about 100 km, which is responsible for the mesopause. The global
mean mesospheric temperature structure, as calculated by the numerical mod-
els (e.g. Roble, 2000), clearly shows that just the stratopause corresponds to
a maximum in heating due to absorption of solar energy by ozone. Above the
stratopause, temperature falls off with the decrease in ozone density and in-
crease in CO2 radiative cooling to the mesopause. As is well known, CO2

is produced in the troposphere by plants and anthropogenic sources, princi-
pally fossil fuel combustion. CO2 is un-reactive, resulting in a near constant
volume mixing ratio in the middle atmosphere-mesosphere: only in the lower
thermosphere does it undergo a small amount of solar dissociation (Brasseur
and Solomon 1984).

As argued by McKay and Thomas (1978), in a perturbed state there is very
little ozone in the neighbouring mesosphere so that hardly any solar UV radi-
ation is absorbed there. In fact, the solar UV radiation would penetrate more
deeply (by approximately one scale height or ∼6 km, see McKay and Thomas,
1978). For this reason, and because of CO2 cooling, which can not be per-
turbed by hydrogen, the mesopause is the coldest place in the terrestrial at-
mosphere and the temperature here decreases and reaches the lowest values.
In the unperturbed atmosphere, mesospheric (noctilucent) clouds are formed
at high latitudes in summer, in the mesopause region. Such a cloud layer un-
der perturbed conditions would be of practically world-wide extent, and would
result an equilibrium global surface temperature decrease of 1 K. Because the
Earth’s climate is very sensitive to small reductions in the surface temperature,
a reduction of 1 K sustained over a period of several thousand years, was prob-
ably enough to trigger an ice age of substantially long duration (McKay and
Thomas, 1978). The reason for this sensitivity is the strong positive feedback
between temperature and surface albedo, since an ice-covered surface sends
much more solar radiation back into space than an ice-free surface (McCrea,
1975).
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For the present-day point of view, the possibility that processes responsi-
ble for changing mesospheric ozone may also alter the mesopause temper-
ature should be considered with caution. It is more likely that small-scale
gravity waves play a crucial role in the dynamics and thermal structure of
the mesosphere (Roble 2000). As the mentioned atmospheric waves are trig-
gered by the absorbed solar radiation in the middle atmosphere, dominated by
ozone absorption, it becomes more likely that ozone changes lower down might
affect the dynamics, and thus affect the mesopause temperature indirectly.
A quantitative description of gravity wave spectra and occurrence frequencies,
which will lead to a greater understanding of the energy budget and coupling
between regions of the perturbed atmosphere, requires a 3D general circulation
model combined with chemistry (e.g. Roble 2000) that is, of course, beyond
the scope of this work.

11.8 Summary
We have discussed the problem of solar system passages through dense in-

terstellar gas clouds with non-negligible dust content. We have shown that
such clouds increase the inflow density and push the heliopause down to the
orbit of the Earth, with the result that counterstreaming IC material directly in-
fluences the Earth. In contrast to the static case, when the Sun is moving fresh
molecular (neutral) hydrogen material of the IC is permanently approaching
the solar system from the upwind direction, and thus the extent of the dissoci-
ation (ionization) cavity in the upwind direction will be defined as the distance
at which the rate of freshly imported hydrogen molecules (atoms) equals the
local photodissociation (photoionization) rate. It is shown that close to the Sun,
at 1 AU, the cloud’s matter is predominantly neutral and is completely shielded
from the direct solar wind influence. At IC H-atom densities of the order of
nH = 103 cm−3 and more, incoming matter that is approaching the Sun, but
still outside the reduced heliopause, will be subject only to photoionization
processes, which then simplifies the hydrodynamic model of the flow.

We have used a simple two-fluid treatment of the incoming flow, ionized
by the solar UV, while taking into account the conversion between hydro-
gen atoms and protons caused by charge exchange. We have carried out the
time-dependent simulation of flow parameters by means of a 2D-gasdynamic
numerical code that takes into account both photoionization and gravity of
the Sun, as well as the mentioned charge-exchange process. These processes
are important to quantitatively estimate the total amount of neutral material,
accreted from the cloud by the Earth during the cloud crossing time of about



Accretion of Interstellar Material into the Heliosphere and onto Earth 343

1 million years. We have estimated this amount to be greater than 2 ·1017 g for
a single passage.

The terrestrial atmospheric response to the inflow of greatly enhanced fluxes
of neutral hydrogen atoms may be considerable, and definitely worthwhile to
study. It appears that an enhanced flux of interstellar hydrogen at the terrestrial
orbit can produce important climatic effects on the Earth through complete
ozone destruction in the mesosphere. This mechanism, if true, may explain,
in particular, the ice ages that are separated by roughly a few hundred million
years (McCrea, 1975); McKay and Thomas, 1978; Yabushita and Allen, 1989).

Other consequences of an enhanced interstellar hydrogen flux for the terres-
trial atmosphere, the climate, and for mass-extinctions are discussed in McKay
and Thomas (1978) and Yabushita and Allen (1983, 1985, 1989, 1997).
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Abstract The galactic environment of Earth appears to have varied only subtly
over mankind’s time scale. Have these variations had any perceptible
effect on Earth’s climate? Surprisingly, they may; palaeoclimatic evi-
dence suggests that the climate may be influenced by solar/cosmic ray
forcing on all time scales from decades to billions of years. However,
despite an intense scientific interest spanning two centuries, the mech-
anism underlying solar-climate variability has remained a mystery. Re-
cent satellite data, however, have provided an intriguing new clue: low
cloud cover may be influenced by galactic cosmic rays. Since cosmic rays
are modulated by the solar wind, this would link Earth’s climate to solar
magnetic activity, which is known to be highly variable. On longer time
scales, it would also imply that the climate responds to changes in the
geomagnetic field and the galactic environment of Earth, both of which
affect the cosmic ray flux. The least understood aspect of this sequence
of processes is the microphysical mechanism by which cosmic rays may
affect clouds. Physical mechanisms have been proposed and modelled,
but definitive experiments are lacking. However, the presence of ion-
induced nucleation of new particles in the atmosphere is supported by
recent observations, and new experiments are underway to investigate
the nature and significance of cosmic ray-cloud-climate interactions.
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1. Introduction
The first observation of solar-climate variability was recorded two cen-

turies ago by the astronomer William Herschel [Herschel, 1801] who no-
ticed that the price of wheat in England was lower when there were
many sunspots, and higher when there were few. The most well-known
example of a solar-climate effect is known as the Maunder Minimum
[Eddy, 1976], the period between 1645 and 1715—which ironically co-
incides with the reign of Louis XIV, le Roi Soleil, 1643–1715—during
which there was an almost complete absence of sunspots (Fig. 12.1).
This marked the most pronounced of several prolonged cold spells in
the period between about 1450 and 1850 which are collectively known
as the Little Ice Age. During this period the River Thames in Lon-
don regularly froze across, and fairs complete with swings, sideshows
and food stalls were a standard winter feature. Numerous studies of
palaeoclimatic proxies have both confirmed that the Little Ice Age was
a global phenomenon and, moreover, that it was but one of around 10
occasions during the Holocene when the Sun entered a grand minimum
for a centennial-scale period, and Earth’s climate cooled (§4.3.0).
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Figure 12.1. Variation of the sunspot number from 1610 to 2001. The record starts
3 years after the invention of the telescope by Lippershey in Holland.

However, despite the widespread evidence, solar variability remains
controversial as a source of climate change since no causal mechanism
has been established to link the two phenomena. The most obvious
mechanism to consider would be the possibility of a variable solar irra-
diance, but estimates of long-term irradiance changes based on sun-like
stars appear to be insufficient to cause the observed climate variations
(§2.2.0). The physical mechanism for solar-climate variability therefore
remains a mystery.

However, an important new clue has recently been provided by satel-
lite data which reveal a surprising correlation between galactic cosmic
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ray (GCR) intensity and the fraction of Earth covered by low clouds
[Svensmark and Friis-Christensen, 1997, Marsh and Svensmark, 2003].
Since changes of solar magnetic activity affect the solar wind and thereby
modulate the GCR intensity, this could provide the long-sought miss-
ing link between solar- and climate variability. If more cosmic rays lead
to more low clouds, this would exert a strong cooling influence on the
radiative energy balance of Earth. It would explain how a tiny energy
input from GCRs to the atmosphere—comparable to starlight—could
produce such large changes in the climate. Clouds cover a large frac-
tion of Earth’s surface (a global annual mean of about 65%) and exert
a strong net cooling effect of about 28 Wm−2[Hartmann, 1993], so long-
term variations of only a few per cent would be climatically significant.

Moreover, if this mechanism were to be established, it could have
significant consequences for our understanding of the solar contribution
to the present global warming. The globally-averaged GCR intensity
declined by about 15% during the 20th century due to an increase of
the solar open magnetic flux by more than a factor of two [Lockwood
et al., 1999]. If the cosmic ray-cloud effect is real then the implied
reduction of low cloud cover by about 1.3% absolute could have given
rise to a radiative forcing of about +0.8Wm−2, which is comparable to
the estimated total anthropogenic forcing of about +1.3 Wm−2 [IPCC,
2001].

A GCR-cloud effect would provide an indirect mechanism to amplify
solar forcing, bringing additional uncertainties to climate change projec-
tions. The Intergovernmental Panel on Climate Change (IPCC) stated
in its Third Assessment Report (2001) that “mechanisms for the amplifi-
cation of solar forcing are not well established”. The solar amplification
mechanism–which appears to drive the large centennial-scale climate
variations seen, for example, in Fig. 12.8—is absent from present cli-
mate models. Since these natural climate variations are comparable to
the present global warming, they must be properly accounted for before
we can reliably interpret 20th century climate change and confidently
predict future warming due to anthropogenic greenhouse gases.

2. Solar Irradiance

2.1 Climate Sensitivity to Radiative Forcing
To interpret how Earth would respond to a radiative forcing, it is

useful to consider the climate sensitivity. Climate models indicate an
approximately linear relationship between global mean radiative forc-
ing, Q (Wm−2), and the equilibrium global mean surface temperature
change, ∆T (K),

∆T = λ Q
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where λ (K/Wm−2) is the climate sensitivity parameter. This parame-
ter is relatively insensitive to the nature of the forcing—for example,
greenhouse gases or solar irradiance—provided the forcing agent is not
highly variable spatially (like, for example, aerosols). All climate feed-
back processes, such as changes in water vapour, clouds or ice sheet
albedo, are implicitly included in λ.

The value of λ can be inferred in several ways. Climate models in-
dicate a doubling of the concentration of atmospheric CO2 from pre-
industrial levels (280 ppm) produces +4 Wm−2 forcing and a mean
temperature rise ranging from 1.5 K to 4.5 K, with a central value of 3 K
[IPCC, 2001]. Therefore λ � (3 ± 1.5)/4 = (0.75 ± 0.4) K/Wm−2. This
is consistent with the estimate, λ � 5 K / 7 Wm−2 = 0.7 K/Wm−2, ob-
tained from ice core samples for the transition between glacial and inter-
glacial periods. Using this value, the possible contribution of +0.8 Wm−2

from a cosmic ray-cloud effect during the 20th century (§1) would trans-
late to a temperature rise of around 0.7 × 0.8 = 0.6 K, which would be
highly significant.

These figures can be compared with the response of Earth if it were
simply to act as a black body. In this case the radiant emittance is
R = σT 4, where σ is the Stefan-Boltzmann constant. The radiation
from a black body varies as ∆R/R = 4∆T/T , so that ∆T = (T/4R) ∆R.
Since ∆R/R = ∆I/I, the fractional change in solar irradiance, it follows
that λ0 = T/4I. The global mean solar irradiance reaching the lower
troposphere is I � 0.7 × 1366/4 � 240 Wm−2 (the factor 0.7 accounts
for shortwave albedo and the factor 4 averages the solar irradiance of
1366 Wm−2 over the full surface area of Earth). The effective radiating
temperature of Earth is then given by 240 = σT 4, indicating T = 255 K.
(This is the effective blackbody temperature of Earth as seen from a
satellite, corresponding to radiation from the final scattering layer in
the upper troposphere.) We thereby estimate λ0 = 255/(4 · 240) =
0.26 K/Wm−2 for Earth in the absence of any feedbacks. Therefore
Earth’s climate feedback factor is about 2.5, which indicates the presence
of positive feedbacks that amplify the response to a radiative forcing.

2.2 Solar Irradiance Variability
Solar cycle variability. Solar radiometry measurements made
by satellites over the last 25 years have shown that the so-called solar
constant varies by about 0.08% over the solar cycle (Fig. 12.2). Counter-
intuitively, the Sun radiates more during periods of high solar magnetic
activity since, although the sunspots are cooler than the mean temper-
ature of the photosphere (around 5840 K), they are more than compen-
sated by the associated bright faculae.
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Figure 12.2. Total solar irradiance at the top of Earth’s atmosphere over the last
2.5 solar cycles (updated from [Fröhlich, 2000]). The curve is a composite of several
satellites, each covering a different time interval, as indicated by the different coloured
regions of the curve and the labels shown above it. Peak irradiance corresponds to
sunspot maximum (and GCR minimum). The large high-frequency fluctuations are
due to sunspots rotating in and out of the field of view.

A variation of solar irradiance by 0.08% (1.1 Wm−2) over the sunspot
cycle corresponds to a global mean variation of 0.7× 1.1/4 = 0.2 Wm−2

at Earth’s surface. This would be expected to produce an equilibrium
temperature change ∆T = 0.7×0.2 = 0.14 K. However the large thermal
inertia of the well-mixed upper 100 m layer of the oceans will reduce the
actual temperature response. This damping effect can be estimated by
considering an analogous electromagnetic RC-circuit equivalent for the
ocean surface layer: a resistor and capacitor in series, which are set
into forced oscillation by a sinusoidal voltage [Kirkby, 2002]. In this
analogy, forcing heat fluxes are analogous to current, temperature to
voltage, the ocean to a capacitor and the climate sensitivity parameter
to a resistor. The estimated attenuation factors are large, e.g. a factor
5 for λ = 0.7 K/Wm−2, corresponding to an 8.4 yr time constant and
phase lag of about 80◦. This implies the expected response of Earth’s
mean surface temperature to irradiance variability over the solar cycle
is only about 0.03 K.

Although this is a challenging measurement, sea-surface temperature
data over the last century do indeed reveal signals of the 11-yr solar cycle
in the Indian, Pacific and Atlantic Oceans [White et al., 1997, White
et al., 1998]. The solar cycle peak-to-peak amplitude is (0.06± 0.005) K
and it lags the changes in solar irradiance by about 0–65◦.
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Secular Solar Variability. Irradiance variations over the 11-
yr sunspot cycle are now well established and, moreover, reasonably
well explained in terms of sunspot darkening and faculae brightening.
However, the important question for climate is whether or not there are
also underlying secular variations on longer time scales. Even a variation
of comparable magnitude—0.1%—would be significant since the climate
response would not be damped by the thermal inertia of the oceans.

The Lean et al. (1995) estimate of the long-term variation of solar
irradiance has been widely used in climate models to calculate the solar
contribution to climate change in the 20th century [IPCC, 2001] and in
the period since the Maunder Minimum. It is based on observations of
luminosity variations in Sun-like stars and on a speculated long-term re-
lationship between solar luminosity and solar magnetic activity. Cosmic
ray flux, recorded in 10Be concentrations in ice cores (§3.3), are used as
a proxy for solar magnetic activity. The estimated secular increase of
irradiance since 1700 is about 2.6 Wm−2, with a superimposed variation
of up to about 1 Wm−2 due to the sunspot cycle [Lean et al., 1995]. This
translates to a top-of-the-atmosphere long-term solar radiative forcing
of (0.7/4) · 2.6 = 0.46 Wm−2 (§2.1), corresponding to a temperature
change of 0.7 × 0.46 = 0.32 K.

This figure may be compared with palaeoclimatic reconstructions,
which suggest global temperatures were around 0.7 K cooler during the
Maunder Minimum, after subtracting the estimated anthropogenic con-
tributions during the last century (§4.2). The estimated irradiance vari-
ations therefore appear to be too small by about a factor two to account
for the observed temperature change. Moreover, new results on Sun-like
stars and new modelling studies have brought the Lean et al. (1995)
estimate into question [Foukal et al., 2004]. Indeed, the original authors
have now accepted [Lean et al., 2002] that their 1995 calculations of
long-term irradiance variations may be over-estimated by about a factor
five. This would imply a temperature change of only 0.06 K from solar
irradiance variations since the Maunder Minimum, which would account
for only a small fraction—about 10%—of the observed change.

The absence of evidence for long-term solar irradiance changes does
not, of course, rule them out. It does, however, underscore how little is
understood about the mechanism for solar-climate variability. Moreover,
it implies that current general circulation model (GCM) simulations of
20th century warming may substantially over-estimate the contribution
from solar irradiance variability. The clear solar signal in the 20th cen-
tury temperature record (§4.1)—and also at earlier times—is therefore
unexplained. A solar amplification mechanism could solve this puzzle.
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3. Galactic Cosmic Rays

3.1 Solar-climate Mechanisms
There are only two physical paths that could connect variations of

the Sun to Earth’s climate: 1) solar electromagnetic radiation (either
irradiance or else a spectral component such as the ultraviolet, UV), or
2) galactic cosmic rays, whose intensity is modulated by the solar wind.
A direct interaction of the solar wind with the troposphere can proba-
bly be excluded since the charged particles of the solar wind have very
low energy (mainly protons, with energies of a few keV) and are eas-
ily shielded by Earth’s magnetosphere. In the polar regions, where the
magnetic shielding is weak, the particles range out in the thermosphere
at an altitude of about 100 km. This is far from the troposphere—the
layer of the atmosphere most responsible for Earth’s climate—which lies
below about 10–15 km altitude.

Since variations of total solar irradiance appear to be too low to ac-
count for observed climate variations, attention has focused on changes
of the UV component of the solar spectrum [Haigh, 1996, Larkin et al.,
2000] which, although it carries only a small fraction of the total energy
(about 0.1%), shows a much larger variation of several per cent over
the solar cycle. The UV spectrum is absorbed at altitudes above 30 km
by oxygen (<240 nm wavelength) and ozone (200–300 nm), and causes
measurable heating of the thin atmosphere in the upper stratosphere.
A positive feedback mechanism exists since the increased UV creates
more ozone and therefore more UV absorption. However, the measured
change of ozone concentration from solar minimum to maximum is small
(about 1–2%). Modelling reproduces these variations, and some studies
(e.g. [Shindell, 1999]) suggest that the resultant changes in stratospheric
heating and circulation could dynamically and radiatively couple to the
troposphere, which could in turn influence cloudiness.

In contrast with solar UV radiation, GCRs directly penetrate the
lower troposphere where the cloud variation is observed, and they have
an appreciable intensity variation over the solar cycle (§3.2). At low
altitudes over land (<1 km), natural radioactivity contributes about
20% of atmospheric ionisation. Over oceans, the contribution of radio-
isotopes is negligible and so, averaged over the entire troposphere, GCRs
are by far the dominant source of ionisation (more than 99%).

The data presented in §4 show that GCR variations are clearly con-
nected with past climate change. However the interpretation is often
ambiguous; this may indicate either a direct effect of GCRs on the cli-
mate or else the GCRs may merely be acting as a proxy for solar irra-
diance/UV changes. In principle, this ambiguity can be resolved since,
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on longer time scales, the GCR intensity is also affected by the geo-
magnetic field and by the galactic environment (§3.2), whereas the solar
irradiance/UV is not. Indeed, there is suggestive evidence linking the
climate both with the geomagnetic field and with the galactic environ-
ment (§4). For the remainder of this paper, we will focus on a possible
direct influence of cosmic rays on the climate.

3.2 Cosmic Ray Modulation
Cosmic rays are accelerated by supernovae and other energetic sources

in our galaxy. On entering the heliosphere, charged cosmic rays are
deflected by the magnetic fields of the solar wind. The transport problem
of the GCRs through the heliosphere was first solved by Parker (1965).
It involves several processes of which the dominant is scattering off the
magnetic irregularities, which produces a random walk or diffusion effect.
It has been shown theoretically that the heliospheric shielding can be
approximated by an equivalent heliocentric retarding (i.e. decelerating)
electric potential [Gleeson and Axford, 1967]. This retarding potential
varies between about 1000 MV during periods of very high solar activity
and zero during grand minima such as the Maunder Minimum. The solar
wind therefore partly shields the Earth from the lower energy GCRs and
affects the flux at energies below about 10 GeV. The effective retarding
potential over the present eleven-year solar cycle averages about 550 MV,
ranging from about 450 MV at the minimum to 850 MV at maximum.
This leads to a distinct solar modulation of the GCR intensity (Fig. 12.3).

The geomagnetic field also partially shields the Earth from GCRs. The
dipole field imposes a minimum vertical momentum of about 13 GeV/c
at the equator, 3 GeV/c at mid latitudes, and falling essentially to zero
at the geomagnetic poles. In consequence, the GCR intensity is about a
factor 3.6 higher at the poles than at the equator, and there is a more
marked solar cycle variation at higher latitudes. Over the solar cycle,
the variation of GCR intensity at the top of the atmosphere is about
15%, globally averaged, and ranges from ∼5% near the geomagnetic
equator to ∼50% at the poles (Fig. 12.3). At lower altitudes both the
GCR intensity and its fractional solar modulation decrease. These are
consequences of the absorption of low energy GCRs and their secondary
particles by the atmospheric material, which totals about 11 nuclear
interaction lengths. Balloon measurements (Fig. 12.4) show solar cycle
variations of about 10% at low altitudes around 3 km (for a 2.4 GeV/c
rigidity cutoff).

The sources of GCR modulation are summarised in Table 12.1. On the
longest timescales, the GCR intensity is modulated by passage through
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Table 12.1. Sources of GCR Modulation and their Typical Characteristics.

Source Variability timescale GCR change

Solar wind 10 yr – 1 kyr ±10–30%
Geomagnetic field 100 yr – 100 Myr ±20–100%
Galactic variations >10 Myr ±50–100%

the spiral arms of the Milky Way [Shaviv, 2002]. The local GCR inten-
sity is higher within the spiral arms owing to the relative proximity of the
supernovae generators and the subsequent diffusive trapping of the ener-
getic charged particles by the interstellar magnetic fields. Superimposed
on this diffuse GCR rate are possible isolated events caused by nearby
supernovae. For example, evidence has recently been obtained for an
enhancement in the fraction of the 60Fe radio-isotope (τ1/2 = 1.5 Myr)
in a deep-sea ferromagnetic crust [Knie et al., 2004]. This suggests a
nearby supernova, at a distance of several 10’s pc, which increased the
GCR intensity by ∼15% for a few 100 kyr around 2.8 Myr ago.

3.3 Cosmic Ray Archives
On reaching Earth, cosmic rays interact with nuclei in the atmosphere,

creating showers of secondary particles, and dissipating energy by ion-
isation. Among the products are light radio-isotopes, of which the two
most abundant are 14C (τ1/2 = 5730 yr; global mean production rate
∼2.0 atoms cm−2s−1) and 10Be (1.5 Myr; ∼1.8×10−2 atoms cm−2s−1).
These settle on the surface of Earth either via the carbon cycle (14CO2)
or in rain and snow (10Be). Since this is their only terrestrial source,
the resultant archives of light radio-isotopes found in tree rings, ice cores
and marine sediments provide direct records of the past GCR flux. For
the long-lifetime 10Be, these records at present go back about 1 Myr,
and are likely to be extended in future.

Once produced, 14C is rapidly oxidised to 14CO2. The turnover time
of CO2 in the atmosphere is quite short—about 4 years—mostly by
absorption in the oceans and assimilation in living plants. However, be-
cause of recirculation between the oceans and the atmosphere, changes
in the 14C fraction on timescales less than a few decades are smoothed
out. Plant material originally contains the prevailing atmospheric frac-
tion of 14C and, subsequently, since the material is not recycled into
the atmosphere, the fraction decreases with the characteristic half life of
14C. By analysing the 14C content in the rings of long-lived trees such as
the California bristlecone pine, and also ancient tree samples, a detailed
record of GCR intensity over the last 40 kyr has been assembled.
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In the case of 10Be [Beer, 2000], after production it rapidly attaches
to aerosols and follows the motion of the surrounding air masses. Since
the production of 10Be follows the intensity profile of the cosmic ray
hadronic showers, about 2/3 is produced in the stratosphere and 1/3
in the troposphere, globally averaged. Due to the tropopause barrier,
aerosols in the stratosphere take about 1–2 years to settle on the Earth’s
surface, whereas the mean residence time in the troposphere is only
about a week. If the sedimentation occurs in the form of snow in a
permanently frozen and stable region such as Greenland or Antarctica
then the subsequent compacted ice preserves a temporal record in layers
according to their depth. If, on the other hand, sedimentation occurs
into rivers and oceans, then eventually (after about 1000 yr mean time)
the 10Be settles in ocean sediments. Cores retrieved from polar ice or the
ocean floor thereby constitute an archive of past GCR intensity. Ice cores
have the advantage of higher time resolution, whereas ocean sediments
provide longer time records and a globally-averaged measurement.

3.4 Climate Archives
Many ingenious proxies have been developed to reconstruct the cli-

mate prior to the instrumental record of the last 150 years. Cultural
records over the last millennium are an important source since humans
are sensitive to climate change, especially when prolonged drought, cold
or flooding is involved. These documents include the dates when the first
cherry blossoms appeared each spring in China, the records of grape har-
vests in Europe, and the waxing and waning of Alpine glaciers. Other
records (with their approximate time span before present) are tree rings
(10 kyr), mosses (10 kyr), coral terraces (500 kyr), ice cores (700 kyr),
speleothems (1 Myr), loess deposits (wind-blown silt; 1 Myr), pollens
(1 Myr), ocean sediments (>500 Myr) and geomorphology (4 Byr).

Ice cores are an especially valuable record of past climate since they
have high resolution and excellent preservation of a wide range of
climatically-sensitive material. Trapped air bubbles preserve the atmo-
spheric composition at earlier times, measuring gases such as carbon
dioxide (ocean ventilation, volcanic and biomass activity), methane
(wetland extent), deuterium (temperature), nitrous oxide (bacterial
activity and stratospheric air exchange) and methanesulphonic acid (phy-
toplankton activity); layer thicknesses measure precipitation rate; dust
content measures wind, aridity, land biota and volcanic activity; the
radio-isotope 10Be measures solar/GCR activity; non-sea-salt sulphate
measures sulphuric acid content of the atmosphere (phytoplankton and
volcanic activity); nitrates measure ionising radiation (UV and cosmic
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Figure 12.5. Principle of the global ice volume proxy obtained from the 18O fraction
in ocean sediments (lower panel) during a) interglacial and b) glacial conditions. The
physical basis for proxy temperature measurements from the stable 18O isotope is
that the vapour pressure of H2

18O is lower than that of H2
16O. Evaporated water is

therefore 18O-depleted and the subsequent rainfall from a cloud progressively reduces
the 18O fraction of the remaining water vapour. Ice formed from snow is therefore
isotopically light (depleted in 18O)—and even lighter during glacial climates since
the lower temperatures further deplete the clouds of 18O. A large global ice volume
therefore leaves the oceans relatively enriched in 18O. Since the prevailing isotopic
fraction of the water is transferred to organisms living in the oceans, the 18O fraction
found in ocean sediments provides a proxy for global ice volume.

ray bursts); and, of particular importance, the stable 18O isotope mea-
sures past temperatures, rainfall and global ice volume (Fig. 12.5).

4. Solar/GCR-climate Variability
The GCR and climate archives provide extensive evidence for signif-

icant correlations between cosmic ray flux and climate, on both short
and long time scales. The pattern is summarised in Table 12.2. We will
present a brief review of solar/GCR-climate observations in this section,
progressively looking further back in time.

Table 12.2. Observed Correlation of Cosmic Rays and Climate.

Cosmic ray flux Climate

high cool
low warm
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4.1 Twentieth century
Global cloud cover. Based on satellite data from the ISCCP
[Rossow, 1996], Svensmark et al. have reported a correlation between
GCR intensity and the fraction of Earth covered by low clouds (Fig.12.6b)
[Svensmark and Friis-Christensen, 1997, Marsh and Svensmark, 2003].
These correlations have been subjected to intense scrutiny and criti-
cism (e.g. [Kernthaler et al., 1999, and others]). The measurements are
difficult, involving the inter-calibration of instruments on board several
geostationary satellites and polar-orbiting satellites, over a period of
20 years. The low-cloud data appear to show a poor correlation with
GCR intensity after 1994 (or perhaps a GCR modulation superimposed
on a linearly-decreasing trend). However, questions have been raised
about an apparent break in the cloud measurements at the end of 1994
(Figs. 12.6a and b) which coincides with a period of a few months dur-
ing which no polar-orbiting satellite was available for inter-calibration
[Marsh and Svensmark, 2003].

Although not conclusive, the low cloud data nevertheless suggest a
significant solar imprint. The low cloud modulation represents around
1 Wm−2 variation in net radiative forcing at Earth’s surface over the
solar cycle, which is about a factor 5 larger than the variation of solar
irradiance (§2.2.0). Furthermore, the two effects are in phase; increased
sunspot activity corresponds to increased irradiance, decreased GCR
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intensity and decreased low cloud amount. Since low clouds have a
net cooling effect, this implies increased radiative forcing and a warmer
climate. Finally, Usoskin et al. (2004) report that the solar/GCR-cloud
correlation shows some evidence for an increased amplitude at higher
latitudes. Since the GCR intensity and modulation is more pronounced
at higher latitudes, whereas solar/UV intensity variations are the same
at all latitudes, this observation favours a GCR mechanism rather than
a solar/UV effect.

Sea surface temperatures. An important component of the
temperature reconstruction during the current warming is sea-surface
temperatures (SSTs), which have been measured on a routine basis by
ocean-going ships since the mid 19th century. The SST record is a partic-
ularly valuable measure of global climate since it represents over 70% of
Earth’s surface and is much more spatially and temporally homogeneous
than the land surface. It is also free of the uncertainties of temperature
increases arising from population growth in ‘urban heat islands’. The
mean SSTs over the period 1860–1985 for the Atlantic, Pacific and In-
dian Oceans are shown in Fig. 12.7, together with the global mean SST
[Reid, 1987]. All oceans show a temperature rise that levels off in the
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same period around 1945–1980, as well as a cooling around the begin-
ning of the last century. Both of these features are characteristic of solar
activity and GCR intensity, as can be seen in the smoothed sunspot
number (Fig. 12.7).

A world-wide simultaneous variation of SST puts severe constraints
on a possible forcing mechanism. Since the same characteristic features
are seen in all oceans, they are unlikely to be caused by changes such as
El Niño events, shifts in wind patterns or changes in the thermohaline
circulation, which would lead to differences between the oceans. The
mechanism could in principle be increases of anthropogenic greenhouse
gases, but the variation in the first half of the 20th century occurred
before these were significant. There were insufficient volcanic events to
account for the mid-century cooling. In conclusion, these data provide
quite strong evidence that solar variability was the primary cause of the
warming during at least the first half of the last century. Indeed, this is
now accepted by general circulation models. However, the apparent good
agreement has recently been thrown into doubt since the climate models
use reconstructions of irradiance variations (e.g. [Lean et al., 1995]) that
may be over-estimated by a factor of five (§2.2.0).

4.2 Last millennium
Numerous palaeoclimatic reconstructions have shown evidence for a

Medieval Warm period between about 1000 and 1270, followed by a
prolonged cold period known as the Little Ice Age between about 1450
and 1850. Temperatures during the Medieval Warm period were elevated
above normal, allowing the Vikings to colonise Greenland and wine-
making to flourish in England. It was followed by a period of about 4
centuries during which—save for a few short interruptions—the glaciers
advanced and a cooler, harsher climate predominated.

A recent multi-proxy reconstruction of Northern Hemisphere temper-
atures estimates that the Little Ice Age was about 0.7 K below the
1961–1990 average, and that climate during the Medieval Warm period
was comparable to the present (Fig. 12.8a) [Moberg et al., 2005]. This re-
construction contrasts with a widely-quoted earlier reconstruction [Mann
et al., 1998, Mann et al., 1999], known as the hockey-stick curve, which
shows a rather flat temperature variation prior to 1900 (Fig. 12.8a).
However the methodology of the principal-component analysis used to
derive the hockey-stick curve has recently been questioned and, when
properly analysed, the data show larger long-term temperature varia-
tions, characteristic of the Little Ice Age and Medieval Warm period
[McIntyre and McKitrick, 2005].
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Figure 12.8. Comparison of variations during the last millennium of a) temperature
(with respect to the 1961–1990 average) and b) galactic cosmic rays (note the inverted
scale; high cosmic ray fluxes are associated with cold temperatures). The tempera-
ture curves comprise a recent multi-proxy reconstruction of northern hemisphere tem-
peratures (the full band shows the 95% confidence interval; [Moberg et al., 2005]),
the so-called ‘hockey-stick’ curve [Mann et al., 1998, Mann et al., 1999], borehole
temperature measurements [Pollack and Smerdon, 2004], and smoothed instrumental
measurements since 1860. The cosmic ray reconstructions are based on several 14C
measurements: tree rings (shown by the data points and the dashed green curve)
[Klein et al., 1980], and 10Be concentrations in ice cores from the South Pole (solid
blue curve) [Raisbeck et al., 1990] and Greenland (dot-dashed red curve) [Usoskin
et al., 2002].
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The variation of GCR intensity over the last millennium is shown
in Fig. 12.8b), as reconstructed from 14C in tree rings, and 10Be in ice
cores from the South Pole and Greenland. Close similarities are evident
between the temperature and GCR records. Most of the GCR variation
over this period is due to solar magnetic variability (see, for example,
Fig. 12.1), so these data cannot distinguish between a direct effect of
GCRs on climate, or a GCR proxy for solar irradiance/UV.

4.3 Holocene
Indian Ocean monsoon. Neff et al. (2001) have measured the
δ18O composition in the layers of a stalagmite from a cave in Oman,
which are U-Th dated to cover the period from 9,600 to 6,200 yr BP.
The δ18O is measured in calcium carbonate, which was deposited in iso-
topic equilibrium with the water that flowed at the time of formation
of the stalagmite. The data are shown in Fig. 12.9 together with ∆14C
measured in tree rings such as the California bristlecone pine. The two
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Figure 12.9. A comparison of variations of δ18O in a U-Th-dated stalagmite from a
cave in Oman with variations of ∆14C from tree rings elsewhere in the world, for a)
the 3.4 kyr period from 9,600 to 6,200 yr BP and b) the 430 yr period from 8,330 to
7,900 yr BP [Neff et al., 2001].
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timescales have been tuned to match bumps within the known experi-
mental errors (smooth shifts have been applied to the U-Th dates up to
a maximum of 190 yr). During a 430-yr period centred around 8.1 kyr
BP, the stalagmite grew at a rate of 0.55 mm/yr—an order of magni-
tude faster than at other times—which allowed a high resolution δ18O
measurement to be made (Fig. 12.9b).

Oman today has an arid climate and lies beyond the most northerly
excursion of the inter tropical convergence zone (ITCZ), which deter-
mines the region of heavy rainfall of the Indian Ocean monsoon sys-
tem. However there is evidence that the northern migration of the ITCZ
reached higher latitudes at earlier times and, in consequence, that Oman
had a wetter climate. In this region, the temperature shifts during the
Holocene are estimated to account for only 0.25 per mil variation in δ18O
[Neff et al., 2001]. However the δ18O values of monsoonal rainfall associ-
ated with the ITCZ show an inverse correlation with amount of rainfall
(increased rainfall results in a decreased 18O fraction; see Fig. 12.5). For
these data, the δ18O variations are therefore ascribed to changes of rain-
fall. Higher rainfall is associated with reduced GCR intensity (Fig. 12.9).

The striking similarity between the δ18O and ∆14C data indicates
that that solar/GCR activity tightly controlled the monsoon rainfall of
the Indian Ocean region during this 3,000-year period.

Ice-rafted debris in the North Atlantic. Bond et al. have
analysed sediments of ice rafted debris (IRD) in the North Atlantic [Bond
et al., 1997a, Bond et al., 1997b, Bond et al., 2001]. The latter are
found in deep sea cores as layers of tiny stones and micro-fossils that
were frozen into the bases of advancing glaciers and then rafted out to
sea by glaciers. These reveal abrupt episodes when cool, ice-bearing
waters from the North Atlantic advanced as far south as the latitude of
southern Britain, coincident with changes in the atmospheric circulation
recorded in Greenland. A quasi-cyclic occurrence of IRD events with a
periodicity of 1470± 530 yr has been found, during which temperatures
dropped and glacial calving suddenly increased (Fig. 12.10).

Until recently the trigger for this millennial-scale climate cycle was
unknown. Orbital periodicities around the Sun are too long to cause
millennial-scale climate cycles (see Fig. 12.14). There are several reasons
to rule out ice sheet oscillations as the forcing mechanism. First, the
rafting icebergs are launched simultaneously from more than one glacier,
and so the driving mechanism cannot be ascribed to a single ice sheet. It
requires a common climate forcing mechanism that induces the release
of ice over a large region. Second, the events continue with the same
periodicity through at least three major climate transitions: the Younger
Dryas-Holocene transition, the glacial-interglacial transition, and the
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Figure 12.11. Correlation of solar/GCR variability (dashed curves) with ice-rafted
debris (solid curves) in the North Atlantic during the Holocene [Bond et al., 2001]:
a) the 14C cosmic ray record (correlation coefficient 0.44) and b) the 10Be cosmic ray
record (0.56), together with the combined ice-rafted-debris tracers. The Little Ice
Age is indicated in the upper panel.
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boundary within the glacial age between the marine isotope stages 2 and
3. Even though the ice conditions during these transitions were changing
dramatically, the IRD events continued with the same periodicity.

Third, and especially surprising, is the evidence that the IRD cold
events have continued through the Holocene (Fig. 12.10), with the same
periodicity (but with a lower amount of IRD material). The events were
abrupt during both the glacial and Holocene periods, generally switching
on and off within one or two centuries. The estimated decreases in North
Atlantic Ocean temperatures during the Holocene IRD events are 2 K,
or about 15–20% of the full Holocene-to-glacial temperature difference.

A recent study has shown that solar/GCR variability is highly cor-
related with the ice rafted debris events during the Holocene phase
(Fig. 12.11) [Bond et al., 2001]. This correlation between high GCR
flux and cold North Atlantic temperatures embraces the Little Ice Age,
which is seen not as an isolated event but rather as the most recent of
around ten such events during the Holocene. A high GCR flux is as-
sociated with a cold climate, and a low flux with a warm climate. On
these 100 yr timescales, variations of the cosmic ray flux are thought to
reflect changing solar activity. However, recent high-resolution palaeo-
magnetic studies suggest that short-term geomagnetic variability may
in fact control a significant fraction of the GCR modulation within the
Holocene, even on 100 yr timescales [St-Onge et al., 2003]. This suggests
that GCRs directly influence the climate, rather than merely serve as a
proxy for solar variability.

Figure 12.11 provides convincing evidence that solar/GCR forcing is
responsible for at least the Holocene phase of this 1500 yr climate cycle.
Moreover, the similarity of the pacing of these events with the warm
Dansgaard-Oeschger events during the ice age suggests that they too
may be initiated by solar/GCR forcing. In this case, changes of North
Atlantic Deep Water (NADW) production are a positive feedback in
response to the solar/GCR forcing, rather than being the primary driver
of climate change. Simulations [Ganopolski and Rahmstorf, 2001] show
that a small decrease of freshwater into the North Atlantic is sufficient
to increase salinity of the North Atlantic and trigger the ‘warm’ heat
conveyor mode with NADW formation further north, in the Nordic Seas.
This would suggest that solar/GCR forcing may have initially modified
the hydrological cycle in the North Atlantic region, which then triggered
the warm NADW mode.

Biogenic activity in the North Pacific region. Recent evidence
shows that that these millennial scale shifts in Holocene climate were
also present in the sub-polar North Pacific [Hu et al., 2003]. Variations



Variations of Galactic Cosmic Rays and Earth’s Climate 369

of biogenic silica were measured in the sediment from Arolik Lake in a
tundra region of south-western Alaska. Biogenic silica reflects the sedi-
mentary abundance of diatoms—single-celled algae which dominate lake
primary productivity. High-resolution analyses reveal cyclic variations
in climate and ecosystems during the Holocene with periodicities similar
to those of the North Alantic drift ice and the cosmogenic nuclides 14C
and 10Be (Fig. 12.12). High GCR flux is associated with low biogenic
activity. Taken together, these results imply that solar/GCR forcing
of Holocene climate occurred over a large fraction of the high-latitude
northern region.
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record from Arolik Lake in sub-polar Alaska [Hu et al., 2003]: a) percentage of
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4.4 Ice ages
The most important clue for identifying the cause of the glacial cycles

is the spectral purity of their periodicity [Muller and McDonald, 2000].
For the past million years, the glacial pattern is dominated by a pre-
cise 100 kyr cycle, and for the million years before that, by an equally
precise 41 kyr cycle (Fig. 12.13). These match the major frequencies of
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Earth’s orbital cycles (Fig. 12.14), and so it is generally accepted that
the primary driver for the ice ages was astronomical. A linkage between
orbit and climate is provided by the Milankovitch model, which states
that melting of the northern ice sheets is driven by peaks in Northern
Hemisphere summer insolation (solar heating). This has become estab-
lished as the standard model of the ice ages since it naturally includes
spectral components at the orbital modulation frequencies.

However, high precision palaeoclimatic data have revealed serious dis-
crepancies with the Milankovitch model that fundamentally challenge
its validity and re-open the question of what causes the glacial cycles
[Muller and McDonald, 2000]. It has been proposed that cosmic rays are
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from DSDP site 607 in the North Atlantic. For the past 1 Myr, climate has followed
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the two periodograms: b) spectral power for ODP site 659, from 0 to 900 kyr and c)
spectral power for DSDP site 607, from 1.5 to 2.5 Myr [Muller and McDonald, 1997].
The time scale for both periodograms assumes a constant sedimentation rate, i.e. the
data are untuned. The narrow spectral widths imply that the glacial cycles are driven
by an astronomical force, regardless of the detailed mechanism; oscillations purely
internal to Earth’s climate system could not maintain such precise phase coherency.
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a primary trigger of glacial-interglacial conditions [Kirkby et al., 2004].
This proposal is based on a wide range of evidence, some of which is
discussed in this paper, including the records of speleothem growth in
caves in Austria and Oman [Christl et al., 2004], and the record of cos-
mic ray flux over the past 220 kyr obtained from the 10Be composition
of deep-ocean sediments [Christl et al., 2003] (Fig. 12.15).

The measurements of 10Be production show that the GCR flux over
the last 220 kyr was generally around 20–40% higher than today, due
to a reduced geomagnetic field. However there were several relatively
short periods when the GCR flux returned to present levels. During
these periods, stalagmite growth was observed in the Austrian and Oman
caves. The growth of stalagmites at each of these locations is especially
sensitive to climate since it requires temperatures at least as warm as
today’s (within 1.5±1◦C). In contrast, the stalagmite growth periods
show no clear pattern of association with 65◦N June insolation, contrary
to the expectations of the standard Milankovitch model (Fig. 12.15a).

A further problem for the Milankovitch model concerns the timing
of Termination II—the penultimate deglaciation. The growth period of
stalagmite SPA 52 from Spannagel Cave began at 135±1.2 kyr [Spötl
et al., 2002] (Fig. 12.15b). So, by that time, temperatures in central
Europe were within 1◦C or so of the present day. This corroborates
Henderson and Slowey’s conclusion, based on sediment cores off the Ba-
hamas, that warming was well underway at 135±2.5 kyr [Henderson
and Slowey, 2000]. Furthermore, dating of a Barbados coral terrace
shows that the sea level had risen to within 20% of its peak value by
135.8±0.8 kyr [Gallup et al., 2002]. These results confirm the ‘early’
timing of Termination II, originally discovered at Devil’s Hole Cave,
Nevada, by Winograd et al. (1992). In summary, the warming at the
end of the penultimate ice age was underway at the minimum of 65◦N
June insolation, and essentially complete about 8 kyr prior to the insola-
tion maximum (Fig. 12.15a). The Milankovitch model therefore suffers
a causality problem at Termination II: the deglaciation precedes its sup-
posed cause. Furthermore, based on an analysis of deep ocean cores,
Visser et al. (2003) report that warming of the tropical Pacific Ocean
at Termination II preceded the northern ice sheet melting by 2–3 kyr.
So the northern ice sheets were not the primary driver of the penul-
timate deglaciation—contrary to the expectations of the Milankovitch
model—but rather a response to some other initial forcing.

The 10Be data, on the other hand, show that the GCR flux began to
decrease around 150 kyr, and had reached present levels by about 135 kyr
(Fig. 12.15b). This is compatible with Termination II being driven in
part by a reduction of cosmic ray flux—albeit within large experimental
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errors. A similar reduction of GCR flux also occurred around 20 kyr BP
due to a rise in the geomagnetic field strength towards present values.
This was coincident with the first signs of warming at the end of the last
glaciation, as recorded in the Antarctic ice at about 18 kyr BP.

At present the GCR archive data do not have the precision to compare
to the spectral purity observed in the climate record (Fig. 12.13). More-
over, a mechanism would be needed to explain how the orbital cycles
could be imprinted on the GCR intensity. One possibility would be an
orbital influence on the geomagnetic field. Indeed, some measurements
suggest that long-term records of variations of Earth’s magnetic field—
in both strength and magnetic inclination—show the presence of orbital
frequencies [Channell et al., 1998, Yamazaki and Oda, 2002]. The effects
persist when the archives are corrected for climatic influences. Although
it is speculative that orbital variations could modulate the Earth’s dipole
field, such a linkage is plausible.

If cosmic rays are indeed affecting climate on glacial time scales, then
there are definite predictions that can be tested by further observations
and experiments. For example, there should be a climatic response to
geomagnetic reversals or excursions (‘failed reversal’ events during which
the geomagnetic field dips to a low value but returns with the same
polarity). A relatively recent excursion was the Laschamp event, when
the geomagnetic field briefly (<∼1 kyr duration) dropped to around 10%
of its present strength and the GCR flux approximately doubled [Wagner
et al., 2000]. Based on several independent radio-isotope measurements,
the Laschamp event has been precisely dated at (40.4±2.0) kyr ago (2σ
error) [Guillou et al., 2004].

No evidence of climate change was observed in the GRIP (Greenland)
ice core during the Laschamp event [Wagner et al., 2001]. However sev-
eral climatic effects were recorded elsewhere. A pronounced reduction of
the East Asia monsoon was registered in Hulu Cave, China [Wang et al.,
2001]. At the same time, a brief wet period was recorded in speleothems
found in tropical northeastern Brazil—a region that is presently semi-
arid [Wang et al., 2004]. The wet period was precisely U/Th dated to
last 700 ± 400 yr from 39.6 to 38.9 kyr ago; this was the only recorded
period of stalagmite growth in the 30 kyr interval from 47 to 16 kyr
ago. Further evidence has recently been found in deep-sea cores from
the South Atlantic, by analysing Nd isotopes as a sensitive proxy of
the thermohaline ocean circulation [Piotrowski et al., 2005]. A brief,
sharp reduction of North Atlantic Deep Water (NADW) was recorded
(i.e. towards colder conditions) coincident with the Laschamp event. In
summary, there appears to be evidence for climatic responses at the time
of the Laschamp event associated with the hydrological cycle.
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4.5 Galactic variability
On much longer timescales, up to 1 Gyr, Shaviv (2002) has reported

evidence for the occurrence of ice-age epochs on Earth during crossings
of the solar system with the galactic spiral arms. The GCR flux reach-
ing the solar system should periodically increase with each crossing of a
galactic spiral arm due to the locality of the GCR sources and the subse-
quent ‘diffusive’ trapping of charged particles in the interstellar magnetic
fields. This expectation is supported by the GCR exposure age recorded
in iron meteorites [Shaviv, 2002].

This observation has been strengthened by Shaviv and Veizer (2003),
who find a close correlation between the GCR flux and ocean temper-
atures reconstructed from δ18O in calcite and aragonite shells found
in sediments from the tropical seas (30◦S–30◦N), deposited during the
Phanerozoic eon (the past 550 Myr, corresponding to the age of multicel-
lular animal life on Earth) [Veizer et al., 2000]. Both the GCR flux and
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Figure 12.16. Correlation of cosmic rays and climate over the past 500 Myr [Shaviv
and Veizer, 2003]: a) GCR mean flux variations as the solar system passes through
the spiral arms of the Milky Way, reconstructed from iron meteorite exposure ages
[Shaviv, 2002], and b) ocean temperature anomalies reconstructed from δ18O in calcite
shells found in sediments from the tropical seas [Veizer et al., 2000]. Panel a) shows
the nominal reconstructed GCR flux (solid black curve) and the error range (grey
band). The dashed red curves in panels a) and b) shows the best fit of the GCR flux
to the temperature data (which is given by the solid blue curve in panel b), within
the allowable error (note inverted GCR scale in panel b). The data are de-trended
and smoothed. The shaded blue bars at the top represent cool climate modes for
Earth (icehouses) and the white bars are warm modes (greenhouses), as established
from sediment analyses elsewhere.
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ocean temperatures appear to follow the same periodicity of about 140
Myr and the same phase (Fig. 12.16). Extended periods of high GCR
flux are found to coincide with cold epochs on Earth, when glaciation
reached to low latitudes (‘icehouse’ climate). Conversely, during periods
of low GCR flux, the climate was warm (‘greenhouse’). Alternative ex-
planations, such as increased CO2 levels, fail to account for a 140 Myr
periodicity.

5. GCR-cloud-climate Mechanisms
Mechanisms have been proposed to link the GCR flux in the at-

mosphere to atmospheric processes that can influence the climate. These
mechanisms involve two effects of cosmic rays on the atmosphere, both
involving changes in clouds. Firstly, the ionisation rate of air in the
troposphere (the lowest 10–15 km of the atmosphere) varies with the
cosmic ray flux. One hypothesis is that the ionisation rate influences the
production of new aerosol particles in the atmosphere, and that these
new particles can ultimately affect the formation of cloud droplets. Sec-
ondly, cosmic ray ionisation appears to modulate the entire ionosphere-
earth electrical circuit and, in particular, the current flowing between the
ionosphere and Earth. Note that, whereas solar UV influences the ioni-
sation of the ionosphere, the current flowing between the ionosphere and
Earth is determined by the tropospheric ionisation (impedance), which
is unaffected by solar UV. The second hypothesis is that changes in this
current influence the properties of clouds through processes involving
charge effects on droplet freezing. Both mechanisms involve a number
of steps between the initial effect of cosmic rays on the atmosphere and
the ultimate effect on clouds and climate.

The effect of GCRs on the atmosphere is one mechanism by which so-
lar variations can affect the climate system. Another mechanism, which
has also received much attention, is the influence of variations in ul-
traviolet radiation on upper atmospheric ozone concentrations, and the
subsequent effect of these variations on the general pattern of heating
and circulation in the atmosphere (§3.1).

5.1 The importance of clouds in the climate
system

Clouds account for a global average 28 Wm−2 net cooling of the cli-
mate system [Hartmann, 1993] so even small changes in their average
coverage or their reflectivity of solar radiation can have significant effects
on the climate. They absorb longwave terrestrial radiation, which leads



376 The Significance of our Galactic Environment

to a heating of Earth’s surface at night, but they also reflect incoming
solar shortwave radiation, leading to a cooling of the surface during the
day. The net effect of clouds has been shown by models and observations
to be cooling.

Layered clouds covering large areas—such as marine stratus and strato-
cumulus—make the greatest contribution to the cooling of the climate
system, by reflection of solar radiation. Climate scientists are interested
in how such clouds might respond to changes in air pollution [IPCC,
2001]. Increases in aerosol particle concentrations over the last century
has led to an increase in cloud droplet concentrations in polluted re-
gions. The net effect on cloud reflectivity is estimated to have produced
a globally-averaged radiative forcing of as much as −2 Wm−2 since the
start of the Industrial Revolution (the negative sign indicates a reduc-
tion, i.e. a cooling effect). The GCR-cloud-climate hypothesis is that
long term changes in GCR flux might also have contributed to changes
in cloud properties, although the effects are likely to be masked in regions
where air pollution can lead to large changes in cloud properties.

Clouds also have important effects on the redistribution of energy in
the climate system. In particular, release of latent heat in the mid tro-
posphere supplies energy to the atmospheric general circulation. Processes
that affect the release of latent heat have the potential to affect weather
patterns and the climate more generally (e.g. [Nober et al., 2003]). Ice
formation is especially important in the energy budget of clouds. One
hypothesis connecting GCR flux and cloud processes involves effects on
ice formation at the tops of clouds.

5.2 GCRs in Earth’s atmosphere
Cosmic rays comprise high energy (GeV and above) particles (mostly

protons and helium nuclei) which ionise the atmosphere and produce air
ions or “small ions”. Away from continental sources of radon, cosmic
rays dominate the production of air ions all the way to Earth’s surface.
The combination of two geophysical factors, geomagnetism and solar
variability, modulate the ionisation rate (§3.2 and Figs. 12.3, 12.4 and
12.17). These factors, together with the cosmic ray energy spectrum,
lead to a temporal and spatial distribution of cosmic rays entering the
atmosphere, with about a factor 4 higher flux at the poles than at the
equator. Solar magnetic activity controls the heliospheric magnetic field
and modulates the cosmic ray flux, primarily below energies of about
10 GeV per nucleon. The amplitude of solar-cycle variation in ionisation
rate is approximately 15% peak-to-peak, globally averaged. A long term
decrease in cosmic ray flux during the last century (and starting at the
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Figure 12.17. Variation with altitude of the ion-pair production rate in the at-
mosphere, and typical steady state ion-pair concentrations [Harrison and Carslaw,
2003]. The variation of ionisaton rate between the maximum and minimum of the 11
year solar cycle is indicated (see also Fig. 12.3).

end of the Little Ice Age; see Fig. 12.8) has also been detected, based on
a number of reconstructions [Lockwood, 2003, Carslaw et al., 2002].

The ion-pair production rate is balanced by processes of recombina-
tion and scavenging by aerosol particles and clouds, leading to steady
state bipolar ion concentrations in the lowest part of the atmosphere
of about 500 cm−3, rising to a maximum of about 3000–4000 cm−3 at
around 15 km. In the lower atmosphere the scavenging by aerosols dom-
inates removal of ions and reduces steady state ion concentrations to
typically less than one-fifth of what would occur in aerosol-free air.

5.3 Ion-induced particle formation
One mechanism for a GCR-climate interaction is that cosmic rays

might influence the atmospheric concentration of cloud condensation
nuclei. Cloud condensation nuclei are the aerosol particles upon which
cloud droplets form, so any change in their abundance will influence the
microphysical and even dynamical properties of clouds.

The continuous processes of particle removal in the atmosphere by
deposition to the surface, cloud scavenging and self coagulation mean
that the rate at which particles are produced influences the particle con-
centration at any one time. Particles are produced in the atmosphere
through primary mechanisms (direct injection of new, mostly large, par-
ticles into the atmosphere, such as sea spray) or through gas-to-particle
conversion (nucleation, often termed secondary particle formation). It
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has been proposed that ions in the atmosphere can affect the rate of
formation of particles by this latter mechanism. Unfortunately, the
mechanisms of particle nucleation even in the neutral atmosphere are
poorly understood [Kulmala et al., 2004], making it difficult to quantify
the contribution of ion-mediated processes. Despite these uncertainties,
however, an increasing number of experimental and modelling studies
suggest that ions can play a significant role in particle formation, at
least under some conditions.

To understand the influence of ions on particle formation requires a
brief introduction to the mechanism involving neutral molecules. Nucle-
ated particles are formed in the atmosphere from condensable vapours.
The range of molecules suitable for particle formation is very limited;
laboratory and theoretical studies suggest that only sulphuric acid and
ammonia are effective, although a range of organic species probably also
contribute to growth of the new nm-sized molecular clusters. New par-
ticles consist of clusters of molecules as small as two in number. In a
nucleation burst, particle concentrations at 3 nm size (the smallest size
observable with commercially-available instruments) may be as high as
106 cm−3, although concentrations of around 104 cm−3 are more typical.
To be effective as cloud condensation nuclei (CCN) on which water can
condense under typical atmospheric conditions requires growth of these
new particles to around 40 nm diameter or more, which occurs through
further condensation over several hours or days after nucleation. Cloud
condensation nucleus concentrations rarely exceed a few hundred per
cubic centimetre, less than one-hundredth the concentration of particles
produced during nucleation. The survival rate of new particles as they
grow to CCN sizes is therefore a critical parameter, and likely to be
influenced by ionisation. Particle formation tends to occur readily and
frequently in the upper troposphere where the condensable vapours are
most supersaturated (due primarily to low ambient temperatures). In
the lower atmosphere, nucleation tends to occur during ‘aerosol bursts’,
involving long periods of no new production followed by brief (several
hour) periods of rapid production.

Although only a small fraction of nucleated particles grow to CCN
sizes, and only a small fraction of these are likely to have been caused
by ion processes, it is worth noting that cloud reflectivity, which is im-
portant in climate change, is highly sensitive to very small changes in
CCN concentration. The change in cloud reflectivity, R, approximately
depends on the number of droplets, N , according to

∆R

R
= (1 − A) · ∆N

N
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Thin stratocumulus clouds that cover an appreciable fraction of the
ocean typically have a reflectivity of around 0.5 and a droplet concen-
tration of 100 cm−3. For such clouds, a change of only 1% in droplet
number (∆N = 1 cm−3) would change the reflectivity by 0.5%.

There are two ways in which ions can increase the effective produc-
tion rate of particles at readily-observable sizes of about 3 nm diam-
eter (Fig. 12.18). They can induce particle formation by stabilising
a cluster of condensable molecules such as sulphuric acid and ammo-
nia through Coulomb attraction. They can also mediate the formation
process by influencing the rate at which polar molecules subsequently
condense [Nadykto and Yu, 2003, Nadykto and Yu, 2004, Laakso et al.,
2003]. The acceleration of cluster growth increases the fraction of parti-
cles that survive removal by coagulation before reaching observable sizes
of 3 nm. Beyond about 5 nm the electrostatic effects become negligible
in influencing subsequent coagulation and growth rates. However, co-
agulational loss rates of new particles fall dramatically beyond this size
also. So with regard to the survival of particles up to CCN sizes, the
critical size range is below 5 nm, and this is exactly the range for which
ions have the greatest effect.

The contribution of ionisation to particle formation will be difficult
to establish unambiguously because of the great variability of observed

Figure 12.18. Schematic showing the nucleation and growth of new particles in the
atmosphere from trace condensable vapours. Under certain conditions, the critical
embryonic stage involving the nucleation and growth to sizes around 1–2 nm is en-
hanced by the presence of ionisation from cosmic rays. Only a small fraction of new
particles reach the size of cloud condensation nuclei (CCN); most are removed by
coagulation or scavenging on existing aerosol.
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formation rates and because several very poorly constrained neutral
mechanisms may offer alternative explanations. An upper limit to the
ion-induced particle production rate close to Earth’s surface (the bound-
ary layer) is approximately 10 cm−3 s−1, which is the maximum cosmic
ray-induced ionisation rate. Observed particle production rates cover
a very wide range, from as low as 0.001 to 104 or more cm−3 s−1

[Kulmala et al., 2004], although the majority of events lie in the range
0.1-10 cm−3 s−1. Clearly only some of the observed nucleation events
can be explained in terms of ions. A further complication in assessing
the potential contribution of ions to particle production rates is that
particles can be observed using current instrumentation only down to
3 nm diameter, while cluster formation and growth probably begins at
0.5 nm. A large but uncertain fraction of the new clusters below 1 nm
are lost through coagulation with existing particles before they grow to
observable sizes [Dal Maso et al., 2002].

Large positive cluster ions with atomic mass numbers up to 2500 have
been detected in the upper troposphere using an aircraft-based large-ion
mass spectrometer [Eichkorn et al., 2002]. The charged clusters were
composed of hydrogen atoms, acetone, sulphuric acid and water. The
largest ions are probably very small charged aerosols formed through
coagulation of neutral sulphuric acid-water clusters with charged clus-
ters. The observations do not allow the origin of the neutral clusters to
be identified, but one possible source is ion-ion recombination. These
observations provide strong evidence for the ion-mediated formation and
growth of aerosol particles in the upper troposphere. Cluster ions have
also been observed near Earth’s surface [Horrak et al., 1998] in urban
air, and have been shown [Yu and Turco, 2000] to be consistent with
expected charged cluster growth rates.

A number of modelling studies have examined how air ions can in-
fluence the formation rate of new particles and their subsequent growth
rate in different parts of the atmosphere, and have attempted to quantify
how aerosol concentrations might respond to changes in ionisation rate.

The model simulations have typically used box models in which par-
ticle formation and growth is simulated under realistic atmospheric con-
ditions for a period of several hours to days. The models include the
processes of cluster formation, growth, coagulation between the clus-
ters (an effective cluster growth mechanism) and coagulation loss of
the clusters to existing, much larger, particles. The model experiments
have been conducted using prescribed ionisation rates for a range of at-
mospheric conditions and for cases with and without charge effects. Our
quantitative understanding of the kinetics and thermodynamics of neu-
tral and charged clusters, and their interaction with larger particles and
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other molecules, is currently limited. As a result, independent model
simulations currently disagree regarding the regions of the atmosphere
where ion-induced nucleation is likely to be important in determining
the production rate of new particles.

The first simulations of ion cluster formation and growth [Yu and
Turco, 1997] examined their role in aircraft exhausts. Results suggested
that the number of ions produced in the exhaust was an important factor
in the determining the number of particles. Later box model simulations
[Yu and Turco, 2001] under normal atmospheric conditions examined
how the presence of ions could enhance the formation and growth rate
of sulphuric acid and water clusters. They treated particle formation as
a kinetic process and adjusted the coagulation and condensation rates
to take into account electrostatic forces. The model results of Yu and
Turco (2001) emphasise the important effect of enhanced condensation
of sulphuric acid vapour for the growth to observable sizes.

An important quantity is the fraction of ionisation events resulting
in new observable particles. Yu and Turco (2001) estimate that a 25%
increase in the ionisation rate would result in a 7–9% increase in the
total concentration of particles between 3 and 10 nm. Thus, although
every ion serves as a site for cluster formation, only approximately 1
in 3 of the new ion-induced clusters is able to grow to observable sizes
of 3–10 nm. Even fewer are likely to survive to typical CCN sizes of
40 nm. Although Yu and Turco (2001) simulated particle growth out
to such sizes, the results are difficult to put into context because in the
real atmosphere, over several hours or days, many other processes will
affect the survival of the particles than are represented in the simple box
model.

Yu (2002) has also used the model to identify regions of the at-
mosphere where ion-mediated processes might be most important. He
concluded (again, using a box model) that particle concentrations in the
upper troposphere were unlikely to change significantly due to small
changes in ionisation rate because particle formation is already fast
there. He identified the atmospheric boundary layer as one region where
changes in ionisation rate could lead to changes in particle concentration
(Fig. 12.19).

A second set of model simulations and comparisons with observa-
tions has been undertaken by Laakso and co-workers [Laakso et al.,
2002, Laakso et al., 2003, Laakso et al., 2004]. They compared their
model calculations of positive and negative ions and neutral clusters
with observations made above a Finnish forest canopy. Interestingly,
they observed an excess of negative ions in the size range 1.5–3 nm and
a greater charge on 3–5 nm particles than expected simply assuming
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Figure 12.19. Results of a model simulation showing the effect of changes in the ioni-
sation rate on particle concentrations resulting from sulphuric acid and water clusters
[Yu, 2002]. The figure shows the concentration of particles larger than 3 nm diameter
after a 3 hour simulation period. The results suggest that the greatest sensitivity is
close to the Earth’s surface. The model simulations assumed a realistic vertical profile
of ionisation rate, increasing from 2 cm−3s−1 at the surface to 30 cm−3s−1 at 12 km.
These model results differ from [Lovejoy et al., 2004], who suggest that ion-induced
nucleation of H2SO4/H2O clusters is an efficient source of new particles in the middle
and upper troposphere, but negligible in the lower troposphere.

diffusion charging equilibrium, which indicates that ions are involved in
new particle formation. Overall, they conclude that ion-induced nucle-
ation can account for some nucleation events (up to about 1 cm−3 s−1)
under conditions with low existing particle surface area, where coagula-
tional loss of the new clusters is small.

Lee et al. (2003) have shown that observed ultrafine particles (<9 nm
diameter) in the upper troposphere can be explained using an ion-
induced mechanism [Lovejoy et al., 2004]. However, high particle forma-
tion rates are also predicted assuming classical homogeneous nucleation
of sulphuric acid and water under upper tropospheric conditions [Vehka-
maki et al., 2002]. At the low temperatures of the upper troposphere
(190–230 K) homogeneous nucleation becomes very rapid and particles
are formed at close to the molecular collision rate, so the upper tro-
posphere is not a good place to test the importance of ion mechanisms.
Ion-induced nucleation is likely to be distinguishable only in atmospheric
regions where other mechanisms can be excluded.
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Lovejoy et al. (2004) have performed similar modelling experiments to
Laakso and Yu based on their own laboratory measurements of cluster
thermodynamics, which was a major uncertainty in the previous simu-
lations. The laboratory experiments [Froyd and Lovejoy, 2003a, Froyd
and Lovejoy, 2003b] measured the thermodynamics for the binding of
H2SO4 and H2O in charged clusters of the form HSO−

4 (H2SO4)x(H2O)y
and H+(H2SO4)n(H2O)m, which are believed to occur in the atmosphere
(x, y, n and m are variable numbers of molecules attached to the cluster).
The model of Lovejoy et al. (2004) differs from that of either Laakso et al.
or Yu et al. because it treats cluster formation as a reversible process,
with H2SO4 condensing and evaporating from the clusters as a kinetic
process constrained by the thermodynamics of the clusters. In contrast,
in the absence of such thermodynamic measurements, Yu and Turco
(2001) treated cluster growth as an irreversible process, but reduced
the growth rates to compensate for lack of evaporation by reducing the
sticking rate of condensing H2SO4 molecules onto the clusters.

When the Lovejoy et al. (2004) model is applied to the atmosphere it
produces quite a different result from Yu and Turco and Laakso et al.
They find that ionisation is a significant source of new particles in the
mid and upper troposphere but does not explain nucleation events close
to the surface. They predict ion-induced nucleation rates for the up-
per troposphere of >100 cm−3d−1 (0.001 cm−3s−1), which are broadly
consistent with observations. One major obstacle to confirming the ac-
curacy of the model is the sensitivity of calculated nucleation rates to
the input parameters of temperature, relative humidity and H2SO4 gas
phase concentration, with the latter being the most difficult to measure.
In general, though, the Lovejoy et al. (2004) model can explain the lim-
ited available observed nucleation rates for temperatures below 270 K,
but it under-predicts rates for the higher temperatures found closer to
the surface. Closer to the surface, it is likely that other factors accelerate
cluster growth, such as condensation of organic molecules.

In summary, three independent models of ion-induced particle forma-
tion have been developed based on different assumptions. Currently, all
of the models suggest that ions play an important role in particle forma-
tion somewhere in the atmosphere, but the models disagree on exactly
where in the atmosphere ions are likely to be most important. If ion-
induced nucleation is influencing the production rate of new particles
then it is reasonable to expect that CCN concentrations will respond in
some way to changes in the ionisation rate. Further model simulations
taking into account a wider range of realistic atmospheric processes will
be needed—as well as further laboratory and field measurements—to
quantify the expected CCN production rates.
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5.4 The global electric circuit and effects on
clouds

A second mechanism for a GCR-climate interaction concerns the in-
fluence of cosmic rays on the global electrical current flowing between
the ionosphere and Earth’s surface. Decadal changes in the ionospheric
potential and surface potential gradient have been observed [Markson,
1981, Harrison, 2004] and explained in terms of changes in the cosmic ray
flux. A number of studies have suggested that the associated change in
current flowing in the fair weather part of the atmosphere may influence
cloud processes.

Figure 12.20 shows the main features of the global electric circuit
[Rycroft et al., 2000]. Thunderstorms generate an electric current that
flows to the conducting ionosphere. The ionospheric potential drives a
current through the fair weather part of the atmosphere with a global
mean current density of approximately 2 pA m−2. A surface potential
gradient of about 100 Vm−1 is established across a near surface resis-
tance, where ion concentrations are low due to efficient removal of free
ions to aerosol particles.

Harrison (2004) has shown that the surface potential gradient at Es-
kdalemuir, Scotland (55◦ 19’, 3◦ 12’ W) decreased by ∼25% between
1920 and 1950 and, ignoring the period 1950–1970 dominated by nuclear
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Figure 12.20. Simplified global electric circuit. Thunderstorms generate an electric
current that flows through a resistance RC to the conducting ionosphere. This estab-
lishes a positively-charged ionosphere with respect to Earth’s surface. The ionospheric
potential VI drives a current through the fair weather part of the atmosphere, repre-
sented by the resistance RA + RS . A surface potential gradient of about 100 V/m is
generated across the near-surface resistance, RS . The fair weather current density is
approximately 2 pA m−2.
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weapons tests, continued to decrease through the 1970s. Beryllium-10
concentrations in the Greenland ice core decreased by 34% over the
same period, and other reconstructions suggest a decrease of around
20% [Lockwood, 2003, Carslaw et al., 2002]. Figure 12.20 helps to ex-
plain how changes in cosmic rays could lead to changes in the surface
potential gradient. First of all, it is worth noting that a decrease in cos-
mic ray flux would reduce the local ionisation rate close to the surface,
resulting in an increase in electrical resistance and potential gradient
there, opposite to what has been observed. So a direct local effect of
cosmic rays can be excluded as an explanation for the long term changes
in surface potential gradient. The positive correlation between cosmic
rays and the surface potential gradient implies a control of the electric
circuit in the charging part of the circuit; that is cosmic ray ionisation
controls the electrical resistance between the top of thunderstorms (the
current generators) and the ionosphere. Reductions in the potential gra-
dient arise from a decrease in the current flowing in the electrical circuit,
as a result of the increased resistance RC .

The ionospheric potential has also been observed to correlate with
surface cosmic ray flux over a shorter period from the 1950s to 1980s
[Markson, 1981], amounting to a 10–20% variation in potential for a
10% change in surface cosmic ray flux. The response of the ionospheric
potential to changes in cosmic ray flux is somewhat less than implied by
the study of Harrison.

Williams (2003) has suggested that long-term decreases in aerosol
pollution at the Scottish site could be an alternative explanation for
the decrease in surface potential gradient. Aerosol particles reduce the
conductivity of air by scavenging ions, so a long-term decrease in at-
mospheric particulate loading at the Scottish site would be needed to
explain the decrease in potential gradient. The local evidence suggests
that aerosol changes alone are unlikely to explain the long-term decrease
in potential gradient observed, and that changes in cosmic rays have in-
fluenced the long-term properties of Earth’s electric circuit [Harrison,
2004].

What effect might these changes in the electrical circuit have on the at-
mosphere? Physical mechanisms linking changes in the ionosphere-earth
current to changes in the properties of clouds have been developed in a
number of papers by B. Tinsley and co-workers [Tinsley, 1991, Tinsley,
1996a, Tinsley, 1996b, Tinsley, 2000, Tinsley and Deen, 1991, Tinsley
et al., 1989, Tinsley and Heelis, 1993, Tinsley et al., 2000, Tinsley et al.,
2001], and recently reviewed by Carslaw et al. (2002) and Harrison and
Carslaw (2004). The central hypothesis is that the electrical current
flowing into the tops of supercooled clouds leads to relatively highly
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charged cloud droplets and aerosol particles which can affect the forma-
tion of ice crystals.

The tops of many clouds exist in a supercooled state, with water
droplets persisting to temperatures far below the freezing point of water.
Droplet freezing between 0◦C and about −37◦C requires ice nuclei—a
small subset of atmospheric aerosol particles able to induce ice crystal-
lization. The formation of ice crystals in such clouds causes the release
of latent heat and greatly influences the generation of precipitation since
ice crystals in the presence of liquid droplets grow rapidly. The effect
of cosmic rays on cloud processes is proposed to proceed through the
following steps: 1) variations in cosmic rays modulate the magnitude of
the ionosphere-earth current and the current flowing into clouds; 2) this
increases the charges on cloud droplets and aerosol particles at cloud
boundaries, which may then be entrained inside clouds; 3) changes in
the charge carried by aerosol particles and cloud droplets influences the
ice formation rate in clouds below 0◦C; and 4) changes in cloud devel-
opment, precipitation and release of latent heat result from changes in
freezing rates.

Direct observation of changes in cloud properties due to changes in
the ionosphere-earth current have not been made, and are unlikely to
succeed in the near future due to our very poor understanding of what
controls ice formation, even in the absence of weak cloud electrification.
In addition, cloud properties are highly variable, being driven mostly
by large scale meteorological effects, so any cosmic ray modulation of
their properties will be masked. Confirmation of the Tinsley hypothesis
therefore relies on observing and explaining statistical relationships be-
tween atmospheric variables and cosmic ray flux, and a number of such
attempts have been made by Tinsley and co-workers.

The proposed mechanism linking cosmic rays, atmospheric electrical
current and cloud droplet freezing is plausible. Both theory and ob-
servation support the build-up of space charge at the top and bottom
of clouds (regions of net unipolar charge carried by ions, aerosol and
droplets; see Fig. 12.21). Space charge is created because cloud particles
efficiently scavenge small ions, thereby reducing the local conductivity,
and leading to an increased local potential gradient through the cloud
to drive a constant current density. Observed space charge densities can
be as high as 100e cm−3 at cloud upper and lower surfaces [Harrison and
Carslaw, 2003]. Although not yet confirmed by observations, the mag-
nitude of space charge is likely to be modulated by the ionosphere-earth
current density flowing into cloud tops.

The mechanism therefore hinges upon an enhanced freezing proba-
bility of supercooled droplets in the elevated space charge environment.
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Figure 12.21. Schematic showing the creation of space charge at the top and bottom
of clouds. This space charge can become attached to droplets and aerosol particles,
and then entrained within clouds.

Charge carried by droplets themselves does not affect the droplet freezing
probability. The more likely possibility is that charged aerosol particles
(some of which will be ice nuclei) will be scavenged by droplets more
rapidly than their uncharged counterparts [Tinsley et al., 2000, Tripathi
and Harrison, 2002]. This so-called contact ice nucleation, involving the
scavenging of an aerosol particle by a supercooled droplet, is one of sev-
eral mechanisms that can lead to freezing (the others involve ice-forming
nuclei already within the droplet). Observations have allowed simple
parameterisations of the number of such contact nuclei to be fitted in
terms of the supersaturation of the vapour with respect to ice [Meyers
et al., 1992], although field observations of ice formation rates and of ice
nuclei themselves show great variability. Tripathi and Harrison (2002)
estimated, for a droplet of radius 26 µm, that a particle charge of 10e
would be comparable to a change in ice nucleus concentration expected
from a 1 K reduction in temperature. Thus, any effect of changes in
space charge on ice formation in cloud tops are likely to be very small
for changes in the ionosphere-earth current of a few per cent.
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In summary, changes in the global electric circuit over decadal pe-
riods have been observed and attributed to changes in the cosmic ray
flux, although there is uncertainty regarding alternative explanations.
Changes in the surface potential gradient and ionospheric potential im-
ply a change in the fair weather electric current. The current flowing
into cloud tops may influence the production of ice crystals, although any
effect is likely to be small compared with the very large and poorly un-
derstood variability in ice formation rates. It is certainly not contentious
to state that changes in ice formation would affect the release of latent
heat, precipitation, general atmospheric dynamics and climate. How-
ever, the coupling of changes in Earth’s electric circuit and atmospheric
dynamics involves small estimated forcings that are likely to be difficult
to observe in the real atmosphere.

6. Conclusions and Future Prospects
During the last few years, a wide range of new palaeoclimatic evidence

has shown that solar/GCR forcing has exerted a major influence on
past climate. Although this evidence is largely based on correlations be-
tween cosmic ray- and climate archives—which do not necessarily imply
a casual connection—the sheer diversity and quality of the correlations
preclude mere chance association.

However, although the evidence for solar/GCR forcing of climate ap-
pears beyond doubt, the mechanism remains unclear. There are only
two candidates for the forcing agent: a) the solar irradiance, or a spec-
tral component such as the UV, or b) galactic cosmic rays, which are
modulated by the solar wind. In the former case, GCR variability is con-
sidered to be a proxy for changes of solar irradiance or UV, which are
assumed to vary hand-in-hand with long-term changes of solar magnetic
activity. Although secular changes of solar magnetic activity are well
established, its link with changes of irradiance and UV is not; beyond
the 11-yr sunspot cycle, there is no direct or indirect evidence (from
sun-like stars) that there are secular variations of the Sun’s irradiance
on timescales shorter than about 10 Myr. This does not rule them out,
of course, but it does illustrate how little is understood at present of the
solar forcing mechanism.

An influence of GCRs on climate can in principle be unambiguously
resolved from a direct solar irradiance/UV effect since the former implies
that climate will also be affected by variations of the geomagnetic field
or, on a longer time scale, of the galactic environment. Indeed, some
evidence has been reported of both such associations. However, at this
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stage, the data are insufficient either to confirm or to rule out either
candidate as the forcing agent.

Satellite cloud observations over the last 20 years may have provided
an important clue on the climate mechanism: low cloud amount appears
to be modulated by the solar cycle. If confirmed by further observations,
this would be climatically significant since clouds exert a strong control
on Earth’s radiative energy balance. Present low cloud data favour an
association with GCR intensity, although they are also consistent with ir-
radiance/UV variations (but with the opposite sign; increased low clouds
are associated with increased GCRs but decreased irradiance/UV).

Theoretical and modelling studies suggest that cosmic rays may in-
fluence cloud microphysics in several ways. These include ion-induced
nucleation of new aerosols from trace condensable vapours, and the for-
mation of relatively highly charged aerosols and cloud droplets at cloud
boundaries, which may enhance the formation of ice particles, thereby
releasing latent heat and affecting precipitation. Recent observations
support the presence of ion-induced nucleation in the atmosphere, al-
though its significance in the presence of other sources of variability is
not yet established.

The key to further progress on the cosmic ray-cloud-climate question
is to understand the physical mechanism. This requires an experimental
study of the fundamental microphysical interactions between cosmic rays
and clouds. Demonstrating overall cause and effect in the atmosphere
beginning with changes in ionisation rate and ending with observations
of perturbed clouds will be quite challenging. For this reason an ex-
periment is under construction by a multi-disciplinary team [CLOUD
collaboration] to study GCR-cloud microphysics under carefully con-
trolled conditions in the laboratory using a CERN particle beam as an
artificial source that closely simulates natural cosmic rays [CLOUD pro-
posal, 2000, 2004, Kirkby, 2002]. The apparatus includes an advanced
cloud chamber and reactor chamber where the atmosphere is realisti-
cally represented by moist air charged with aerosol and trace gases. The
chambers are equipped with a wide range of external instrumentation
to monitor and analyse their contents. The thermodynamic conditions
anywhere in the troposphere and stratosphere can be re-created within
the chambers. In contrast with experiments in the atmosphere, CLOUD
can compare processes when the cosmic ray beam is present and when
it is not, and all experimental parameters can be controlled.

With the expected advances in experiments, observations and theory
in the next few years, there are good prospects that we may finally be
able to answer William Herschel’s two-centuries-old question of why the
price of wheat in England was lower when there were many sunspots.
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Fröhlich, C. (2000), Observations of irradiance variability, Space Science
Reviews 94, 15–24.

Froyd, K.D., and E.R. Lovejoy (2003a), Experimental thermodynam-
ics of cluster ions composed of H2SO4 and H2O. 1. Positive ions,
J. Phys. Chem.A, 107, 9800–9811.

Froyd, K.D., and E.R. Lovejoy (2003b), Experimental thermodynamics
of cluster ions composed of H2SO4 and H2O. 2.Measurements and ab
initio structures of negative ions, J. Phys. Chem.A, 107, 9812–9824.

Gallup, C.D., H. Cheng, F.W. Taylor and R.L. Edwards, Direct determi-
nation of the timing of sea level change during Termination II, Science
295, 310–313 (2002).

Ganopolski, A. and S. Rahmstorf (2001), Rapid changes of glacial climate
simulated in a coupled climate model, Nature 409, 153–158.

Gleeson, L.J., and W.I.Axford (1967), Cosmic rays in the interplanetary
medium, Astrophys. Journal 149, 1115–1118.

Guillou, H., B.S. Singer, C. Laj, C. Kissel, S. Scaillet and B.R. Jicha
(2004), On the age of the Laschamp geomagnetic excursion, Earth
and Planet. Sci. Lett. 227, 331–343.

Haigh, J.D., (1996), The impact of solar variability on climate, Science
272, 981.

Harrison, R.G., and K.S. Carslaw (2003), Ion-aerosol-cloud processes in
the lower atmosphere, Rev.Geophys., 41, art. no.-1012.

Harrison, R.G., (2004), Long-range correlations in measurements of the
global atmospheric electric circuit, J.Atmos. Sol.-Terr. Phys., 66,
1127–1133.

Hartmann, D.L., Radiative effects of clouds on Earth’s climate, in
Aerosol-Cloud-Climate Interactions, International Geophysics Series
54, ed. P.V. Hobbs, Academic Press Inc., San Diego (1993), 151–173.

Henderson, G.M., and N.C. Slowey (2000), Evidence from U/Th dating
against Northern Hemisphere forcing of the penultimate deglaciation,
Nature 404, 61–66.



392 The Significance of our Galactic Environment

Herschel, W., (1801), Philosophical Transactions of the Royal Society,
91, 265–283.

Horrak, U., A. Mirme, J. Salm, E. Tamm and H. Tammet (1998), Air ion
measurements as a source of information about atmospheric aerosols,
Atmos. Res., 46, 233–242.

Hu, F.S., D. Kaufman, S. Yoneji, D.Nelson, A. Shemesh, Y. Huang,
J. Tian, G.C. Bond, B.Clegg and T. Brown (2003), Cyclic variation
and solar forcing of Holocene climate in the Alaskan sub-Arctic, Sci-
ence 301, 1890–1893.

Huang, S., H.N.Pollack and P.-Y. Shen (2000), Temperature trends over
the past five centuries reconstructed from borehole temperatures,
Nature 403, 756-758.

IPCC Third Assessment Report, Climate Change 2001: The Sci-
entific Basis, Intergovernmental Panel on Climate Change, eds.
J.T. Houghton et al., Cambridge University Press, UK.

Kernthaler, S.C., R. Toumi and J.D. Haigh (1999), Geophys. Res. Lett.
26, 863; T.B. Jorgensen and A.W. Hansen (2000), J. Atm. Sol. Terr.
Phys. 62, 73; J.E.Kristjánsson and J. Kristiansen (2000), J. Geo-
phys. Res. 105, 11851; J.E. Kristjánsson, A. Staple and J. Kristiansen
(2002), Geophys. Res. Lett. 29, 10.1029/2002GL015646; B. Sun and
R.S. Bradley (2002), J. Geophys. Res. 107, D14, 10.1029/2001-
JD000560.

Kirkby, J. (2002), CLOUD: a particle beam facility to investigate the in-
fluence of cosmic rays on clouds, CERN-EP-2002-019 and Proc. of the
Workshop on Ion-Aerosol-Cloud Interactions (2001), ed. J. Kirkby,
CERN, Geneva, CERN 2001-007, 175–248. http://cloud.web.
cern.ch/cloud/iaci workshop/proceedings.html

Kirkby, J., A. Mangini and R.A. Muller (2004), The glacial cycles and
cosmic rays, CERN-PH-EP-2004-027. http://arxiv.org/abs/
physics/0407005

Klein, J., J.C. Lerman, P.E.Damon and T. Linick (1980), Radiocarbon
concentrations in the atmosphere: 8000 year record of variations in
tree rings, Radiocarbon 22, 950–961.

Knie, K., G. Korschinek, T. Faestermann, E.A.Dorfi, G. Rugel and
A. Wallner (2004), 60Fe anomaly in a deep-sea manganese crust and
implications for a nearby supernova source, Phys. Rev. Lett. 93, 171103.

Kulmala, M., H. Vehkamaki, T. Petajda, M. Dal Maso, A. Lauri,
V.M. Kerminen, W. Birmili and P.H.McMurry (2004), Formation and
growth rates of ultrafine atmospheric particles: a review of observa-
tions, J.Aerosol. Sci., 35, 143–176.
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