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The use of books is endless . . .
Ecclesiastes, 12, 12.

**PREFACE**

The plan for the present volume resulted from a desire to have a concise up-to-date survey of the whole field of solar radio physics. According to the frame of the series Geophysics and Astrophysics Monographs the volume should contain an extract of basic methods, essential results, and most interesting problems in a form which will not rapidly become obsolete. The book is intended to represent the elementary knowledge concerning solar radio astronomy and to cover a wide range of interests for scientists from various fields.

Since the appearance of the famous monographs on Solar Radio Astronomy by Kundu (1964/65) and Zheleznyakov (1964) a new 11 yr solar cycle has passed by and rapid progress is to be noted regarding e.g. radioheliographic observations, the detection of spectral fine-structure effects, various kinds of extraterrestrial observations, the opening of a new stage of plasma physics, and the successive development of global aspects in solar physics. In such a way solar radio physics has grown to be an extended field, making it rather difficult to review by a single person. Beyond this, other rapidly growing disciplines of solar research (Gamma-, X-ray, EUV-, optical, and IR-astronomy) provide a multitude of information demanding a wider scope and stressing the necessity to construct a summary picture, putting together the radio evidence of important physical processes on the Sun (e.g. at the flare-burst complex) with effects from other spectral regions. Thus, solar radio astronomy can be hardly considered as an isolated branch. Moreover, the field is not only coupled with different branches in solar physics but it is also linked with various other disciplines like geophysics, solar-terrestrial physics, plasma physics, radio sciences, etc.

The book is divided into five chapters. Chapter I contains a brief general introduction to the matter consisting of the history of solar radio astronomy and some fundamentals of astronomy and solar physics necessary for an understanding of solar radio physics. Chapter II presents some topics of the instrumental background of solar radio astronomy and Chapter III gives the main results of observations. Chapter IV comprises the elements of a theoretical interpretation of solar radio observations and Chapter V is aimed to outline a synthesis of both observation and theory contributing to a general picture of solar and solar-terrestrial physics.

Considering the above, the present book can be understood mainly as a consideration of solar physics from the point of view of the results and activities of radio astronomy. With respect to the size of this task (requiring e.g. the ‘digestion’ of a huge amount of literature and personal information, a solid knowledge of the language and a sound optimism), it is hoped that the reader will be soon enabled to distinguish between the inevitably subjective form of the representation and the part of objective scientific content behind it.

A. KRÜGER

*Berlin, March 1979*
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CHAPTER I

INTRODUCTION

1.1. Short History of Solar Radio Astronomy

Since its birth in the forties of our century, solar radio astronomy has grown into an extensive scientific branch comprising a number of quite different topics covering technical sciences, astrophysics, plasma physics, solar-terrestrial physics, and other disciplines. Historically, the story of radio astronomy goes back to the times of James Clerk Maxwell, whose well known phenomenological electromagnetic field equations have become the basis of present-time radio physics. As a direct consequence of these equations, Maxwell was able to prognosticate the existence of radio waves which fifteen years later were experimentally detected by the famous work of Heinrich Hertz (1887/88). However, all attempts to detect radio waves from cosmic objects failed until 1932, which was mainly due to the early stage of development of receiving techniques and the as yet missing knowledge of the existence of a screening ionosphere (which was detected in 1925). Therefore, famous inventors like Thomas Edison and A. E. Kennelly, as well as Sir Oliver Lodge, were unsuccessful in receiving any radio emission from the Sun or other extraterrestrial sources.

Another hindering point was that nobody could a priori expect that solar radio emission should have something to do with solar activity so that unfortunately by chance some experiments were carried out just at periods of low solar activity. This was also why Karl Guthe Jansky at the birth of radio astronomy detected galactic radio waves but no emission from the Sun.

So it was not before 1942 (February, 26–28) during World War II, that an English radar station received strongly directed noise signals which at first were believed to be a new kind of jamming by enemy transmitters. But soon it turned out that the strange interferences came from the Sun, evidently connected with the appearance of a large spot group which was present on the solar disk at that time. This remarkable detection was published only some years later (Hey, 1946). Nevertheless, the time was ripe for the observation of solar radio waves so that independently at different stations and in different frequency bands radio noise of solar origin could be identified. Still in 1942, G. C. Southworth, working at the Bell Telephone Laboratories, New York, detected the undisturbed solar microwave emission at three widely spaced wavelengths in the region between 1 and 10 cm; the results were published in 1945. Also Grote Reber, the pioneer of galactic radio astronomy, attempted to see the Sun at 187 cm wavelength and was able to report an actual observation of solar radiation in 1944 (after reporting inconclusive results in 1940 and 1942) so that he was not the first to detect solar radio waves but was the first to publish it. It may be that, in the early forties, noise signals from the Sun were also observed at other places, but due to the war publications were prevented and the basic data were lost (Schott, 1947).
In 1945 after the war a rapid development of solar radio astronomy commenced, initiated by the discovery of the main basic components of solar radio emission: The quiet Sun, the slowly varying component and various types of radio bursts including noise storms. The close connection between intense burst radiations and the flare phenomenon was soon established (Appleton and Hey, 1946).

With regard to the great variability of the solar radio emission the need for a continuous patrol and systematic investigation was recognized, which started in their early beginnings in 1946. At that stage the main progress was achieved by a few centers in Australia, Great Britain, and Canada, where the basic techniques of the observations (flux and polarization measurements, interferometric and spectrographic measurements) were successively worked out.

Later on, particularly stimulated by the enterprises of the International Geophysical Year (July 1957–December 1958) and the International Years of the Quiet Sun (IQSY: 1964/1965) more and more countries took part in the work of solar radio astronomy. After these, besides national programs, a number of international projects incorporating the radio exploration of the Sun were initiated by large scientific communities such as the IAU, IUCSTP–SCOSTP, URSI, COSPAR, and others. After more than one and a half decades of extensive work in the field, the first monographs on solar radio astronomy were published in 1964, independently, by Kundu and Zheleznyakov, providing excellent reviews stressing the observational and theoretical points of view, respectively. Meanwhile after another decade, new investigations e.g. by heliographic and satellite measurements, observations of enhanced time and spectral resolution etc. were accumulated, supplemented by the development of a new generation of plasma theories (Kaplan and Tsytovich, 1972).

1.2. General Views of the Sun

1.2.1. The Sun as a Source of Radio Waves

Due to its proximity to the Earth the Sun plays a very special role among all other cosmic radio sources. But solar radio emission cannot be considered as isolated from general solar physics, which results from the totality of the available radiations covering all spectral ranges. In this way, the solar radio physicist has to be aware of the achievements of e.g., optical solar astronomy which, due to its long history, the easy access by ground-based observations, the facilities of obtaining angular resolution, and the high content of information by line emissions makes a large contribution to solar physics. Moreover, solar radio and optical emissions are nicely complementing each other.

The greatest part of the optical radiation comes from the photosphere, the roughly 350 km thick layer between the Sun's interior and the outer atmosphere, whereas the radio emission originates in the plasma of the outer atmospheric layers, the chromosphere and the corona. The propagation characteristics of the radio waves depend basically on the electron density in these layers: Each value of electron density is related to a certain critical frequency of the radio waves below which propagation is impossible. Therefore, and also because of the emission properties of the radio waves, the frequency spectrum can be roughly related to a height scale in the solar
atmosphere if the density distribution is known. Since the density decreases with increasing height in the solar atmosphere one can see with higher frequencies into lower levels, i.e., closer to the photosphere. However, before discussing the radio features in more detail, some general characteristics of the solar atmosphere will be recalled to mind, being necessary for a better understanding of solar radio physics. Beyond that, some numerical data characterizing the Sun are compiled in Table I.1.

1.2.2. THE SOLAR ATMOSPHERE

a. Photosphere

As it is well known, the photosphere is the surface of the Sun seen in white light. At present the photosphere can be regarded as the best investigated part of the Sun. Physically the photosphere is characterized by a steep gradient of particle density and a minimum of the temperature. The high opacity of the photosphere prevents viewing into the subphotospheric layers. From the photosphere the energetically largest part of the solar radiation emerges represented by the optical continuum which is superimposed by tens of thousands of Fraunhofer absorption lines. As a consequence of the opacity and the number of degrees of freedom radiative equilibrium predominates in the photosphere.

The most noticeable type of structure of the photosphere consists of a cellular pattern visible as the granulation which is intimately connected with the convective zone lying beneath the photosphere. The single granules representing individual convective cells have a size of the order of 1000 km and lifetimes of about 5 min. The competition between radiative and convective equilibrium is controlled by the Schwarzschild criterion, according to which convection operates if

\[ \frac{dT}{dh}_{\text{rad}} > \frac{dT}{dh}_{\text{ad}} \]  

(L.1)
i.e., if the vertical radiative temperature gradient exceeds the adiabatic one, otherwise the energy transport is entirely determined by radiation.

However, it should be mentioned that, indicated by the existence of a hierarchy of granulation structures (subgranules – granules – supergranules – giant granules – supergiant structures), the real conditions are certainly much more complicated than those described in criterion (1.1).

There are several models describing the undisturbed photosphere and some parts of the chromosphere. Here we note the Harvard-Smithsonian-Reference-Atmosphere which replaced the older Bilderberg-Continuum-Atmosphere (Gingerich et al., 1971) and the improvements attained by the model of Vernazza et al. (1973, 1976).

b. Chromosphere

The chromosphere can be regarded as a transition zone of some thousands km thickness between the cooler, almost neutral photosphere and the hot, thin plasma of the corona. It is of direct interest for radio waves in the mm and cm region. Due to the increase of temperature and decrease of density with height the ionization of the particles becomes noticeable according to Boltzmann’s formula

\[
\frac{N_{r,s}}{N_r} = \left( \frac{g_{r,s}}{g_r} \right) \exp\left(-\chi_{r,s}/K T\right)
\]

and the Saha equation

\[
\frac{N_{r+1}}{N_r} P_e = 2\left( \frac{u_{r+1}}{u_r} \right) (2\pi m)^{3/2} h^{-3} (K T)^{5/2} \exp\left(-\chi_r/K T\right),
\]

where

\[
u_r(T) = \sum_{s=0}^{r} g_{r,s} \exp\left(-\chi_{r,s}/K T\right)
\]
is the partition function of an \(r\)-times ionized atom, \(N_{r,s}\) – number per cm\(^3\) of \(r\)-times ionized atoms of the \(s\)th quantum state; \(P_e = N_e K T\), \(g_{r,s}\) – statistical weight (number of quantum states); and \(\chi_{r,s}\) – ionization energy. However, these formulas are valid for (local) thermal equilibrium only. With increasing height above the photosphere, deviations from this condition become remarkable.

The chromosphere is far from being homogeneous and exhibits a multitude of structural elements. A striking feature is the inhomogeneous boundary towards the corona, known as spicular structure or fine mottling. The mottles or spicules represent relatively cold and dense elements embedded in coronal matter. Their characteristics are: Temperature – about \((1-4) \times 10^4\) K; diameter – 500–1000 km; lifetime – several minutes; height range – about 5000–10000 km above the photosphere. Though the spicules occupy only about 1 % of the solar surface, they show a remarkable influence, e.g., on radio observations of the quiet Sun in the microwave region. Special chromospheric models are based on UV, optical, and radio measurements taking into account the existence of hot and cold elements also for the lower chromosphere.

Other chromospheric structures are represented by the coarse mottling (dark elements of 2000–6000 km diameter seen e.g. in the K-line of Ca\(^+\)) or flocculi (bright
patches in Ca$^+$, which in active regions are passing over into plages) and the coarse network which corresponds to the supergranulation.

Wave motions play an important role in the energy transport of the chromosphere. Evidence is given e.g. by the occurrence of the 5 min oscillations in the photosphere and chromosphere.

Different aspects of the physics of the solar atmosphere and particularly the chromosphere are considered in detail in several textbooks (cf. e.g. Zirin, 1966; Gibson, 1973; Athay, 1976). Besides this, there are special symposia devoted to chromospheric features (e.g. Kiepenheuer, 1966; Athay and Newkirk, 1969; Athay, 1974).

c. Corona

In striking contrast to the relatively thin layers of the photosphere and chromosphere, the corona is much more extended and does not show a fixed, well-defined boundary towards the interplanetary space. The most spectacular feature is the steep gradient of the temperature at the bottom of the corona caused by a drastic dissipation of mechanical shock-wave disturbances traversing the chromosphere and being generated in the convection zone below the photosphere. Hence the transition region between the chromosphere and corona is of particular interest. At heights of about 2000 to 5000 km above the photosphere the temperature rises from 10 000 to more than 1 000 000 degrees and the density drops simultaneously by two orders of magnitude. Though the interesting mechanism of coronal heating is not yet fully clear in all details, it is reasonable to assume that a strong dissipation of wave energy takes place, if, favored by the density profile of the traversed medium, the Mach number increases leading to shock waves. Then the dissipation occurs at relaxation paths of the order of the scale height

$$h = (d \ln N/ds)^{-1}. \quad (1.4)$$

Moreover, in order to get heating it must be required that the amount of dissipated energy overcomes possible energy losses, which may be caused by radiation, heat conduction or convection. The realization of these conditions will account for the steep gradient of the coronal temperature.

The dimensions, shape, and structure of the corona as observed in visible light during solar eclipses depend strongly on the solar cycle, thus indicating variations of density, temperature, and other plasma parameters with solar activity.

From optical observations three components of coronal emission can be distinguished:

1. The L-corona (line emissions from highly ionized atoms);
2. The K-corona (partially polarized continuous emission consisting of photospheric light scattered at free electrons); and
3. The F-corona (presenting absorption lines of the photospheric Fraunhofer spectrum caused by diffraction from interplanetary dust).

The emission of the L-corona yields only 1% of the emission of both the other components forming the 'white-light corona', which in turn delivers only about $10^{-6}$ of the Sun's total optical brightness.
From photometric measurements, especially of the K-corona electron densities can be estimated. Thus the resulting density profiles are represented on the average by the Baumbach–Allen formula

\[ N_e(R) = 10^8 \left[ 0.036 \left( \frac{R}{R_\odot} \right)^{-1.5} + 1.55 \left( \frac{R}{R_\odot} \right)^{-6} + 2.99 \left( \frac{R}{R_\odot} \right)^{-16} \right] \text{ [cm}^{-3}\text{]} . \]  

(1.5)

Though the corona does not exhibit as many different structural elements as the underlying chromosphere, great inhomogeneities and departures from the spherical symmetry postulated in Equation (1.5) do occur. As a matter of fact, it is nearly impossible to separate the structure of the corona from the appearance of solar activity. At high latitudes only, polar plumes and brushes indicate a quiet solar dipole field of the order of about 1 to 2 G, which very probably changes its polarity with the solar cycle.

Further typical structures are connected with the appearance of coronal streamers and rays extending up to several solar radii outwards, which evidently mark magnetic fields and paths of particles leaving the Sun. Recently, three-dimensional maps of the coronal electron density distribution have been computed from K-coronameter data tracing the structure of a streamer as a function of height and determining its nonradial orientation (Perry and Altschuler, 1973).

Besides the optical investigations, the exploration of the solar corona is most effective using the X-ray emission and the radio emission as well as the solar wind. In particular, photographs of the Sun in the soft X-ray range delivered by the Skylab mission have evidenced the existence of coronal holes and bright points.

**1.2.3. Solar Activity**

**a. General Phenomena**

The solar atmosphere is permanently influenced by a multitude of processes caused by solar activity. Even in periods of minimum activity the undisturbed ‘quiet Sun’ appears only as an idealized limiting case. Solar activity is rooted in the occurrence of more or less clearly localized active regions. An active region consists of the totality of numerous quite different phenomena and processes exhibiting different scales in time and space. As a rough outline some main phenomena of the quiet and active Sun are listed together in Table 1.2. A major feature of solar activity is its periodicity in the 11 (22) yr solar cycle.

Solar activity strongly affects the whole picture of the Sun in different spectral regions revealing a wealth of special physical effects influencing the interplanetary medium and the Earth. In particular most of the features of solar radio emission are directly related to solar activity. In the following some aspects of solar activity will be discussed.

**b. Sunspots**

Sunspots are the most popular phenomenon of solar activity and have been observed on a regular basis since the middle of the 18th century, but naked-eye observations can be dated back to antiquity. The outstanding physical property of sunspots
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Main phenomena of the quiet and active Sun

<table>
<thead>
<tr>
<th>Phenomenon Layer</th>
<th>Stationary (quiet Sun)</th>
<th>Quasi-stationary (slowly varying active Sun)</th>
<th>Instationary (fast changing active Sun)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photosphere</td>
<td>Granules (also sub-, super-, and super-giant granulation)</td>
<td>Spots, plages (faculae), Emerging flux regions (EFR)</td>
<td>Bright points, white light flares</td>
</tr>
<tr>
<td>Chromosphere</td>
<td>Spicules, flocculi, fine and coarse mottling, coarse network</td>
<td>Plages, evolving magnetic regions (EMR) X- and radio-plages’</td>
<td>Moustaches, flares in opt. and UV, umbral flashes, X- and γ-ray umbral flashes, bursts,</td>
</tr>
<tr>
<td>Corona</td>
<td>Bushels, (plumes), streamers, quiet-Sun electromagnetic radiation, coronal holes, solar wind</td>
<td>‘plages’ (S-component), coronal condensations, quiescent and spot prominences (filaments), magnetic arch systems, helmets, R-rays, enhanced solar wind</td>
<td>eruptive prominences, sprays, surges, dispersal brusque, various types of radio bursts, shock fronts, particle clouds, coronal transients, cosmic and subcosmic radiation</td>
</tr>
</tbody>
</table>

is their magnetic field which ranges in the central parts of the umbrae between about 1000 and 4000 G. The magnetic fields can be regarded as a huge accumulation of energy (up to $10^{34}$ erg for big spot groups) controlling physical processes inside active regions not only in the photosphere, where the spots are visible, but also to greater heights of the solar atmosphere.

Models of active regions have to involve sunspots as a central part. At photospheric level, sunspots are about 2000 K cooler than the surrounding matter, the extrapolation into higher (where an inversion of the horizontal temperature distribution takes place) and lower levels, however, is still somewhat uncertain. Typical dimensions of sunspot umbrae and penumbrae are about 2000 to 20 000 km and 5000 to 50 000 km, respectively, but the E–W extension of complex spot groups shows maximum values of about 300 000 km, i.e., about 25 Earth diameters.

Special features of sunspots are:

The Wilson effect (depression of the solar surface in the spot region); and

The Evershed effect (inward and outward motion in the chromospheric and photospheric penumbral region, respectively).

According to their appearance spots or groups of unipolar, bipolar, and complex form can be distinguished. A classification scheme regarding the magnetic (Mt. Wilson) types and the evolutional (Zürich) types is shown in Figure I.1. The distribution of sunspots over the solar disk is described statistically by Spoerer’s law (butterfly diagram, latitude drift of the spot positions towards the equator during the solar cycle). Also the magnetic polarity of the sunspots is closely related to the solar cycle: The opposite polarities of the leading and following spots depending on their
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#### Magnetic Examples Zurich

<table>
<thead>
<tr>
<th>Magnetic classification</th>
<th>Examples of sunspot types</th>
<th>Zürich classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>Type</td>
<td>following (E) - preceding (W)</td>
</tr>
<tr>
<td>unipolar groups</td>
<td>α</td>
<td></td>
</tr>
<tr>
<td></td>
<td>αp</td>
<td></td>
</tr>
<tr>
<td></td>
<td>αf</td>
<td></td>
</tr>
<tr>
<td>bipolar groups</td>
<td>β</td>
<td></td>
</tr>
<tr>
<td></td>
<td>βp</td>
<td></td>
</tr>
<tr>
<td></td>
<td>βf</td>
<td></td>
</tr>
<tr>
<td></td>
<td>βγ</td>
<td></td>
</tr>
<tr>
<td>complex groups</td>
<td>γ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>δ</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1.1.** Scheme of classification of sunspot groups. W is right on the spot pictures. ‘N’ and ‘S’ indicate north and south polarities, respectively. The shaded areas represent K faculae. (Courtesy of H. Künzeli).

Position on the northern or southern solar hemisphere are reversed after each 11 yr cycle. The magnetic features have strong consequences on the polarization characteristics of the solar radio waves (cf. Table 1.3).

For comparison with the radio emission as well as other phenomena integrated sunspot areas or sunspot numbers have been used as a measure of solar activity. The sunspot number (Wolf number or sunspot relative number) is defined by

\[
R = k(10g + f),
\]

where \( f \) is the total number of spots on the visible disk (irrespective of their size); \( g \) the number of spot groups; and \( k \) an individual reduction coefficient depending on the observer and observing instrument. Yearly averages of sunspot numbers exhibiting the periodic nature of solar activity and the so-called Maunder-minimum during the 17th century are reproduced in Figure 1.2.
TABLE 1.3
Sunspot polarities and orientation of circular polarization of radio waves

<table>
<thead>
<tr>
<th>Leading spot polarity</th>
<th>Sense of polarization</th>
<th>Corresponding cold plasma wave mode</th>
<th>Solar cycle number</th>
<th>Source position on solar hemisphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>odd (e.g. No. 19 1954–1964)</td>
<td>right</td>
<td>e</td>
<td>northern</td>
<td></td>
</tr>
<tr>
<td>even (e.g. No. 20 1965–1976)</td>
<td>left</td>
<td>o</td>
<td>northern</td>
<td></td>
</tr>
<tr>
<td>+ (north)</td>
<td>right</td>
<td>o</td>
<td>northern</td>
<td></td>
</tr>
<tr>
<td>– (south)</td>
<td>left</td>
<td>e</td>
<td>northern</td>
<td></td>
</tr>
<tr>
<td>– (south)</td>
<td>right</td>
<td>e</td>
<td>southern</td>
<td></td>
</tr>
<tr>
<td>+ (north)</td>
<td>left</td>
<td>o</td>
<td>southern</td>
<td></td>
</tr>
</tbody>
</table>

c. Plages
Plages or faculae are bright, structured regions which are detectable in monochromatic light (Hα, Lx, K-line of Ca, HeI, HeII, ...) at chromospheric heights. In integrated light they can be detected close to the solar limb also at the photospheric level. Plages represent hotter parts in the solar atmosphere surrounding sunspots but having weaker magnetic fields (< 10 G) and greater lifetimes than spots. Like sunspots the plages are well correlated with slowly varying radio and X-ray emissions indicating an extension of the plage regions into greater heights. For that reason sometimes also the names ‘radio plages’ and ‘X-ray plages’ are used in an attempt to generalize the plage phenomenon. The regions above the optical plages, which are characterized by higher densities and temperatures in comparison to the surrounding atmosphere and being detectable in radio (S-component), soft X-ray, and optical line emissions, are sometimes called coronal condensations.

Plages provide the most extensive (in time and area) phenomenon of solar activity in the lower solar atmosphere. Like sunspots (and all other phenomena of solar activity) plages are situated in two zones parallel to the solar equator at latitudes smaller than 45°, but apart from these zones also quiet-Sun polar faculae occur at latitudes higher than 70° which are a little fainter and shorter in duration.

d. Flares
Flares are the most active manifestation of solar activity and most important for solar radio astronomy. In optical light the flares are observed as sudden and short-lived brightenings of plage regions in the neighborhood of sunspots (‘chromospheric flares’). They are displayed in most of the Fraunhofer lines, especially at Hα and the H and K lines of Ca. Only in rare cases do very strong flare events also show an emission in the integrated light (‘white-light flare’ or ‘integral eruption’). The
first reported flare was observed in 1859 in white light by Carrington. Literature on flares has been condensed in special monographs and symposia (Smith and Smith, 1963; Hess, 1964; De Jager and Švestka, 1969; Švestka, 1976).

In periods of high activity solar flares are relatively frequent (more than 1 to 2 h$^{-1}$ at maximum). Obviously flares form a necessary and very typical phase in the development of an active region. Solar flares are classified by different importance groups according to their area and brightness (e.g., intensity in the line center of H$\alpha$ as reproduced in Table I.4.

As will be considered in more detail in Section 5.2, flares constitute a very complex phenomenon. In the optical region the H-line emissions correspond to temperatures
lower than the ionization temperature of H, i.e., \( \lesssim 10^4 \) K. In spite of this relatively low temperature the efficiency of the energy exchange in the source region is comparatively high and reaches an appreciable fraction of the total energy emitted by flares through line emissions in the optical and UV region. Concerning the flare heights in the solar atmosphere a scatter ranging from levels near the photosphere (white-light flares) up to the lower corona (‘coronal flares’, cf. Slonim, 1973) is to be noted. Beside the optical flare emissions, the multitude of radio and X-ray components, as well as the particle emissions accompanying flare events indicate that, in sufficiently strong events, all levels of the solar atmosphere out to interplanetary space are violently disturbed. Therefore, in a wider sense, the term ‘flare phenomenon’ (or also ‘flare-burst phenomenon’) is used to describe the totality of all components occurring on the Sun in connection with solar flares.

The main problem connected with the investigation of solar flares at present (the ‘flare problem’) consists of finding out the physical mechanism; i.e., in building up a consistent model describing the main flare processes. The flare problem is still one of the great puzzles of cosmic physics at our time. The main difficulties of the interpretation of solar flares arise especially from the magnitude (up to \( 10^{33} \) erg) and suddenness (\( \sim 100 \) s) of the energy exchange (cf. Section 5.6.1).

It is to be mentioned that the existence of flare activity is also known to exist on other stars (flare stars). From simultaneous observations in the optical and radio ranges it may be concluded that the flare phenomenon is universal in nature. A monograph on flare stars was written e.g. by Gurzadyan (1968) (cf. for reference: Gurzadyan, 1971, 1972).

e. Prominences

Beside sunspots, plages, and flares, the filaments or prominences belong to the most conspicuous local phenomena of the visible Sun. They appear either as bright structures (‘prominences’) beyond the solar limb (usually below 10 000 to 30 000 km height above the photosphere) or as dark filaments on the disk representing matter of about \( 10^4 \) K condensed in the surrounding hotter corona. The observation of such prominences provides one of the rare opportunities of getting information of mass motions in the corona which is also of great interest for radio physics.
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There are rather numerous types of prominences and different classifications have been worked out. According to Zirin (1966) the following main types may be distinguished:

1. Short-lived, active prominences (surges, sprays, loops, LPS – loop-prominence systems);

2. Intermediate prominences (sunspots filaments, AFS – arch-filament systems, eruptive prominences);

3. Long-lived, quiescent prominences (normal and polar prominences outside active regions).

Characterizing these different types briefly, it may be noted that surges are flare-associated eruptions of matter into a restricted solid angle sometimes returning to the direction of the solar surface. Sprays are irregular flare-associated eruptions into a larger solid angle, perhaps they may be considered as a visible expression of the 'explosive' flare phase. The arch-filament systems mark closed magnetic field patterns of young, growing spot groups. They exhibit mass motions downward at both sides from the top. The flare-initiated loop-prominence systems show, in some respect, similar behavior, but they are quite different in many other respects, e.g. occurrence and development. Eruptive prominences are pre-existing filaments which suddenly erupt outward. Special interesting phenomena besides sudden filament activations are sudden disappearances of filaments (disparition brusque) which often follow an active stage.

Quiescent prominences are out of the direct scope of our present considerations so far as they are not immediately related to solar activity. A textbook on solar prominences was published by Tandberg-Hanssen (1974).

f. Active Longitudes, Sector Structure and Coronal Holes

Active regions are not uniformly distributed on the solar disk even with respect to longitude. In close relation to the large-scale sector structure of the interplanetary and photospheric magnetic field (cf. Section 3.2.6), a statistical preference of major active regions near the sector boundaries ($\Delta \lambda < 50^\circ$) can be stated. In particular zones of active longitudes separated by about 180° (and also by 60°) appear to be maintained over periods of the order of an 11 yr solar cycle.

Sector boundaries can be considered as a manifestation of large-scale neutral (warped current) sheets in the solar corona. The open–closed magnetic field configuration is not only an indication of the field structure itself but it has also important consequences for the distribution of other physical parameters such as plasma density, pressure, and temperature. A tabulation of extraterrestrially observed, well-defined sector boundaries during several years since 1960 was published by Wilcox (1975).

Coronal holes, i.e. extended regions of reduced temperature and density, are clearly displayed by the Skylab soft X-ray heliograms. They can be regarded as the counterpart to solar activity. Evidently coronal holes are characterized by open magnetic field structures which favor the outflow of the solar wind (cf. Section 5.4.1). Two major types of coronal holes can be distinguished: Low-latitude isolated regions
and holes of more global extension expanding in north-south direction from one polar region through a channel of filaments into the opposite hemisphere (Timothy et. al., 1975).

1.3. Some Astronomical Fundamentals

1.3.1. Sun–Earth distance

According to Kepler’s first law, the Earth’s orbit around the Sun is an ellipse with the Sun at one of its foci. Though the eccentricity of the ellipse \( e = 0.01673 \) is very small, the difference between the shortest Sun–Earth distance \( R_p \) (Earth at perihelion) and the longest one \( R_a \) (Earth at aphelion) amounts about \( 5 \times 10^6 \) km. The consequence is a seasonal variation of the solar flux (corresponding to an apparent variation of the solar diameter) of about a maximum of \( \pm 3\% \). For this reason radio flux measurements are often adjusted to a constant Sun–Earth distance of 1 AU:

\[
 a = \frac{(R_p + R_a)}{2} = \frac{R_p}{(1 - e)} = \frac{R_a}{(1 + e)} \approx 149.5 \times 10^6 \text{ km}. \quad (1.7)
\]

Corresponding reduction factors (averages) are compiled in Table 1.5. Exact values for every particular year can be found in the Nautical Almanac and other sources.

1.3.2. Coordinate systems

a. Horizontal System

Two coordinate systems can be used to determine the position of the Sun or a star on the celestial sphere, the horizontal system and the equatorial system. In the

<table>
<thead>
<tr>
<th>Date</th>
<th>( k )</th>
<th>( S/S_{\text{AU}} )</th>
<th>( R_{\odot}/R_{\odot,\text{AU}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan 01</td>
<td>0.9669</td>
<td>1.034</td>
<td>0.9833</td>
</tr>
<tr>
<td>Feb 01</td>
<td>0.9708</td>
<td>1.030</td>
<td>0.9853</td>
</tr>
<tr>
<td>Mar 01</td>
<td>0.9821</td>
<td>1.018</td>
<td>0.9910</td>
</tr>
<tr>
<td>Apr 01</td>
<td>0.9990</td>
<td>1.001</td>
<td>0.9995</td>
</tr>
<tr>
<td>May 01</td>
<td>1.0157</td>
<td>0.985</td>
<td>1.0078</td>
</tr>
<tr>
<td>Jun 01</td>
<td>1.0286</td>
<td>0.972</td>
<td>1.0142</td>
</tr>
<tr>
<td>Jul 01</td>
<td>1.0337</td>
<td>0.967</td>
<td>1.0167</td>
</tr>
<tr>
<td>Aug 01</td>
<td>1.0300</td>
<td>0.971</td>
<td>1.0149</td>
</tr>
<tr>
<td>Sep 01</td>
<td>1.0183</td>
<td>0.982</td>
<td>1.0091</td>
</tr>
<tr>
<td>Oct 01</td>
<td>1.0020</td>
<td>0.998</td>
<td>1.0010</td>
</tr>
<tr>
<td>Nov 01</td>
<td>0.9847</td>
<td>1.016</td>
<td>0.9923</td>
</tr>
<tr>
<td>Dec 01</td>
<td>0.9720</td>
<td>1.029</td>
<td>0.9859</td>
</tr>
</tbody>
</table>
horizontal system spherical coordinates are specified by the zenith distance angle $z$ (or also by its complement, the altitude $h$) and the azimuth angle $x$ counted from the south direction. A certain disadvantage of this system, however, is its dependence on the particular position of the observer on the Earth and on the observing time.

b. **Equatorial System**

The above mentioned inconvenience is overcome by the equatorial system which has its polar axis parallel to the Earth’s rotational axis. The spherical coordinates are specified by the polar distance $p$ (or its complement, the declination $\delta$) and the right ascension $RA$ defined as the angular distance of the hour circle from the vernal equinox measured in westward direction in degrees or hours. (The vernal equinox is the point of intersection of the celestial equator and the ecliptic, i.e. of the basic circle perpendicular to the Earth’s rotational axis and to the plane of the Earth’s orbit.)

Due to its apparent path along the ecliptic (zodiac), the declination and right ascension of the Sun change slowly during a year. The time between two subsequent meridian passages of the Sun is called solar day. We have

$$365.24220 \text{ mean solar days} = 366.24216 \text{ sidereal days}, \text{ or}$$
$$1 \text{ mean solar day} = 24 \text{ h } 3 \text{ m } 56.556 \text{ s} \text{ sidereal time.} \quad (1.8)$$

For estimations of the position of the Sun it must be further taken into account, that the real solar time does not run uniformly through a year, i.e., in general the mean solar time is different from the true solar time. This occurs for two reasons; the first is of geometrical nature: As seen from the Earth the true Sun moves along the ecliptic; the mean Sun, however, is moving along its projection on the celestial equator. Secondly, according to Kepler’s second law, the movement on the ecliptic is not uniform.

The uniform solar time is defined as:

$$\text{mean time} = \text{true time} + \text{time difference} \text{ (equation of time‘).} \quad (1.9)$$

Daily values of the equation of time can, like other data, be obtained from annually issued almanacs and astronomical ephemeris catalogs. For any particular observer the difference between the zonal time and the geographic longitude of the observational site must also be considered.

c. **Solar Coordinates**

The determination of a fixed coordinate system at the solar surface meets with two difficulties:

(i) The Sun does not rotate as a rigid body. The photospheric angular velocity $\zeta$ decreases with latitude approximately as $\zeta = \zeta_0 + \text{const} \cdot \sin^2 \phi$ where $\zeta_0$ denotes the value of $\zeta$ at the equator. To certain extent $\zeta$ also increases with height above the photosphere.

(ii) Permanent well marked features (with the exception of the poles of the rotational axis) are missing. Therefore, solar coordinates were defined by convention according to Carrington’s proposal – measuring heliographic longitudes from the solar meridian.
that passed through the ascending node of the solar equator on the ecliptic on January 1, 1854, Greenwich mean noon.

Carrington's elements are:

Longitude of the ascending node:
\[
\Omega = 73.6667 + (a - 1850) \times 0.01396 \quad (\text{a} = \text{year of observation});
\]

Inclination of the Sun's rotation axis (angle between the equatorial plane of the Sun and the ecliptic):
\[
i = 7^\circ 15';
\]

Sidereal rotation period:
\[
T_{\text{sid}} = 25.380 \text{ days}; \text{ and}
\]

Synodic rotation period:
\[
T_{\text{syn}} = 27.275 \text{ days}.
\]

Introduced by Carrington, serial numbers of (synodic) solar rotations are counted commencing with No. 1 for the period beginning with November 9, 1853. For practical use the heliographic latitude \( B_0 \) and longitude \( L_0 \) of the center of the solar disk, as well as the position of the poles of the solar rotation axis \( P \) measured in an eastward direction from the north point, can be obtained from tabulations.

Maps of disk coordinates with meridians calibrated either in degrees or days from the central meridian passage are used in form of transparencies as distributed e.g. in the supplement issues for the explanation of data reports of the NOAA Solar-Geophysical Data (World Data Center A, Boulder) for each season.
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INSTRUMENTAL BACKGROUND

2.1. Fundamentals of Radio Observations

2.1.1. The Electromagnetic Spectrum and the Atmospheric Radio Window

Like optical astronomy, the facilities of ground-based radio astronomy depend on the transparency of the Earth’s atmosphere in special regions of the electromagnetic wave spectrum. The whole spectrum of electromagnetic waves and their propagation characteristics are illustrated by Figure II.1

The frequency extent of the cosmic radio waves accessible to ground-based observations is about 15 MHz to 30 GHz covering more than three orders of magnitude or about eleven octaves. Thus, the radio spectrum is much more extensive than the visible spectral range. This relatively large radio window is limited at the low-frequency side by the ionosphere and at the high frequency side by the troposphere.

The plasma frequency of the ionosphere prevents the propagation of electromagnetic waves below a certain frequency limit: For a stratified medium with positive local gradients of the electron density a successive refraction (frequency-dependent) of the radio waves takes place, which at sufficiently high densities leads to a reversal of the original ray direction appearing as a ‘reflection’. In the general case of oblique incidence this reversal occurs well before reaching the level of the local plasma frequency cutoff (cf. Section 4.2.4).

Fig. II.1. The electromagnetic wave spectrum and transparency properties of the Earth’s atmosphere (shaded areas refer to opacity).
The ionosphere consists of several layers. The main influence is due to the $F_2$ layer—its maximum plasma frequency varies roughly between 6 and 15 MHz, corresponding to 20 to 50 m wavelength, depending on the day time and season (elevation angle of the Sun above the horizon), as well as slightly on solar activity. Besides that, ionospheric absorption effects on radio waves are important, which are most striking in the case of SCNA (sudden cosmic noise absorption) effects due to an excessive $D$ layer ionization caused by the incidence of flare-produced radiations in the X-ray spectral region.

The high-frequency limit of the radio window is determined by the influence of the neutral part of the terrestrial atmosphere. Here the main role is played by the troposphere which comprises about 80% of the total mass content of the Earth's atmosphere. Before becoming totally opaque, there is a number of distinct absorption bands caused mainly by the atmospheric water and oxygen content starting at

![Diagram of attenuation of radio waves in the clear neutral Earth's atmosphere at vertical incidence (according to CCIR report cited by Blum, 1974). The full line corresponds to a water vapor concentration of 7.5 g m$^{-3}$ (1.5 cm equivalent depth) at the Earth's surface. The dotted line refers to a dry atmosphere.](image-url)
about 2 cm wavelength. An impression of these influences can be obtained from Figure II.2, which shows the atmospheric attenuation characteristics in the vertical ray direction for two particular cases of water vapor concentration according to Blum (1974). The knowledge of the properties of the absorption minima is especially important for the work of radio astronomy in the mm-wavelength region.

2.1.2. **Radiation Quantities**

The electromagnetic radiation received by any observer is principally determined by its intensity including the state of polarization. Additionally, information about the spectral dependence, time variations, and the angular distribution of the observed radiation can be obtained. Each measurement is restricted by its characteristic limits of sensitivity which are fixed for any given receiving equipment. In particular we distinguish: (a) the intensity resolution (temperature resolution); (b) the spectral resolution (receiver bandwidth); (c) the time resolution (receiver time constant); and (d) the angular resolution (half-power beamwidth).

The intensity (≡ specific intensity, cf. Chandrasekhar, 1960) of the radiation is defined as a scalar quantity determining the amount of energy $\Delta E$ (‘power’) of a radiation field which is transported across a unit area $\Delta \sigma$ per unit solid angle $\Delta \Omega$ declining by an angle $\vartheta$ from the observed normal direction of $\Delta \sigma$ in the unit frequency interval $(\nu, \nu + \Delta \nu)$ and time unit $\Delta t$ ($\Delta t \gg 1/\Delta \nu$)

$$I_v(r, \vartheta, \varphi; t) = \Delta E_v(r, \vartheta, \varphi; t)/(\Delta \nu \Delta \sigma \cos \vartheta \Delta \Omega \Delta t) \text{ [erg cm}^{-2} \text{sr}^{-1} \text{].} \quad \text{(II.1)}$$

This definition generally used in astronomy is not to be confused with another definition of intensity (or radiance) sometimes used in experimental physics by the time-averaged Poynting flux. In order to avoid misunderstandings in radio astronomy the intensity defined by Equation (II.1) is often called brightness.

An Integration of $I_v$ over the solid angle of a source region yields the flux density

$$S_v = \int_{\Omega_{\text{source}}} I_v(\vartheta, \varphi) \, d\Omega' \quad \text{(II.2)}$$

which is usually adopted for radiometric measurements of spatially unresolved sources (point sources). For solar radio astronomy, using the mks units,

$$1 \text{ Solar Flux Unit (SFU)} = 1 \times 10^{-22} \text{ W m}^{-2} \text{ Hz}^{-1}, \quad \text{(II.3)}$$

has been introduced, which is sometimes also called 1 ‘Jansky’.

A comparison between the fields of applications of the terms flux density and intensity is given once more in Table II.1.

It may be further remarked that the quantity

$$u_v = \int_{4\pi} (I_v/c_g) \, d\Omega' \quad \text{(erg s cm}^{-3} \text{)} \quad \text{(II.4)}$$

($c_g =$ wave group velocity) is called (spectral) energy determining the radiated energy per volume unit.
An integration over the time yields the following expressions
\[ I'_v = \int I'_v(t') \, dt' \] (II.5)
and
\[ S'_v = \int S'_v(t') \, dt' \] (II.6)
which are employed e.g. for the estimation of the (temporal) mean values of solar burst fluxes \( \bar{S}_v \)
\[ \bar{S}_v = \frac{1}{t_d} \times S'_v \] (II.7)
where \( t_d \) = burst duration time. Finally, an integration over the frequency leads to
\[ I = \int \int I_v \, dv \] (II.8)
which is the total brightness (‘integrated intensity’) in a spectral region \( f \).

Instead applying the quantities \( I_v, S_v \), another representation of radiation measures in the form of equivalent temperatures is convenient using the concept of the black-body radiation (thermal equilibrium). At a fixed frequency the brightness \( I_v \) measured in a special direction corresponds to a brightness temperature \( T_b \), which is the temperature of a thermally radiating black body replacing the source of radiation according to Planck’s law
\[ I_v(T) = \frac{(2hv^3/c^2)}{(\exp(hv/KT) - 1)}. \] (II.9)
In the radio range, where \( hv \ll KT \), i.e. \( \exp(hv/(KT)) \approx 1 + hv/(KT) \), Equation (II.9) can be replaced by the Rayleigh– Jeans approximation
\[
I_v(T) = 2KT/\lambda^2 = 2\nu^2KT/c^2
= 3.075 \times 10^{-28}\nu_{[\text{MHz}]}^2 T_{b[K]} \left[ \text{W m}^{-2} \text{ Hz}^{-1} \text{ sr}^{-1} \right]
= 2.761 \times 10^{-23} T_{b[K]} \nu_{[\text{MHz}]}^{-2} \left[ \text{W m}^{-2} \text{ Hz}^{-1} \text{ sr}^{-1} \right].
\] (II.10)
It is evident, that \( T_b = T \) is valid only for optically thick isothermal source regions.
Correspondingly one obtains for the flux density

$$S_\nu = \int_{\Omega_\odot} B_\nu(T_e) \, d\Omega'$$

$$= 2K T_e \Omega_\odot \lambda^{-2} = 2\nu^2 K T_e \Omega_\odot / c^2,$$

where $T_e$ is named effective temperature or apparent disk temperature.

In the radio range the angular size of the Sun depends strongly on the frequency. Thus, for convenience, often the optical size of the Sun is used as a standard. With an average solar diameter of $1919.3$ one gets

$$\Omega_\odot = 6.80 \times 10^{-5} \text{[sr]}$$

and consequently,

$$S_\nu = 1.88 \times 10^{-27} T_e (K) \nu_2^2 \text{[W m}^{-2} \text{Hz}^{-1}]. \quad (II.12)$$

### 2.2. Radio Telescope Aerials

#### 2.2.1. Fundamental Aerial Parameters

Equipment suitable for the detection and measurement of radio waves generally consists of two main parts: the antenna (aerial) and the receiver system.

Aerials are linear devices that extract power from incoming radiation from a certain direction in a given frequency range and deliver the collected wave energy to an amplifying receiver and the output detecting device.

In radio techniques, by the use of the reciprocity theorems, the definition of an aerial is also applicable for transmitter antennas. However, with the exception of astronomical radar, only the passive aspect of receiving of radiation is of interest for radio astronomy. Particular attention has to be paid to questions concerning calibration, size (collecting area and directional characteristics), mounting and driving techniques, control systems, polarization properties of aerials, etc.

Since we are dealing with transverse waves, all aerials are polarized. In principle this means that only half of a randomly polarized wave can be received. In order to convert the whole energy contained in all polarizations, two complementary aerials and two separate receiver systems must be employed.

After these general remarks some of the most important quantities characterizing radio astronomical antennas will be considered.

a. Aerial Patterns

The directional response of an aerial is called the aerial pattern which is represented by a function $A(\alpha, \beta)$ and expressed either in terms of the intensity (intensity pattern), the Poynting vector (power pattern), or the field strength (field pattern).

Strictly speaking, we are dealing here with radiation fields sufficiently distant from an aerial to be referred to as far-field patterns (near-field patterns are also a function of the distance). As already mentioned above, by reciprocity the patterns are the
same for both receiving and transmitting conditions, which is of great theoretical and practical importance (radiation pattern—reception pattern).

Typically the reception pattern exhibits a number of lobes, where the largest or main lobe determines the main aerial direction. Since the patterns are three-dimensional, they can be reproduced as a closed surface in space by means of contour maps or by the representation of orthogonal cross sections, e.g. through the narrowest and widest part of the main lobe (principal-plane patterns). For antennas which are not linearly polarized, a more extensive description of the patterns is required.

The beam pattern (far-field distribution) represented in the form of a polar diagram e.g. of a filled aerial aperture is quite analogous to the well known Fraunhofer diffraction pattern of visible light for an aperture of corresponding shape. For one dimension this is given by the Fourier transform of the aperture-field distribution $F(x)$

$$A(\theta) = \int_{-\infty}^{\infty} F(\frac{x}{\lambda}) \exp\{2\pi i(\frac{x}{\lambda}) \sin \theta\} \, dx.$$  \hspace{1cm} (II.13)

Accordingly the polar diagram of an aerial of a rectangular shape would be the same as the diffraction pattern of a slit of the width $x/\lambda$. Hence it follows, that the criterion of the resolving power of optical telescopes originally introduced by Rayleigh can also be applied for radio telescopes. In this criterion it is stated that two point sources can be resolved, if the first maximum of the diffraction pattern caused by the one source lies on the first minimum of the pattern caused by the other when the polar diagram is swept in a suitable direction. If not a point source but an extended source of incoherent emission with an angular brightness distribution $I_v(\alpha)$ is observed, a pattern $S_v(\alpha)$ is observed

$$S_v(\alpha) = \int_{-\infty}^{\infty} p_v(\alpha - \alpha') I(\alpha') \, d\alpha',$$  \hspace{1cm} (II.14)

which results from the convolution of the brightness distribution with the beam pattern $p_v(\alpha)$.

From a given aerial pattern the directivity of an aerial can be expressed by means of different quantities. At first the directivity $D$ is defined as

$$D = p_v(\alpha, \beta)_{\text{max}} / \bar{p}_v$$  \hspace{1cm} (II.15)

where $p_v(\alpha, \beta)_{\text{max}}$ is the power radiated (or received) per unit solid angle in the maximum direction of the aerial pattern and

$$\bar{p}_v = \int_{4\pi} p_v \, d\Omega / (4\pi)$$  \hspace{1cm} (II.16)

is the power radiated (received) per solid angle averaged over all directions.

Another often used specification is made by determining the angular width of the main lobe measured at a certain level, e.g. the half-power points (HPBW – cf. Figure II.3). The directivity can be also expressed in terms of an effective solid angle (beam
solid angle, pattern solid angle) given by
\[ \Omega_A = \frac{4\pi}{D} = \int_{4\pi} p_v(\alpha, \beta)/p_v(\alpha, \beta)_{\text{max}} \, dQ. \] (II.17)

b. Effective Area and Gain

The effective area of an aerial is defined as the quotient of the power \( p_v \) available at the aerial terminals and the flux \( S_v \) of a plane wave front of appropriate polarization \( (S_v = (1/2) S_v_{\text{total}}) \) crossing a unit area:
\[ A_e = \frac{p_v}{S_v}. \] (II.18)

The concept of the effective area (or effective aperture) is fundamentally related to the directivity and gain of an aerial and has much more significance than the simply projected area.

The available power \( p_v \) is defined as the output power from the aerial terminals into an impedance which is adjusted to maximum power transfer:
\[ p_v = \int_{4\pi} A_e(\alpha, \beta) I_v \, d\Omega \, \text{[erg s}^{-1}\text{Hz}^{-1}]. \] (II.19)

In this way \( A_e \) is the area in the wave front through which passes a flux equal to \( p_v \). In general \( A_e \) depends on the wave direction \( (\alpha, \beta) \) and the wave frequency. For isotropic radiation at a distance \( r \) from the aerial one obtains
\[ p_v = S_v A_e r^2 \]
which, however, is only an idealized case. For real aerials a factor \( g \neq 1 \) must be considered which, depending on the direction and frequency, is defined by
\[ S_v = gp_v/(4\pi r^2) \] (II.20)
or, taking \( r = 1 \),
\[
g(\alpha, \beta) = 4\pi S_v / p_v. \tag{II.21}
\]

In this way \( g \) is defined as ‘gain relative to an idealized isotropic radiator’. Taking
\[
g(\alpha, \beta) = p_v(\alpha, \beta) / \overline{p}_v \tag{II.22}
\]
there is also obtained
\[
D p_v(\alpha, \beta)_{\text{max}} / p_v(\alpha, \beta) = g(\alpha, \beta) \tag{II.23}
\]
yielding
\[
D = g(\alpha, \beta)_{\text{max}}. \tag{II.24}
\]

It is further evident that
\[
\int_{4\pi} g(\alpha, \beta) \, d\Omega = 4\pi. \tag{II.25}
\]

Thus, aerial patterns can be plotted also in terms of \( g(\alpha, \beta) \). The level \( g(\alpha, \beta) \equiv 1 \) would correspond to the ideally isotropic (nondirective) aerial as a reference level.

There are some further useful relations between the fundamental aerial parameters and the wavelength:
\[
A_v = \lambda^2 / \Omega_A \tag{II.26}
\]
\[
D = (4\pi / \lambda^2) A_v \tag{II.27}
\]
\[
= 4\pi / \Omega_A. \tag{II.28}
\]

The ratio of the effective aperture \( A_v \) to the physical aperture \( A_p \) of an aerial is sometimes called the aperture efficiency
\[
\varepsilon_A = A_v / A_p. \tag{II.29}
\]

Besides that, a beam efficiency is defined as
\[
\varepsilon_B = \frac{\Omega_M}{\Omega_A}, \tag{II.30}
\]

where \( \Omega_M \leq \Omega_A \) is the main-beam solid angle referring to the main lobe of an aerial pattern (Kraus, 1966):
\[
\Omega_M = \int_{4\pi} \frac{p_v(\alpha, \beta)}{p_v(\alpha, \beta)_{\text{max}}} \, d\Omega. \tag{II.31}
\]

There follows
\[
\frac{\varepsilon_A}{\varepsilon_B} = \frac{A_v \Omega_A}{A_p \Omega_M} = \frac{\lambda^2}{A_p \Omega_M}. \tag{II.32}
\]
c. **Effective Aerial Temperature**

For a loss-free aerial the *effective aerial temperature* $T_a$ is defined as

$$T_a = \int_{4\pi} T_b A_e d\Omega / \int_{4\pi} A_e d\Omega.$$  \hspace{1cm} (II.32)

In the case of radiation received from a black body of the temperature $T_s$ extended over a solid angle $\Omega$ this reduces to

$$T_a = \frac{D}{4\pi} \frac{\Omega}{\Omega_A} T_s.$$  \hspace{1cm} (II.33)

If the aerial is not loss-free, a loss efficiency factor $\varepsilon_L$ can be introduced according to

$$(T_a)_{\text{measured}} = (T_a)_{\text{loss-free}} \times \varepsilon_L + (T_a)_{\text{real}} \times (1 - \varepsilon_L).$$  \hspace{1cm} (II.34)

where $(T_a)_{\text{measured}}$ is the measured effective aerial temperature; $(T_a)_{\text{loss-free}}$ is the temperature which would be observed by a corresponding ideal loss-free aerial; and $(T_a)_{\text{real}}$ is the actual temperature of the aerial material.

### 2.2.2. Basic Types of Aerials

a. **Primary Antennas**

Two classical standard types of primary antennas can be distinguished:

- In the microwave region preferably rectangular or circular horn antennas are used in connection with waveguide techniques.
- At the longer wavelengths dipoles are employed in conjunction with coaxial cable techniques.

Horn antennas are funnel broadenings of the open end of a waveguide. Their gain can be calculated with a high degree of accuracy.

Dipoles are formed by conducting sticks of $2 \times \lambda/4$ length with the terminators in the center. In order to improve their low directivity, combinations with other elements are made in various ways, e.g. in form of Yagi aerials by placing a reflector behind and one or more director sticks in front of the dipole.

Several single dipoles or Yagis can be combined to broadside arrays or large antenna fields which are of some use in radio astronomy.

In contrast to dipoles, which primarily receive one linear component of polarization, helical antennas are suitable for receiving circular polarized radiation. According to the required sense of polarization, right- and left-handed helical antennas are to be used.

Horn antennas and dipoles are optimal only in a very restricted frequency range. In order to receive a broader frequency band, logarithmic periodic antennas and other types were developed.
b. Reflectors

Primary antennas (‘feeders’) are placed in the focus of a larger reflecting area, e.g. of a paraboloid, to obtain better directivities and greater collecting areas. The pencil beam of the parabolic mirror has obvious advantages in comparison to other aerial types.

In the Cassegrain system the focus is occupied by a small secondary reflector and the feeder is placed near the center of the parabolic dish.

Both the feed antenna and the reflecting area must be matched together in order to avoid either ‘spillovers’ or losses in the optimal utilization of the reflector area. For tracking the Sun or other cosmic objects parabolic aerials are preferably equatorially (paralactically) mounted. Larger instruments, however, have difficulties with the inclined polar axis and are therefore horizontally mounted, requiring a permanent transformation of the horizontal into equatorial coordinates.

Other aerials are designed as transit instruments steerable only in one (meridional) direction. The largest reflecting areas are unmovable, such as the great Arecibo telescope.

The above mentioned basic types of aerial are, in principle, also applicable to spaceborne radio astronomical equipments. But differences exist concerning the mounting and driving of the aerials. While ground-based aerials are commonly directly related to horizontal or equatorial coordinates, for space observations the movement and orientation of the artificial satellite or space probe must be taken into account, requiring additional efforts. Due to the largeness of space and the absence of interfering gravitational and meteorological influences, extraterrestrial experiments offer nice opportunities for radio astronomical and radio physical methods which are yet far from being exhausted.

c. Special Constructions

Apart from standard-type radio telescopes there exist a number of special large instruments, which will not be considered in very much detail here. Famous examples are:

The Pulkovo-type radio telescope RATAN 600 situated in the Caucasus (consisting of numerous steerable rectangular plane reflector plates placed on a circle around several feeder systems at different azimuths), cf. special issue of Izv. Glav. Astron. Obs., Pulkovo, Nr. 188 (1972);

Kraus-type radio telescopes, situated at Ohio and Nançay (tiltable flat reflector in combination with a standing parabolic or spherical curved collecting area, cf. Kraus, 1966);

Diverse broad-band telescopes, such as
- the Clark Lake Array TPT (Erickson and Fisher, 1974);
- the Charkov UTR–1 and UTR–2 radio telescopes (Braude et al., 1969);
- the Tasmania Llanherne low-frequency radio telescope (Ellis, 1972); and
- the large collecting array planned at Nançay (Aubier et al., 1975).

A compilation of the angular resolving powers of different radio telescopes in dependence on size and frequency is given in Figure II.4.
Fig. II.4. Angular resolution of different radio telescopes in dependence of aerial size and wave frequency.
A catalog of the world-wide distribution of all known radio telescopes has been published by the Committee on Radio Frequencies at the National Academy of Sciences and National Academy of Engineering, Washington/USA (1973).

### 2.3. Radio Astronomy Receivers

#### 2.3.1. Fundamental Receiver Parameters

In contrast to the aerials, radio receivers contain nonlinear devices in general. It is their purpose to convert the high-frequency electromagnetic signals delivered from the aerial into a form convenient for detecting and measuring the incoming radio emission. For most astrophysical objects this emission consists of a large number of incoherently superimposed waves, which physically are of the same nature as the noise of the receiver itself or the background noise received from any thermal object. Owing to this fact and also to the small powers usually available from extraterrestrial signals, sophisticated techniques are needed for the amplification and conversion of these signals. This applies especially to extrasolar radio astronomy, but also for solar research, regardless of the fact that the strongest radio signals reaching the Earth from astrophysical objects come from the Sun.

Each receiver can be characterized by a set of elementary properties such as:

(a) the sensitivity,
(b) the receiver noise temperature or noise factor,
(c) the amplification or gain factor,
(d) receiver bandwidth, and
(e) integrating time (time constant).

It should be remarked that the sensitivity of a receiver, i.e. its property to detect signals of a certain limiting amplitude, is not a matter of mere amplification but it is essentially determined by the electromagnetic noise generated by the receiver itself. This random receiver noise is mainly due to thermal fluctuations in the resistors and related effects. It is therefore a basic problem in radio astronomy to keep the receiver noise as low as possible.

The receiver noise is characterized by the receiver noise temperature $T_R$ which, according to Nyquist's fundamental theorem

$$ p_R = K T_R A_v $$  \[(II.35)\]

$(K =$ Boltzmann’s constant), is related to the power $p_R$ delivered to a detector and to the receiver bandwidth $A_v$.

The receiver bandwidth $A_v$ is generally defined as the difference between both frequencies at which the output signal falls to half of the value measured at the center frequency which is the nominal receiving frequency.

The noise temperature $T_R$ would be equal to an effective aerial temperature $T_A$ of an aerial delivering just as much noise as generated by the receiver.

The receiver noise can be specified also by another parameter, the noise factor or noise figure $N_R$ taking an aerial at ambient temperature $T_0$ as reference. The noise factor is defined as the ratio of the total noise power to the noise power if the
Plate A: View from the air showing the Culgoora radioheliograph. 96 aerials equally spaced around the circumference of a circle of 3 km diameter are used for reception of 80 and 160 MHz, whilst 48 aerials around a circle of slightly less diameter are used for reception of 43 MHz. (Courtesy of J. P. Wild and K. V. Sheridan).

Plate B: The central Culgoora observatory building which houses the radioheliograph and radio-spectrograph equipments. (Courtesy of J. P. Wild and K. V. Sheridan).
Plate C: View of a part of the Pulkovo-type large radio telescope RATAN-600 erected in the Caucasus mountains. (Courtesy of Y. N. Parijskij).

Plate D: View of the 100m-Effelsberg radio telescope. (Courtesy of O. Hachenberg).
receiver would be ideally noise-free

\[ N_R = (K T_0 \Delta v + p_R)/K T_0 \Delta v) \]  

(II.36)

Hence it follows

\[ p_R = (N_R - 1) K T_0 \Delta v \]  

(II.37)

and

\[ T_R = (N_R - 1) T_0 \]  

(II.38)

i.e. for an ideal receiver without noise it would follow that \( p_R = 0, T_R = 0, \) and \( N_R = 1. \)

The above quoted quantities are particularly useful for linear amplification. More general, if nonlinearities are to be taken into account, an amplification or gain factor \( G \) is defined by

\[ G = dP/dp \]  

(II.39)

where \( P \) is the output power delivered to a detector and \( p \) is the input power at the aerial terminals. Determining the sensitivity of a receiver which is limited by the r.m.s. fluctuations of the output receiver temperature \( \Delta T_{\min} \), another important relation can be quoted

\[ \Delta T_{\min} = a T_{\sys}/(\Delta v \cdot \tau)^{1/2} \]

\[ \sim N_R/(\Delta v \cdot \tau)^{1/2} \]  

(II.40)

where \( \Delta T_{\sys} \) is the system temperature consisting of the effective aerial temperature and the receiver noise temperature, \( \Delta v \) is the receiver bandwidth, \( \tau \) is the receiver integrating time or time constant, and \( a \) is a constant depending on the receiver type. From relation (II.40) it follows immediately, that even for an ideal noise-free receiver an increase of the sensitivity (smaller \( \Delta T_{\min} \) values) must be purchased with an increase of the receiver bandwidth or of the integrating time.

2.3.2. Basic Types of Receivers

a. General Principles

The basic principles of the receivers used in radio astronomy are generally the same as of those used in other fields of radio science and radio engineering, although the development of radio astronomy initiated great progress in the whole field. A very common standard type is the superheterodyne receiver which is known to be widely used for many purposes in radio engineering.

Figure II.5 displays the schematic diagram of a superheterodyne receiver to be regarded as an example for one of the simplest receivers applied for radio astronomical tasks. Here the signal power delivered by the aerial is usually preamplified in a RF (radio frequency) amplifier (preamplifier). Then the signal is mixed with a power at different frequency \( v_0 \) produced in a local oscillator resulting in a signal at an intermediate frequency (IF) which is proportional to the input RF signal power.

Next the IF signal is amplified in an IF amplifier making the largest contribution to the gain of the receiver. This stage is followed by a detector, converting the ampli-
fied signal by rectifying it into a low-pass signal. Most detectors have a square-law characteristic, so that the output voltage is directly proportional to the input power of the detector.

The stages of a receiver placed before the detector are called the predetection section or high-frequency part of the receiver. The part of the receiver following the detector is called the postdetection section or the low-frequency part of the receiver. It mainly consists of a low-frequency amplifier, the integrator, and a recording system. The choice of integration time results from a compromise between the required sensitivity and time resolution according to Equation (11.40). In most cases of applications in radio astronomy the simple superheterodyne receivers suffer from high receiver noise. Historically, a first step to overcome this difficulty consisted in applying the compensation method. Here the receiver noise was compensated by an equal d.c. voltage in the postdetection section. But this method has the great disadvantage that unwanted variations of the amplification are not compensated. Such gain variations can be principally eliminated, if the modulation method introduced by Dicke (1946) is applied. In this method the receiver input is continuously switched between the aerial output and a reference noise source, whereas the switch frequency is sufficiently high in relation to the occurring gain variations (switches employed in solar radio telescopes are ferrite or semiconductor switches, sometimes also mechanical or photo-mechanical modulating switches are used; as noise gen-

Fig. II.5. Basic elements of different receiver types: (a) - superheterodyne, (b) - Dicke's principle, (c) - Ryle's and Vonberg's principle, where P = preamplifier, M = mixer, O = local oscillator, IF = intermediate-frequency amplifier, D = (square-law) detector, LF = low-frequency amplifier, PD = phase-sensitive detector, C = calibration noise generator, SC = servo control.
erators gas discharge tubes are used at shorter wavelengths ($\lambda < 10$ cm), while at longer wavelengths diode noise generators are employed. Simultaneously in the postdetection stage the rectified noise signal is switched (multiplied) into two identical integrators (RC-combinations with a time constant much larger than the reciprocal switch frequency, $\tau \gg 1/v_s$) formed by the phase-sensitive detector (synchronous demodulator). An output voltage is measured which corresponds to the difference $\Delta T$ of the noise temperatures of the aerial $T_A$ and of the reference noise source $T_C$ which for not too strong signals ($T_A \approx T_C$) is nearly independent of gain variations.

It is to be noted that due to the comparison with the reference noise source only about one half of the measuring time is exploited and the same fraction of the available signal power is used by the receiver. A better efficiency of signal power conversion can be achieved by switching the aerial between two identical Dicke-type receivers. Such a device has been described by Graham (1958).

Since in the Dicke-type receivers, gain instabilities are optimally eliminated if the receiver is balanced, it is convenient to introduce an automatic balance. This principle of null-balancing Dicke receivers was first employed by Machin et al. (1952) (cf. also Figure II.5c). By means of a servo-control the output of the noise generator is instantaneously maintained at the noise level entering from the aerial and can be directly recorded.

Fig. II.6. Noise temperatures of different types of amplifiers and sky background levels.
b. Low-Noise Amplifiers

If higher sensitivity is required, special low-noise amplifiers are used in radio astronomy. Such devices are acting as negative resistors. Special realizations are known employing masers, parametric amplifiers, tunnel diodes, and traveling-wave amplifiers. The former two are typical narrow-band amplifiers, the latter two are also suitable for broad-band amplification. Low-noise amplifiers are mainly used as RF preamplifiers. Their introduction was of vital importance especially for the development of nonsolar radio astronomy and has led to a new era of electronics in general. Concluding these remarks we give a short summary of noise temperatures attained by some typical devices as a function of frequency in comparison to the background temperatures of the sky and the Earth’s atmosphere demonstrated by Figure II.6.

2.4. Polarization Measurements

2.4.1. Fundamentals of polarized radiation

In general extraterrestrial radio waves are partly polarized, i.e. they contain a polarized and a ‘nonpolarized’ (≡ randomly polarized) part, $I_{v,\text{pol}}$ and $I_{v,\text{ran}}$, respectively. The degree of polarization is defined as

$$\rho = \frac{I_{v,\text{pol}}}{I_v}$$

where

$$I_v = I_{v,\text{pol}} + I_{v,\text{ran}}.$$  \hspace{1cm} (II.42)

It follows that $0 \leq \rho \leq 1$; for totally polarized radiation we have $I_{v,\text{ran}} = 0$ and $\rho = 1$, for totally ‘unpolarized’ radiation there is $I_{v,\text{pol}} = 0$ and $\rho = 0$.

As a matter of fact the state of polarization refers to waves received in a given (more or less narrow) frequency band, time interval, and direction angle. In the general case of elliptically polarized electromagnetic waves the electric wave vector traces out ellipses in the wave-normal plane. Limiting cases of the elliptic polarization are the circular and linear polarization.

Determining right- and left-handed circular or elliptical polarization several definitions are used in the literature, which, in order to avoid confusion, are listed together in Table II.2. In the following we are using the definition generally applied in radio astronomy, according to which the polarization is called right-handed if the electric wave-field vector rotates clockwise in a fixed plane perpendicular to the wave normal viewed in direction of the wave propagation. The opposite case of anti-clockwise rotation refers to left-handed polarization demonstrated by Figure II.7. It is also shown in Figure II.7, that a right-handed polarized wave traces out a left-handed screw in space and vice versa.

It is well known that any state of wave polarization can be uniquely determined by the specification of four parameters. Such parameters are, for instance, the axial ratio $\rho$, an orientation angle $\chi$, the intensity $I_v$, and the degree of polarization $\rho$. 


### TABLE II.2
Definitions of right- and left-handed polarization

<table>
<thead>
<tr>
<th>Wave propagation</th>
<th>Gyration</th>
<th>Sense of polarization</th>
<th>Magnetic polarity on Sun</th>
<th>Case of Fig. II.7</th>
<th>Screw space dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>↑↑ $H_z$</td>
<td>electronic</td>
<td>right left right</td>
<td>north</td>
<td>A</td>
<td>left</td>
</tr>
<tr>
<td>↑↓ $H_z$</td>
<td>electronic</td>
<td>left right right</td>
<td>south</td>
<td>B</td>
<td>right</td>
</tr>
<tr>
<td>↑↑ $H_z$</td>
<td>ionic</td>
<td>left right left</td>
<td>north</td>
<td>C</td>
<td>right</td>
</tr>
<tr>
<td>↑↓ $H_z$</td>
<td>ionic</td>
<td>right left left</td>
<td>south</td>
<td>D</td>
<td>left</td>
</tr>
</tbody>
</table>

- Definition commonly used in radio astronomy (observer looks into the direction of wave propagation).
- Definition used in crystal optics (observer looks at the source).
- Definition used in laboratory plasma physics (observer looks into the direction of the magnetic field $H_z$).

---

![Diagram](image)

**A)** Electronic gyration $H_z \parallel \vec{k}$

(or D) Ionic gyration if $H_z \perp \vec{k}$

---

**B)** Electronic gyration $H_z \perp \vec{k}$

(or C) Ionic gyration if $H_z \parallel \vec{k}$

Fig. II.7. On the geometry of right- and left-handed polarization.
which can be transformed into the often used Stokes parameters $I$, $Q$, $U$, and $V$:

$$I_v = I$$

$$\rho = (Q^2 + U^2 + V^2)^{1/2}/I$$

$$\sin(2\sigma) = V/(Q^2 + U^2 + V^2)^{1/2}$$

$$\tan(2\chi) = U/Q,$$  \hspace{1cm} (II.43)

where $p = \tan \sigma$ and $I_{v,\text{pol}} = (Q^2 + V^2 + U^2)^{1/2}$ (Chandrasekhar, 1960; Cohen, 1958). Hence it follows

$$I = I_{v,x} + I_{v,y} = I_v$$

$$Q = I_{v,\text{pol}} \cos(2\sigma) \cos(2\chi) = I_{v,x} - I_{v,y}$$

$$U = I_{v,\text{pol}} \cos(2\sigma) \sin(2\chi) = 2E_{0x}E_{0y} \cos(\phi_x - \phi_y)$$

$$V = I_{v,\text{pol}} \sin(2\sigma) = 2E_{0x}E_{0y} \sin(\phi_x - \phi_y),$$ \hspace{1cm} (II.44)

where $E_{0x}$ and $E_{0y}$ are the time-averaged amplitudes of the wave $E$-vector:

$$E_{x,\text{pol}}(t) = E_{0x} \sin(\omega_0 t - \phi_x)$$

$$E_{y,\text{pol}}(t) = E_{0y} \sin(\omega_0 t - \phi_y)$$ \hspace{1cm} (II.45)

and

$$I_{v,x} = I_{v,x,\text{pol}} + I_{v,\text{ran}}/2$$

$$I_{v,y} = I_{v,y,\text{pol}} + I_{v,\text{ran}}/2.$$ \hspace{1cm} (II.46)

For linear polarization the degree of polarization is

$$\rho_l = \frac{I_{v,x} - I_{v,y}}{(I_{v,x} + I_{v,y}) \cos(2\chi)}$$

$$= Q/(I \cos(2\chi)) = \rho \cos(2\sigma)$$

$$= U/(I \sin(2\chi)) = (Q^2 + U^2)^{1/2}/I.$$ \hspace{1cm} (II.47)

Circular polarization is described by

$$I = I_{v,r} + I_{v,l}$$

$$Q = 2E_{0r}E_{0l} \cos(\phi_r - \phi_l)$$

$$U = 2E_{0r}E_{0l} \sin(\phi_r - \phi_l)$$

$$V = I_{v,l} - I_{v,r},$$ \hspace{1cm} (II.48)

where $I_{v,r}$, $I_{v,l}$, $E_{0r}$, $E_{0l}$ denote the corresponding right- or left-handed circularly polarized components of $I_v$ and $E_0$, respectively. The degree of circular polarization is given by

$$\rho_c = |V|/I = (I_{v,l} - I_{v,r})/(I_{v,l} + I_{v,r})$$

$$= \rho \sin(2\sigma).$$ \hspace{1cm} (II.49)
In the general case we have

\[ \rho = (\rho^2 + \rho_e^2)^{1/2}. \]  

(II.50)

The intensities \( I_v.x , I_v.y \), and \( I_v.x , I_v.y \) are measurable by use of linearly and circularly polarized antennas, respectively. As is indicated e.g. by the set of Equation (II.44) the full determination of the polarization involves phase measurements and the execution of the cross correlation of the signals of oppositely polarized aerials.

2.4.2. Polarimeters

A principal possibility to perform polarization measurements delivering information about the four Stokes parameters or equivalent quantities is sketched in Figure II.8. Using two oppositely (linearly or circularly) polarized antennas, the outputs of two channels 1 and 3 are proportional to \( I_x \) and \( I_y \) (or \( I_r \) and \( I_i \)), respectively, if

\[ A \]

\[ E_{ox} \quad E_{oy} \]

\[ ( \text{or } E_{or} \quad E_{oe} ) \]

\[ \phi_x - \phi_y \]

\[ ( \text{or } \phi_r - \phi_e ) \]

Fig. II.8  Block diagram of a polarimeter: PS – phase shifter, M – mixer, A – amplifier, PM – phase meter, R – receiver.
square-law detectors are applied. The signal from the second antenna is subjected to a continuous phase sweeping at a frequency \( \omega_{\text{sweep}} \ll \omega \). Then by the action of a mixer, channel 2 displays the correlation of the polarized part of the emission at the sweep frequency of the phase shifter (in the case of random polarized emission this component becomes zero). Finally, the phase information is obtained in channel 4.

There are, of course, a number of different possible ways to get polarization measurements. In practice, for instance, especially when using linearly polarized aerials, the phase measurements are often omitted, in other cases only two Stokes parameters (e.g. \( I \) and \( V \)) are measured. Another practicable approach to polarization measurements is to measure only intensities by means of four independent antennas. This yields e.g. \( I_x, I_y, I_p \), and \( I_l \), replacing channels 2 and 4 of Figure 11.8. Adding further aerials (e.g. crossed dipoles shifted by 45°), redundant information is obtained which can be used for checking the measurement determining instrumental errors. An example of this kind was given by Suzuki and Tsuchiya (1958).

Similar to optical devices the principle of using a combination of quarter-wave plates can be applied in radio astronomy. This technique was adopted for the study of microwaves. Some historically interesting solutions for putting a \( \lambda/4 \) plate before and behind the aperture plane of the aerial and other details were described by Covington (1951), Korolkov et al. (1960), and Akabane (1958).

Turning to a general description, the transmission of (quasimonochromatic) radiation through a receiver can be expressed in terms of a transmission matrix

\[
(T) = T_{mn},
\]

so that

\[
E_x = T_{11}E_x + T_{12}E_y
\]

\[
E_y = T_{21}E_x + T_{22}E_y
\]

if \( E_x, E_y \) and \( E_x, E_y \) represent the output and input waves, respectively (periodic factors omitted for simplicity).

Similarly the transmission of the Stokes parameters can be written

\[
\begin{pmatrix}
I' \\
Q' \\
U' \\
V'
\end{pmatrix} =
\begin{pmatrix}
\chi_{11} & \chi_{12} & \chi_{13} & \chi_{14} \\
\chi_{21} & \chi_{22} & \chi_{23} & \chi_{24} \\
\chi_{31} & \chi_{32} & \chi_{33} & \chi_{34} \\
\chi_{41} & \chi_{42} & \chi_{43} & \chi_{44}
\end{pmatrix}
\begin{pmatrix}
I \\
Q \\
U \\
V
\end{pmatrix} = (M)
\begin{pmatrix}
I \\
Q \\
U \\
V
\end{pmatrix}
\]

where \((M)\) is called the instrumental matrix. The connection between \((T)\) and \((M)\) is established in the following way
\[
(T) = \frac{1}{2} \left( \left[ (\alpha_{11} + \alpha_{12}) + (\alpha_{22} + \alpha_{11}) \right] \left[ (\alpha_{11} - \alpha_{12}) - (\alpha_{22} - \alpha_{21}) \right] \right) \quad \text{(II.54)}
\]

and

\[
(M) = \frac{1}{2} \left( \begin{array}{c}
(T_{11}^2 + T_{12}^2 + T_{21}^2 + T_{22}^2) - (T_{11}^2 - T_{12}^2 - T_{21}^2 + T_{22}^2) \\
(T_{11}^2 + T_{12}^2 + T_{21}^2 + T_{22}^2) - (T_{11}^2 - T_{12}^2 - T_{21}^2 + T_{22}^2) \\
(T_{11}^2 + T_{12}^2 + T_{21}^2 + T_{22}^2) - (T_{11}^2 - T_{12}^2 - T_{21}^2 + T_{22}^2) \\
(T_{11}^2 + T_{12}^2 + T_{21}^2 + T_{22}^2) - (T_{11}^2 - T_{12}^2 - T_{21}^2 + T_{22}^2) \\
(T_{11}^2 + T_{12}^2 + T_{21}^2 + T_{22}^2) - (T_{11}^2 - T_{12}^2 - T_{21}^2 + T_{22}^2) \\
(T_{11}^2 + T_{12}^2 + T_{21}^2 + T_{22}^2) - (T_{11}^2 - T_{12}^2 - T_{21}^2 + T_{22}^2)
\end{array} \right) \quad \text{(II.55)}
\]

The knowledge of these components is of practical importance, e.g. for absolute calibrations of polarimeters (cf. Priese, 1972).

Refined techniques can be developed to combine polarization measurements with interferometers and spectrographs. A detailed discussion of these matters, however, is outside the scope of this short introduction.

2.5. Absolute Calibration Experiments

2.5.1. General Aspects

In essence most observations in solar radio astronomy refer to relative measurements, i.e. the measured quantities are primarily obtained in a more or less arbitrary scale of units. In such a way e.g. the fluxes of solar radio bursts can be expressed in units of the undisturbed pre-burst level based on units of the receiver noise etc. For an exact determination of solar brightness temperatures, the derivation of spectra, and for many other purposes, however, the knowledge of absolute flux or intensity values expressed in well defined physical units (e.g. in the mks system) is needed. As in other fields of experimental physics the absolute measurements are much more difficult and more expensive than relative measurements only. For this reason an absolute calibration of radio astronomical receivers is carried out in very few observatories delivering reference values which can be easily adopted by other stations. Such reference fluxes are known e.g. in the microwave region for the quiet Sun + S-component and the Moon. At longer wavelengths reference fluxes are available by cosmic radio sources, e.g. the galactic radio source Cassiopeia A.

2.5.2. Standard-Radiometer and Standard-Field Methods

For an absolute determination of an unknown radiation at a fixed frequency, the gain of the aerial and the scale of the receiver must be calibrated. In the case of polarization measurements, the instrumental matrix \((M)\) must be known. In practice
two main methods of absolute calibrations have been developed, the standard-radiometer method and the standard-field method.

Considering the first method, a standard radiometer consists of a standard antenna and a standard receiver. For a standard antenna, the horn antenna is most conveniently used. For this type of antenna the gain can be properly calculated (Schelkunoff and Friis, 1952) and a sufficient conformity between theory and experiment has been proved (cf. Fürstenberg, 1966). Another problem is the exact determination of the noise-temperature scale. The fundamental calibration norm is obtained from the thermal noise of a resistor of accurately known temperature. The principal scheme of such a calibration experiment demonstrating the comparison between calibration source, horn antenna, and calibrated antenna as well as between the standard radiometer and the radiometer which is to be calibrated is sketched in Figure II.9. In this way, with a rather sophisticated treatment regarding both, the accurate operation of the receiver and precisely working noise norms, accuracies of about 1‰ have been achieved (Findlay, 1966; Priese, 1972). It should be mentioned, that for wavelengths below 10 cm the attenuation of the Earth’s atmosphere becomes noticeable and must be taken into account.

The application of the standard-radiometer method requires some efforts con-
cerning the need of a standard receiver of high precision. To a certain extent these efforts are reduced by the 'standard-field method' (Mollwo, 1957). Here a calibrated transmitter connected with a horn antenna produces a known standard-radiation field which is received by the radiometer to be calibrated. The difficulty of the absolute calibration is then transformed to the problem of developing a sufficiently constant and reliable standard-radiation source which involves similar steps of comparison as in the standard-radiometer method. If the transmitter horn is mounted on a little tower, the aerial of the radiometer which is to be calibrated must be directed towards the calibration source measuring the incoming radiation. Advantages of this method are the possibility of quick repetitions and an overall calibration of the radiometer from the aperture plane up to the output meter. A certain inconvenience of the method lies in the necessary consideration of the near-field errors of the radiation field and in the elimination of the interference of ground reflections (Michel, 1965; Priese, 1969).

The history of solar absolute measurements especially in the microwave region and a summary of the most conclusive results were described by Tanaka et al. (1973). Further details and consequences of these results will be considered in Chapter III.

2.6. Spectrography

2.6.1. Swept-frequency spectrographs

Spectrographs are used for two main purposes in radio astronomy. The first goal is the study of narrow atomic or molecular line profiles which are currently of interest for nonsolar radio astronomy since line emissions from the Sun are below the limit of detectability in the classical radio range.

The second field of application of radio spectrographs is the observation of transient features and spectral fine structures in a broader frequency range which have a great relevance especially to the study of solar burst phenomena.

Radio spectrographs can be divided into swept-frequency and multichannel spectrographs. Furthermore one can distinguish between analog and digital spectrographs. The first solar radio spectrograph was initiated by Wild and McCready (1950) employing an analog swept-frequency technique. The equipment consisted of a nonselective aerial and a receiver which was motor-driven tuned over a frequency range of nearly one octave within about 0.1 s. Later on, the principle was applied to cover the frequency range of several octaves. The output of the spectrograph displaying a time-frequency pattern can be easily recorded by a moving 35 mm-film photographing the screen of a cathode-ray oscillograph tube. For this purpose the beam of the oscillograph is intensity-modulated by the signal strength and scanned across the width of the film according to the frequency sweep. In this way a plot of the brightness-modulated flux density versus time and frequency is obtained which is called a dynamic spectrum. During recent decades swept-frequency spectrographs have found a wide application for the continuous patrol or solar burst emissions in the m- and dm-region. Latest achievements provide a multicolor display allowing the recognition of polarized emissions.
2.6.2. **Multichannel Spectrographs**

Swept-frequency spectrographs have the disadvantage of a comparatively poor intensity resolution and low sensitivity due to the fact that only one channel is received, tuned over the spectrum. Multichannel spectrographs are overcoming these restrictions. Their development leads to new generations of solar radio spectrographs, especially in combination with the digital data processing techniques. A prominent example for an analog multichannel solar spectrograph is the Utrecht radio spectrograph at Dwingeloo (van Nieuwkoop, 1971). This instrument contains sixty channels originally distributed at equal distances between 160 and 320 MHz. The simplified block diagram of the radio spectrograph is reproduced in Figure II.10. The output of the spectrograph is given in two ways: Firstly, in the form of a normal logarithmical flux display (dynamical range 15 dB) and secondly, as a representation of fast superimposed flux variations (dynamical range ±1.7 dB) from a floating zero level derived with a time constant of 3 s for each channel. Due to this differentiating technique the spectrograph is well suited for the study of short-time fluctuations.

New facilities are opened by the recent advances of high-speed digital electronics technology. Apart from the inherent opportunity of a customary data handling by software the possibilities to include special blocks in hardware, e.g. adopting the

TABLE II.3
Characteristics of solar radiospectrographs (after Linse ct al., 1975)

<table>
<thead>
<tr>
<th>Type</th>
<th>Typical number of channels</th>
<th>Relative sensitivity</th>
<th>Characteristic dynamic range</th>
<th>Band pass [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analog techniques</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swept-frequency</td>
<td>~50</td>
<td>~1/sweep speed</td>
<td>~10^3</td>
<td>unlimited</td>
</tr>
<tr>
<td>Multichannel</td>
<td>1</td>
<td>1</td>
<td>~10^3</td>
<td>unlimited</td>
</tr>
<tr>
<td>Digital techniques</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFT</td>
<td>10^3</td>
<td>~1</td>
<td>~10^3</td>
<td>10</td>
</tr>
<tr>
<td>Autocorrelator</td>
<td>10^3</td>
<td>~0.7</td>
<td>~10^2</td>
<td>10</td>
</tr>
</tbody>
</table>

autocorrelation and fast Fourier transform technique, appear very attractive. The principle of a coherent radiospectrograph based on the fast Fourier transform (FFT) was described by Linse ct al. (1975). Using the digital techniques, the FFT is implemented into the hardware of the spectrometer. By maintaining coherence in signal processing predetection removal can be accomplished in real-time, whereas the spectrometer works either in a mode set for a specific dispersion or in a mode covering a broad range of dispersion. The above spectrometer system was particularly designed to operate in the microwave range in real-time for 10 MHz bandwidth by direct digital calculation of a 10 bit, 1024 point spectrum in 0.1 ms in either the frequency or dispersion domain. In this way the time resolution can be improved by nearly 100 times in comparison to former spectrographs.

A compilation of some characteristics of different types of spectrographs is shown in Table II.3.

2.7. Interferometry and Heliography

Because of the limited angular resolution of single aerials special efforts are to be made to overcome this restriction. The question is invariably connected with the scale of wavelengths in the radio range requiring correspondingly large size antenna systems. It is quite evident that a simple increase of the aperture diameter of a single aerial (e.g. parabolic mirror) has technical and economical limitations and therefore other ways must be found to obtain the desired resolution power. Improved resolution has been achieved by interferometer techniques which play a prominent role in radio astronomy and have been grown in several variants.

2.7.1. Two-element (adding) interferometers

The simplest form of an interferometer is the (adding) two-element or twin-wave interferometer. Its principle follows from Young’s well-known diffraction experiment in optics which was first applied to an optical telescope by Michelson in 1892 and adapted to radio astronomy by McCready et al. (1947) in the form of the cliff-interferometer; and by Ryle and Vonberg (1946, 1948) in its proper form. In essence the aerial system consists of two identical antennas spaced at a distance $a$, the inter-
ferometer base, connected in parallel to the receiver input (Figure II.11). Observing
a point source in direction $\vartheta$ the phase difference between the signals from the two
antennas is $ka \sin \vartheta$ (where $k = 2\pi/\lambda$). The power at the receiver input is

$$P(\vartheta) = P_0(\vartheta) \left[ 1 + \cos \left( \frac{2\pi}{\lambda} a \sin \vartheta \right) \right].$$

(II.56)

if $P_0(\vartheta)$ is the power from a single antenna element. For larger antenna spacings $a$
the number of lobes or fringes in the interferometer pattern increases, i.e. the fringe
spacing decreases. The condition for the occurrence of the pattern minima and
maxima is

$$\psi_{\text{min}} = (2n + 1) \pi, \quad \psi_{\text{max}} = 2n\pi$$

where $\psi = (2\pi/\lambda) a \sin \vartheta$ and $n = 0, 1, 2, 3, \ldots$ is the fringe order.

In the general case of an extended radiation source the observed flux density is
the convolution of the true angular distribution of the source's brightness $I_{\nu}(\vartheta)$ and
the aerial pattern $P_{\nu}(\vartheta)$ for one direction:

$$S_{\nu}(\vartheta, a/\lambda) = \int_0^\vartheta P_{\nu}(\vartheta) I_{\nu}(\vartheta - \vartheta') \left\{ 1 + \cos \left[ \frac{2\pi}{\lambda} a \sin (\vartheta - \vartheta') \right] \right\} d\vartheta'.$$

(II.57)

($\lambda = \text{source diameter}$).
If the source extent is small in comparison with the single-element pattern of the interferometer, then it follows

\[
S_v(\vartheta, a/\lambda) = P_v(\vartheta) \left\{ \int_0^{\pi} I_v(\vartheta - \vartheta') d\vartheta' + \right. \\
+ \int_0^{\pi} I_v(\vartheta - \vartheta') \cos \frac{2\pi}{\lambda} a \sin(\vartheta - \vartheta') d\vartheta' \right\}.
\]

(II.58)

If the observation is made in the main lobe, i.e. \( P_v(\vartheta) = 1 \), one obtains

\[
S_v(\vartheta, a/\lambda) = S_{v,0}(1 + W),
\]

(II.59)

where

\[
W = (1/S_{v,0}) \int_0^{\pi} I_v(\vartheta - \vartheta') \cos \frac{2\pi}{\lambda} a \sin(\vartheta - \vartheta') d\vartheta'
\]

and \( S_{v,0} \) is the flux density of the source. In this way \( S_v(\vartheta, a/\lambda) \) is expressed as the sum of a constant and a variable part.

For ‘point sources’, where \( \vartheta - \vartheta' \ll \pi \), we have

\[
W(\vartheta, a/\lambda) = (1/S_{v,0}) \left\{ \cos \left( \frac{2\pi}{\lambda} a \vartheta \right) \int_0^{\pi} I_v(\vartheta) \cos \frac{2\pi}{\lambda} a \vartheta' d\vartheta' + \right. \\
+ \sin \frac{2\pi}{\lambda} a \vartheta \int_0^{\pi} I_v(\vartheta) \sin \frac{2\pi}{\lambda} a \vartheta' d\vartheta' \right\}.
\]

(II.60)

This can be expressed in the form of a cosine law

\[
W(\vartheta, a/\lambda) = W_0(a/\lambda) \cos \left[ \frac{2\pi}{\lambda} a (\vartheta - \Delta \vartheta) \right],
\]

(II.61)

where \( W_0(a/\lambda) \) represents the fringe amplitude and \( \Delta \vartheta \) is the fringe displacement angle for a point source.

For illustration, some typical interferometer patterns are schematically shown for different cases in Figure II.12. From the foregoing equations it follows that

\[
W_0(a/\lambda) e^{i2\pi(a/\lambda)\Delta \vartheta} = (1/S_{v,0}) \int_{-\infty}^{\infty} I_v(\vartheta) e^{i2\pi(a/\lambda)\vartheta} d\vartheta
\]

(II.62)

which corresponds to a Fourier transform of the source brightness. Then the brightness distribution itself is obtained, in principle, by the inverse Fourier transform

\[
I_v(\vartheta) = S_{v,0} \int_{-\infty}^{\infty} W_0(a/\lambda) e^{-i2\pi(a/\lambda)\vartheta - \Delta \vartheta} d(a/\lambda).
\]

(II.63)

This implies that for a practical application of this interferometric method, observations at various aerial spacings and/or at different wavelengths are required in order to derive the brightness distribution \( I_v(\vartheta) \). Furthermore, no influences of other con-
fusing sources should disturb the observed interferometer pattern and other technical interferences (effect of finite bandwidth, degree of stability of phase, amplitude, and frequency, the attenuation and matching of the aerial feeder system, etc.) must be taken into account.

For the above mentioned reasons, twin-wave interferometers are only employed in solar radio astronomy for more or less rough observations, e.g. as depending on the parameter $a/\lambda$ to separate the whole Sun from the sky, to separate active regions from the background of the undisturbed Sun, or to eliminate burst centers.

Extensions of the interferometer method have been made in many directions. Some of them will be briefly discussed in the following subsections.

### 2.7.2. Phase-Switched (Multiplying) Interferometers

The phase-switched interferometer, which was first introduced by Ryle (1952), operates according to the following principle: The phase of one of the aerials of a two-element interferometer is periodically (e.g. every 30 Hz) reversed and the difference of both patterns is recorded at the receiver output. The result is a record with fringes oscillating around the zero line (Figure II.12). The switching technique has considerable advantage through increased sensitivity and stability suppressing gain fluctuations of the receiver and eliminating variations of the background level. The switching process filters out only the high-frequency band of the Fourier components, which carries the essential information of the interferometer observations, whereas the low-frequency part, which is subject to unwanted interferences, is removed.

The received wave fields at the terminals of two identical aerials are for the case of phase coincidence (subscript 1 – upper sign) and phase reversal (subscript 2 – lower sign)

$$E_{1,2}\left(\vartheta\right) = E_0\left(\vartheta\right) \left[ e^{i\pi (a/\lambda) \sin \delta} \pm e^{-i\pi (a/\lambda) \sin \delta} \right]. \quad (II.64)$$
Correspondingly the power pattern is given by

\[ P_{1,2}(\theta) = |E_0(\theta)|^2 (e^{i\pi(a/\lambda)\sin \theta} \pm e^{-i\pi(a/\lambda)\sin \theta}) \times (e^{i\pi(a/\lambda)\sin \theta} \pm e^{-i\pi(a/\lambda)\sin \theta})^*, \]  

(II.65)

where the asterisk denotes conjugate complex quantities.

The recorded pattern is

\[ P(\theta) = P_1(\theta) - P_2(\theta) = |E_0(\theta)|^2 (e^{2i\pi(a/\lambda)\sin \theta} + e^{-2i\pi(a/\lambda)\sin \theta}). \]  

(II.66)

In the case of nonidentical aerials \((a, b)\) one obtains

\[ P(\theta) = E_a(\theta) E_b^*(\theta) e^{2i\pi(a/\lambda)\sin \theta} + E_a^*(\theta) E_b(\theta) e^{-2i\pi(a/\lambda)\sin \theta}. \]  

(II.67)

In the case of symmetry \(E_{a,b}(\theta) = E_{a,b}^*(\theta)\) there follows

\[ P(\theta) = E_a(\theta) E_b(\theta) \cos \frac{2\pi a}{\lambda} \sin \theta. \]  

(II.68)

which gives the reason for the alternative name ‘multiplying interferometer’.

2.7.3. Swept-lobe interferometers

In the foregoing sections we have considered drift interferometers, that means the passage of the received radiation through the aerial lobe pattern is caused by the movement of the source or Earth rotation. In contrast to this the swept-lobe interferometer technique produces an artificial beam sweeping. It was introduced into solar radio astronomy by Little and Payne-Scott (1951) and has essential advantages for the study of short-lived phenomena like solar bursts, since beam-sweeping speeds with scanning rates of small fractions of a second (of time) can be achieved, which would otherwise not be possible by a mere beam passage due to the Earth’s rotation. The beam sweeping is obtained by a continuous change of the relative phase of the signals applying a phase changing unit (phase shifter) in the local oscillator circuit. The application of this technique together with the phase switching system allows the possibility of applying preamplifiers behind each aerial. The usual difficulty of an inequality and instability of the preamplifiers does not make a great effect on the measurement because the long-periodic component of the output signal is not influenced.

2.7.4. Special arrangements

a. Receipt of Polarization

If the two aerials of a twin-wave interferometer are oriented in planes perpendicular to each other, the state of the polarization of the received waves can be determined from the information of the phase and the amplitudes of the received pattern. This technique was first used for the observation of solar bursts by Payne-Scott and Little (1951) in combination with the swept-lobe interferometer.
b. **Swept-Frequency Interferometer**

The method of swept-frequency interferometry was introduced by Wild and Sheridan (1958) into solar radio astronomy. Here the receiver frequency is periodically swept over a certain frequency range producing a sinusoidal output pattern changing with time and frequency. A second interferometer with a different baseline can be used in order to eliminate ambiguities in the determination of the main lobe. By means of this method the position of radio sources (e.g. bursts in the corona) can be evaluated as a function of frequency and time.

c. **Wide-Band Interferometry**

In general the theory of interferometers is applied to conditions of the receipt of 'monochromatic waves'. The effect of finite bandwidth produces a progressive reduction of the fringe amplitude of the higher orders. In extreme cases the fringes are smeared over. This property has been applied e.g. by Vitkevich (1953) to construct a wide-band interferometer having only one central lobe of sufficient angular resolution.

d. **Long-Baseline Interferometry and Very-Long-Baseline Interferometry**

Because the angular resolution power of an interferometer depends on the linear extent of its baseline, an increase of the distance between the aerials is of high practical interest. Whereas in conventional interferometers with smaller aerial distances (up to a few kilometers) links by cables or waveguides are still practicable, for longer baselines radio links have to be used. In the latter case the maintenance of the phase stability becomes a fundamental technical problem. A solution was offered by the post-detection correlation interferometer introduced by Hanbury-Brown and Twiss (1954). By this method the low-frequency signals resulting from the square-law detection are combined in a correlator.

Devices with separate square-law detectors for each interferometer channel are called *intensity interferometers*.

In contrast to the conventional and long-baseline interferometry, where the elements of an interferometer are linked by high-frequency techniques, i.e. cables (waveguides) or radio relays, respectively, the very-long-baseline interferometry makes use of a tape recording system which can be transported over great distances from one station to the other (cf. Figure II.13). This method is mainly applied to nonsolar radio astronomy providing resolutions of one-thousandth second of arc and better for intercontinental baselines. The signals from each aerial are separately recorded and later compared in a digital computer or special correlator. To do this, two requirements must be met. First the recordings at the different tapes must be synchronized with a precision of about 1 μs. Secondly, the intermediate frequency signals, which lastly are to be correlated, must be produced by oscillators remaining coherent over the observing time. Thus the phase changes of the oscillators must be small enough so that the change in frequency is less than the reciprocal of the recording time. This can be achieved by means of atomic frequency standards. Favored by the properties of the Earth's atmosphere the very-long-baseline radio interferometry attains resolutions far better than those achieved by ground-based optical astronomy. More recently radio links by artificial satellites have been proposed.
2.7.5. THE GRATING (MULTIELEMENT) INTERFEROMETER

In order to observe (nonstationary) brightness distributions, which is a common task in solar radio astronomy, two-element interferometers with a fixed baseline are not sufficient in general. Two-element interferometers could solve the task of the localization of a source, i.e., determine its position (and angular size). For a determination of the brightness distribution of a local radio source, however, the knowledge of a greater number of Fourier-components is required according to Equation (II.63). This can be achieved either by an interferometer of variable baselines, which requires a lot of observing time and analysis, or, better, by multielement interferometers.
Taking such a multielement or grating interferometer (analogously to optical gratings) consisting e.g. of \( N \) identical aerials spaced by equal distances \( a \) between each other, the reception pattern is

\[
A(\theta, \phi) = A_0(\theta, \phi) \frac{\sin^2 \left( N \pi \frac{a}{\lambda} \sin \theta \right)}{N^2 \sin^2 \left( \pi \frac{a}{\lambda} \sin \theta \right)}
\]

where \( A_0(\theta, \phi) \) is the aerial pattern of an individual element. The pattern exhibits a number of clearly separated fan beams located at \( \theta_k = \frac{1}{\sin(k\lambda/a)} (k = 1, 2, 3, \ldots) \) as sketched in Figure II.14. The first instrument of this type was built by Christiansen and Warburton (1953) using a system of 32 parabolic aerials. Because the distance between adjacent beams depends on the spacing between adjacent aerials it is convenient to hold this spacing as large as the beam distance is greater than the diameter of the Sun. Then it is possible to obtain scans of the Sun avoiding interferences between adjacent fan beam lobes.

### 2.7.6. Cross-Type Interferometers

The linearly arranged multielement interferometer allows an angular resolution only in one dimension. In order to obtain a two-dimensional brightness distribution there are principally different possibilities, e.g. by using a series of one-dimensional fan-beam strip scans at different directions, scanning of pencil beams obtained by cross-type interferometers, heliographs, or large parabolic antennas, and synthesis of different kinds of unfilled apertures. In this way, cross-type interferometers are a particular means of achieving two-dimensional resolution. The cross-type interferom-
eter was first introduced into radio astronomy by Mills and Little (1953). The instrument consisted of two aerials extended in perpendicular directions.

In solar radio astronomy the combination of the principle of Mills' cross with the grating interferometer techniques has found wide application. The first instrument of that type was Christiansen's cross consisting of two perpendicularly arranged grating interferometer profiles of $2 \times 32$ parabolic antennas operating at 21 cm wavelength (Christiansen and Mathewson, 1958). In contrast to Mills' cross this system has not one but several multiple pencil beams separated sufficiently widely from each other. A similar cross-type interferometer was constructed e.g. at Stanford/USA (Bracewell and Swarup, 1961) operating at 9 cm wavelength.

Sometimes grating or grating-crossed interferometers are connected with special single aerials to perform as compound interferometers. The advantage of the compound-interferometer technique is a reduced beam width as compared with a continuous aperture which is paid for by larger side lobes. A classical example for a compound interferometer was described by Covington (1960).

The first generation of pencil-beam interferometers obtained beamwidths of about 1-3 min of arc. Meanwhile the next generation has been designed aiming for an angular resolution of some tens of seconds of arc.

### 2.7.7. Heliographs

Solar multielement interferometry finds its perfection in the construction of radioheliographs. The most prominent example of this type is the Culgoora radioheliograph in Australia. The antenna system of this instrument consists of 96 steerable parabolic aerials (each of 13 m diameter) spaced uniformly along a circle of 3 km diameter. The number of the aerials results from the necessity of avoiding high-order diffraction patterns in the field of view of 2° diameter. The size of the individual aerials follows from the requirement of a sufficiently large collecting area which should be large enough to deliver a picture of the quiet Sun in the period of the order of 1 min. In order to monitor the fast development of solar bursts, a much more rapid sequence of pictures is needed. The Culgoora radioheliograph possesses a picture rate of one complete picture (two polarizations) per second.

The block diagram of the Culgoora heliograph is reproduced in Figure II.15 in the version as designed for operation at 80 MHz (Wild, 1967). The preamplified signals are coming in two polarizations to the central unit via separate broad-band transmission lines. Later on, a three-frequency operation was achieved, extending the observation to 160 and 43.25 MHz. For the latter frequency a set of 48 corner reflectors has been constructed because it proved impracticable to use the original aerials at a frequency as low as 40 MHz. The fields of view, beam widths, and picture formats are listed for the three operating frequencies in Table II.4.

Special care must be devoted to the process of beam shaping, because the response pattern of a circular array includes a number of unwanted rings around the pencil beam. The beam shaping is obtained by employing a special method for correcting the beam pattern known as $J^2$ synthesis (Wild, 1965). The method makes use of the fact, that inserting appropriate phases into each transmission line from the aerials, any polar diagram with the form of the Bessel function $J^2(2\pi ur)$ can be generated
Fig. II.15. Block diagram of the Culgoora radioheliograph (after Wild, 1967).
TABLE II.4
Characteristics of the Culgoora radioheliograph

<table>
<thead>
<tr>
<th>Op. frequency</th>
<th>43.25</th>
<th>80</th>
<th>160 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beamwidth</td>
<td>7.5'</td>
<td>3.8'</td>
<td>1.9'</td>
</tr>
<tr>
<td>Picture field</td>
<td>$2^\circ \times 1.6^\circ$</td>
<td>$2^\circ \times 1.6^\circ$</td>
<td>$1^\circ \times 0.8^\circ$</td>
</tr>
<tr>
<td>Point number</td>
<td>$30 \times 24 = 720$</td>
<td>$60 \times 48 = 2880$</td>
<td>$60 \times 48 = 2880$</td>
</tr>
<tr>
<td>Point spacing</td>
<td>4.2'</td>
<td>2.1'</td>
<td>1.0'</td>
</tr>
</tbody>
</table>

(where $a = \text{radius of the heliograph circle expressed in wavelengths}$, $r = \text{measure of the angular distance from the axis of the circle}$, and $k = \text{any integer}$). The realization of suitable phasing arrangements and all necessary switching operations are carried out by a computer which forms the ‘heart’ of the radioheliograph. The exact shape of the resulting pencil beam depends on the computer program. A beam was used which is $15\%$ narrower than that of a corresponding mirror of 3 km diameter. The output picture of the Culgoora heliograph is formed by two intensity-modulated TV-tubes which can be photographically recorded but also digitally stored on a magnetic tape ready for subsequent data reduction computations.

Beside the grating-cross interferometers considered in Section 2.7.6 other projects for a two-dimensional mapping of the Sun have been designed in the microwave range. At Toyokawa, Japan, a 3-cm-radioheliograph has been established using a T-shaped antenna system composed of $32 + 16$ parabolic dishes. The heliograph has an angular resolution of $1.6'$ and $2.4'$ before and after smoothing in direction near the zenith (Tanaka et al., 1970).

A second radioheliograph has been completed also at Toyokawa operating at 8 cm wavelength and providing a maximum resolving power of $1.5'$. The array consists of $32 + 17$ T-shaped arranged parabolic dishes (3 m diameter) allowing a flexible operation in various modes in combination with a high-resolution compound interferometer (Ishiguro et al., 1975).

2.8. Aperture-Synthesis Methods

2.8.1. General principle

A radically new approach to the achievement of high angular resolution is the technique of aperture synthesis. This method was pioneered by Ryle and Hewish (1960), the first Nobel Prize winners of astronomy, and mainly used in non-solar radio astronomy.

The principle of aperture synthesis is based on the fact that the radio signals from two aerials of a twin-wave interferometer yield an output which is related to certain Fourier components of the two-dimensional brightness distribution to be observed. Assuming a stationary radio source, it is possible to collect the needed information of the Fourier components by a series of measurements with one fixed aerial and the other movable in various positions thus subsequently filling the aperture of an imaginary giant telescope which is synthesized with the aid of a computer.
For applications to solar radio astronomy the attractiveness of the aperture-synthesis principle is somewhat restricted due to the requirement that the observed radiation has to remain constant throughout the full series of measurement. Evidently this makes an application to radio bursts more difficult than to observe the quiet Sun and certain slowly varying phenomena on the Sun.
CHAPTER III

PHENOMENOLOGY OF SOLAR RADIO EMISSION

A number of solar phenomena are observed at different radio and other wavelengths exhibiting characteristic time scales ranging from small fractions of a second to tens of years. These variations of the solar radiation are closely connected with solar activity and form a part of it. The variations can be expressed in terms of the ratio of 'disturbed' amplitudes to an 'undisturbed ground level'. Evidently such ratios are largest at the flanks of the solar electromagnetic spectrum (Planck curve), i.e. in the X-ray and radio regions.

According to the time-scale spectrum we can distinguish the following main components of the solar radio emission:

1. The basic component and the quiet Sun;
2. The slowly varying component and noise storms; and
3. Various types of burst emissions.

Some details regarding this classification of solar radio waves are listed in Table III.1.

Besides textbooks there already exist a number of reviews on solar radio phenomena written from different points of view (e.g. Kundu, 1963; Maxwell, 1965; Wild et al., 1963, 1972; etc.). Many details described in these reviews will not be repeated in this present survey. Instead, we emphasize the basic features which seem to be most important for a general orientation of the main phenomena and for an understanding of the essential physical processes which may take place in the source.

<table>
<thead>
<tr>
<th>Phenomenon</th>
<th>Time scale</th>
<th>Place of origin</th>
<th>Wavelength range</th>
<th>Associated optical feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiet Sun</td>
<td>steady</td>
<td>whole Sun</td>
<td>whole spectrum</td>
<td>solar disk</td>
</tr>
<tr>
<td>Basic component</td>
<td>~11 years</td>
<td>whole Sun</td>
<td>( S_{\text{max}} ) at dm waves</td>
<td>solar disk</td>
</tr>
<tr>
<td>Slowly varying component</td>
<td>months–days</td>
<td>active regions (A.R.) ('radio plages')</td>
<td>mm cm dm-waves</td>
<td>spots and plages</td>
</tr>
<tr>
<td>(S-component) Noise storms</td>
<td>days–hours</td>
<td>restricted areas inside A.R.</td>
<td>dm–M–Dm-waves</td>
<td>large spot groups</td>
</tr>
<tr>
<td>Various types of bursts</td>
<td>minutes–seconds</td>
<td>restricted areas inside A.R.</td>
<td>whole radio range</td>
<td>flares (often)</td>
</tr>
</tbody>
</table>
regions of the radio waves. Also, we discuss the results of some recent developments not contained in the reviews. These developments are:

- Improvement of the angular resolution power, application of heliography and long-baseline interferometry;
- Extension of the solar radio spectrum towards longer wavelengths (Dm-, Hm-, and km-waves) by extraterrestrial measurements;
- Application of mm- and sub mm-waves;
- Adoption of high-resolution spectrography, investigation of fine-structure effects; and
- Application of polarization measurements.

3.1. The ‘Quiet’ Sun

3.1.1. Spectrum

Observations of the radio emission from the total Sun in sunspot minimum during the absence of bursts and noise storms yield the basic spectrum represented in Figure III.1. In principle, this spectrum can be interpreted as thermal radiation originating in different heights of the solar atmosphere depending on wavelength. At shorter wavelengths the radiation originates at deeper levels, correspondingly towards sub mm-waves the spectrum approximates the Planck curve at the photospheric temperature. At metric and longer wavelengths the coronal temperature of more than $10^6$ K is indicated by the spectrum. Between these two extreme regions there is a transition region of intermediate radiation temperatures in the cm–dm range indicating the influence of the chromosphere and the transition zone to the low corona. Normally in the latter region the slowly varying component of solar radio emission is superimposed on the spectrum of the quiet Sun (cf. Section 3.2). Therefore the spectrum referring to the maximum slowly varying component as observed e.g. during the IGY is also indicated in Figure III.1. On any day between solar maximum and minimum the actually observed spectrum lies in the hatched region between these two extrema. In that way the ‘quiet’ radio Sun is defined by means of the lowest flux values observed during a particular minimum of solar activity. In practice, however, the real Sun is almost never totally ‘quiet’ and therefore the conception of the quiet Sun is strictly to be regarded as an idealized limiting case.

Theoretically the term ‘quiet Sun’ is often used to determine the radiation from the whole Sun eliminating the influence of single active regions. But we know, that the solar corona outside active regions exhibits systematic changes during the solar cycle which then lead to apparent variations of the quiet-Sun spectrum. These variations are commonly ascribed to the ‘basic component’. Both notations should be distinguished. In the following we will consider the quiet Sun as an extreme (minimum) case of the basic component.

In a first approximation the quiet Sun can be described by the radiation from an idealized star possessing a static, nonisothermal atmosphere with cylindric–rota-
Fig. III.1. Solar radio spectra: $Q$ - 'quiet Sun', $M$ - maximum daily flux; $L$ - limit of detectability of single-frequency patrol observations (after Krüger, 1968).
tional symmetry. The radiation comes from layers in local thermodynamical equilibrium (LTE). Influences of the magnetic fields can be neglected on the quiet whole-Sun spectrum. The theory of radiative transfer (cf. Section 4.2.4) is employed to calculate such models of the quiet Sun (cf. Section 3.1.3). The source height of the radiation at a given observing frequency or wavelength depends on the optical depth $\tau_v$ along a ray path. The maximum contribution of radiation comes from regions of large gradients of $\tau_v$ towards $\tau_v \approx 1$. The refraction of the ray trajectories must be taken into account to calculate the ray path which becomes appreciable in the solar atmosphere for wavelengths greater than about 50 cm. For the quiet Sun the refractive index of the cold, collisionless, isotropic plasma can be used:

$$n^2 = 1 - (v_p/v)^2.$$  \hspace{1cm} (III.1)

Hence, at any given frequency $v$ the radio waves cannot propagate in regions where $v < v_p$ where $v_p \sim \sqrt{N_e} (N_e = \text{electron density})$.

Since in the quiet solar atmosphere the electron density is increasing with height, a critical plasma level exists for each observing frequency below which practically no information can be gained at frequencies $v < v_p$. In this way the critical levels for increasing wavelengths are increasing with height in the solar atmosphere.

In calculating the ray paths in the quiet solar atmosphere for perpendicular incidence, due to the refraction at the plasma level, a turning point is derived which is denoted as a reflection point. For nonperpendicular incidence the height of the turning point is successively increased with increasing distance from the central meridian for geometrical reasons.

It should be further noted that the spectrum of Figure III.1 represents a smoothed curve. In the mm-range some authors suggested a nonmonotonic shape of the spectrum with a dip at 6 mm wavelength (for summary cf. Zheleznyakov, 1964/70). At present, however, it seems premature to draw any final conclusions. As the result of extensive absolute calibration experiments in the 1 to 10 GHz region, the flux values could be achieved with an accuracy of about $\pm 1\%$ (Tanaka et al., 1973). On both sides of that region the accuracy of the flux measurements decreases. In the meter and decameter range the determination of the spectrum of the basic component or the quiet Sun is more problematical because the radiation is less intense than at shorter wavelengths and the influence of the Earth’s sky background radiation comes into play. Additionally, principal questions arise concerning the definition of a quiet corona and the size of the radio Sun at long wavelengths.

Nevertheless, measurements carried out with large collecting areas may fix the spectral curve up to 10 m wavelength. The results show a certain decrease of the brightness temperature with wavelength, which cannot be well explained by current models of $N_e$ and $T_e$ for a homogeneously stratified corona. A certain reduction of this discrepancy could be achieved invoking the effect of scattering by an irregular corona (Aubier et al., 1971).

3.1.2. BRIGHTNESS DISTRIBUTION

Spectra of the quiet Sun are not only obtained in terms of the whole-Sun flux density and effective temperatures, but also of intensity and brightness temperatures mea-
sured e.g. at the center of the solar disk. Beside that the intensity or brightness distribution over the whole radio Sun at different frequencies is of great interest yielding information on the distribution of temperature and electron density with height in the solar atmosphere. Such measurements can be obtained by solar eclipse observations and pencil-beam observations.

Summarizing the main results of the hitherto existing measurements of the brightness distribution of the Sun, we find (cf. Figure III.2):

(a) The diameter of the radio Sun approximates that of the optical disk at high frequencies (mm-range).

(b) In the mm-range there are contradictory results confirming or denying effects of limb brightening.

Fig. III.2. Characteristic brightness distributions of the quiet Sun at different wavelengths (after Hachenberg, 1959): A - equator, P - pole.
(c) At short millimetric waves, also limb darkening has been reported.

(d) In the cm- and lower dm-range a remarkable limb brightening is indicated at least at the equator.

(e) At longer wavelengths the size of the radio Sun increases steadily and deviations from the circular symmetry become remarkable.

(f) In the meter region a flattening of the brightness distribution is observed washing out a sharply defined solar limb.

3.1.3. Model Calculations

Postulating reasonable distributions of the temperature and electron density inferred e.g. from optical observations, model calculations of the quiet Sun assuming LTE, isotropy, and horizontal homogeneity already provide an understanding of the most important features. Applying the approximation of geometric optics, the solutions of the equation of radiative transfer along the ray trajectories taking height-dependent temperature and density profiles can be easily achieved by numerical integration. A fundamental summary on these matters was given by Pawsey and Smerd as early as 1953. One of their excellent results which should not be omitted from any review on this topic is reproduced in Figure III.3 showing the height variation of the optical depth with frequency.

More refined calculations may take into account the inhomogeneous structure of the solar atmosphere at deep levels. The existence of a limb darkening effect in the short mm-region would require the use of models containing at least two components (Lantos and Kundu, 1972). Otherwise 'averaged' chromospheric models with temperatures increasing with height would lead to an increased brightness towards the limb because near the limb at same optical depths the radiation origi-
nates at higher altitudes. This is due to the effect of increased geometrical lengths of the ray trajectories at greater central meridian distances.

In order to explain the limb darkening effect a two-temperature distribution corresponding to the spiculae and interspicular regions can be invoked. Then, among various models those must be rejected, for which the temperature at low altitudes is greater than the interspicular temperature (Fürst et al., 1974).

From the observed radio spectrum compatible temperature or density profiles can be deduced applying the method of Laplace transform of the brightness temperature. This method has been used by several authors (e.g. Piddington, 1954; Moriyama, 1961; Chiuderi et al., 1972). It provides a check of optical or UV models by radio data deriving temperature models from density models and vice versa. The results are of particular interest for the study of the transition layer between chromosphere and corona (cf. Athay and Newkirk (ed.), 1969; Athay, 1976).

The obtained distributions of $T_e$ and $N_e$ can in turn be applied to various problems like the derivation of the absolute abundances of elements in the corona (Chiuderi et al., 1972). According to the relation

$$ E \simeq C \times A \int F(T(h), \ldots) N_e^2(h) \, dh $$

(III.2)

the abundance $A$ of an element cannot be derived from the optical flux of a resonance line $E$ alone. The knowledge of the temperature $T$ and electron density $N_e$ as a function of height $h$ is also required. The quantity $C$ is a constant containing various parameters, e.g. the oscillator strength of the line, the Gaunt factor, and others (cf. Pottasch, 1964).

Turning to longer radio wavelengths the effect of scattering at macroscopic density fluctuations becomes important. The scattering of radio waves in an inhomogeneous corona has been already treated by many authors (e.g. Scheffler, 1958; Fokker, 1965; Steinberg et al., 1971; Aubier et al., 1971). For small scattering angles the definition applies

$$ \langle \delta \Omega^2 \rangle = 2 \pi \int_{ray} \frac{\langle \delta n^2 \rangle}{n^2 h'} \, ds $$

(III.3)

($n$ = refractive index, $h'$ = correlation radius of the density fluctuations, $s$ = ray path) (Chandrasekhar, 1960; Hollweg and Harrington, 1968).

Since in the cold collisionless coronal plasma $\langle \delta n^2 \rangle \sim v_s^2/v^4$, the scattering angle varies as $(vn)^{-2}$ and hence the growing importance of the scattering at longer (e.g. decametric) wavelengths is easily explained. In the model calculations the scattering leads to a decrease of the brightness temperature (and also of the total emission) of the Sun. This fact is due to the effect, that on the average the turning point of the scattered rays is at greater heights than that of the unscattered waves, whereas the emissivity decreases with height in the corona.

### 3.1.4. The Basic Component of Solar Radio Emission

Since the solar corona exhibits systematic variations in the solar cycle, its radio emission also undergoes systematic cyclic variations. These variations are not only
due to the direct influence of active regions (as it was sometimes believed) which is
mainly expressed by the slowly varying component, but also to the physical state
of the solar atmosphere outside of active regions. The latter is described by the term
basic or B-component as indicated by Table III.1.

Several definitions and methods of a quantitative determination of the B-com­
ponent have been used in the literature. One of these possibilities consists in a deri­
vation of the lower envelope of a number of interferometric scans across the Sun
over a period of one or more solar rotations. On the other hand, the B-component
has been derived statistically as an extrapolated base level of a correlation analysis
between the daily whole-Sun radio fluxes (exhibiting the influence of the slowly
varying component) and a suitable standard parameter of solar activity, e.g. sunspot
and plage areas or sunspot numbers. This method was first introduced by Christian­
sen and Hindman (1951) and in many variants used by numerous authors (for ref­
erences cf. e.g. Krüger et al., 1964).

A further statistical method was employed by Das Gupta and Basu (1965) extrap­
olating zero values of the variation amplitudes of daily solar radio fluxes of 27-day
periods. Though different in their specific forms, all of the adopted methods aim to
eliminate the direct influence of the active regions on the Sun and therefore give
qualitatively similar results.

Adopting one of the above described methods of derivation of the B-component
it is found that this component has a maximum contribution in the lower dm-region.
This is in some contrast to the average spectrum of the slowly varying component
of solar radio emission which has its spectral maximum in the 5–10 cm wavelength

An explanation of the spectral distribution of the B-component can be given in
terms of cyclic variations of the coronal electron density. Invoking thermal brems­
strahlung as the origin of the B-component, the increase of the optical depth would
shift the source region of the main contribution to the radiation just in the lower
dm-range from chromospheric into coronal heights, where the temperature is
remarkably increased (cf. also Figure III.3).

3.1.5. EXPLORATION OF THE OUTER CORONA

At greater distances from the photosphere than about one solar radius the quiet
solar radio emission turns out to be an inappropriate tool to study the corona. In­
stead of this the coronal structure can be observed indirectly by the interplanetary
scintillations and the effect of the angular broadening of nonsolar radio sources due
to the diffraction and refraction of the radio waves by electron density fluctuations.
This is an inexpensive and sensitive method for the investigation of the outer corona
and the interplanetary space which are strongly affected by the solar wind (cf.
Kakinuma and Watanabe, 1976).

The highly inhomogeneous structure as a permanent feature and the continuous
merging into the interplanetary medium make a definition of an idealized quiet
corona in the outer regions more difficult than at deeper levels; however, the wave­
scattering properties of the corona appear to vary with the solar cycle especially
at smaller distances to the solar surface.
The first studies of coronal scattering were made by Machin and Smith (1951) and Vitkevich (1951), who predicted that the corona would cause a deviation of the radio waves coming from cosmic objects close to the Sun–Earth line of sight. Subsequent interferometric occultation measurements, particularly of the Taurus-A radio source which passes the corona in June of each year at about $5 \, R_\odot$ distance from the Sun, revealed effective solar occultation radii that are dependent on the observing frequency. Some details of that story have been reported by Kundu (1965). New developments in this field including theoretical implications and extensive references are summarized by Jokipii (1973).

By the occultation method information about the electron density, the shape of the corona, as well as its spatial and temporal variations, could be traced out up to distances of about hundred solar radii (Slee, 1961). Later on the discovery by Hewish et al. (1964) of the interplanetary scintillation from small-diameter quasi-stellar radio sources, as well as the observations of the dispersion rate of pulsar radio signals in comparison to optical light pulses (cf. Goldstein and Meisel, 1969) at positions near the Sun, have advanced the study of the structure and motions in the outer corona.

The interpretation, especially of scintillation power spectra, leads to the conclusion that the solar wind is turbulent near the Sun, supporting the idea that turbulent waves in the upper corona play an essential role as driving forces for the solar wind. In this way it appears likely, that the Alfvén waves also observed in the interplanetary medium at about 1 AU (Belcher, 1971) are of solar origin opening, as complementary to radio astronomy, a new field of ‘Alfvén-wave astronomy’.

### 3.1.6. About Solar Line Emissions

Up to now line emissions do not play an important role in solar radio astronomy. Following a suggestion by Dupree (1968) the high-quantum-number recombination lines of certain ions in the corona and chromosphere-corona transition region should be observable at mm-wavelengths. These high $n$-transition lines should arise, because dielectronic recombination in a medium of low density leads to departures from the LTE and, consequently, to an overpopulation of the high $n$-states. These lines are expected to appear in emission or absorption at shorter or longer millimetric wavelengths, respectively. Experimental detection of these line emissions is difficult because the lines are weak. This is due to several reasons, e.g. the occurrence of an intermediate region between emission and absorption, the rapid increase of the Stark broadening at longer wavelengths and local inhomogeneities of the radiating and absorbing medium (cf. Greve, 1974).

### 3.2. The Slowly Varying Component

#### 3.2.1. General

Looking at ‘slow-period’ variations (in contrast to bursts) of the solar radio emission in the microwave region, two characteristic phenomena can be roughly distinguished. The first is the long-period variation of the B-component connected with the 11 yr
cycle of solar activity, which was discussed in Section 3.1.4. The second phenomenon corresponds to the occurrence of individual active regions and represents their development and characteristic lifetimes. This component is called the slowly varying component or \textit{S-component} of solar radio emission.

The \textit{S-component} is best observed in the cm- and lower dm-range, but it is also detectable at mm- and m-wavelengths with instruments having sufficient spatial resolution. The enhanced radio emission originates in local regions above sunspots and chromospheric plages. For this reason sometimes also the terms \textquote{spot component} and \textquote{radio plages} have been used in the literature to denote the \textit{S-component}. The emitting regions of the \textit{S-component} are characterized by values of electron density, magnetic field, and temperature, which are enhanced with respect to the surrounding medium. The source regions are extending in height from the chromosphere up to the lower corona and were related to the occurrence of coronal condensations which are detectable in special emission lines of the visible light (e.g. 5303, 5694, 6374 Å).

It must be noted that a slowly varying component is also present in the solar soft X-ray emission exhibiting many similarities to and a good correlation with the \textit{S-component} of the radio emission. But in contrast to the radio emission the amplitudes of the soft X-ray variations are very much higher and the X-ray flux level corresponding to the solar minimum is below the limit of sensitivity of the detectors used for solar patrol observations so that it is difficult to detect a basic component of the X-ray emission analogous to the radio emission. Thus, in general the observed soft X-ray flux corresponds to the slowly varying component (outside bursts) which in contrast to the terminology of the radio physicists sometimes has been called misleadingly the \textquote{quiet component} in delimitation to burst emissions.

For solar physics the study of the \textit{S-component} of the radio emission is of considerable interest especially from the following points of view:

1. Investigation of the structure and physical processes in active regions, derivation of plasma parameters referring to layers in the solar atmosphere which are best accessible by radio methods with the goal to develop complex models of the active regions.

2. Investigation of the interrelation between slow and fast acting processes (bursts), clarification of the role of the \textit{S-component} as an indicator for energy-storage (and subsequent release) processes leading to flares with respect to a possible utilization for flare forecasts.

3. Application of the measured flux values of the \textit{S-component} as a general, physically well defined standard measure of solar activity (unlike sunspot numbers etc.), being available for different purposes of solar and space physics, as well as for geophysics, biophysics, and other scientific branches.

Since its detection in 1946 by Covington the systematic investigation of the slowly varying radio emission from active regions has been performed with a continuous improvement of the observational methods and physical models for its interpretation. Review papers dealing with different aspects of these matters were written in the past e.g. by Christiansen (1966), Swarup (1964), Pick (1965), and Hachenberg (1965).
3.2.2. **Total-flux characteristics**

The denotation ‘S-’ or ‘slowly varying’ component was originally derived from single-frequency, whole-Sun radio flux observations which exhibit a slowly changing level in the microwave region due to the day-to-day varying appearance of active regions on the visible hemisphere of the Sun. The flux variations are then due to the effect of the growth and decay of the active regions as well as to a center-to-limb variation resulting from solar rotation.

By means of low-resolution radio telescopes, various stations have established a relatively simple but effective service of daily solar patrol observations covering the spectrum by a set of single frequencies. These stations are distributed over different longitudes around the globe. Long-time series of such flux measurements have been performed: e.g. by the Astrophysics Branch of the National Research Council of Canada, Ottawa: the Radio Astronomy Observatory of the Research Institute of Atmospherics of the Nagoya University, Toyokawa, Japan: and the Heinrich-Hertz-Institute of the Academy of Sciences of the GDR, Berlin. In contrast to a mere watch for solar bursts the patrol of the S-component requires a greater stability and sensitivity of the receivers. High technical efforts are also demanded if absolute calibrations are tackled, forming a necessary but troublesome task without prospects of quick spectacular discoveries. Consequently this kind of work is carried out only by few solar observatories as mentioned in Section 2.5.

An example of a plot of daily mean fluxes at different frequencies is shown in Figure III.4 displaying the influence of the S-component for a half-year period. Such a time series provided (beside eclipse observations) the first extensive material about the slowly varying solar radio emission, stimulating a multitude of statistical studies.

The excellent correlation of the S-component with optical phenomena as sunspots and plages and also with soft X-ray fluxes has challenged the attention of the observers for a long time. Thus, numerous statistics are concerned with these features, separating them into a core, halo, and basic component. In the simplest case of a regression analysis one gets

\[ S_v = a_v R + b_v, \]  

(III.4)

where \( a_v \) is the regression coefficient and \( R \) is a reference quantity of solar activity, e.g. the Zürich sunspot number. \( b_v \) is the extrapolated base level of the flux density \( S_v \). An extension of this method involves a partial or multiple correlation analysis e.g. by putting

\[ S_v = A_v R_1 + B_v R_2 + C_v, \]  

(III.5)

where \( R_1 \) and \( R_2 \) may represent spot and plage areas, respectively. Naturally, the resulting regression coefficients and base levels depend on the test frequency and the selected time interval (phase of the solar cycle). Furthermore remember that different lifetimes of the compared phenomena (e.g. longer duration of the S-component emission in comparison to the sunspots) introduce systematic errors so that, for instance, the obtained base levels can be regarded as upper limits.
Autocorrelation studies and spectral analyses of the time series of S-component fluxes display the influence of the 27-day period of the synodic solar rotation. The evaluation of the whole power spectrum which should reflect the distribution of lifetimes of the individual source regions is difficult without having a simultaneous patrol of the far side of the Sun.

The flux spectrum of the S-component has a maximum in the region between 5 and 10 cm wavelength. Its shape shows a remarkable stability in comparison to the more variable microwave burst spectra. The flux spectrum is smoothed out by the influence of the superposition of all active regions simultaneously present on the visible hemisphere at a given time. According to the measurements of Ottawa and Toyokawa during the 11 yr solar cycle a slow shift of the spectral maximum towards 10 cm wavelength near the solar maximum is observed indicating a certain influence of solar cycle temperature and density variations in active regions.
3.2.3. THE SOURCE REGIONS

a. Observations

Apart from mere flux observations more information is gained from measurements with higher spatial resolution. The source regions of the S-component can be studied by means of solar eclipse observations, interferometric and heliographic observations, single-dish observations, and application of the long-baseline interferometry and aperture-synthesis method.

From such measurements, various parameters as position, size, and height of the sources, brightness temperatures, center-to-limb variation, and directivity, etc. can be deduced. Results of the measurements are as follows:

The position and structure of the source regions of the S-component at mm- and low cm-wavelengths correspond well with those of the accompanying Hα plages. On the other side, Hα filaments are correlated with brightness depressions on the radio maps of the Sun (Buhl and Tlamicha, 1970). The radio absorption features sometimes appear larger (2 to 3') than the corresponding dark Hα filaments. The depressions are of the order of 100 K but can reach up to 400 K below the background temperature level at millimetric waves. These temperature depressions can be interpreted by assumption of free-free absorption of the background mm-radia-

Fig. III.5. A contour map of the Sun at 3.5 mm wavelengths (March 14, 1970) (after Kundu, 1972).
tion by the filaments which are characterized by a higher electron density (typically $5 \times 10^{10} \text{cm}^{-3}$) and lower temperature (e.g. 6000 K at 3.5 mm wavelength) than the surrounding chromospheric matter (Kundu, 1970, 1972). Beyond the limb the prominences tend to correspond to emissive regions in the mm-region (cf. Figure III.5).

First attempts using very-long-baseline interferometry at 1.3 cm wavelength failed to detect fine structure in active regions with an angular resolution of 0.01 of a second of arc (Kundu, 1974). Fine structure with a scale of a few seconds of arc, however, is quite a common feature and can be revealed by long-baseline interferometer observations (Kundu et al., 1974).

Typically the source regions of the S-component at centimetric wavelengths consist of bright points or cores (of about 20" diameter) surrounded by a more or less diffuse halo. The cores correspond well to the positions of strong magnetic fields which are represented by the occurrence of sunspots. Bipolar structures are nicely seen in circular polarization, when by the different magnetic polarities the sense of the neighboring emission peaks is reversed. The circular polarization (R–L) maps of the Sun reveal that all prominent active regions which are displayed as uniform patches in the total power maps of lower resolution (> 1"), are really bipolar in nature if observed with sufficient resolution (Kundu and McCullough, 1972a, b). As a remarkable feature, the line of zero polarization passes near the peak of the total power emission (cf. Figure III.6). Comparisons with photospheric magnetograms exhibit an excellent correspondence even with regard to identical extensions with e.g. 9.5 mm-polarization features of the Sun. Positive (R) and negative (L) regions on these maps are corresponding to plus (magnetic vector towards the observer = magnetic north polarity) and minus fields on the magnetograms, respectively. Magnetic fields on magnetograms down to 5–10 G yield detectable effects in polarization of the solar millimetric emission.

The average excess brightness temperatures of the sources of the S-component at 1.3, and 9 mm wavelength were estimated to be about 300, 500, and 1000 K, respectively. A poor correlation was found between the brightness temperatures in the mm-region and the magnetic fields of the related sunspots. However, the size and brightness temperature of the mm-regions are closely related to the size and magnetic field strength of the Ca-plage regions, respectively (Kundu, 1971b).

According to the above stated properties it seems likely that the main part of the emission of the S-component at mm-waves has its origin in a thermal free–free emission from local regions of enhanced density. The decrease of the average brightness temperature towards shorter wavelengths can be interpreted either as an effect of reduced optical thickness at shorter wavelengths and/or of a decrease of the electron temperature with decreasing source height in the chromosphere.

At mm-waves it is also indicated that new source regions appear to develop within time scales of the order of half an hour with a gradual changing of their structure over a few hours. Here, apparently, are interesting links to the development of the burst phenomena.

Prior to the utilization of high-resolution (pencil-beam and fan-beam) devices, the solar eclipses provided the unique means of studying details of the sources of the S-component. Observations of this kind are possible in relatively rare cases and
in general require expensive expeditions. An extensive review of earlier solar eclipse radio observations was made by Castelli and Aarons (1965). A compilation of various observations of the particular case of the eclipse of May 20, 1966, by Soviet radio astronomers was edited by Gelfreikh and Livshits (1972).

b. Interpretation

In essence the radio emission of the S-component can be interpreted by thermal radiation, although a certain contribution of nonthermal energies cannot be fully excluded. The radiation can be generally explained by the two basic emission mechanisms of free-free Coulomb bremsstrahlung and gyro-synchrotron emission at low harmonics of the gyrofrequency. Hence three variants of the emission processes can be deduced, namely: (i) pure bremsstrahlung (in the absence of magnetic field influences); (ii) bremsstrahlung influenced by the presence of external magnetic fields (or also gyro-synchrotron radiation influenced by Coulomb collisions) as the intermediate case; and (iii) pure gyro-synchrotron (cyclotron or gyromagnetic) radiation of electrons in helical or circular orbits. As a matter of fact, the limiting cases of the emission mechanisms (pure bremsstrahlung and pure cyclotron emission) are easier to use in theoretical calculations than the intermediate case.
As to the history, the first mechanism treated with respect to the S-component was bremsstrahlung. Special models calculated in this direction were established by Waldmeier and Müller (1950) and Ikhsanova (1960). The effect of the gyroharmonic emission was introduced into the interpretation of the S-component by Zheleznyakov (1962) and Kakinuma and Swarup (1962). Models combining both mechanisms were presented by Zlotnik (1968) and Lantos (1968).

Presently it is believed that the strong bright-core component originates from the gyromagnetic emission, which refers to centimetric and longer wavelengths. The lower and denser (cooler) parts of the emitting volume and partly the halo region may preferably involve the bremsstrahlung mechanism (Felli et al., 1975b).

The fundamentals and details of the emission processes will be outlined in Chapter IV. For the moment it is sufficient to note that the relative importance of both limiting emission processes is represented by the quantitative value of the optical thickness for each mechanism. In a magnetized plasma the contribution of the gyrosynchrotron emission exceeds that of the bremsstrahlung, if for a given electron density and propagation angle, depending on the harmonic number, a limiting temperature $T_{\text{e,d}}$ is exceeded. Hence for concrete models of a source region a height range can be calculated, where the one or the other emission mechanism is dominating.

### 3.2.4. CONNECTION WITH X-RAYS AND OTHER PHENOMENA

Apart from the S-component of the radio emission, influences of active regions can be observed in radiation of other spectral regions too. A striking feature is the connection with the slowly varying component of the solar soft X-ray emission. In the soft X-ray region the radiation consists of a continuum superimposed by discrete emission lines. The continuum is mainly due to thermal free–free and free–bound emissions. For the free–free emission the radiation flux is determined by

$$\begin{align*}
S_{\text{f}} \sim N_e^2 \left( \frac{Z_H}{K T} \right)^{3/2} e^{-h\nu / k T} \bar{g} V
\end{align*}$$

where $Z_H$ denotes the ionization energy of hydrogen and $\bar{g}$ is the average Gaunt factor (Elwert, 1954).

Analogously the free–bound (photo-recombination) emission flux is given by

$$\begin{align*}
S_{\text{f}} \sim N_e^2 \left( \frac{Z_H}{K T} \right)^{3/2} e^{-h\nu / k T} \sum_{z} \sum_{i} e^{\epsilon_i(z)} e^{\epsilon_{i+1}(z) / k T} \frac{Z_i(z)}{Z_H} f \left( N_{e}, N_i(z) \right) V
\end{align*}$$

where $Z_i(z)$ is the ionization energy of ions of the degree $i$ and order $z$.

Thus both free–free and free–bound emissions can be regarded as indicators for the whole electron content and the average temperature of the emitting region. In contrast to the radio emission, the emitting volume appears typically transparent for X-rays, as a consequence of the small optical depth. Also different from the radio
emission, no direct information about magnetic fields is contained in the X-ray emission mechanism.

Measurements of solar X-ray fluxes have been accumulated on a regular basis by means of satellites, such as the SOLRAD series, since the solar minimum period of 1964. In general the total flux from the Sun is monitored in fairly standardized wavelength (or energy) ranges, e.g. 44 to 60 Å, 8 to 20 Å, 8 to 12 Å, 0.5 to 3 Å, etc., according to special window materials used for the X-ray detecting equipment.

Time series of soft X-ray fluxes were used in several comparative studies with the solar microwave radio emission (White, 1963; Michard and Ribes, 1968; Krüger et al., 1969).

In addition to the flux measurements, solar soft X-ray pictures reveal a wealth of details which are as yet difficult to achieve by radio. Valuable results were obtained by the Skylab mission. According to these observations a number of coronal features can be distinguished: active regions, active region interconnections, large loop structures associated with unipolar magnetic regions, coronal bright points, coronal holes, and structures surrounding filament cavities.

Evidently these findings bring completely new aspects to the phenomenon of solar activity. It would be a promising task for the future to look at corresponding radio phenomena. As yet radio pictures of the Sun with a spatial resolution comparable to the X-ray photographs are not available.

Special reviews informing in more detail about solar X-ray astronomy were published by de Jager (1965a, b), Mandelshtam (1965a, b), Goldberg (1967), Neupert (1969, 1971), Walker (1972), Culhane and Acton (1974), and Kane (1974).

3.2.5. QUASI-PERIODIC OSCILLATIONS

The investigation of fluctuations and quasi-periodic oscillations of solar emissions in different ranges of wavelengths is a relatively new and still developing branch of solar physics. The existence of quasi-periodic oscillations was first noted in optical line emissions with periods near 5 min (300 s) in the photosphere (Leighton et al., 1962) and decreasing with height to about 150 s in the low chromosphere. Oscillatory motions are manifested by periodic Doppler shifts (indicating vertical velocity variations) and by periodic line intensity variations. There are different scales of velocity fields on the Sun which can be roughly divided into three groups: small-scale photospheric oscillatory motions, granulation, and a large-scale flow related to the supergranulation pattern (which according to Hz observations is extending into the chromosphere).

Furthermore other features on the Sun exhibit oscillations, such as sunspots (umbra and penumbra), plage regions, spiculae, quiescent and eruptive prominences, and coronal condensations, with different time scales between about 1 and 300 s.

Reviews on the solar oscillations were presented by Noyes (1967), Schatzzman and Souffrin (1967), Gibson (1973), Bray and Loughhead (1974), Stein and Leibacher (1974), Lynch (1975), and others, providing many details regarding these questions relative to optical investigations.

Because the oscillatory patterns are not restricted to the photospheric level but also extend into the chromosphere and higher levels, it appears reasonable to ask
whether the radio fluxes originating in these heights are influenced by modulations due to e.g. pressure (density) and/or magnetic field fluctuations. The occurrence of such quasi-periodic oscillations was reported by several authors (Yudin, 1968; Durasova et al., 1971; Simon and Shimabukuro, 1971; Kobrin and Korshunov, 1972; Kaufmann, 1972; Bocchia and Poumeyrol, 1974) while other authors (Shuter and Cutcheon, 1973; Sentman and Shawhan, 1974) tried to demonstrate that the confidence of the above quoted results is marginal. In any case, the amplitudes of the oscillations in the microwave region are rather low (of the order of \(10^{-3}\) of the undisturbed solar flux) and therefore hardly detectable with radiometers measuring solar fluxes on a routine basis. Special arrangements including the application of high-resolution spectrographic and interferometric equipment revealed several new features which still require more detailed studies. There are to be mentioned: (a) Quasi-periodic oscillations of the centimetric flux from active regions (cf. Kobrin, 1976); (b) temporally changing fine structures in the spectrum of the S-component (Kaverin et al., 1976); and (c) a small-scale quasi-periodic disk component (Lang, 1974).

The last point makes evident that quasi-periodic oscillations may not be only a phenomenon of the S-component and solar active regions. They can be also present in the ‘quiet Sun’, as well as in bursts and other phenomena on the Sun.

Thus the study of quasi-periodic oscillations seems suitable for contributing to various general interesting questions of solar physics, e.g.:

- Study of different phenomena in the solar atmosphere exhibiting fluctuations, such as the Sun as a whole, supergranulation, giant cells, spiculae, coronal condensations and magnetic cores, different kinds of prominences, etc.;

- Energy storage of active regions and the build up of flare energy;

- The heating of the corona and energy transport in the solar atmosphere; and

- Exploration of subphotospheric processes.

In this way, effects of fluctuating processes can be found in all layers of the solar atmosphere including the solar wind, with a wide scatter of the characteristic periods ranging from minutes to hours. It must be noted, however, that naturally not all of the fluctuations are always detectable but exhibit strong variations with time in intensity and other properties. This difficulty – added to the basic difficulties of the receiver stability and the elimination of fluctuations from the terrestrial atmosphere – may explain a number of contradictory results about the fluctuations, particularly of the S-component. The possible occurrence of enhanced fluctuations of the S-component with periods > 20 min before the onset of proton flares (Kobrin et al., 1976) bears interesting prospects for the forecast of strong solar flare events (proton flares).

3.2.6. LARGE-SCALE PATTERNS

Since the S-component of solar radio emission is closely related to the magnetic fields of active regions and since the active regions appear to be related to weaker long-lived large-scale magnetic field patterns on the Sun, it may be worthwhile to
discuss some features of the S-component in connection with global structures. Such large-scale structures are indicated by the photospheric magnetic fields exhibiting the characteristic sector structures. These fields extend into higher levels up to the interplanetary space where often well defined sector boundaries can be observed by satellite measurements. These boundaries indicate the existence of well marked regions of opposite magnetic polarity of large extent. When comparing the photospheric and interplanetary magnetic fields near the Earth, it is to be borne in mind that due to the solar-wind transport the interplanetary magnetic field pattern

Fig. III.7. Superposed-epoch averages of daily solar radio fluxes from measurements of Toyokawa showing the effect of sector boundaries on the Sun. Top: Average plot for four microwave frequencies (after Scherrer and El-Raey, 1974).
reaches the distance of 1 AU about four days after its corresponding central meridian passage at the photosphere.

A superposed epoch analysis using the interplanetary magnetic field polarity inferred from tabulations of the interplanetary sector boundaries of Wilcox (1973) was made by Scherrer and Elvis (1974) in order to examine the average flux level of the S-component near the sector boundaries. As indicated by Figure III.7 there is a peak of the emission several days before the sector boundary passage. In detail, the emission peak is higher within toward-field (−) sectors than if associated with away-field (+) sectors.

The above cited statements agree well with a result of Bumba (1972), who found more activity associated with large-scale regions of toward-magnetic-field polarity than with those of away-field polarity. These findings display nicely the existence of systematic relationships between the large-scale structures on the Sun and properties of individual active regions. The radio observations also suggest an asymmetric behavior of large-field patterns with opposite polarity. Similar connections are indicated for other phenomena of solar activity (e.g. flare activity).

3.3. Solar Continuum Bursts (A): Microwave Bursts

3.3.1. General remarks

Leaving the discussion of the quiet and slowly varying phenomena of the radio Sun, in the following sections we will deal with the more rapidly varying phenomena, viz. solar radio bursts. There are many kinds of solar burst radiation and generally solar burst activity is known to cover all regions of the radio spectrum occupying nearly all levels of the solar atmosphere. The literature about radio bursts is rather extended. During the recent years a number of reviews appeared (e.g. Wild et al., 1963; Wild and Smerd, 1972; Kundu, 1965; Maxwell, 1965; Krüger, 1972; Boischot, 1974a).

It is a remarkable fact, that generally all types of solar radio bursts are more or less directly linked with the phenomenon of solar flares seen in visible light. In this way the optical flare appears as one part of a more general ‘flare phenomenon’ which should be better called ‘flare-burst phenomenon’ (cf. Section 1.2.3.d). The whole phenomenon comprises a multitude of very different features not only restricted to the optical and radio spectral ranges. The physical exploration of the flare phenomenon is one of the most fascinating tasks in modern astrophysics.

It must be noted that the various types of radio bursts can provide only special and limited aspects of the whole flare phenomenon, and the information coming from radio bursts is unlikely to replace that obtained by other methods. We start our discussion of the radio bursts with a special class of continuum bursts which shows the closest relation to the optical flares and herewith also to the question of the origin of the flare-burst complex in general.

The terms solar ‘continuum’ or ‘continuous’ radio burst emission were adopted for those kinds of radio burst radiation, which, in contrast to the narrow-band emissions of the drift-bursts (type II and III bursts) or single pips (type I bursts), exhibit more or less widely extended broad-band spectra at radio frequencies. It may be
noted that the usage of the notation 'continuous radiation' in radio astronomy has primarily nothing to do with the common definition of radiation continua applied in optics, where the contrast to the line emissions is stressed out, which plays a minor role in solar radio astronomy.

In essence, solar continuum radio bursts comprise two large groups of bursts, namely microwave bursts and type IV bursts including the noise storm continua. The phenomenologically continuum-like appearance of type V bursts is misleading; physically it rather belongs to the class of drift bursts.

3.3.2. Morphology

Solar microwave bursts can be observed as short-period enhancements of the flux level when the whole-Sun flux density is monitored by single-frequency radiometer observations. In striking contrast to longer wavelengths, in the microwave region ($\nu \geq 1$ GHz) the burst spectra (as derived from single-frequency observations) and burst morphology (time profiles of flux-density records) are rather smooth as a prevailing feature.

In the past special attention has been paid to the shape of the time profiles of the burst records (the burst morphology). From an examination of a large number of microwave bursts classification schemata of certain morphological types can be established. The most general classification scheme distinguishes three basic types:

(a) Gradual bursts.
(b) Impulsive bursts.
(c) Complex and type IV bursts.
(cf. Figure III.8).

It can be conjectured that these basic morphological types reflect different complexes of physical processes and display three characteristic stages of the flare-burst development which will be discussed later.

The group of the gradual bursts comprises beside the characteristic bursts of the type 'gradual rise and fall of flux density' also the typical 'pre-' and 'post-burst increases' reflecting relatively smooth, quasi-stationary (quasi-thermal?) processes of energy dissipation in the source region.

As next impulsive bursts often develop as superpositions on a pre-existing gradual burst (precursor or gradual rise and fall) and indicate the onset of a rapid (evidently nonthermal) process of energy conversion. An extreme case of an impulsive burst is the so-called microwave 'spike burst' ('hair-pin' burst) which is defined by a comparatively high peak flux and short duration.

The study of the impulsive stage of a burst (which is displayed also in other spectral regions e.g. by the flash phase of the Hz flare, the hard X-ray phase, and the type III burst) is of particular interest from the point of view of flare physics. It is interesting to note, that if the impulsive increase of the flux density is observed with a greater time resolution (resolving seconds), often a complex form of the time profile is revealed.

The last large group, the complex bursts, may be complex also in their nature. So far as they are a mere multiplication of single impulsive ('simple') events, the justification of a separate group of 'complex' bursts would be physically doubtful.
But there is still another class of physical processes associated with the phenomenon of the microwave type IV bursts (type IV\(\mu\)). Historically, the type IV burst has been defined as a 'long-period continuous radio burst emission accompanied by a major flare' without regard to the frequency range of the occurrence (cf. Section 3.6.1). Now, because the type IV\(\mu\) bursts are generally complex in morphology, a precise distinction between complex and type IV\(\mu\) bursts seems to be difficult to achieve.

The type IV burst evidently reflects a third stage of the flare development which is only attained for the largest events and is associated with the ejection of particles ('proton flares') during the explosive phase.

![Diagram of different morphology types of solar microwave bursts](https://example.com/diagram.png)

Fig. III.8. Examples for different morphology types (according the SGD-classification Table III.2) of solar microwave bursts (after Krüger, 1968).
### TABLE III.2

Morphological classification of solar microwave bursts (according to the Instruction Manual for Monthly Reports prepared by H. Tanaka (1975)); phrases in parentheses are added by the author.

<table>
<thead>
<tr>
<th>SGD* Code</th>
<th>Letter symbol</th>
<th>URANCE</th>
<th>URANO</th>
<th>URANJ</th>
<th>Type</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>simple 1</td>
<td>(small event)</td>
</tr>
<tr>
<td>2</td>
<td>S/F (S/A)</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>simple 1F (1A)</td>
<td>S + F (S + A), F means fluctuations, A means underlying</td>
</tr>
<tr>
<td>3</td>
<td>S</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>simple 2</td>
<td>(moderate event)</td>
</tr>
<tr>
<td>4</td>
<td>S/F (S/A)</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>simple 2F (2A)</td>
<td>S + F (S + A)</td>
</tr>
<tr>
<td>5</td>
<td>S</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>simple</td>
<td>(not specified)</td>
</tr>
<tr>
<td>6</td>
<td>S</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td>spike</td>
<td>self-evident by duration (and intensity)</td>
</tr>
<tr>
<td>7</td>
<td>S</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td>simple</td>
<td>gradual rise and fall</td>
</tr>
<tr>
<td>8</td>
<td>GRF</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>simple 3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>GRF (GRF/A)</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>simple 3A</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>GRF (GRF/F)</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>simple 3F</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>GRF (GRF/AF)</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>simple 3AF</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>R</td>
<td>-</td>
<td>8</td>
<td>2</td>
<td>rise</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>R (R/A)</td>
<td>-</td>
<td>8</td>
<td>2</td>
<td>rise A</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>FAL</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>fall</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>RF</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>rise and fall</td>
<td>(steeper than GRF)</td>
</tr>
<tr>
<td>16</td>
<td>PRE</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>precursor</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>PBI</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>post-burst increase</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>PBI (PBI/A)</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>post-burst increase A</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>ABS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>post-burst decrease</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>ABS</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>absorption</td>
<td>(temporal fall of flux, 'negative burst')</td>
</tr>
<tr>
<td>21</td>
<td>F</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>fluctuations</td>
<td>a series of bursts occurs intermittently from base level with considerable true intervals between the bursts</td>
</tr>
<tr>
<td>22</td>
<td>SER</td>
<td>8</td>
<td>4</td>
<td>(4)</td>
<td>series of bursts</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>C</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>complex</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>C (C/F)</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>complex F</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>GB</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>great burst</td>
<td>(type IVμ burst)</td>
</tr>
</tbody>
</table>

* SGD = Solar-Geophysical Data (Boulder).
Beside the above stated general lines, more detailed morphological classifications have been established in various manners more or less haphazardly adopting different systems of numerations. This is illustrated by the outline of Table III.2. More detailed information for practical use can be obtained e.g. in the Solar Radio Emission Instruction Manual for Monthly Report issued by the Toyokawa Observatory, Japan (ICSU–STP–IAU World Data Center C2); the Solar Geophysical Data issued by the National Geophysical and Solar-Terrestrial Data Center, Boulder, USA, the IAU-Quarterly Bulletin on Solar Activity published formerly by the Eidgenössische Sternwarte Zürich, Switzerland, and now by the Tokyo Astronomical Observatory; the Synoptic Codes for Solar and Geophysical Data issued by the International Ursigram and World Days Service, Boulder, USA, and other sources from particular observatories.

3.3.3. SPECTRAL CHARACTERISTICS

In addition to the burst morphology which reflects quite well the dynamics of the burst processes, valuable information about the emission mechanism and plasma parameters of the emitting and propagating regions is contained in the burst spectrum. The spectral region covered by microwave bursts ranges from millimetric to decimetric wavelengths. In comparison to the S-component, the microwave burst spectra show a greater variability, i.e. the position of the spectral maximum as well as the frequency extent undergo more rapid variations from case to case.

Attempts to make a classification of the microwave burst spectra ready for special purposes of statistical and physical studies were made by different groups e.g. of the Toyokawa Observatory (Japan), the Sagamore Hill Observatory (USA), and the Heinrich-Hertz-Institute (GDR). In the following we review briefly the classification scheme of the Heinrich-Hertz-Institute:

The spectra can be distinguished primarily with respect to the position of the spectral maximum on the frequency axis (or sign of gradients in a restricted range) and with respect to the apparent frequency extent (band width) of the burst emission. Hence follows:

(a) Grouping according to the position of the spectral maximum (first letter(s)):
   A - Spectra starting in the cm-range increasing towards shorter wavelengths (higher frequencies) generally reaching a maximum in the mm-range;
   B - Spectra starting in the cm-range, increasing towards longer wavelengths, generally reaching a maximum at dm-wavelengths;
   C - Spectra exhibiting a maximum in the em-range; and
   D - Extremely flat broad-band spectra.

Combinations between these types can be also observed, e.g. the combination of A and B indicates a minimum in the cm-range, etc.

(b) Grouping regarding to the frequency extent (second letter):
   s - Small-band continua, i.e. spectra of relatively small frequency extent, say, $\Delta v/v < 0.3$.
   b - Broad-band continua with, say, $\Delta v/v > 0.3$.

Furthermore sometimes a subgrouping into different intensity classes (according
to the flux density at an observing frequency near the spectral maximum) seems to be useful. Following a proposal of Castelli (1970) three groups may be chosen within the following ranges:

(c) Grouping according to peak fluxes (third symbol):
1. $I_{\text{max}} < 50$ s.u.
2. $50 \leq I_{\text{max}} \leq 500$ s.u.
3. $I_{\text{max}} > 500$ s.u.

Invoking the gyro-synchrotron emission mechanism (cf. Chapter IV) for the interpretation of the microwave bursts, different parameter ranges of the magnetic field, electron energies, source dimensions, etc. can be attributed to the above quoted groupings. Systematic variations of the statistical distribution of the microwave spectra seem to be indicated during the solar cycle (Krüger and Fürstenberg, 1969).

3.3.4. POLARIZATION AND SOURCE STRUCTURES

Polarization (flux) measurements indicate, that in general the microwave bursts are partially circularly polarized. Typically the degree of polarization ranges from 0 to 50°. Occasionally, the existence of weak linear components has been reported.

The most prominent features of the microwave burst polarization are its statistical dependency on the heliographic longitude (illustrated by Figure III.9) and in many cases an observed reversal of the sense of polarization between cm- and dm-waves. Occasionally double or multiple inversions of the sense of polarization of microwave bursts were observed (Scalise et al., 1971). Complex bursts and compound bursts mixed by several morphological types can also exhibit temporal changes of the sense of polarization.

In the cm-region the degree of polarization appears to increase statistically with decreasing wavelength. In the dm-range an increase of the degree of polarization with increasing wavelength is indicated, which perhaps is caused by the occurrence of new burst components at longer wavelengths not being typical for the microwave region (cf. Kakinuma et al., 1969).

In the microwave region (i.e. at mm-, cm-, and lower dm-wavelengths) the sense of the polarization is assumed to refer to the ‘extraordinary’ electromagnetic wave mode of the magneto-ionic theory, corresponding to a gyration of radiating electrons in a magnetic field. Then the majority of the observations is compatible with the statement, that the dominating magnetic field influence is set up by the leading spot (‘leading spot hypothesis’).

High angular resolution measurements resolved the source regions of microwave bursts into two oppositely polarized patches according to the bipolar (or multipolar) magnetic structure of the source regions. Similar to observations of the S-component, the fine structure of microwave bursts has been found interferometrically to have diameters less than 10° (7000 km on the Sun) and polarizations sometimes ranging up to 100° (Aliissandrakis and Kundu, 1975). These highly polarized core regions are embedded in surrounding halo regions of weaker intensity and about 1 to 2° diameter.

In principle, the polarization characteristics of the microwave bursts can be understood as an effect of the geometry of the magnetic field configuration on the Sun
with respect to the ray paths emerging to the observer determining the limiting polarization as was suggested earlier by Piddington and Minnet (1951) and Takakura (1961b). The polarization is right or left handed, if the angle between ray path and magnetic field is acute or obtuse, respectively. The same explanation may be valid even for the interpretation of the reversal of the sense of polarization with frequency (cf. Krüger, 1976b), though also alternative explanations invoking cutoffs at the reflection level for the extraordinary wave mode (Kakinuma, 1958), differential absorption by thermal electrons or gyro-resonance absorption (Takakura, 1960b, 1964; Ramaty, 1969a), or magneto-ionic wave coupling (Cohen, 1961a) offer a rich variety of alternative possibilities.

3.3.5. Association with other phenomena and models

Depending on the range of the source heights and the electron energy distribution, microwave bursts are quite often associated with flares in H$_\alpha$ and other spectral lines (visible and UV) as well as with soft and hard X-ray bursts. In particular one finds sometimes an astonishing similarity of morphological details between the hard X-ray bursts and microwave bursts which challenged the scientific interests to
reconcile these different components e.g. by the assumption of a common emitting volume and of a common energy distribution.

Even before direct X-ray measurements became available, a probable connection between the microwave and X-ray emissions was concluded by the study of sudden ionospheric disturbances (SIDs). The first attempts, however, to interpret simultaneously observed microwave and X-ray burst spectra by electrons of the same electron-energy population causing bremsstrahlung and gyro-synchrotron emission from one and the same emitting volume had led to an apparent contradiction: The number of electrons producing the X-rays should emit a radio emission three or four orders higher than actually observed (Peterson and Winckler, 1959). Attempts to remove this remarkable discrepancy invoked models, in which the main part of the X-ray emission was generated at heights below the plasma level of the microwave emission (Takakura and Kai, 1966) and the action of the gyro-synchrotron self-absorption process, which would significantly reduce the resulting radio emission (Holt and Ramaty, 1969). Later on the discrepancy was substantially removed by detailed model calculations using a nonuniform magnetic field distribution and a redefinition of the high-energy part of the electron energy distribution, which is more sensitive to the amount of emitted radio waves than of the hard X-rays (Takakura and Scalise, 1970; Böhme et al., 1976).

Applying a core–halo model of a common source region, a nonthermal core region contributes to the impulsive radio and (hard) X-ray components, whereas a quasi-thermal halo region may essentially apply to gradual microwave burst and soft X-ray burst components. During the lifetime of the burst an increase of the source dimensions can be possibly deduced.

3.4. Fast-Drift Bursts

3.4.1. General Properties

The ‘drift’ bursts owe their name to their most obvious characteristic property of a drift or time shift of certain morphological quantities (starting time, maximum, etc.) with the wavelength or frequency of observation. In a dynamic spectrum (i.e. frequency-versus-time diagram*), this feature is displayed by an inclined i.e. ‘drifting’ burst pattern. The distribution of a great number of observed drift rates shows two well separated peaks corresponding to the existence of two fundamental burst types, the slow- and the fast-drift bursts. It is widely accepted that the slow-drift bursts are due to the propagation of flare-related shock fronts (speed of the order 1000 km s⁻¹), and the fast-drift bursts are generated by fast electron streams expelled into the corona and the interplanetary space with speeds of the order of 0.5c.

In particular the fast-drift bursts are very common features of the solar radio burst emission in the meter region. They were recognized as a special class of bursts soon after the first use of a solar radiospectrograph in Australia as communicated by

* In a dynamic spectrum on the ordinate scale the frequency is usually plotted in a downward direction. This relates to the fact that on the average, lower frequencies correspond to greater emission heights in the solar atmosphere.
Wild and McCready (1950). After considering storm bursts (type I) and slow-drift bursts (type II), the above authors classified the fast-drift bursts arbitrarily as type III bursts. This notation was generally adopted in the literature.

Excellent reviews presenting many details of the type III burst phenomenon are contained in the book of Kundu (1965) and in the papers of Wild et al. (1963) and Wild and Smerd (1972). Moreover, a special issue of Space Science Reviews of more than 300 pages was devoted in 1974 exclusively to the questions of type III radio bursts and solar electrons in space and is warmly recommended to the reader who is looking for further details.

From the point of view of solar physics the fast-drift bursts are of considerable value for several reasons: Firstly, fast-drift bursts are an attractive tool to investigate fast acceleration processes which must be considered to be the cause of the high exciter velocities. Secondly, fast-drift bursts can be used as natural plasma probes traversing the corona and yielding information about different plasma parameters. Thirdly, the fast-drift burst phenomenon provides a nice opportunity to study processes of different wave–particle (beam–plasma) and wave–wave interactions, which has stimulated a considerable progress in developing physical methods for a quantitative investigation.

In the following sections we will try to summarize the most prominent features of the fast-drift bursts with special regard to the more recently achieved developments.

3.4.2. Forms of Appearance (Gross Structure)

Fast-drift bursts comprise different forms of appearance. This fact is understandable if we remember that a great variety of physical conditions are covered in the wide spectral range extending from decimetric to hectometric wavelengths (and even higher) and different structures of the coronal magnetic fields may occur. In the following we discuss some of the main forms of fast-drift bursts which are most often observed.

a. The ‘Standard’ Type III Burst

An example of a dynamic spectrum of events which can be called a ‘standard’ case of a type III burst is shown in Figure III.10. The well expressed impulsive onset of the burst at each frequency defines a frequency drift which is approximately proportional to the observing frequency. Sometimes a separation of the emission pattern into two harmonics is displayed.

Adopting a model of the electron density distribution with height above the photosphere in the corona, the frequency drift can be translated into a height displacement of the exciting agent, if it is assumed, that the radio emission is generated in a region which corresponds to the local plasma frequency \( v_p = (N_e^2/(\pi m_e))^{1/2} \) or to its second harmonic. There are many reasons to favor this assumption, which has been called the ‘plasma hypothesis’ (Wild, 1950a, b). Its final proof, however, can be obtained only by simultaneous in situ measurements of both the electron density and the radio signal.
b. *U-Type Bursts*

The U-type bursts (as first named by Maxwell and Swarup, 1958) are a special variant of fast-drift bursts. In contrast to the standard type III bursts, at a certain turnover frequency the drift rate is reversed thus exhibiting an emission pattern like the shape of an inverted 'U' in the dynamic spectrum (Figure III.11).

U-type bursts occur less frequently than standard type III bursts. Heliographic observations show that the source positions of the ascending and the descending branch of type U bursts are quite different (Wild, 1970c). This fact would be in accordance with the interpretation that U-type bursts are caused by exciters traveling up and down in the corona following closed magnetic field lines (loops). In this way, type U bursts could provide a means for the study of closed coronal magnetic field structures. Statistically, the turnover frequencies of U-type (and also of J-type bursts, see below) as well as possible stop frequencies of type III bursts are distributed over the whole frequency range of the occurrence of fast-drift bursts.

c. *J-Type Bursts*

J-type bursts are a modification of the U-type bursts, whereas the descending branch of the emission pattern in the dynamic spectrum is not well developed and therefore forms the shape of an inverted 'J' (Fokker, 1969). In this connection it should be noted that also in the case of well developed U-type bursts, usually the descending branch is somewhat fainter than the ascending one, so that J-type bursts can be regarded merely as a more extreme case of U-type bursts.

Different suggestions were made for an explanation of the weak trailing branch of the J-type bursts:

(a) The exciters of the J-type bursts may exert a pressure on the guiding magnetic field and thus distort it (Smith, 1970b).
(b) The magnetic field related to the descending branch of the J-type burst may have a diverging configuration successively causing a decrease of the density of the exciting electron stream (Daene and Fomichev, 1971).

(c) The exciting stream may be disordered at the top of a magnetic loop in the vicinity of a T-shaped neutral point configuration giving rise to a scattering of the exciter velocities (Caroubalos et al., 1973).

d. Type V Bursts

Type V bursts exhibit a diffuse broad-band quasi-continuous emission of 0.5 to 3 minutes duration following some type III bursts at frequencies not higher than about 200 MHz. This peculiar phenomenon was first described by Wild et al. (1959b) and named type V burst providing an analogy of fast-drift burst 'couple' (type III/V bursts) to the formerly well known slow-drift/continuum burst association (type II/IV bursts).

Most properties of the type V bursts (such as source heights, polarization, peak fluxes, etc.) are quite similar to those of the associated type III bursts, so that they may be regarded rather as a special variant of a fast-drift burst emission occurring at greater source heights, than as an independent burst type. Differences from the type III burst emission arise mainly concerning the duration, the source position and source diameter, and a lack of definite evidence for the presence of harmonic structures, which, of course, is difficult to obtain because of the diffusiveness of the emission pattern (Weiss and Stewart, 1965; Daene and Krüger, 1966a; Wild, 1970c).

Considering the morphology of type V bursts, different forms of the time profile can be distinguished, e.g. the detached form showing a clear separation from the
Fig. III.12. Proposed schematic picture of possible exciter paths of different kinds of fast-drift bursts and corresponding magnetic field structures.

precending type III burst and the tail type consisting of a prolonged decay of the type III burst itself without interruption.

The cause of the type V burst must be sought in the fast electrons of the same origin as those producing the type III burst. Since heliographic observations show a displacement of both sources and greater sizes for the source of the type V burst emission, it can be assumed that the type V burst electrons are deflected into wide magnetic arcs and trapped there. A tentative picture comprising the exciter paths for the different main variants of large-scale fast-drift bursts is sketched in Figure III.12. An estimation of the particle energy rules out the initially suggested gyro-synchrotron emission mechanism. Therefore the emission mechanism of the type V bursts may be similar to that proposed for the type III bursts. A definite clarification, however, is still missing.

3.4.3. Fine-structure emissions

Beside the gross structure of fast-drift bursts, which is easy to recognize in dynamical spectra of moderate sensitivity and time/frequency resolution, a number of fine-structure drift bursts (or drift-burst-like phenomena) exist, for which a classification is less obvious. It appears that there is no longer a sharp boundary between
the type III bursts and some features occurring in noise storms (type I bursts) and continuum bursts (type IV bursts). Apparently these features are of great interest for the understanding of the drift-burst phenomenon itself and provide nice opportunities to check special plasmaphysical theories. Unfortunately, due to the complexity of the phenomena to be observed, a satisfying interpretation concerning all involved processes is difficult to obtain and thus is still missing.

In the following we look into some details of the fine-structure emission features of the Sun in the meter region to be quoted here.

a. Stria-Bursts (Split-Pair and Triple Bursts), Type IIIb Bursts
As described by de la Noë and Boischot (1972) stria bursts are \(\leq 1-2\) s lasting, narrow-band emissions in the meter and decameter region at nearly constant center frequencies (negative drift rates between zero and about 0.1 MHz s\(^{-1}\), bandwidth \(\sim 40-300\) kHz). They occur singly or in groups sometimes forming chains in the dynamic spectrum. Very often they occur in pairs or triplets ('split-pair bursts', cf. Ellis and McCulloch, 1966) separated by intervals of 0.1–1 MHz.

There exist remarkable connections between the stria bursts and the type III bursts. The chains of stria bursts often exhibit a frequency drift in the same manner as type III or U-type bursts. In this way, the appearance of a 'broken' type III burst is formed (cf. Figure III.13). This phenomenon was first described by Ellis and McCulloch (1967) and called type IIIb burst by de la Noë and Boischot (1972). The latter was a result of a spectrographic study made with the large Arecibo ground reflector providing high sensitivity. It seems possible that stria structures can give a clue to a better understanding of the excitation of type III bursts and the exploration of coronal structures. It may be interesting to note that type IIIb bursts often occur as precursors of normal type III bursts. Further, chains of stria bursts can also show harmonic structures, though the recognition of these structures in fast drifting bursts is generally more difficult than in slow drifting bursts (Stewart, 1975). The circular polarization of the stria bursts can reach 100\(\%\), however, different elements of these bursts exhibit different degrees of polarization (de la Noë, 1975).

b. Drift-Pair Bursts
In contrast to the split-pair bursts, where the burst elements generally show a repetition at different frequencies (with zero or very slow drift rates), drift-pair bursts exhibit a repetition in time and fast frequency drifts (1–8 MHz s\(^{-1}\)). The pair consists of two almost identical elements, the second element has typically a delay of about 1–2 s. It is to be noted that single elements also occur without forming a pair. Both cases of forward drift (frequency decreases with time) and reverse drift (frequency increases with time) can be observed, but the reverse-drift pairs occur more frequently than the positive-drift pairs.

The drift-pair bursts were first described in detail by Roberts (1958). They form a characteristic phenomenon of the solar sporadic emission in the decameter range. Drift-pair bursts can be regarded as miniature fast-drift bursts, but they are also closely related to the type III bursts and noise storms forming a part of these phenomena. Special characteristics of drift-pair bursts were studied by Ellis (1969) and de la Noë and Møller-Pedersen (1971): The instantaneous bandwidth of one
element is about 0.3–4 MHz, its duration 0.5–4 s. The circular polarization is very weak, both elements were found to be polarized in the same sense. Since sometimes special fine structure of the first element can be found to be repeated at exactly the same frequencies in the second, it can be assumed that the second element is either an echo of the first one (reflected at lower levels in the corona), or that two modes of

Fig. III.13. Example of a type IIIb burst (after de la Noë and Boischot, 1972).
one and the same emission travel with different velocities. It can be supposed that drift pairs are formed by harmonic emission at the local plasma frequency (Roberts, 1958). Rare cases of single bursts at half the frequency of an associated drift pair can be interpreted as an emission at the fundamental frequency (de la Noë and Moller-Pedersen, 1971).

c. Thread-Like Patterns and Shadow-Type III Bursts

A pattern of fast drifting straight emission threads in the dynamic spectrum is often observed at different occasions (sometimes the threads are also called ‘striations’, but should not be confused with stria bursts) (cf. Solar Radio Group, Utrecht, 1974). The pulsating structure superimposed on some burst continua is of similar appearance. Sometimes single threads intensify and merge into type I burst-like or type III burst-like structures. All these phenomena are still insufficiently explored and may be different in nature.

It must be noted, that fast drifting thread-like patterns do not only occur in emission but also in absorption on the background of continuum or slow-drift bursts. An example of such a ‘shadow’-type III burst was presented e.g. by Kai (1974). Quite often also negative thread-like patterns occur as juxtaposition of certain type IV burst continua. A possible explanation of these features may consist in a switching off of a plasma instability by high-speed particle streams in the solar corona (Zaitsev and Stepanov, 1974, 1975).

d. Herring-Bone Structures

Another example of fast drifting fine-structure emission patterns is given by the so-called herring-bone structure observed in certain slow-drift bursts (Roberts, 1959b). This pattern consists of a succession of both positive and negative fast-drift burst elements, emerging from both sides of the ridge (‘backbone’) of the slow-drift burst emission, respectively.

By proposing a shock wave as the primary cause of the slow-drift burst emission, the herring-bone structure can be regarded as evidence for the acceleration of particles (electrons) by such shock waves.

e. Type III Storm Bursts

Type III storms are a typical phenomenon of the disturbed solar emission in the decameter and hectometer wavelength range. Superimposed on a noise-storm continuum, instead of the type I bursts which are usually observed in the meter region, a great number of type III burst-like emissions appear. It should be noted that almost every decameter storm is associated with a type I storm in the meter region. The transition between both storm types is at about 60 MHz. In some contrast to the storms in the meter and decimeter range, storms in the decameter and hectometer range exhibit a greater variety of appearance: According to the preponderance of special burst elements, characteristic type IIIb storms, proper type III storms, type III DP (drift-pair) storms, and other forms can be found. Evidently their occurrence depends on evolutional and center-to-limb variations (Moller-Pedersen, 1974).

Observations made with the Australian 80 MHz heliograph indicate a charac-
teristic displacement of the position of the sources of the type III storms in comparison to those of the normal type I storms (Stewart and Labrum, 1972). These authors suggest an explanation by disturbances originating in type I storm centers, which propagate nonradially outwards through a region of weak magnetic field and trigger an acceleration probably at the cusp of a coronal helmet structure leading to the type III storm. Thus the occurrence of type III storms can be regarded as a hint for the existence of local acceleration processes taking place even in the outer corona (cf. Section 3.7.4).

3.4.4. GROUND-BASED OBSERVATIONAL CHARACTERISTICS OF STANDARD TYPE III BURSTS

In the following we compile some basic properties referring mainly to standard type III bursts.

a. Spectral Characteristics and Harmonic Structure

The starting frequencies of the type III bursts range from about 600 MHz up to the decameter and hectometer region. It seems most likely that the exciters already exist at deeper levels before becoming visible. It can be supposed that many potential type III burst sources (electron beams) remain invisible because of the lack of transformation conditions into radio emission.

Adopting the plasma hypothesis (i.e. the emission occurs near the local plasma frequency) and taking a suitable electron density model, the frequency drift can be converted into exciter velocities. Thus, the derived velocities are distributed between about 0.25 and $\lesssim 0.60c$ (corresponding to electron energies of 10 to 100 keV) with an average at about 0.33c (Stewart, 1965).

In the meter region the frequency-drift rate is found to be approximately proportional to the observing frequency. In a wider spectral range of $600 \text{ MHz} \lesssim v \lesssim 60 \text{ kHz}$ an appropriate dependency of the form

$$\frac{dv}{dt} = -av^\beta$$

with $a = 0.01$, $\beta = 1.84$ (III.8) was found by Alvarez and Haddock (1973a).

The exciters of the type III bursts are evidently moving without any significant deceleration up to distances of some tens of the solar radius (Alexander et al., 1969). Later on at greater distances, they become decelerated (cf. also Section 3.4.5.d).

Against all doubts (cf. Daigne, 1975a) and observational difficulties arising from the fast drift rate and complex structure of type III burst groups there are examples which clearly demonstrate that in the meter region type III bursts may appear as a pair of fundamental and second harmonic emission.

The frequency ratio of the harmonic to fundamental emission is commonly slightly less than two ($1.85-2.0$) due to the cutoff of the fundamental radiation at the plasma level. In the case of missing harmonic structure, it is most likely that the observed emission corresponds to the harmonic radiation only.

No convincing indication has yet been found in favor of an occurrence of third (and higher) harmonics of the plasma frequency in type III bursts though the existence of such effects cannot be in principal excluded (cf. Section 3.4.6.c).
b. Location

Interferometric and heliographic studies do not show large differences between the positions of the fundamental and harmonic components in type III bursts. Minor displacements can be explained by the effects of scattering, refraction, and projection of the ray path in the solar corona (Stewart, 1972).

The angular diameters of the type III burst sources appear to be typically of the order of 4 min of arc in the meter region. The effect of scattering influences the observed positions (Riddle, 1974b).

The length and angular dimensions of the type III burst sources tend to increase with decreasing frequency.

The exciter paths are situated preferably in regions of relatively low magnetic fields as characterized by open field-line structures (Malitson and Erickson, 1966; Kai, 1970b).

c. Morphology

The time profile of the flux density of type III bursts recorded at single frequencies reveals a slightly asymmetric form. As typical for impulsive phenomena, a steep rise and a slower approximately exponential decay of the flux density records is to be observed. Moreover, high time resolution records especially in the decameter region often display a short precursor before the steep onset of the main burst (de la Noë and Boischot, 1972). The peak intensities tend to increase with wavelength through the whole frequency range of the drift bursts up to less than 1 MHz.

The duration $t_d$ of standard type III bursts increases towards decreasing frequencies, on the average, according to

$$t_d = x \nu^{-\beta} \quad (x \approx 60, \quad \beta \approx 0.7) \quad (\text{III.9})$$

(Elgarøy and Lyngstad, 1972).

In the past electron temperatures and densities were deduced from the decay rate of the type III bursts invoking collision damping as the dominating process. However, this concept is no longer tenable since e.g. the recently observed fine structure in the time profile of the type III bursts make the validity of a collision damping extremely doubtful.

d. Polarization

Formerly type III bursts had been found to be moderately elliptically polarized. The reported degrees of polarization ranged from 0 to 70°, with a certain preference for about 30 to 60%. These results depended on the observing frequency and the state of the receiving equipment (bandwidth) and other factors (cf. Chin et al., 1971). Large uncertainties still existed concerning the content of linear polarization, whereas a number of authors reported different contributions of linear polarization in type III bursts (axial ratios $p \leq 2$). Recent measurements by Boischot and Lecacheux (1975), however, made with spectrographs displaying Faraday fringes when coupled with a linearly polarized antenna receiving linearly polarized radiation, did not reveal any amount of linear polarization from solar type III bursts in the range between 25 and 80 MHz and around 169 MHz within a time scale up to 0.02 sec
and a bandwidth down to 20 kHz. A similar negative result of a search for linear polarization in type III bursts was published by Grognard and McLean (1973). In this way the content of linear polarization in solar radio bursts is highly questionable and all former investigations are to be considered with caution.

e. Associated Phenomena

Type III bursts are often associated with optical flares, microwave bursts, and (especially hard) X-ray bursts. As an important fact, the type III bursts preferably occur during the rising phase of these associated events. Impulsive events and strong flare-burst associations of different type as well as the occurrence of flare surges and sprays increase the probability of observing an accompanying fast-drift burst.

There is likewise a remarkable association with subflare activity and dark filaments without flare activity (Martres et al., 1972; Tlamicha and Takakura, 1963). In other cases, however, a clearly detectable relationship between type III bursts and optical or microwave phenomena is missing. Nonrelativistic impulsive solar electron events \((E > 40 \text{ keV})\) observed in the interplanetary space near the Earth's orbit by artificial satellites were found to correspond well with their radio response of the fast-drift bursts (Lin, 1970a).

3.4.5. Space Observations

Since ground-based observations of the Sun are limited to frequencies above about 10 MHz, observations at lower frequencies require platforms at altitudes above the cut-off frequencies of the terrestrial ionosphere and plasmasphere. Such measurements became available by use of artificial satellites and space probes. Space radio astronomy emissions occur through all space between Sun and Earth and even beyond the Earth's orbit. In this way space radio astronomy provides a connection between solar physics, physics of the interplanetary space, and physics of the terrestrial atmosphere and magnetosphere. Much of the noise observed at the lowest frequencies is of terrestrial origin. Between the Sun and Earth the drift bursts are the most common radio phenomenon. With increasing distance from the Sun the coronal structure is determined more and more by the flow characteristics of the solar wind. Correspondingly open magnetic field configurations develop, favoring extended exciter paths of the type III bursts deep into the interplanetary space.

a. Short History

A compilation of the most important experiments concerning solar space radio astronomy during the first decade of its development is given in Table III.3. The start of radio astronomy experiments in space was, in the first half of the sixties, favored by the rapid development of the satellite techniques. The first successful observation of a solar radio burst from space was made in 1963 aboard the Alouette–1 satellite as reported by Hartz (1964). There followed burst observations aboard the space probes Zond–3 and Venera–2 in 1965 and Luna–11 and –12 in 1966/67 (Slysh, 1967a, b, c). The source directions were localized by means of the lunar occultation and the satellite spin modulation method. The latter method makes use
of the rotation of an antenna with a nonisotropic diagram on a spin-stabilized spacecraft producing a definite modulation pattern of the received radiation.

Considerable progress in receiving a broad observational information was achieved by different experiments carried out e.g. aboard the ATS-II, OGO-3, and -5 satellites. The first satellite devoted exclusively to radio observations was the Radio Astronomy Explorer (RAE-I) which was launched in 1968 and provided, until 1972, much information on type III bursts and storms at frequencies up to about 200 kHz. Presently, the lowest frequency at which a type III burst has been reported was 10 kHz derived from a plasma-wave experiment aboard the IMP-6 satellite (Kellogg et al., 1973). For further details the excellent review by Fainberg and Stone (1974) as well as the literature cited in Table III.3 is recommended.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Reference</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alouette-I</td>
<td>Hartz (1964)</td>
<td>First spaceborne detection of solar type III bursts. swept frequency 1.5–10 MHz.</td>
</tr>
<tr>
<td>Zond-3 and Venera-2 Luna-11 and -12</td>
<td>Slysh (1967a, b, c)</td>
<td>Fixed frequencies: 0.02, 0.21, and 2 MHz; 1 MHz, 200, and 20 kHz; 30 kHz, 985 kHz, first utilization of spin modulation.</td>
</tr>
<tr>
<td>OGO-1</td>
<td>Dunckel and Heliiwell (1969)</td>
<td>Still without burst observations.</td>
</tr>
<tr>
<td>OGO-3</td>
<td>Haddock and Graedel (1970)</td>
<td>2–4 MHz.</td>
</tr>
<tr>
<td>OGO-5</td>
<td>Dunckel et al. (1972)</td>
<td>(0.02), 25–100 kHz swept frequency, eight frequencies between 0.05 and 3.5 MHz, comparison with electron events.</td>
</tr>
<tr>
<td>ATS-II</td>
<td>Alexander et al. (1969)</td>
<td>Six frequencies between 0.45 and 3 MHz, comparison with streamer models.</td>
</tr>
<tr>
<td>RAE-1</td>
<td>Fainberg and Stone (1970, 1971)</td>
<td>First entire radio astronomy explorer, 0.2–5.4 MHz swept-frequency observations of type III storms.</td>
</tr>
<tr>
<td>(RAE-2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMP-6</td>
<td>Alvarez et al. (1974)</td>
<td>Eight frequencies between 0.05 and 3.5 MHz.</td>
</tr>
<tr>
<td></td>
<td>Alvarez et al. (1975)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Frank and Gurnett (1972)</td>
<td>64 frequencies between 23 and 230 kHz.</td>
</tr>
<tr>
<td></td>
<td>Kellogg et al. (1973)</td>
<td></td>
</tr>
<tr>
<td>Mars-3</td>
<td>Caroubalos and Steinberg (1974)</td>
<td>STEREO-I experiment, comparison with ground-based 169 MHz observations.</td>
</tr>
<tr>
<td></td>
<td>Caroubalos et al. (1974b)</td>
<td></td>
</tr>
<tr>
<td>IK-Kopernik 500</td>
<td>Hanasz et al. (1976)</td>
<td>0.45–6 MHz, attempt of derivation of polarization by ionospheric refraction.</td>
</tr>
<tr>
<td>Helios A, B</td>
<td>Weber et al. (1977)</td>
<td>First measurement of type III burst directivity at low frequencies by interplanetary baseline observations.</td>
</tr>
</tbody>
</table>
b. Hectometer Fast-Drift Bursts

In comparison to the fast-drift bursts observed in the frequency range accessible to ground-based observations, the low-frequency type III bursts subtend larger distances in space being related to the structure of the solar wind and the interplanetary medium. The arrival of the exciters near 1 AU can be detected by spacecraft devices allowing one to observe both the electromagnetic radiation and the exciting particle streams. Such experiments support the assumption that electrons in the energy range between about 10 and 100 keV are indeed the exciting agents of the type III bursts (Lin et al., 1973).

Another important feature of the fast-drift burst emission in the low-frequency range is the lack of the fundamental-wave emission. Postulating reasonable density distributions in the space between Sun and Earth, almost all low-frequency type III burst emissions should be regarded as belonging to the second harmonic of the local plasma frequency (Fainberg et al., 1972; Smith, 1974b). According to Haddock and Alvarez (1973) the transition from the predominance of the fundamental to the second harmonic radiation tends to occur in the region between 0.1 and 4 MHz.

Similar to the high-frequency part of the fast-drift burst spectrum, variable cutoffs occur at both sides of the frequency range and only a very small part of all type III bursts is visible over the whole frequency interval extending from about some hundreds MHz to about 10 kHz.

Attempts to localize the emission level in space have been made by means of two methods using frequency-drift rates and directional measurements via spin modulation. Since the drift rates depend on the exciter speed, the density distribution, and the radio propagation velocity, which are not directly measured in general, the results are not free from the choice of suitable model assumptions. (Such models refer e.g. to different plasma parameters inside a streamer and the ambient solar wind.) Single models may differ by one order of magnitude as demonstrated in Figure III.14.

An impression of the typical drift rates observed over a wide range of frequencies is given in Figure III.15 which was compiled by Alvarez and Haddock (1973a). The variation of the observed drift rates with heliographic longitude can be obtained during type III storms lasting for periods of more than half a solar rotation. An example presented by Fainberg and Stone (1970) is reproduced in Figure III.16.

Apparently a deceleration of exciter speeds can be deduced for distances greater than 10 R\(_{\odot}\) which according to Fainberg et al. (1972) can be presented in the following form

\[
d \log v_e / d \log R = -0.38,
\]  

(III.10)

where \(v_e\) denotes the exciter speed expressed in units of the velocity of light and \(R\) is the distance from the Sun in solar radii.

c. Directivity

The first direct observations of the directivity of the radiation from type III bursts (as well as from other burst types) were achieved by the French-Soviet STEREO-1 experiment. Simultaneous ground-based and spaceborne observations of solar radio
bursts at 169 MHz were compared to the dependence of the angle $\theta$ between the observing directions defined by the position of the moving space probe. The measurements were obtained at Nancay (France) and aboard the Soviet planetary probe Mars–3 mainly in 1971 (Caroubalos and Steinberg, 1974).

It was found that the shape of the time profiles of the fluxes of single type III bursts is widely independent of the observing direction according to a high density gradient in the related range of coronal altitudes. It may be concluded that the time profile of fast-drift bursts at the investigated frequency is a characteristic of the radiation source itself and is not essentially influenced by the propagation conditions in the solar corona.

The constant ratio of the flux in the space-probe direction to that of the Earth direction provided a characteristic for a given event called the directivity factor $R$
Fig. III.15. Typical frequency-drift rates of type III bursts over a wide range of frequencies (from Alvarez and Haddock, 1973a).

Characteristics double-humped bursts were interpreted by the authors as harmonic–fundamental pairs, whereas the directivity factor was systematically larger for the first (fundamental) component than for the second (harmonic) one. For events near the solar limb the directivity factor was found to increase with increasing central meridian distance of the source on the Sun. Apparently the source size also becomes larger with increasing $R$. According to the above cited
authors, the results obtained are consistent with model calculations using the ray-tracing method in an inhomogeneous scattering corona for any value of $\theta$ independent of the longitude of the source. However, deviations from the spherical symmetry seem to be necessarily included in order to meet real conditions.

d. **Exciter Paths and Ray Trajectories**

The position of the type III burst radiation source (called 'emission level scale' by Fainberg and Stone, 1974) is determined by the path of the exciting particles (electrons) in space. Due to the relatively small gyroradii, the electrons are forced to follow the large-scale magnetic field direction. Therefore the type III bursts can be used as tracers of the magnetic field configuration and also other parameters in the corona and the solar wind.

A nice example provided by an observation of an U-type...
burst extending to a distance of about 35 solar radii by the RAE–1 satellite (Stone and Fainberg, 1971) is reproduced in Figure III.17.

Another possibility to derive information about the exciter path can be achieved by measurement of the low-frequency type III burst fluxes and the arrival directions from spin modulated data. Arrival directions in combination with a suitable emission level scale can be processed with a computer to follow the dynamic process of the passage of individual type III bursts through the interplanetary space up to the Earth’s orbit. As an example a plot of data obtained from the IMP–6 satellite is shown in Figure III.18 displaying the traveling of the type III burst exciting elec-
The derived values of the exciter speed do not exhibit an appreciable deceleration over about the first 40 \( R_\odot \) as already mentioned in Section 3.3.4 (Hartz, 1969). Nevertheless, the IMP–6 data clearly indicate a slowdown of the exciter velocities at greater distances from the Sun (Fainberg et al., 1972). An increase of the pitch angles e.g. would produce the same effect. More detailed investigations are necessary here in connection with theoretical work.

A summary of some low-frequency radio emissions up to the vicinity of the Earth is contained in Figure III.19.

3.4.6. INTERPRETATION

The current ideas on the generation of the type III bursts are based on the plasma (wave) hypothesis (cf. Section 3.4.2.a) which can be characterized by the following

---

**Fig. III.18.** Example of a computer generated plot of data from IMP–6 tracing the exciter path of type III bursts down to the Earth. The plane of the figure is the ecliptic (Earth at bottom). For each minute of data, the intersection of the measured type III burst arrival directions with the spherical emission level is determined and a radial line segment with length proportional to log intensity is plotted (collected from data from 32 frequencies taken at 5 s intervals for a 2 min period) (after Fainberg and Stone, 1974).
Fig. III.19. Characteristic flux densities of some low-frequency radio emissions detected by OGO 1 and 3 in comparison with other emissions (after Dunckel, 1974).

points:
(1) A fast moving exciting disturbance (electron beam) causes plasma waves at the local plasma frequency $\omega_p$.
(2) A certain part of the resulting plasma waves is transformed into electromagnetic waves via scattering at $\omega_p$ and $2\omega_p$.
(3) So far as propagation is possible, the electromagnetic waves can reach the observer.

Each of these points contains a number of difficult problems, which are not yet fully solved as will be outlined below. Nevertheless, more and more convincing arguments have been collected in favor of the plasma hypothesis from the beginnings of type III burst studies (Wild, 1950b; Wild et al., 1954a) up to the near past (Fainberg et al., 1972).
a. The Exciter Source

As indicated by the above statements, a critical analysis of all possible exciter types (shock waves, ion and electron streams, temporal gradual changes of the exciting conditions, selective group-velocity retardation effects, etc.) led to the conclusion that fast streams of electrons are the most probable exciting agents of solar fast-drift bursts. In line with the plasma hypothesis electrons require less energy for acceleration than, e.g. protons and are more efficient in generating plasma waves. Moreover electrons were directly observed by space experiments (Lin et al., 1973; cf. Section 3.4.5.b).

The problem of the exciter origin, i.e. of the acceleration process itself, is not yet solved satisfactorily. Obviously this question is intimately connected with the flare problem which will be treated in Chapter V. The short duration of the type III burst pulses and the occurrence of groups and storms of type III bursts should provide valuable hints for the investigation of the related acceleration processes. But unfortunately, since the starting heights of the type III bursts must not be regarded as the actual heights where the acceleration is initiated, the location of the exciter origin appears obscured. Independently from all considerations about the exciter origin, however, the mere fact of the existence of the exciting agents of solar fast-drift bursts must be accepted and their properties are to be deduced from their response to the radio emission.

For some time the question of the stabilization of the exciter beam puzzled a number of authors (cf. Smith, 1970a). It was thought that particle streams traveling over large distances, as the exciters of the type III bursts do, must be stabilized (Kaplan and Tsytovich, 1967b). But it could be shown that an electron-beam stabilization does not occur under the conditions relevant to the fast-drift bursts taking into account the effect of quasi-linear relaxation of the distribution function of the electron energies (Zheleznyakov and Zaitsev, 1970; Smith, 1970b).

An attempt to solve this obvious discrepancy was made by Zaitsev et al. (1972) who applied a dynamical theory of the type III bursts. They concluded that in a spatially bounded stream, in spite of the quasi-linear relaxation, plasma waves can be generated for a long time owing to faster particles escaping out of the front of the stream. This result was obtained by a solution of the relativistic quasi-linear equations for the temporal evolution of an electron beam by a similar theory under the conditions of a local explosion causing the bounded fast electron beam. An unchanged speed of the type III burst exciters over a wide range produces the illusion of a stream stabilization. An additional consideration of the effect of possible losses was made by Smith (1973).

b. The Plasma-Wave Source

The first approach to a detailed theory of the type III burst emission was made by Ginzburg and Zheleznyakov (1958a). Coherent (Čerenkov) plasma waves were invoked to be generated by a stream of fast particles and subsequently transformed into radio waves by Rayleigh and combination scattering at $\omega_p$ and $2\omega_p$, respectively. Meanwhile some details of this theory (e.g. concerning the scattering process) were
replaced by newer concepts, but the basic idea remained tenable (Sturrock, 1964; Melrose, 1970; Smith and Sturrock, 1971).

In the following we restrict ourselves to some basic remarks on the theory. For more details the reader is referred to the review by Smith (1974a), the cited original papers, and partly to the next chapter.

Following Zaitsev et al. (1972) and Smith (1973), the dynamics of the electron stream producing the plasma waves of the fast-drift bursts are described by the approximation of quasi-linear equations:

\[
\frac{\partial N_k}{\partial t} + v \cdot \frac{\partial N_k}{\partial r} = \frac{N_k}{m_e} \int w_k(v,k) \frac{\partial f(v)}{\partial v} \, dv + \int w_k(v,k) f(v) \, dv,
\]

\[
\frac{\partial f(v)}{\partial t} + v \cdot \frac{\partial f(v)}{\partial r} = \frac{\hbar^2}{m_e^2 \hat{\epsilon} v} \int w_k(v,k) N_k(k) k j \frac{\partial f(v)}{\partial v_j} \, dk + \frac{1}{m_e \hat{\epsilon} v} \int w_k(v,k) \frac{\hbar k f(v)}{(2\pi)^3} \, dk,
\]

(III.11)

where \(N_k(k)\) is the wave distribution function, \(f(v)\) the particle distribution function in the phase space, \(w_k(v,k)\) the emission probability of plasma waves with the wave vector \(k\) by an electron of the velocity \(v\), \(\hbar\) denotes Planck’s constant divided by \(2\pi\), and \(m_e\) the electron mass (cf. Section 4.5.3).

In practice for \(N_k(k)\) suitable assumptions must be chosen since an exact determination meets with difficulties (Smith, 1974b).

The dispersion relation of the longitudinal electron plasma waves is

\[
\omega^2 = \omega^2_{pe} + 3v^2_{Te} k^2
\]

(III.12)

(\(\omega_{pe}\) = plasma frequency of electrons, \(v_{Te}\) = thermal velocity of electrons).

The emission probability for a plasma wave excited by an electron of the velocity \(v\) is given by

\[
w_i(v,k) = \frac{(2\pi)^2 e^2 \omega_{pe}}{\hbar k^2} \delta(\omega_{pe} - k \cdot v)
\]

(III.13)

(Smith, 1974a).

The basic equations were solved for several special cases (Zaitsev et al., 1972; Smith, 1974b). Nevertheless, the whole problem of the dynamics of an electron stream in the solar corona is not conclusively solved. In a more refined treatment of nonlinear effects, e.g., the induced scattering of plasma waves on ion polarization clouds, the coupling with ion-acoustic waves causing a pile-up of the plasma waves, charge neutralization effects, and others, must be considered.

c. The Radio-Wave Source

The generation of the fast-drift burst RF emission is due to wave-mode transformation, either by wave-particle interactions or by wave-wave interaction processes:

\[
w' + P \rightarrow w + P',
\]

\[
w' + w'' \rightarrow w
\]

(III.14)

\((w = \text{‘wave’}, P = \text{‘particle’}).\)
The four most probable processes of these kinds as relevant to type III bursts are schematically shown in Figure III.20. The processes (c) and (d) refer to the radio wave source where (c) represents the basic process for radiation near the fundamental plasma frequency described by a scattering of the plasma waves I' on the polarization cloud of an ion i (electron density fluctuations) producing a transverse electromagnetic radio wave t

\[ l' + i \rightarrow t + i' \] (III.15)

(cf. Smith, 1974b).

This process can be induced or spontaneous; it seems most likely, that the fundamental emission must be amplified (negative absorption) in order to account for the observed ratios of fundamental-to-harmonic emission in the meter region (Smith, 1974b; Heyvaerts and Verdier de Genduillac, 1974).

The transition probability of the process (III.15) is

\[ u_{l',t-i} = \frac{(2\pi)^2 e^4}{m_i^2 \omega_{pe}^2} \left( 1 + \frac{T_e}{T_i} \right) \frac{(k \times k')^2}{k^2 k'^2} - \frac{\delta}{k'} \left[ \left( \omega_l - \omega_t - (k - k') \cdot v_i \right) \right] \]

(III.16)

where \( T_e \) and \( T_i \) are the electron and ion temperatures, respectively (Tsytovich, 1967; Smith, 1970a) yielding the following emission and absorption coefficients

\[ j(k, \omega) = \frac{k^2 \omega_{pe}^2}{4(2\pi)^{5/2} v_g N_i \left( 1 + \frac{T_e}{T_i} \right)^2} \int \frac{\hbar \omega_p(k') N_e(k') (k \times k')^2}{k' v_i} \times \]

\[ \times \exp \left\{ - \frac{1}{2} \left( \frac{\omega_l - \omega_t}{k' v_i} \right)^2 \right\} \frac{dk'}{(2\pi^3)} \]

(III.17)

\[ \alpha(k, \omega) = \frac{(2\pi)^{1/2} \rho_{pe} \langle v_k \rangle}{4(3)^{1/2} N_e v_e c k T_i \left( 1 + \frac{T_e}{T_i} \right)^2} \int \hbar \omega_l(k) - \omega_t(k') \frac{(k \times k')^2}{k^2 k'^2} \times \]

\[ \times \frac{\omega_p(k') N_i(k')}{k' v_i} \exp \left\{ - \frac{1}{2} \left( \frac{\omega_l - \omega_t}{k' v_i} \right)^2 \right\} \frac{dk'}{(2\pi^3)} \]

(III.18)

(Smith, 1974b) where \( v_g = d\omega/dk \) is the group velocity, \( k \ll k' \), and \( \langle v_k \rangle \) is the average phase velocity of the plasma wave (\( v_g = 3^{1/2} v_e \langle v_k \rangle^{-1} \)).

It is seen from Equation (III.18), that the absorption becomes negative for transverse waves, where \( \omega < \omega_0 \).

The basic process for the second harmonic radiation is the interaction (combination) of two plasma waves producing a transverse electromagnetic wave at the frequency \( 2\omega_{pe} \) (cf. also Section 4.6.2):

\[ l + l' \rightarrow t(2\omega_{pe}) \] (III.19)
with the transition probability

\[ u_{r_{1} \rightarrow r_{1}} = \frac{(2\pi)^{6} \hbar e^{2}(k'^{2} - k^{2})^{2}(k' \times k'')^{2}}{16\pi m_{c}^{2}k^{2}\omega_{pe}} \delta(k - k' - k'') \delta(\omega_{r} - \omega_{l} - \omega_{r'}) \]  

(III.20)

yielding

\[ j(k) = \frac{\pi\hbar e^{2}\omega_{pe}^{2}}{4(3)^{1/2}N_{e}m_{c}^{2}c} \int N_{k}(k') N_{k}(k - k') \left[ k'^{2} - (k - k')^{2} \right]^{2} \times \]

\[ \times \frac{\left[ k' \times (k - k') \right]^{2}}{k'^{2}(k - k')^{2}} \frac{dk'}{(2\pi)^{6}} \]  

(III.21)

and

\[ \alpha(k) = \frac{\hbar e^{2}}{16\pi m_{c}^{2}\omega_{pe}} \int \frac{\left[ k' \times (k - k') \right]^{2} \left[ k'^{2} - (k - k')^{2} \right]^{2}}{k'^{2}k^{2}(k - k')^{2}} \times \]

\[ \times \left[ N_{k}(k - k') + N_{k}(k') \right] dk' \]  

(III.22)

(Smith, 1974b).

In contrast to the fundamental frequency, the absorption coefficient for the second harmonic can only be positive. In order for the above described process to occur, several conditions must be fulfilled: The combining plasma waves must meet together almost head-on and exhibit sufficiently high energy to guarantee energy and momentum conservation and to obtain nonthermal radiation. Beside that, secondary plasma waves occur mainly according to process (b) of Figure III.20.

Although the third harmonic is not generally observed in solar radio bursts, fast-drift bursts with a frequency ratio 2:3 and even, still more rarely, 1:2:3 are some-
times reported (cf. Takakura and Yousef, 1974), but it appears difficult to exclude purely random combinations. A possible mechanism to explain the occurrence of third harmonic radiation in solar radio bursts has been presented by Zheleznyakov and Zlotnik (1974).

d. Radio-Wave Propagation

On its way to the observer the radiation undergoes effects of scattering, refraction and polarization, absorption, etc., which modify the received radiation characteristics. Scattering and refraction effects have received considerable attention in the past. The method usually adopted consists of a computer simulation with a sufficiently large number of ray paths, which are subject to random scattering at electron-density inhomogeneities in the frame of special models (Fokker, 1965; Steinberg et al., 1971; Caroubalos et al., 1972; Riddle, 1972a, b).

Assuming a point source of radio emission with different directivities, the scattering may have an important influence causing either a focusing or a broadening of the received angular emission pattern dependent on the wavelength and the primary directivity of the source. In contrast to the conditions for a nonscattering corona, the scattering causes a scatter of the turning points of the ray trajectories too, so that the cutoff frequency becomes practically independent of the direction angle equal to the local plasma frequency of the source region (cf. also Section 4.2.4.a). Moreover, because scattering implies a multitude of different ray paths, the time profile of the received radiation is also influenced by an excess group delay (Wild et al., 1959a).

3.5. Slow-Drift Bursts

3.5.1. General Observational Features

a. Main Characteristics. Frequency Drift

Slow-drift bursts are generally considered as the radio evidence of flare-induced collisionless magnetohydrodynamic shock waves in the solar corona. In contrast to the fast-drift bursts they are characterized by a ‘slow’ drift of the spectral features of the order 0.25 to 1 MHz s\(^{-1}\) from high to low frequencies (Figure III.21). The slow-drift bursts are outstanding phenomena connected with large flare events. Therefore, in contrast to fast-drift bursts, they occur comparatively seldom.

Historically, soon after the introduction of the solar radio-spectrograph observations the slow-drift bursts had been recognized as a special phenomenon and were classified as type II bursts by Wild and McCready (1950). It is interesting to note, that at the time of their detection (formerly contained in the label ‘outbursts’) type II bursts had not been distinguished from the type IV burst phenomenon.

An early comprehensive survey of the type II bursts was made by Roberts (1959b) and later supplemented by Maxwell and Thompson (1962). Newer accounts on the type II burst phenomenon were given e.g. by Wild and Smerd (1972), Dryer (1974), and McLean (1974).

The frequency drift of the type II bursts can be interpreted as a height variation
Fig. III.21  A type II burst (October 9, 1969) exhibiting harmonic and split-band structure (after Dulk, 1970a).

of a disturbance traveling outward through the corona, generally similar to the behavior of type III bursts. Inferring a reasonable electron density-distribution law in the corona and adopting again the plasma hypothesis, velocities of the traveling disturbances ranging from about 200 to 2000 km s\(^{-1}\) (and also beyond these figures) can be deduced.

These velocities are remarkably greater than the coronal sound velocity and Alfvén velocity, so that shock waves are to be anticipated.

There is a number of spectral features which may be of special interest for the interpretation of the type II bursts which will be discussed later: narrow bandwidths (> some MHz) of the drifting emission ridges, frequently simultaneous occurrence of fundamental and second harmonic features, and band splitting of both the fundamental and second harmonic components.

Due to the peculiar spectral features, the type II bursts provided the first observational hint for the existence of plasma oscillations in the solar corona, though the detailed theoretical proof was difficult. A direct argument for the validity of the plasma hypothesis came from position measurements with swept-frequency interferometers (Wild et al., 1959b; Weiss, 1963a, 1965).

b. Morphology and Other Properties

Typically type II bursts start about 2–15 min after the beginning of a flare and last about 10 or 15 min in the meter region. After the onset the time profile is usually rather complex and exhibits very intense peaks of the flux (\(T_b > 10^{12}\) K). The onset shows an abrupt cutoff in frequency. The starting frequency of the fundamental component is usually below 100 MHz, but can also reach higher frequencies, say, 250 MHz. Correspondingly the second harmonic features are observed at twice this frequency.

The polarization of the type II bursts is typically random; however, complex polarization structures can also be observed.

From ground-based patrol observations type II bursts can be traced up to decimeter waves. Because of their rarity not very much is known about the frequency extent and the spectral behavior towards lower frequencies which is accessible to space measurements only. A good example of a type II burst observation at frequencies up to 30 kHz was obtained for the big solar flare event of August 7, 1972 (Figure III.22). In this case it was possible to track the path of the shock wave which was
marked by the type II burst by observations aboard the IMP-6 satellite from interplanetary space into the Earth (where the arrival of the shock waves was indicated by a sudden commencement of a geomagnetic storm) by applying the RAE density scale, which was deduced inferring second-harmonic type III burst emission (Malitson et al., 1973a, b).

c. Heliographic Observations

In recent years the main experimental information on type II bursts was collected from the Culgoora heliograph observations by displaying the spatial brightness distribution in a time sequence. Here the sources of the type II bursts are seen as extended emitting regions with a diameter of the order of $0.5R_\odot$, which is at first sight astonishingly large with regard to the comparatively small bandwidth of the emission. The sources often exhibit remarkable spatial and temporal variations of brightness (cf. Kai and McLean, 1968; Wild, 1969a; Kai, 1969c; Dulk, 1970a; Stewart et al., 1970). The centroid of the source region exhibits small motions, even when observed at only one fixed frequency.

Sometimes the source consists of several distinct peaks situated on a large shell around the flare center (Figure III.23) (Smerd, 1970; Dulk and Smerd, 1971). The
Fig. III.23. A very extended limb event observed by the Culgoora radioheliograph on March 30, 1969. Top: 80 MHz heliogram showing the great peripheral extent of the radio sources. Bottom: Computer-drawn brightness contours at two phases of the event. A, C, and D - type II burst sources, B - continuum source (after Smerd, 1970).
observations indicate a wide cone of the emission from the shock waves (i.e. up to about 200° if seen from the flare center). However, since the emission is not uniformly distributed over all angles, only special directions of the shock wave propagation are marked by the radio response. Apparently one single flare can produce several discrete sources of type II bursts, which – not necessarily simultaneously – can be distributed over an appreciable part of the solar hemisphere.

d. Associated Phenomena

Since the type II bursts are a typical phenomenon of large flare events, they are almost automatically associated, more or less directly, with the whole palette of single flare effects which commonly accompany big flares. Among them we would like to stress the relationship between some important features, e.g.: Hα flare waves,
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Fig. III.24. Schematic picture showing the possible trigger action of a flare-induced shock wave (after Wild, 1969a).
sprays and eruptive prominences, moving type IV bursts, and sudden commence­ments of geomagnetic storms.

The major optical evidence for the occurrence of shock-wave disturbances and for the ejection of matter in conjunction with flares and type II bursts comes from Hz-observations though it appears often difficult to discriminate by this method the true nature of the observed phenomenon. Some pioneering work was done in this field by Moreton (1964), Dodson and Hedeman (1964), and Smith and Ramsey (1966). A concise review on these matters was given by Bruzek (1974). Theoretical discussions are due to Meyer (1968), Uchida (1968), and Uchida et al. (1973).

There appears to exist a close connection between the occurrence of shock waves and the ejection of matter in the solar atmosphere. At radio frequencies this connection is indicated by the combination of type II bursts and moving type IV bursts. In the optical domain coronal observations reveal an association with flare sprays, but the statistical correlation with type II bursts is not exceedingly large (E. V. P. Smith, 1968; Smith and Harvey, 1971). Obviously not all optically visible disturbances come to regions favorable for a conversion into a type II burst emission.

At greater heights up to several solar radii coronographic observations in the white light from satellites display pictures indicating piston-driven shock waves moving outwards in connection with a slow-drift radio burst emission (Figure III.30) (cf. Stewart et al., 1974).

Combined radio and optical observations also give a strong evidence for shock wave interactions between very distant centers around the Sun (Wild et al., 1968; Wild, 1969a). Apparently the shock waves are capable of triggering eruptions of distant prominences in the corona and, moreover, can release high-energy particles as may be concluded from the appearance of the radio emission. Figure III.24 shows a sketch for such an interaction link, which was proposed by Wild (1969a).

Concerning the processes in the interplanetary space and planetary environments it may be briefly stated that in connection with type II bursts, flare-associated solar wind disturbances, as well as subsequent storms in the magnetospheres of the Earth and Jupiter, are marking reactions initiated by the disturbances traveling from the Sun.

3.5.2. **Spectral Structure**

a. **Harmonic Radiation**

A significant clue to the emission process of the solar slow-drift radio bursts is given by the existence of harmonics of the radiation in connection with narrow-band structures. This feature is recognizable in dynamic spectra and was first discussed by Wild et al. (1954a). A well expressed harmonic structure is discernible for more than half of all type II bursts in the meter region, whereas at longer wavelengths, e.g. in the hectometer region, harmonic structures are perhaps not so clearly visible. In the meter region the fluxes at both bands are usually of similar magnitude, though deviations exist in both directions. No clear evidence of components of higher harmonics could be achieved until now. Sharply defined details in the dynamic spectrum reveal a group delay between the harmonic and fundamental emission of about
The harmonic structure can be observed from nearly all central meridian distances and the harmonic ratio (usually a little bit smaller than two) does not seem to be seriously influenced by the position on the Sun. The question of the relative positions of the fundamental and harmonic emission demands still further work. A number of observations yields contradictory results, being partly inconsistent with simple ideas of a type II burst interpretation, putting the questions of whether (a) the harmonic radiation’s position as measured at a fixed frequency is closer to the flare center than that of the fundamental and (b) the burst positions at fixed frequencies are really moving with time (cf. Dulk 1970a, b; Riddle, 1970b).

b. Frequency Splitting

In several cases, as demonstrated by Figure III.21, the individual harmonic bands of type II bursts are duplicated once more by the effect of frequency or band splitting. The frequency separation is about 10% of the band midfrequency, i.e., of the order of 10 MHz in the fundamental and twice as great in the harmonic band.

The phenomenon of frequency splitting should give an important hint of the nature of type II bursts. At present, several explanations have been proposed but the interpretation is still open. The proposals fall into three main categories:

(a) Effects of the magnetic field:

Emission at $v_p$, $v_p + \frac{1}{2}v_H$, $\Delta v = \frac{1}{2}v_H$ (Roberts, 1959a) or emission at $v_p$ and the upper hybrid frequency

$$v_{uh} = (v_p^2 + v_H^2)^{1/2}, \quad \Delta v \approx \frac{v_H^2}{2v_p}$$

(Sturrock, 1961a; Tidman et al., 1966).

In both cases the resulting magnetic field seems to be too large compared with the requirement

$$v_A \approx 7 \times 10^3 \frac{v_H}{v_p} \lesssim 10^3 \text{ km s}^{-1} \sim \frac{v_H}{v_p} \lesssim 1/7$$

(Weiss, 1965).

(b) Doppler-effect interpretation (Zheleznyakov, 1965; Zaitsev, 1965; Fomichev and Chertok, 1967a): This approach is based on the Pikelner–Ginzburg model (cf. Section 3.5.3.b) yielding $\Delta v \approx (2v_p/c) v_p$ at the fundamental frequency.

(c) Geometrical interpretation (McLean, 1967, 1974). Basing on a reasonable model distribution of the electron density and the magnetic field a computer simulation shows a preference of the emission in different locally separated regions which can be directly attributed to the occurrence of split bands (cf. also Section 3.5.3.c).

c. Herring-Bone Structure

Certain type II bursts exhibit the so-called ‘herring-bone’ pattern in the dynamic spectrum consisting of a succession of fast drifting burst elements. First attention was paid to this phenomenon by Roberts (1959a,b). A short discussion of this matter was given already in Section 3.4.3.d. For illustration see Figure III.25.
### 3.5.3. Interpretation

**a. History**

In 1946-47 remarkable time delays between the arrival of 'outbursts' at three different fixed frequencies were already noted (Payne-Scott et al., 1947). Based on a suggestion by Martyn (1947) that the burst emission may originate near the critical level, where the refractive index vanishes, the time delay was interpreted as an upward motion of a certain physical agency passing the solar corona from high-frequency to low-frequency levels. In the same way the sharp low-frequency cutoffs of the type II bursts were interpreted by Wild (1950a) as an effect of the critical frequency ('critical-frequency hypothesis'). Later on Wild et al. (1954a) detected a narrow emission peak near the low-frequency cutoff implying the possibility of a resonance phenomenon near the critical frequency as it was formerly discussed by Martyn (1947) and Jaeger and Westfold (1949). In this way the plasma (frequency) hypothesis was developed from the earlier critical-frequency hypothesis.

**b. Type II Burst Models**

The exciter velocities $v_e$ of the type II bursts are definitely less than the thermal velocities of the electrons $v_{th}$ in the corona. Therefore particle streams with such
low velocities cannot account for the generation of plasma waves as it is required for the type II bursts. One can estimate

$$v_s < v_A < v_{II} < v_{th}$$

(III.24)

where $v_s = \sqrt{\gamma RT}$ is the sound velocity ($\approx 120$ km s$^{-1}$, if $\gamma$ (polytropic exponent) = 5/3, $T = 10^6$ K, $R$ = universal gas constant), $v_A = H/\sqrt{4\pi\rho} \approx H/\sqrt{4\pi N_e m_i}$ ($\approx 7 \times 10^3 \text{ km s}^{-1}$) is the Alfvén velocity, and $v_{th} = \sqrt{2kT/m_e}$ ($\approx 5.5 \times 10^3 \text{ km s}^{-1}$ if $T = 10^6$ K) is the thermal velocity. With regard to these figures an interpretation of the type II bursts in terms of shock waves seems most appropriate (cf. Uchida, 1960). Sound-shock waves in the quiet corona without any magnetic field influence would attain high Mach numbers

$$M_s = v/v_s$$

(III.25)

and hence suffer a rapid dissipation of the wave energy by heating the ambient plasma. Run-away electrons with large free path lengths ($\approx 0.1 R_\odot$) would be generated and penetrate into regions before the shock front (Welly, 1963).

For the above reasons it can be assumed that only MHD shock waves have a chance to propagate over long distances and generate plasma waves, which in turn can be transformed into the type II burst radio emission. The theory of these processes is still being developed; therefore, there is no final conclusion at this time.

Up to now there exist two major approaches to the problem of the interpretation of the type II burst emission. The first one is a model introduced by Pikelner and Ginzburg (1963) based on an investigation of the fine structure of MHD shock waves by Sagdeev (1962) and elaborated by Zheleznyakov (1965) and Zaitsev (1965, 1968). The model describes a collision less shock wave propagating perpendicular to a magnetic field. An electron current $j = -eN_e v_x$ (where $y \perp x, z$; $x$ = direction of the shock-wave propagation; $z$ = direction of the external magnetic field) arises in the shock front as a consequence of the magnetic field gradient

$$\partial H/\partial x = (4\pi/c) j$$

(III.26)

so that the drift velocity $v_y$ is approximately proportional to the difference quotient $\Delta H/\Delta l$, when $l$ is the thickness of the shock front, which is a function of the MHD Mach number

$$M_A = v/v_A.$$  

(III.27)

Plasma waves are excited, if the drift velocity $v_y$ exceeds the thermal velocity $v_{th}$. For $v_y = v_{th}$ the condition for the 'critical Mach number'

$$M_C = 1 + (3/8)(8\pi N_e K T/H^2)^{1/3}$$

(III.28)

can be obtained under the assumptions

$$H^2/8\pi \gg N_e K T$$

(III.29)

and

$$v_H \ll v_p.$$  

(III.30)
For $M_A > M_C$ plasma waves are expected to be generated. However, it is quite obvious that the above mentioned conditions can be satisfied only for Mach numbers $M_A < 2$. In this range of Mach numbers the maximal drift velocity of the electrons in the shock front was calculated by Zaitsev (1965):

$$v \approx \frac{1.55 H \omega_H}{4 \pi e N_e} \frac{M_A^3 - 1}{M_A^2}.$$  \hspace{1cm} (III.31)

In the frame of this general model, estimations of the magnetic field from type II burst observations were proposed by Takakura (1964, 1966) (obtaining upper limits of the magnetic field strength by equating $v_H = v_A$) and by Fomichev and Chertok (1965) (using Equation III.28).

In general, there is some doubt about the validity of the assumption $v_H \perp \mathbf{H}$, which seems to conflict with some observations indicating $v_H \parallel \mathbf{H}$ (heliographic observations, correlations to the emitting regions of type III bursts which are thought to travel parallel $\mathbf{H}$, and the extension of type II bursts well into the interplanetary space, where closed magnetic field structures are scarcely to be expected).

The other approach to a type II burst theory was done by Tidman (1965) and Tidman et al. (1966). These authors predict the occurrence of superthermal particles in MHD shock waves and refer to an analogous situation as the Earth’s bow shock bouncing against the solar wind. The shock front is thought to be followed by a turbulent plasma region of disordered magnetic field confining superthermal electrons exciting incoherent Čerenkov plasma waves.

A great advantage of this approach seems to be that no restriction was made concerning the magnetic field direction relative to the shock front, which looks more realistic. A more detailed elaboration of the theory, however, is yet missing.

c. Shock-Wave Propagation

The propagation of flare-induced shock waves has very interesting aspects illuminating the structure of the solar corona above active regions.

By heliographic observations it was found that the path of the shock waves causing type II bursts can deviate remarkably from a direct straight line. For instance, Kai (1969c) interpreted one peculiar event as the observational evidence for a reflection of shock waves on a magnetic wall. In another case, Smerd (1970) described a behind-limb event and concluded a curved path for the type II burst excitors thus being either refracted or magnetically guided. Summarizing the factors, which possibly influence the shock-wave propagation, we have to take into account: (a) Refraction of shock waves; (b) channeling of the shock-wave energy by the structure of the magnetic field and density distribution; and (c) dissipation of the shock-wave energy at the lowest Alfvén velocity.

d. Electromagnetic Radiation

The transformation of the plasma waves excited by the shock waves into electromagnetic radiation (radio waves) can in principal be thought of as analogous to the case of the fast-drift bursts which was already discussed in Section 3.4.6.c.

Concluding our remarks concerning slow-drift bursts we want to stress the con-
ditions necessary for the generation of a type II burst, which possibly could explain the rareness of these events:

   (a) Existence of a sufficiently strong shock wave (i.e. conditions must be favorable for its propagation requiring not too high and not too low Mach numbers);

   (b) Conditions must be favorable for a generation of plasma waves (the mechanism itself is not yet fully understood);

   (c) Conditions favorable for a transformation into electromagnetic waves; and

   (d) Conditions suitable for a propagation of the electromagnetic waves to the observer.

3.6. Continuum Bursts (b): The Type IV Burst Complex

3.6.1. Introductory Remarks

a. General Features

A type IV burst is defined as a 'long-period continuum event in any part of the radio spectrum following a flare' (Fokker, 1963a; Wild, 1962). Since this definition comprises the whole range of the radio frequencies, and the radio continua are rather complex in nature, a number of subtypes or special components of type IV bursts can be distinguished, which were classified by various authors in various manners (cf. Section 3.6.1.c). Hence, speaking about 'type IV bursts' one means either the totality of all possible type IV burst components (the 'type IV burst complex') or simply one part of this, which is particularly developed in a really observed event.

Like the slow-drift bursts, type IV bursts are also comparatively rare and, in general, restricted to major flare events. Recent reviews discussing type IV bursts are due to Krüger (1972) and Boischot (1974a). Catalogs of type IV bursts, in particular in connection with associated proton flares, have been collected by different authors (e.g. Švestka and Olmr, 1966; Krüger et al., 1971; Švestka and Simon (ed.), 1975).

b. Brief History

As already mentioned in Section 3.5.1, slow-drift and continuum bursts were not differentiated until 1957, though the latter phenomenon was already studied by a number of authors. The type IV burst as a new, distinct class of solar radio bursts was first recognized by Boischot (1957, 1958, 1959) with the aid of the Nançay multi-element interferometer operating at 169 MHz.

A first interpretation of the phenomenon was given by Boischot and Denisse (1957) in terms of synchrotron radiation from electrons spiraling in coronal magnetic fields.

Boischot's concept of type IV bursts (forming the only major spectral type of solar radio bursts which was not born in Australia) originally referred to only one component of the type IV bursts, namely to that which later on turned out to be named 'moving type IV bursts'. Soon after the introduction of the fourth burst spectral type a rapidly growing number of studies made around the globe (partly under the
### TABLE III.4
Survey of type IV burst subclassifications

<table>
<thead>
<tr>
<th>References</th>
<th>cm</th>
<th>Wavelength range</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boischot (1957)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Takakura and Kai (1961)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pick (1961)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wild (1962)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanaka and Kakinuma (1962)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Takakura (1963a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fokker (1963a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wild et al. (1963)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kundu (1965)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zheleznyakov (1964, 1970)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wild (1970c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Krüger (1972)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boischot (1974a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present book</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Diagram:**

- **A**
  - IV
  - IV$_B$
  - IV$_C$
  - IV$_D$
  - IV$_E$

- **B**
  - IV$_A$
  - IV$_B$
  - IV$_C$
  - IV$_D$
  - IV$_E$

- **C**
  - IV$_A$
  - IV$_B$
  - IV$_C$
  - IV$_D$
  - IV$_E$

**Wavelength Range**:
- cm
  - IV$_m$
  - IV$_c$

- dm
  - IV$_d$
  - IV$_m$

- m
  - IV
  - IV$_A$
  - IV$_B$
  - IV$_C$
  - IV$_D$
  - IV$_E$

**Types**:
- Moving: IV$_A$
- Stationary: IV$_B$

**Classes**:
- IV$_m$
- IV$_c$
- IV$_d$
- IV$_m$
- IV$_c$

**Subclasses**:
- IV$_{mA}$
- IV$_{mB}$
- IV$_{mA}$
- IV$_{mB}$
- IV$_{cA}$
- IV$_{cB}$

**Notes**:
- "flare continuum"
aspect of the eminent relevance to solar-terrestrial relationships) extended the initial conception which led to some confusion considering the variety of different forms of the appearance of this burst type.

In the mean time much work has been done enlarging the knowledge about the type IV bursts by investigation of the spectral, polarization, statistical, positional, and other characteristics, which will be considered in the next subsections. Nevertheless, much work is still to be done in the future on this burst class.

c. Classifications

The variety of large solar continuum radio bursts is reflected by a multitude of attempts to classify the main features resulting in a puzzling picture for those who do not actively work in this field. In order to make these things clear the major schemata of type IV burst subclassifications widely distributed in the literature are compiled in Table III.4. A look in this table shows that although there are no essential differences in single notations, some uncertainties exist especially with regard to the classification of the decimeter part of the type IV bursts and the subdivision of the type IV burst in the meter range.

It should be remarked that the classifications used hitherto are basically oriented on observational aspects. It is hoped that a deeper knowledge about the physics of the type IV phenomena will result in a well founded and generally accepted classification. For the purpose of the present book we suggest distinguishing between the following main components based on the essence of Table III.4:

1. type IVμ bursts,
2. type IVdm bursts,
3. type IVmF bursts (flare continua, ‘quasi-stationary type IV bursts’),

Fig. III.26. Schematic representation of different spectral components of solar radio bursts.
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(4) type IVmA bursts (moving type IV bursts), and
(5) type IVmB bursts (stationary type IV bursts)

(cf. Figure III.26).

d. Outline of a Complete Picture

The temporal succession of the different stages of an idealized type IV burst and possible ways of the development of solar continuum radio burst events are schematically sketched in Figure III.27.

Some confusion still exists in the literature in using the notations ‘flash phase’, ‘impulsive phase’, ‘explosive phase’, ‘hard X-ray phase’, ‘type IV burst phase’, etc. Following Křivský et al. (1976) we recommend distinguishing the impulsive phase, which corresponds to the onset of an impulsive microwave burst, from the explosive phase, which corresponds to the occurrence of a type IVμ burst. The terms flash phase, hard X-ray phase, and impulsive phase denote one physically connected complex. The terms explosive phase and type IV burst phase belonging together would denote another physically connected complex as indicated by Figure III.27. (Formerly, the denotations ‘first’ and ‘second part events’ were used in a similar sense.) Since in real solar events both complexes are often mixed and sharp boundaries are generally missing, the hitherto existing difficulties in developing a unique classification are not surprising.

3.6.2. THE cm- AND dm-REGION

a. Type IVμ Bursts

The type IVμ burst component is characteristically separated from the other parts of a type IV burst in the dynamical spectrum by a gap of the emission in the dm-region (especially in those cases, where no type IVdm burst is present). Since the type IVμ bursts tend to occur a little more frequently than big type IVm bursts, the
microwave region sometimes contains the sole manifestation of a type IV event. It must be noted, however, that the distinction to minor complex microwave bursts, which will not be counted as type IV bursts, appears somewhat arbitrary, because only quantitative morphological criteria are as yet adopted and qualitative differences are obviously missing to distinguish between complex bursts and type IV bursts (cf. Section 3.3.2).

Nevertheless, in contrast to some minor microwave bursts, the spectrum of the type IV bursts exhibits typically a broad-band structure extending up to about 70 GHz (and possibly beyond) for special cases. Often not sharply defined, the low-frequency boundary of type IV bursts lies typically in the region at about 1 GHz. The spectral maximum varies in a wide range around \( \lesssim 10 \text{ GHz} \). The peak fluxes at the spectral maximum can exceed \( 10^4 \) s.u. The duration of type IV bursts is typically of the order of 1 h.

The polarization of the type IV bursts often corresponds to the extraordinary wave mode of the magneto-ionic theory, but also complex polarization patterns can be observed (cf. e.g. Böhme et al., 1974). There are indications that the source region of the type IV bursts is progressively broadening during its lifetime and moving upward in accordance with the development (expansion) of magnetic loops observed in double-ribbon flares in Hα (Krivsky and Krüger, 1973). Estimations of the magnetic field strength and electron density distribution were obtained from the burst decay times under the vague assumption, that the decay is completely due to kinetic energy losses by gyro-synchrotron radiation (Kai, 1968).

b. Type IVdm Bursts

Type IVdm bursts were proposed to form a distinct subtype (cf. Table III.4) with regard to their polarization, morphological, and spectral characteristics. The frequency range of the type IVdm bursts extends from below 200 to about 2000 MHz. The sense of circular polarization is often reversed to that of the type IV bursts. In the spectral diagram (cf. Figure III.28) the type IV dm component forms patches or bands of definite bandwidth sometimes revealing remarkable high fluxes (\( \gtrsim 10^4 \) s.u.).

The correspondence in time with other type IV burst components is often very poor. It must be supposed, that the type IV dm burst is not a frequency-shifted analog of any type IV or type IVm burst component. Differences in the source structure, energy distribution, and emission mechanism in comparison to the adjacent type IV burst components are very likely.

3.6.3. The m- and Dm-region

a. Flare Continua (Quasi-Stationary Type IVm Bursts)

There is some evidence for the existence of a distinct type IV burst component in the meter region which neither belongs to the moving (′IVmA′) nor to the typical, stationary (′IVmB′) part of a type IV burst event. The emission starts in a wide frequency band almost simultaneously with the onset of a type IV burst and a series of type III bursts, and lasts for a period of the order of half an hour (cf. the spectral
Fig. III.28. Spectral diagram of a type IVdm burst (February 5, 1967).
Fig. III.29. Spectral diagram of a type IV burst showing the typical distinction between the microwave and meterwave parts (June 5, 1969).
diagram of Figure III.29). In contrast to the ‘moving’ type IVm burst component the emission at any frequency starts clearly before the onset of a type II burst (if present) and exhibits the appearance of a ‘stationary’ source by heliographic observations. The phenomenon was named type IVmA, burst or quasi-stationary type IVm burst by Krüger (1968, 1972), Böhme (1971), and Akinyan et al. (1971), flare continuum by Wild (1970c), broad-band continuum by Böhme (1972), and first stationary source (SIV) by Boischot (1974a). Independently from these designations, as a matter of fact, the phenomenon can be recognized in numerous previous observations (cf. e.g. Thompson, 1961; Fokker et al., 1966; Wild, 1968b).

For clarity we adopt here the term ‘flare continuum’ and abbreviate it as type IVmF burst radiation.

Its most important characteristics can be summarized as follows:

(a) Typically same sense of (weak) circular polarization (extraordinary) and possibly the same emission mechanism (?) as for the type IVmA bursts;

(b) Broad-band emission spectrum ranging from decameter to decimeter waves;

(c) Association with type IVμ bursts and proton events; and

(d) Apparent stationary source position as observed at fixed frequencies at locations where later a type IVmB component may develop.

Sometimes the type IVmF continuum is merged with a strong type V burst emission, which, however, generally has a shorter duration (< 10 min) than the former one. A complicated situation arises when the type IVmF component is masked by a subsequent type II burst or even type IVmA burst as discussed by Robinson and Smerd (1975). These authors propose a further subdivision of flare continua.

b. **Moving Type IV Bursts (IVmA)**

Originally the labels ‘moving’ and ‘stationary’ type IV bursts were introduced by Weiss (1963b) as a result of an extended interferometric study of the positions of type IV burst sources in the range between 40 and 70 MHz. The moving type IV bursts can be distinguished from other burst types with certainty only by positional measurements well outside the center of the solar disk, thus limiting the chances of observing this burst type. The most valuable information about moving type IV bursts came recently from the Culgoora heliograph observations, where they provided well elucidated and the perhaps most spectacular results of that instrument on the whole (Wild, 1970c).

The observations delivered important information about the complexity of the nature of moving type IV bursts (Wild and Smerd, 1972; Smerd and Dulk, 1971; Schmahl, 1973) and much could be learned about the structure of coronal magnetic fields. An advantage over drift bursts is that the continuous burst types can be studied by single-frequency positional measurements during the whole lifetime of an event.

Although it is not always possible to classify each particular event with certainty, indications were obtained that the majority of the moving type IV bursts comprise
four different categories (McLean, 1974), namely expanding magnetic arches, isolated sources (ejected plasma blobs), advancing shock fronts, and jets.

Now we briefly discuss these different forms of the appearance of moving type IVm bursts.

(1) **Magnetic arches**

A classical example of a magnetic arch was described by Wild (1969b). In the radio spectrum the arch is marked by three distinct sources. One source, widely unpolarized but showing polarized edges, is situated at the top of the arch and corresponds to the actual moving type IVm burst. The other two sources are strongly circularly polarized (in the ordinary mode) in opposite sense to each other thus marking the intersections of the arch with the corresponding plasma level. For the emission at the top of the arch synchrotron radiation was proposed. Perhaps there may be a link to the transient loops observed by satellite borne coronographs (Hildner et al., 1976).

During the lifetime of the event the sources move apart consistent with an arch-expansion velocity of about 300 km s\(^{-1}\), where a shock front (type II burst) is entirely missing. The velocity is remarkably smaller than the speed of advancing shock fronts (\(\geq 1000\) km s\(^{-1}\)), but also remarkably greater than the expansion velocities sometimes measured at lower heights in the H\(\alpha\) flare loops (\(\sim 20\) km s\(^{-1}\)).

(2) **Isolated sources**

Evidently a second variety of moving type IV bursts exists in a bounded source region, which exhibits a more or less uniform outward motion up to heights of several solar radii without any related foot point emission. A prototype of such a phenomenon was described by Riddle (1970a) (Figure III.30). The term ‘isolated source’ was introduced by Smerd and Dulk (1971).

The velocity of the movement of isolated sources is typically of the order of 300 km s\(^{-1}\) (local Alfvén velocity?) extending to heights beyond 5 \(R_\odot\). Sometimes the source is spread into two or more distinct parts of different polarization. The polarization often increases with time reaching high degrees.

The early observations of backward motions (Boischot, 1958; Weiss, 1963b) were not confirmed by the modern heliographic observations. However, curved paths of the emission center and movements almost parallel to the solar limb have been detected (Smerd, 1971; Dulk et al., 1971). The clearly observed termination of the emission was interpreted as an effect of an expansion of the plasma blob.

(3) **Advancing fronts**

Similar to the magnetic arches, but not anchored at the foot points, the obvious type IV burst emission in the wake of a shock wave occupies a larger region. An example of the appearance of such an advancing front was first reported by Kai (1970a) (Figure III.31).

The predominant features differing from the magnetic arches (and type II bursts) are the following:

- Greater expansion velocity (\(\geq 1000\) km s\(^{-1}\)) and association with a related type II burst;
Fig. III.30 Temporal (a) and spatial (b) relationships between a type II burst, a rising Hα-prominence, and a moving type IV burst observed by the 80 MHz Culgoora heliograph (after Riddle, 1970a).

- Weak polarization throughout the whole source region; and
- Large extent of the source region perpendicular to the direction of motion.

Several models were proposed to explain the emission of moving type IV bursts invoking synchrotron radiation caused by fast electrons from behind the shock front (Warwick, 1965a, b; Boischot et al., 1967; Lacombe and Mangeney, 1969).

(4) Jets
An outstanding observation of a jet-like source geometry and fast speeds was described by Riddle and Sheridan (1971). During a period shorter than 100 s a sequential brightening occurring suddenly during the late phase of a rather complex type
Fig. III.31. Development of a moving type IV burst (advancing shock front) as observed with the 80 MHz Culgoora heliograph (October 23/24, 1968; numbers indicate time in minutes after the flare onset at 23h51m). Bottom: Derived height–time plots (after Kai, 1970a).
IV burst was observed with the Culgoora radio heliograph indicating a disturbance traversing the corona with a speed of the order of \(0.5c\).

Evidently such fast moving ejecta form a special class at the boundary between continuum bursts and fast-drift bursts.

c. **Stationary Type IV Bursts ('IVmB')**

The stationary or type IVmB bursts differ in many respects from the other type IV burst components. The main characteristics are the following:

(a) Typical duration up to several hours; sometimes development into a noise storm;

(b) No systematic movements of the source region; the source heights are believed to be near the local plasma levels;

(c) Comparatively high degrees of polarization usually related to the ordinary wave mode of the magneto-ionic theory, increasing with time; and

(d) High directivity of the emission.

The type IVmB bursts are a typical phenomenon of the late phase of large solar flare events. The morphological connection to the type IV\(\mu\) burst component and to electron events in the interplanetary space is rather bad, but a direct connection to the type IVmF (flare continuum) phase may exist, from which a type IVmB burst can develop (cf. Section 3.6.3.a).

The other important link exists to noise storm phenomena. No essential physical difference has yet been observed between the type IVmB burst continuum and a noise storm continuum. The development of a noise storm often passes the following stages:

\[
\text{type IVmF} \rightarrow \text{type IVmB} \rightarrow \text{continuum storm} \rightarrow \text{type I noise storm} \rightarrow \text{type III noise storm},
\]

which are characterized by a subsequent increase of the degree of circular polarization and of the number of superimposed storm bursts.

Finally, little can be said about the emission mechanism and the origin of the type IVmB bursts, for which some kind of plasma radiation can be expected.

### 3.6.4. Type IV Burst Models

a. **Source Geometry**

The interpretation of type IV bursts contains three major tasks which are linked together:

(1) Exploration of the source-region characteristics (source geometry, distribution of the physical parameters in space and time);

(2) Determination of the physical processes taking place inside the source regions during the development of type IV bursts (emission processes, energy gain and loss processes, etc.).
(3) Investigation of the cause of the single type IV burst components and of a type IV event as a whole (questions of the flare origin, energy storage, plasma instabilities, trigger actions, etc.).

Dealing with the first task mentioned above, a number of geometrical considerations were made in the past ascribing the source locations of different type IV burst components roughly to different sites in an assumed structure of an active region. Different proposals referring to different stages of the flare-burst development are due to McLean (1959), Wild (1962), de Jager (1965a), Takakura and Kai (1966), Akinyan et al. (1971), Hundhausen (1972), Kane (1974), and others.

The problem of classification of the source structures is closely connected with the question of getting adequate information on the magnetic field distribution in the corona and the technical problem of obtaining high-angular-resolution radio observations in a wide spectral range. These tasks are still only beginning to be solved. In summary, a tentative schematical picture of a possible source geometry of a type IV burst is shown in Figure III.32.

Fig. III.32. Tentative schematic geometric model of a type IV burst (numbers refer to Table III.5).
TABLE III.5
Possible origin and emission processes of different type IV burst components and other burst types

<table>
<thead>
<tr>
<th>Origin</th>
<th>Location</th>
<th>‘Gyromagnetic’ radiation</th>
<th>‘Plasma’ radiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Heating</td>
<td>chromospheric-coronal interface</td>
<td>gradual $\mu$-burst</td>
<td>–</td>
</tr>
<tr>
<td>(2) First acceleration (impulsive)</td>
<td>chromospheric-coronal interface</td>
<td>impulsive $\mu$-burst</td>
<td>fast-drift bursts</td>
</tr>
<tr>
<td>(3) Second acceleration</td>
<td>chromospheric-coronal interface</td>
<td>type IV$_\mu(?)$</td>
<td>intermediate-drift bursts</td>
</tr>
<tr>
<td>a) low energies</td>
<td>(low) corona</td>
<td>type IVmF (?)</td>
<td>– (?)</td>
</tr>
<tr>
<td>b) high energies (‘explosive’)</td>
<td></td>
<td></td>
<td>type IV dm</td>
</tr>
<tr>
<td>(4) Shock waves, traveling</td>
<td>corona</td>
<td>IVmA (?)</td>
<td>slow-drift bursts</td>
</tr>
<tr>
<td>disturbances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5) Third acceleration (quasi-continuous)</td>
<td>corona</td>
<td>– (?)</td>
<td>IVmB (?)</td>
</tr>
</tbody>
</table>

Concerning the interpretation of the physical processes taking place in type IV burst sources, the present (still incomplete) state of our knowledge of the emission processes will be briefly summarized. The main emission processes playing a role for the interpretation of type IV bursts (as well as for other burst types, too) are the gyro-synchrotron process and (analogous to the drift bursts) some kinds of plasma and MHD wave radiations, which must be transformed into electromagnetic radiation observable by radio methods. A compilation of the possible relevance of these two major groups of emission processes to the different stages and components of type IV bursts is tentatively outlined in Table III.5.

More detailed considerations on the related processes will follow in the next two chapters.

### 3.7. Noise Storms

#### 3.7.1. Outline of the Phenomenon

**a. General Properties**

The noise storms are a very common expression of solar activity at metric and decametric wavelengths. They consist primarily of two different parts: a more or less slowly varying enhanced wide-band continuum radiation, and superimposed short-lived narrow-band bursts.

Though generally linked together, sometimes the one (continuum) or the other (burst) component can dominate over some periods. Further, noise storms can be (but don’t have to be) flare-initiated. With respect to these properties the noise storm constitutes an intermediate phenomenon in between the classes of phenomena
reflecting the long-period development of active regions (similar e.g. to the S-component), and of the short-lived radio bursts. Both aspects are joined together here.

The spectrum of the noise storms can be divided into two main regions, extending within the limits, roughly

1. \(60-600\) MHz,
2. \(\leq 60\) MHz.

These two spectral regions are characterized by both different peaks of the continuous spectrum and different forms of the appearance of the burst component. The latter forms the typical storm bursts or type I bursts predominant in the first region, while fast-drift bursts (‘type III storms’) prevail in the second. The low-frequency limit of the noise-storm spectrum appears not to be so well determined. An extension of the storm radiation up to hectometer and kilometer wavelengths has been established by satellite observations (Fainberg and Stone, 1971, 1974).

Physically, at least the type I storms can be regarded as manifestations of closed magnetic structures in the solar corona. Boischot et al. (1971) suggested that the transition from type I storms to type III storms corresponds to a transition of the source level from closed to open magnetic field structures. A full explanation of the noise storm complex is still missing in spite of a number already existing spirited attempts to solve the question.

There are few reviews on noise storms. The first comprehensive study is due to Fokker (1960), a general review is contained in the book of Kundu (1965), and a more recent summary was presented by Bougeret (1972). Some other extended studies were made by Malinge (1963), Clavelier (1967), and Gergely (1974). A monograph on noise storms was recently published by Elgarøy (1977).

b. Related Phenomena

There are many relationships between noise storms and other solar phenomena, which can be roughly grouped into the following categories:

1. Large-scale magnetic fields on the Sun:
   - interacting active regions,
   - sector structures.
2. Single active regions:
   - sunspots,
   - S-component.
3. Flare-burst complex:
   - initial flare phase, fast-drift bursts and type IV\(\mu\) + IVmF/A bursts,
   - type IVmB bursts.
4. Particle radiation:
   - low-energy particles, enhanced solar wind,
   - magnetospheric disturbances, geomagnetic effects.

Some comments may illustrate the interrelations. Early in the study of solar radio astronomy the association between noise storms and large spot groups was detected (McCready et al., 1947). Nonetheless, there are also many cases where large spot groups are found not to be related to any detectable noise storm activity. Inspite of this restriction, it appears justified to state that noise storms must have something to do with strong magnetic fields on the Sun.
Recent interferometric and heliographic studies show that noise storms, especially at longer wavelengths, are often related to not only one but several active regions on the Sun (Wild, 1968b; Kai, 1969a; Gergely, 1974). This demonstrates that the classical method of the investigation of solar activity in the form of a mere study of single independent (isolated) active regions is not sufficient for the exploration of noise storms. There is evidence that noise storms arise just from the interaction of different active regions. The centroids of the source regions of noise storms were found to be located near neutral sheets in the corona, which are marked by large filaments and sector boundaries. The magnetic structure associated with the storm regions consists most likely of arcs of quite different height and length connecting different magnetic polarities from one or more active regions.

Looking at single active regions, certain evolutionary relations exist unquestionably between the noise storms and the S-component of solar radio emission. A positive correlation of the intensities of both phenomena has been found with an average delay of 1 to 2 days of the peak of the noise storms behind the peak of the S-component (Kai and Sekiguchi, 1973).

It must be stated that the correlation between noise storms and the impulsive flare phase is rather poor. Extended statistical studies do not show a significant direct connection between the onsets or intensifications of noise storms and chromospheric flares (Gergely, 1974).

3.7.2. STORM CONTINUA

a. Phenomenological Characteristics

The continuum of noise storms can be defined as an enhanced, smooth, long-period, and broad-band background radiation, on which, as usual, short-lived narrow-band bursts are superimposed. In practice a sharp distinction between the noise storm continua and either type IVmB bursts or merging, unresolved type I and type III bursts is generally difficult to make.

On the average, noise storms last several days; the duration of individual storms ranges from about half an hour for sporadic events up to perhaps half a solar rotation and more. It must be stated that observation is seriously hindered by the effect of the high directivity of the noise storm radiation in connection with the solar rotation. The directivity becomes greater at longer wavelengths.

The noise storm spectrum commonly has a relative maximum in the range of 100 to 200 MHz and a relative minimum around 40 to 60 MHz. The starting frequencies statistically show a peak near about 300 MHz. Below the drop at 40 to 60 MHz there often follows a flux increase towards lower frequencies. The intensities can vary in a wide range. The frequency of the spectral maxima can also vary with time and depends on the individual event. There exists a connection between the spectrum of noise storms and flare actions: Flare-associated noise storms tend to extend their spectral range toward higher frequencies. Systematic variations of the noise storm spectra with the solar cycle are also indicated (Böhm, 1971). A storm at decametric or longer wavelengths is almost always connected with a storm at metric wavelengths.
The development of the storm centers as seen from the Earth at a fixed frequency is illustrated by the example of Figure III.33 taken from the regularly published maps of E–W-scans observed with the 169 MHz interferometer at Nançay.

The sources of the storm continua exhibit comparatively stable positions, which often depart from a location on a straight line radially above a related spot group. In this way, a one-to-one correspondence between a noise storm and a single active region can be missed, especially if decametric and even longer wavelengths are

Fig. III.33. Evolution of the noise-storm radiation as observed from the E–W scans at 169 MHz at Nançay for a selected monthly period (August 1972).
Fig. III.34. Dynamic spectra of different burst spectral types: a – noise storm with chains of type I bursts at the boundary to a type III storm, b – type II burst, c – groups of type III bursts, and d – type III + V bursts. (Courtesy of V. V. Fomichev).
considered. Further, remarkable height variations of the source regions for a fixed frequency are observed for different events. As an orientation, the heights of the decimetric/metric component lie between about 0.1 and more than 1 $R_\odot$ above the photosphere (Clavelier, 1967; Malinge, 1963). These levels are attributed to the local plasma levels for a given fixed frequency, so that considerable variations of the density scale must be assumed in the corona.

The observed source diameters of noise storms (1–10' in the meter region, increasing with wavelength) are probably influenced by scattering, and complex sources are likely to exist (Daigne, 1968; Bougeret, 1973). The radiation is strongly circularly polarized favoring an interpretation in terms of the ordinary wave mode of the magneto-ionic theory, but the assignment of the needed magnetic polarity is not always very certain.

Effects of an E–W asymmetry can be ascribed to a systematic tilt of the axis of the storm regions to the east (Malinge, 1963).

A characteristic dynamic spectrum of a part of a noise storm together with those of basic types of drift burst is shown in Figure III.34.

b. Relation to Small-Band Features

One important question is, whether the continuum is a mere superposition of many unresolved small bursts (and only the largest bursts are being observed as distinct phenomena), or not. The question was treated by means of models, which artificially synthesize the time profile of a noise storm by a statistical summarizing of a large number of elementary burst pips (Takakura, 1959; Fokker, 1960; Titulaer, 1967). The idea of a superposition was supported by the facts that a positive correlation exists between the fluxes of the continuum and burst component, and that the sense of the polarization is usually the same for both components.

Nevertheless, there is a number of convincing arguments against the interpretation of the storm continuum as a consequence of a merging of an appreciable number of unresolved storm bursts (Fokker, 1960; Daigne, 1968; Bougeret, 1972), namely:

(a) Examples show, that a reduced number or even the entire absence of type I bursts must not necessarily influence the continuum level of noise storms.

(b) The spectral distribution of type I bursts for a given time interval must not be related to that of the storm continuum.

(c) The spatial extension of the source region of the storm continuum may differ from that of the sum of the storm bursts, which appears to be smaller.

(d) Storm bursts do not appear to be distributed randomly as is postulated in the synthetic models.

3.7.3. Type I Bursts

a. Basic Characteristics

The storm bursts in the metric region (type I bursts) can be roughly characterized by the following properties (cf. Figure III.35):
Fig. III.35. Dynamic spectra and single-frequency records of type I bursts showing fine structure; observation of September 3, 1973. (Courtesy of V. V. Fomichev, cf. also Chernov, 1976b).
Duration: 0.1 to 2 s, increasing with wavelength;
Bandwidth: 2 to 10 MHz, decreasing with wavelength;
Angular size: $1-5'$, increasing with wavelength;
Emitted energy: $10^{11}$ to $10^{14}$ erg, various dependencies on wavelength; and
High degree of circular polarization, independent of wavelength (?).
(The degree of polarization approaches 100%, except for the initial stage of a storm, a center-to-limb effect, and possible irregularities.)

High frequency- and time-resolving radio spectrographs reveal the following subclasses of type I bursts (Elgarøy, 1961; Bougeret, 1972):

1. Stationary bursts – the maximum of the emission remains stable with frequency;
2. (Common) Drifting bursts – the emission maximum moves with time with various rates (1–20 MHz s$^{-1}$) towards higher or lower frequencies;
3. Split bursts – the emission maximum is separated into two or more parts in frequency and time; and

All these variants of type I bursts are expected to originate in highly disturbed coronal regions close to the corresponding local plasma level. For illustration cf. Figures III.36, III.37, and III.38.

b. Chains of Type I Bursts

Dynamic radio spectra show that the storm bursts do not always occur in a random distribution during a noise storm. Sometimes they exhibit a tendency to cluster together and to form narrow-band chains consisting of tens or hundreds of type I bursts (cf. Figure III.34). This phenomenon is of interest with respect to a possible explanation of the physical nature of the type I bursts. The existence of the chains was first reported by Wild (1957) and Elgarøy (1961) as well as by Vitkevich and Gorelova (1960). Later on the phenomenon was considered in more detail by Wild and Tlamicha (1965), Hanasz (1966), and Elgarøy and Ugland (1970).

The chains show a negative or positive frequency drift, which corresponds to radial velocities ranging between about $\pm 800$ km s$^{-1}$ with a high peak for outward motions at velocities of the order 200 km s$^{-1}$. These velocities may be attributed to magnetohydrodynamic waves. Although overlapping, the velocity distribution function is distinct from that of the type II bursts. Moreover the drift rates of individual drifting bursts in a chain can be quite different, and differ also from that of the whole chain.

The distribution of the chains on the observing frequencies appears to be similar to the distribution of single type I bursts reflecting roughly the average spectrum of a noise storm as a whole. However, chains could not be detected at frequencies higher than 200 MHz.

No essential distinction has been found between chains and single type I bursts regarding the position of the sources on the solar disk, the intensity, and the polarization characteristics. The lifetimes of the chains follow approximately an exponential law with some scatter. In particular cases a systematic association with weak type
Fig. III.36. Examples of dynamic spectra of different kinds of storm-burst activity in the 190–215 MHz region: a – type I burst (U-shaped), b – reverse-drift pair, c – oppositely drifting type I bursts, d – band structure, e – spike burst and stable type I bursts, and f – split-band bursts. (Courtesy of Ø. Elgarøy).

Fig. III.37. Spike bursts in the 310–340 MHz region with relatively large band widths (September 6, 1976, around 11.41 UT). (Courtesy of Ø. Elgarøy).
III bursts, giving rise to the impression that the type III bursts are growing out of the chains, is an interesting feature (Hanasz, 1966).

A center-to-limb effect in the lifetimes of the chains seems to be indicated. Furthermore, there is an indication for an enhanced background emission in chains (Elgarøy and Ugland, 1970).

c. Attempts at Interpretation

At present the knowledge of the mechanism and origin of noise storms in general and of storm bursts in particular is still limited. Only nonthermal processes can account for the observed brightness temperatures of $10^9$ to $10^{11}$ K of a storm region, and for the short duration of the storm bursts. The present theories on type I bursts invoke either (coherent) gyro-synchrotron radiation at low harmonics of the electron gyrofrequency or plasma radiation processes.

The early theories based on incoherent or coherent gyro-synchrotron emission (Kiepenheuer, 1946; Kruse et al., 1956; Takakura, 1956; Twiss, 1958) have been overcome by more recent approaches taking into account the effect of the ambient
plasma on the radiation processes (cf. Fung and Yip, 1966). However, the principal difficulties in explaining the type I bursts by gyromagnetic emission still exist, which mainly consist in the interpretation of the high directivity, the high degree of polarization corresponding to the ordinary wave mode, the dispersion in the source heights with frequency, the bandwidth, and the lack of harmonic radiation.

For all these reasons plasma waves seem more likely to account for the type I burst radiation. The present theories invoking plasma radiation have their forerunners in the ideas of Ginzburg and Zheleznyakov (1959) and Denisse (1960). In essence a stream of accelerated particles is invoked to excite plasma waves, which, in turn, are partly converted into electromagnetic radiation. Beyond others, a special model for the origin of the type I bursts was proposed by Takakura (1963b) and later improved by Trakhtengerts (1966).

A beam of accelerated electrons is assumed to be produced at a collision of two packets of Alfvén waves propagating in opposite directions along the magnetic field lines. The acceleration takes place in an electric field, which results from a charge separation at the wave front. Then, if the conditions for an instability exist, coherent plasma waves are excited. These plasma waves according to the early terminology of Ginzburg and Zheleznyakov give rise to Rayleigh scattering at thermal density fluctuations causing a transformation into radio waves. The theory seems capable of satisfactorily explaining some important features of the type I bursts, e.g. the bandwidth, duration, fine structures, and the chain phenomenon. Other features, however, are left unexplained, e.g. the relationship to the continuum, the spectral range, and the transition to type III storms at longer wavelengths.

The polarization is explained, as in most approaches to a type I burst theory, by the supposition that the emission occurs inside that region where the escape condition for the ordinary wave mode is fulfilled, i.e. in the simplest case

\[ 1 > X > 1 - Y. \]  

(III.32)

(An alternative possibility to obtain an ordinary-mode radiation invoked by the gyro-synchrotron radiation theories would be the gyro-resonance absorption of the extraordinary wave mode at low harmonics of the electron gyrofrequency.)

A modification of the above sketched theory was made by Sy (1973), who criticized the necessity of assuming high magnetic field strengths \( \omega_H \approx \omega_p \) in the former explanations, which may not be fulfilled especially at longer wavelengths. He invoked an induced-scattering mechanism leading to an amplified radiation at frequencies less than the average frequency of the electron plasma frequency waves.

Under the condition \( \omega_H \ll \omega_p \), it was shown that the scattering process is more efficient for the ordinary mode, explaining directly the observed sense of the polarization.

A combined theory considering both the continuum and the burst component was suggested by Mollwo (1970). The proposed emission mechanism consists of radiation at the fundamental gyrofrequency caused by an ensemble of electrons gyrating in a magnetic field in nearly circular orbits. On the basis of the effects of wave propagation in a warm plasma near \( Y \ll 1, X \approx 1 \), the wave propagation was found to be possible only for very small angles of \( \theta \) with a sufficiently small cyclotron damping and a not too high refractive index. A turbulent structure of coronal
TABLE III.6
Attempts at an interpretation of some type I burst properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Interpretation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>Collisional damping, beam lifetime, scattering, density variations and beam-velocity dispersion</td>
<td>de Jager and van’t Veer (1958)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Takakura (1963b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Steinberg et al. (1971)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Elgaroy and Eckhoff (1966)</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>Local plasma frequency, local gyrofrequency, Doppler broadening</td>
<td>Takakura (1963b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fung and Yip (1966)</td>
</tr>
<tr>
<td>Frequency drift</td>
<td>Dispersion relation of plasma waves</td>
<td>de Jager and van’t Veer (1958)</td>
</tr>
<tr>
<td>Polarization</td>
<td>Wave-escape condition, resonance absorption at low gyro-harmonics, induced scattering</td>
<td>Elgaroy and Eckhoff (1966)</td>
</tr>
<tr>
<td>Frequency splitting</td>
<td>Magnetic splitting ($\nu_p$ and $\nu_{ab}$), nonmagnetic splitting</td>
<td>Denisse (1960)</td>
</tr>
<tr>
<td>Time splitting</td>
<td>Echo phenomenon, Echo by different modes</td>
<td>Twiss (1958), Fung and Yip (1966)</td>
</tr>
<tr>
<td>Directivity</td>
<td>Coupling at $X \approx 1, Y \approx 1$ for small angles $\theta$</td>
<td>Sy (1973)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ellis (1969)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Melrose and Sy (1971)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jaeger and Westfold (1950)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Elgaroy (1968)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mollwo (1970)</td>
</tr>
</tbody>
</table>

Densities provides a crossing of the coupling point $X = 1$ by the waves, so that the ordinary mode is generated which can propagate to the observer thus showing a high directivity effect due to the coupling process at small values of $\theta$.

By the same author the type I burst radiation was proposed to be generated by Čerenkov plasma radiation (inverse Landau damping) from that part of the electron population which exerts strong velocity components in the direction of the magnetic field within the same region $Y \approx 1, X \approx 1$, as discussed above. Though not avoiding relatively high magnetic fields and small electron energies (it was suggested $\beta \approx 0.5$), this approach tries to explain the relation between the storm continua and the type I bursts, the emission at the plasma frequency, the high directivity and polarization, as well as the frequency extent by means of the conditions to $X$ and $Y$. The transition to type III bursts at longer wavelengths was not considered explicitly there, but it seems reasonable to connect it with a transition between closed and open magnetic field configurations.

In conclusion, in Table III.6 the earlier type I burst theories are summarized with some proposals for the interpretation of the different characteristics of the storm bursts; however, they may soon be obsolete if newer concepts, e.g., of solitons are taken into account.

3.7.4. Type III Storms

a. The Phenomenon

Observations indicate that at frequencies below, say, 40 to 60 MHz the properties of noise storms appear drastically altered. Superimposed on the background con-
tinuum, the number of type I bursts is reduced. Instead of this often a large number of type III bursts is observed forming a type III noise storm. The rate of occurrence of these type III bursts and their spectral extent vary from case to case. Also during a single storm the characteristics of the type III bursts such as the starting frequency, intensity, etc. can be changed from time to time. The position of some type III bursts can be displaced from that of the continuum. In this respect, two groups of type III bursts were observed interferometrically during noise storms:

1. Type III bursts coinciding in location with the continuum source ('on-fringe' type III bursts), and

2. Type III bursts displaced from the source of the background continuum ('off-fringe' type III bursts) (Gergely, 1974).

To explain the physical nature of type III storms, it may be important to stress that a decametric or hectometric storm always appears as an extension of a metric storm. Underlying the metric storm regions, in turn, a source of the S-component is always present.

Type III bursts are often observed to start near the low-frequency limit of the type I bursts (Malville, 1962; Hanasz, 1966; Boischot et al., 1971). This feature suggests a connection between both types of burst components. A proposal to explain this feature was made by Gordon (1971) invoking a nonthermal plasma process in which the comparatively low-phase-velocity plasma waves are scattered to high velocities causing a rapid acceleration of electrons up to the type III burst exciter velocities.

Such a process would imply nearby locations of the type I and type III burst sources. In order to explain the often observed displacements between both sources, Stewart and Labrum (1972) proposed a trigger action of a magnetic instability caused by a MHD disturbance similar to those needed to interpret the chains of the type I bursts, traveling along the magnetic field lines diverging from a type I storm region. Arriving at the top of a closed magnetic field structure in the vicinity of a T-shaped neutral point a pinch-like instability is expected to arise (Sturrock, 1966). In this way, at the interference between closed and open (helmet) magnetic structures, the acceleration of the type III burst exciters is assumed to be efficient (cf. Figure III.39). The proposed structure would easily explain that the type I bursts are generated in regions of comparatively high magnetic fields and trapped electrons, whereas the type III bursts refer to regions of comparatively low magnetic fields. The role of the storm continuum is not so well represented in this picture.

Satellite measurements of hectometer bursts reveal type III storm-burst positions which are remarkably dislocated from the roots of the type III storm (Fainberg and Stone, 1970), which in special cases may correspond to the 80 MHz level observed by the Culgoora radioheliograph. The observed difference in the positions implies the existence of a deflection of the magnetic field direction from the radial direction (Stewart and Labrum, 1972). Evidence for the occurrence of such tilted structures is also indicated principally by the optical eclipse observations of nonradial streamers.

The directivity of decameter storms indicates a cutoff of the visibility of the sources at distances corresponding to about ±5 days from the central meridian (ca. ±70
Fig. III.39. The model proposed by Stewart and Labrum (1972) for the positions of the type I and type III storm sources deduced from meter-wavelength observations. The direction of the deflection of the streamer from the radial direction (angle $\delta$) demonstrates only a particular case.

in longitude). No variation of the directivity with the frequency inside the decameter range could be stated. The east–west asymmetry (western hemisphere favored) found at meter wavelengths (Malinge, 1963) also appears to persist at decameter wavelengths (Gergely, 1974).
Fig. III.40. A 27-day recurrent diagram of type I noise-storm sources (the black and white circles indicate the times of the central-meridian passage of the type I noise-storm sources and active regions which produced proton flares, respectively). Four main trends are indicated by A, B, C, and D (after Sakurai, 1972b).
b. Implications

The type III storm phenomenon poses a number of important questions, e.g., what is the origin of the energy transformed in noise storm regions in general, for which the type III storms may give a clue. From the output of about $10^4$ type III bursts per day during a storm a necessary energy supply about $10^{31}$ erg results, if each burst requires an average energy of about $10^{27}$ erg. This value, which only refers to the burst component, is unlikely to be attributed to an origin in single flares, but requires a quasi-continuous energy conversion extending over the whole lifetime of a storm, as has been stated e.g. by Boischot (1974a).

The energy stored in the magnetic field at the heights of the source region also seems insufficient to explain the whole type III storm phenomenon. On the other hand, the required amount of energy is comparable with the instantaneous energy content of an underlying source of the S-component, which can be estimated to be about $10^{31}$–$10^{32}$ erg. The problem of the coronal energy transfer, however, is not yet satisfactorily solved.

Another interesting aspect arises from the relationship between the noise storm centers and the large-scale structures of the Sun or sector boundaries in interplane-

Fig. III.41. A geometrical model of the relationship between the type I noise-storm regions (A, B, C, and D) and the sector structure of the interplanetary magnetic field (A', B', C', D' – sector boundaries) (after Sakurai and Stone, 1971).
tary space. A recurrent nature of the type I storms over many solar rotations including small time shifts was established by Sakurai (1972b) from an analysis of the Nançay interferometer observations which is shown in Figure III.40. There seems to exist a certain correspondence between the interplanetary sector structures and the location of noise storm regions. Usually a noise storm is located just westward of a corresponding sector boundary (Sakurai and Stone, 1971). A model sketch of this relationship is reproduced in Figure III.41. Closely connected with the appearance of a storm region a tendency of a release of energetic electrons was found (cf. e.g. Sakurai, 1971a).

3.8. Solar Radio Pulsations

3.8.1. General Features

The knowledge of the solar radio emission is by no means exhausted with the establishment of a large-scale classification of the radio phenomena distinguishing between the quiet Sun, the S-component, the noise storms, and the major burst types, as discussed in the foregoing sections. Rather there are many more phenomena and a wealth of structural details opposing any single classification scheme. It seems that fine-structure effects of the solar radiation can open the entry to new vistas in solar physics. The study of solar radio pulsations may be considered as a concrete example of these matters.

Regular fluctuations of the solar radio emission occur at different frequency bands within a wide range of frequencies (cf. also Section 3.2.5). In the following we are concerned with pulsating patterns superimposed on continuum bursts exhibiting characteristic periods of the order of about 1 s and some minutes. Such more or less regularly fluctuating (pulsating) patterns are detectable by means of high-time-resolution dynamic spectra and single-frequency records. They occur preferably during special, well defined phases of particular type IV bursts almost simultaneously over an extended spectral range. We adopt here the most commonly used term ‘pulsation’ (Maxwell, 1965) to denote a regular emission pattern in the above described manner. (It should be remarked, that this term is not always uniformly used. Other labels are e.g. fluctuations, quasi-periodic modulations, oscillations, etc.) A sharp definition seems only fruitful if the physical process could be precisely determined and could thus be attributed to the suitable label.

In principle, pulsations are oscillatory in nature and are to be distinguished from a sequence of single pulses without an oscillatory character (Dröge, 1967). Considering complex events, this distinction appears often difficult to achieve in practice.

There are few reviews about radio pulsations. Preliminary summaries were given by Abrami (1972b) and Wild and Smerd (1972). Considerable progress in the field was achieved by the Utrecht multi-channel radio spectrograph operating at Dwingelo (Slottje, 1972; Rosenberg, 1970). A brief compilation of the most prominent features observed with this instrument and other equipment is given in Table III.7. As is shown below, the amount of information provided by radio pulsations and fine structure should provide an opportunity for sensitive tests of theoretical models exposing the related physical processes.
TABLE III.7
Main features of solar radio pulsations and fine structures in type IV bursts

<table>
<thead>
<tr>
<th>Frequency range</th>
<th>Pattern form</th>
<th>Period</th>
<th>Structure elements</th>
<th>Special features</th>
</tr>
</thead>
<tbody>
<tr>
<td>cm-dm</td>
<td>Decimetric fluctuations, microwave pulsations</td>
<td>0.5–50 s</td>
<td>wide-band emission ridges</td>
<td>sometimes associated intensity modulations of X-rays, broad-band absorptions, wedge-band absorptions</td>
</tr>
<tr>
<td>dm-m</td>
<td>Pulsating structures, harmonic pattern, rain-type bursts</td>
<td>1–5 s</td>
<td>broad-band emission ridges almost without definite drift rate</td>
<td>fiber bursts, normal and reverse intermediate-drift bursts, tadpole bursts, intermediate-drift absorptions</td>
</tr>
<tr>
<td></td>
<td>Parallel drifting bands, spaghetti structure, zebra patterns</td>
<td>/</td>
<td></td>
<td>medium-band absorptions</td>
</tr>
<tr>
<td>Dm</td>
<td>Medium period fluctuations</td>
<td>2–5 min</td>
<td>quasiperiodic modulation of the background continuum</td>
<td>occurring in type IVmB bursts and noise storms</td>
</tr>
</tbody>
</table>

3.8.2. PERIODICITIES IN THE cm- AND dm-BURST RADIATION

Pulsations of the solar radio burst emission were first detected at decimetric wavelengths. There are many early descriptions of the phenomenon given e.g. by Boischot and Fokker (1959), Elgarøy (1959, 1961), and Young et al. (1961) (cf. also Thompson and Maxwell, 1962; Kundu et al., 1961; Kundu and Spencer, 1963; Hughes and Harkness, 1963, who sometimes interpret the pulsation patterns as a sequence of fast-drift bursts). After the first recognitions more systematic studies followed, based on both spectrographic records (de Groot, 1966, 1970) and single-frequency observations with enhanced time resolution (Dröge, 1967; Abrami, 1968, 1970a, b, 1972a, b).

New attention was drawn to the phenomenon when it became apparent that sometimes a close association exists between fast pulsations of hard X-ray bursts, EUV flares, and microwave-burst emissions (Parks and Winckler, 1969, 1971; Maxwell and Fitzwilliam, 1973). The pulsations analyzed in the microwave region exhibit various periods ranging from 0.5 to 200 s. But it seems likely that even shorter periods may be observed with higher time resolution. The amplitudes are often very faint and do not clearly depend on the intensity of the continuum. The pulsations were observed spectrographically at frequencies up to 2000 MHz (Gotswols, 1972; Maxwell and Fitzwilliam, 1973). Systematic studies at higher frequencies are still lacking.

The low-frequency cutoff of the pulsation structure occurs usually, more or less sharply marked, in the region between about 200 and 250 MHz. Sometimes this boundary coincides with the high-frequency cutoff of a noise storm. Inside the pulsating structure the roots of type III bursts can often be observed. The 'drift rates' of the pulsations themselves, however, appear often infinite, and deviations in
Fig. III.42a. Examples of dynamic spectra showing pulsations and various kinds of superimposed disturbances (event of October 4, 1973): 310–340 MHz range. (Courtesy of Ø. Elgarøy).
Fig. III.42b. (Continuation of Figure III.42a).
Fig. III.42c. Same as Figure III.42a,b, but 510–545 MHz range.
both positive and negative directions occur. This feature strongly supports the assumption that the pulsations, in contrast to type III bursts, are a stationary phenomenon.

An illustration of various pulsating phenomena is given by the dynamic spectra of Figures III.42a, b, c and III.43.

3.8.3. Fine structure and short-period fluctuations in type IV bursts

a. Pulsating Structures in the m-Region

Pulsating structures in the dm/m-region were best displayed by the Utrecht/Dwingeloo radio spectrograph (Rosenberg, 1970; Slottje, 1972). The pulsations are practically identical with the decimetric part of the pulsations described in the foregoing section. Nevertheless, they also occur in the meter region at frequencies below 200 MHz (McLean et al., 1971).

By no means all pulsations exhibit an obvious periodic nature. In most cases the single broad-band elements with characteristic time scales of the order of 0.1 to 0.3 s appear to be distributed without any clear periodicity, often merging together (those structures were called also 'rain-type' bursts).
Fig. III.44. Example of regular radio pulsations following a type II/IVdm burst: a – dynamic spectrum, b – microphotometer tracing at 230 MHz, c – plot of the times of individual maxima and minima against pulse number (after McLean and Sheridan, 1973).
On the other hand, though infrequent, there are observations of extremely regular­ly distributed pulsations showing a clear periodicity at dm- or m-waves. An example of such a damped train of regular pulses is shown in Figure III.44 (McLean and Sheridan, 1973).

A very remarkable fact is that pulsations do not only appear in emission but also in absorption. As yet, three morphological types of short-lived absorption phe­nomena have been distinguished (Slottje, 1972):

1. Medium-band absorptions (bandwidth about 40 to 70 MHz) related to tadpole bursts (cf. next subsection);
2. Broad-band absorptions (bandwidth about 200 MHz), related to pulsations; and
3. Wedge-shaped absorptions (broad-band absorptions with a typical increase in duration towards lower frequencies).

Some examples for these features are shown in Figure III.45. Interpretations are given in Section 3.8.5.

b. Parallel Drifting Bands (Zebra Patterns) and Groups of Tadpole Bursts
Although not belonging directly to the pulsations, some other spectral patterns of burst fine structures are to be briefly added for completeness.
TABLE III.8
Characteristic features of tadpole bursts
(Slottje, 1972)

<table>
<thead>
<tr>
<th>Property</th>
<th>Emission eye</th>
<th>Absorption body</th>
<th>Emission tail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>&gt;320–240 MHz</td>
<td>300–220 MHz</td>
<td>270–220 MHz</td>
</tr>
<tr>
<td>Band width [MHz]</td>
<td>1–2</td>
<td>10–50</td>
<td>0–25</td>
</tr>
<tr>
<td>Duration [s]</td>
<td>≤0.1 s</td>
<td>0.2–0.3 s</td>
<td>0.2 s</td>
</tr>
<tr>
<td>Intensity [dB]</td>
<td>&gt;3 dB</td>
<td>&lt;−3 dB</td>
<td>−2 dB</td>
</tr>
<tr>
<td>Frequency drift</td>
<td>—</td>
<td>−150–+100 MHz/s</td>
<td>−150–+100 MHz/s</td>
</tr>
</tbody>
</table>

The first pattern to be mentioned has been known for a long time and was called 'spaghetti' structure, intermediate drift bursts, or more recently, harmonic patterns (Rosenberg, 1971a) and bunches of fiber bursts (Slottje, 1972). The frequency range of these fiber bursts lies roughly between 500 and 200 MHz. The characteristic intrinsic bandwidths and durations of the fiber bursts are about 1.5 MHz and 0.3 s, respectively. At the low-frequency side sometimes absorption edges of about the same duration and bandwidth are present. Both normal and reverse drifting fiber bursts are to be observed. The drift rates range between those of the type II and of the type III bursts.

A second kind of pattern is constituted in connection with the phenomenon of the so-called ‘tadpole bursts’ (Slottje, 1972). These strange and comparatively rare bursts consist mainly of an absorption ‘body’; sometimes also emission ‘eyes’ and emission ‘tails’ exist embedded in a continuum (Figure III.45). Special characteristics are reproduced in Table III.8 and Figure III.46.

Sometimes the tadpole bursts lose their individual identity and form an organized pattern of dark and bright stripes in the dynamic spectrum which is called the zebra pattern. In such a pattern the absorption is a dominant feature together with numerous dots of emission (Figure III.45). The slopes of the zebra stripes are often found to be arranged with time or frequency.

It should be noted that zebra-like patterns also occur without any association of tadpole bursts as a mere modulation of the background continuum having some resemblance with the phenomenon of the fiber bursts (Slottje, 1972). Recently zebra structures were also detected in conjunction with type III bursts (Fomichev and Chertok, 1977).

3.8.4. MEDIUM-PERIOD FLUCTUATIONS IN TYPE IV mB BURSTS AND NOISE STORMS

Besides the short-period pulsations, which are characteristic for the dm/m- range as mentioned above, sometimes peculiar modulations of the radio flux at longer wave-
lengths occur with periods of the order of a few minutes (Böhme and Krüger, 1973). The modulations appear superimposed on the continuum of a type IVmB burst or noise storm. A number of strange properties have been stated favoring an interpretation by standing-wave phenomena in different coronal magnetic flux tubes (Aurass et al., 1976), but more systematic investigations are still necessary.

3.8.5. Interpretations

The richness of detail delivered by solar fine-structure features is challenging refined physical explanations which are subjugated to precise opportunities for checking. In this way the fine-structure radio phenomena can allow a completely new entry to the hitherto insufficiently explored basic processes present in solar flare regions. The efforts hitherto undertaken to explain particularly the pulsating radio structures
are by far not exhausted and can be divided into two main groups. These groups consider either a modulation of some important plasma parameters ($\mathbf{H}, \mathbf{E}, T, N$) influencing the emission, or the ejection of particle streams in analogy to the generation of the fast-drift bursts as basic mechanisms.

a. Modulation of Plasma Parameters

There are several attempts to propose a modulation particularly of the magnetic field, which then via gyro-synchrotron emission would result in a related modulation of the generated radio continuum. A special model was suggested by Rosenberg (1970, 1972) and elaborated by McLean et al. (1971) and Gotwols (1973). In this model a periodic variation of the magnetic field in a flux tube is assumed to be attributed to a standing magnetohydrodynamic wave, which is triggered by the passage of a shock wave. Assuming radial fluctuations of the magnetic field strength propagating perpendicularly to the magnetic field direction and postulating synchrotron emission, a relation between the radius of the flux tube $r$, the Alfvén velocity $v_A$, and the period $T$ of the pulsations can be derived, viz.

$$\frac{2\pi r}{(Tv_A)} = \text{const} \left( \approx 1.8 \right). \tag{III.33}$$

Though the model looks quite promising in various respects, a number of features are left unexplained (e.g. the abrupt ending of the pulsations, the relationship to the intensity of the continuum, and the asymmetric (saw-tooth) wave form) demanding future work (McLean and Sheridan, 1973).

Another approach concerning the microwave part of pulsations in particular was made by Chiu (1970), who assumed a modulation by whistler waves in magnetic loop structures generated by a pitch-angle instability. The bounce motion of these whistlers should lead to enhanced modulated microwave and X-ray emission by pitch-angle scattering (as well as modulated type III burst emission), which cause an enhanced precipitation of relativistic electrons. The adopted emission process again is synchrotron emission and bremsstrahlung for the microwave and X-ray burst emission, respectively. The application of this hypothesis, which appears attractive in many respects, depends, among other things, severely on the assumed existence of relativistic electrons trapped in coronal magnetic fields, which is, however, subject to some doubt.

Another modulation effect concerning the plasma temperature was proposed by Abrami (1972a, b). In this case the modulated thermal absorption within localized regions would directly influence the radio emission.

b. Particle Ejections

The resemblance of the pulsations with the appearance of fast-drift bursts as well as occasional observations of groups of type III bursts with quasi-periodic spacings (Wild, 1963; Maxwell, 1965) stimulated the assumption of repeated streams of particles as a possible cause of the pulsation phenomena. This hypothesis was worked out in more detail by Zaitsev (1970, 1971), who suggested that pulsations may be formed by large-amplitude plasma waves due to a stream instability in a stabilized jet of ions or protons trapped in a bipolar magnetic structure. According to Smith and Fung (1971) and Zaitsev (1971) the stabilization of the stream instability may
result in a pulsating region under certain conditions. Some deficiencies of the model became apparent by the work of Heyvaerts and de Genduillac (1974).

A mechanism for the generation of broad-band fast-drift absorption features was proposed by Zaitsev and Stepanov (1974, 1975). In this model the continuum emission is assumed to be caused by a plasma-wave mechanism due to a loss-cone instability near the upper hybrid frequency

$$\omega_{uh} = (\omega_p^2 + \omega_H^2)^{1/2}$$  \hspace{1cm} (III.34)

set up in a magnetic trap. The absorption effect is suggested as a result of a switching off the plasma waves by the action of streams of fast electrons injected into the trap filling the loss-cone distribution and quenching the instability. In this theory the emission fringes of the absorption pattern can also be interpreted as a result of a stream expansion. Wedge-shaped absorptions are also explainable.

Finally it should be mentioned that loss-cone distributions also give rise to the generation of Bernstein modes. Interactions between these modes or with plasma waves at the upper hybrid frequency were treated in order to explain the zebra patterns (Rosenberg, 1972; Zaitsev and Stepanov, 1975; Zheleznyakov and Zlotnik, 1975).

### 3.9. Summary

Table III.9 gives a gross recapitulation of the different phenomenological properties of solar radio-burst radiations described in Chapter III.
TABLE III.9
Compilation of mean burst characteristics

<table>
<thead>
<tr>
<th>Type</th>
<th>‘Microwave bursts’</th>
<th>‘Meter bursts’</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Impulsive</td>
<td>Gradual</td>
</tr>
<tr>
<td></td>
<td>μ</td>
<td>mF/mA</td>
</tr>
<tr>
<td>Frequency range</td>
<td>≥ 1000 MHz</td>
<td>~ 150–1500 MHz</td>
</tr>
<tr>
<td>Emission</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td>Harmonics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variability</td>
<td>weak</td>
<td>line structures</td>
</tr>
<tr>
<td>Number in solar maximum</td>
<td>≤ 1 per hour</td>
<td>≥ 1 per day</td>
</tr>
<tr>
<td>Band width [MHz]</td>
<td>~ 500–50,000</td>
<td>~ 5,000</td>
</tr>
<tr>
<td>Frequency drift</td>
<td>(no drift)</td>
<td>sometimes similar type II</td>
</tr>
<tr>
<td>Duration</td>
<td>≤ 10 min</td>
<td>≥ 10 min</td>
</tr>
<tr>
<td>Max. flux [s.u.]</td>
<td>≤ 10^3</td>
<td>&lt; 10^2</td>
</tr>
<tr>
<td>Equivalent temperature [K]</td>
<td>~ 10^6–10^{10}</td>
<td>≤ 10^9</td>
</tr>
<tr>
<td>Circular polarization</td>
<td>no or partial</td>
<td>partial</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Mode</td>
<td>$e$</td>
<td>$o$</td>
</tr>
<tr>
<td>Linear polarization</td>
<td>weak</td>
<td>?</td>
</tr>
<tr>
<td>Directivity</td>
<td>moderate</td>
<td>weak</td>
</tr>
<tr>
<td>Height of the source</td>
<td>$\sim 0.05R_\odot$</td>
<td>$0.1-0.4R_\odot$</td>
</tr>
<tr>
<td>Source diameter</td>
<td>$1-4'$</td>
<td>$\leq 1-2'$</td>
</tr>
<tr>
<td>Source movement</td>
<td>stationary</td>
<td>quasi-stat.</td>
</tr>
<tr>
<td>Emission mechanism</td>
<td>bremsstrahlung and gyro-synchrotron emission</td>
<td>induced scattering</td>
</tr>
<tr>
<td>Exciter</td>
<td>thermal and super-thermal trapped electrons</td>
<td>plasma waves</td>
</tr>
<tr>
<td>Associated phenomena</td>
<td>flares, X-ray bursts</td>
<td>flares, relativistic particles</td>
</tr>
<tr>
<td>Peculiarities</td>
<td>'spike' bursts, fluctuations</td>
<td>(absorptions)</td>
</tr>
</tbody>
</table>
CHAPTER IV

THEORY OF SOLAR RADIO EMISSION

4.1. Basic Properties of the Solar Atmosphere as a Plasma Medium

4.1.1. Compilation of Important Plasma Parameters

Any theory and interpretation of solar radio waves is inevitably connected with certain parameters characterizing the physical conditions of the plasma medium of the solar atmosphere, in which the relevant processes of the wave origin and propagation take place.

Basic plasma parameters attributed to solar radio physics are the electron density \( N_e \), the (external) magnetic field \( \mathbf{H} \), and the (electron) temperature \( T_e \) or the electron energy distribution function \( f(E) \).

These quantities are related to three characteristic frequencies
(a) the electron plasma frequency

\[
\nu_{pe} \equiv \frac{\omega_{pe}}{2\pi} = \left[ \frac{e^2 N_e}{\pi m_e} \right]^{1/2} = 8.98 \times 10^3 \sqrt{N_{\text{ion}}^{-1}} \text{ [MHz]},
\]

(b) the (nonrelativistic) electron gyrofrequency

\[
\nu_{He} = \frac{\omega_{He}}{2\pi} = \frac{eH}{2\pi m_e c} = 2.8H_{[G]} \text{ [MHz]}
\]

(valid for \( \beta < 0.3 \), i.e. \( E_{\text{kin}} < 24 \text{ keV} \)),

(c) the electron–ion collision frequency, among different approximations we quote

\[
\nu_{\text{coll}} = 6.6 \times 10^{-6} Z N_e / T^{-3/2} g
\]  

(Bekfle, 1966)

\[
\approx 50N_{e[cm^{-3}]} T_{[10^4]}^{-3/2} \text{ [s}^{-1}\text{]}
\]  

(Wild et al., 1963) (IV.3)

(\( e \) – electron charge, \( m_e \) – electron mass, \( c \) – vacuum velocity of light, \( Z \) – charge number, \( g \) – Gaunt factor).

The thermodynamic temperature is related to the following velocities characterizing a Maxwell distribution:

\[
\nu_{\text{th}}^{\text{[root-mean-square]}} = (3 K T/m)^{1/2}
\]

\[
\nu_{\text{th}}^{\text{[average]}} = (8 K T/(\pi m))^ {1/2}
\]

\[
\approx (2.5 K T/m)^{1/2}
\]

\[
\nu_{\text{th}}^{\text{[most probable]}} = (2 K T/m)^{1/2}
\]

(cf. Sears, 1953). Sometimes also the expression \( v_T = (K T/m)^{1/2} \) is used as thermal velocity (referring to one degree of freedom) (cf. e.g. Kaplan and Tsytovich, 1972).
From the basic parameters some other important quantities can be derived, e.g. the mean free path of electrons

\[ \ell_f = \frac{1.3 \times 10^5 T^2}{\ln AN_e} \text{[cm]} \]  

where \( A \) = Coulomb logarithm for electron-ion collisions, 

the Larmor radius of electrons

\[ r_H = \frac{mv_L c}{eB}, \]  

the degree of ionization \( r \)

\[ r = \frac{N_e}{N_{\text{neutral}}}, \]  

the Debye length \( l_D \)

\[ l_D = \left( \frac{KT}{4\pi N_e e^2} \right)^{1/2}, \]  

which gives the dimension below which the fluid description of a plasma cannot be used.

A further basic parameter is given by a characteristic length \( L \) of a considered plasma region; this can be, e.g., a representative diameter of an emission volume, the distance between magnetic mirror points, scale heights, etc.

4.1.2. DENSITY AND TEMPERATURE

a. Electron Density

Numerical values of the electron density distribution of the solar atmosphere derived by optical and radio methods were given by numerous authors. Representative summaries of older results are due to van de Hulst (1953) and de Jager (1959). These data are commonly cited in reviews on solar radio astronomy (e.g. Minnaert, 1959; Kundu, 1965; Zheleznyakov, 1964, 1970). A compilation of the more recently achieved observational results was made by Newkirk (1967) and by Athay (1976). For illustration, Figure IV.1 shows a distribution of \( N_e \) according to Newkirk (1967) and others representing a reference level for quasi-quiet conditions in the equatorial (ecliptic) plane. The data have been supplemented by spaceborne observations extending the resulting distribution to distances beyond 1 AU. Closer to the Sun, for comparison, a density profile obtained from solar eclipse observations (on March 7, 1970, in Mexico) for a particular streamer was included in Figure IV.1 (Saito, 1972).

Since the chromosphere and corona undergo remarkable temporal and spatial changes, it is not astonishing that there is an appreciable range of scattering in the results of different individual observations. It was usually assumed in constructing coronal density models that the average corona is spherically symmetric although it has considerable structure.

Tables of the numerical values of various physical quantities on the Sun are contained in Allen (1973) and *Landoldt-Börnstein* (Hellwege, 1965).
b. **Thermal Equilibrium**

Though the local thermodynamic equilibrium (LTE) is only an idealization for certain real conditions in the solar atmosphere, the concept of temperature is often applied because of its simplicity and utility as a standard reference quantity. A rough orientation about the shape of the mean temperature distribution over the height above the photosphere is contained in Figure IV.1. However, a number of problems arise, especially when the results of different methods of a temperature estimation are compared in detail. A careful distinction between excitation, ionization, and kinetic temperatures becomes necessary (in practice, kinetic electron temperatures
are preferably used). Moreover, temporal and spatial inhomogeneities, the height variation of the optical depth, and other influences must be taken into account. Therefore the often made assumption of an isothermal corona is only a first approximation. A determination of the energy balance by means of reliable models is inseparably connected with the knowledge of the detailed temperature or energy structure. A satisfying solution of this task, which also involves the exact determination of the coronal temperature maximum (which probably occurs at about 1.1 $R_\odot$) is still missing. For a review of these problems the reader is referred to the monographs of Billings (1966), Zirin (1966), and Athay (1976).

Among the empirical methods the measurements of the brightness temperatures at the center of the solar disk by radio observations provide the most direct means of a determination of the temperatures in the corona (cf. Section 3.1.2). However, the resulting brightness temperatures are influenced by the reduced optical thickness in the corona.

c. Nonthermal Energy Distributions

In many cases, especially in flares, departures from LTE become significant, so that they cannot be longer ignored. The most commonly used forms of nonthermal energy distributions, apart from the Delta function, are the power-law distribution

$$N(E) \sim E^{-\alpha}$$

and, more rarely used, the exponential distribution

$$N(E) \sim \exp(-E/E_c)$$

(cf. e.g. Takakura and Kai, 1966).

Solar X-ray bursts provide a more useful tool for the determination of the energy distribution of the radiating electrons than radio bursts. Whereas the soft X-rays can be interpreted preferably by thermal bremsstrahlung determining a Maxwell distribution, the hard X-ray burst spectra are often successfully approximated by a power law

$$I(\varepsilon) = \alpha \varepsilon^{-\lambda}$$

($\varepsilon$ – photon energy), which can be converted into a power-law electron-energy distribution of the form of Equation (IV.11), or

$$f(v) = A(v_e/v)^\gamma$$

where $\gamma = 2\lambda$.

In the case of a combined spectrum consisting of a Maxwellian part and a power-law tail with a high-energy cutoff, the following normalized spectrum can be obtained (Böhme et al., 1976):

$$f_e(v) = A_e f_M(v) \times \theta(v_s - v) + (1 - A_e - C_e) f_p(v) \times \theta(v - v_s) \times
\theta(v_e - v) + C_e f_C(v) \times \theta(v - v_e) \times \theta(v_e + \delta v - v)$$

where

$$f_M(v) = A_M \exp(-v^2/v_{th}^2)$$

(Maxwell distribution),
$f_p(v) = A_p(v_s/v)$
(power-law tail),

$f_c(v) = A_c(1 - v/(v_c + \delta v))^2$

(sharply decreasing function simulating a cutoff).

$\theta$ is the step function:

$$\theta(a) = \begin{cases} 
1 & \text{if } a > 0 \\
0 & \text{if } a < 0.
\end{cases} \quad (IV.16)$$

As illustrated in Figure IV.2, the following velocities determine the distribution:

$v_{th} = (2KT/m)^{1/2}$ (thermal velocity),

$v_s$ – velocity, denoting the joining point between $f_M(v)$ and $f_p(v)$, besides

$v_0 = (2c_0/m)^{1/2} \geq v_s$

denotes the energy, above which the X-ray spectrum can be well represented by a power law, and

$v_c$ = cutoff velocity of the power-law distribution \ ($\delta v \ll v_c$)

Fig. IV.2. Examples of energy distributions consisting of a Maxwellian and different power-law tails with an energy cutoff (after Böhme et al., 1977).
In general one finds
\[ v_{th} < v_s \leq v_0 < v_c \leq v_e + \delta v \leq c. \]

The quantities \( A_M, A_p, \) and \( A_C \) are the normalization constants for each part of the distribution function (normalization is made according to the density \( N_e \)). \( A_e \) and \( C_e \) are the constants which result from the continuity condition at \( v_s \) and \( v_c \) and the normalization of the whole distribution to \( N_e \).

4.1.3. MAGNETIC FIELD

a. Empirical Distributions

The structure and dynamics of the solar atmosphere are widely controlled by magnetic fields. The dominant role of the magnetic fields is particularly evident in many phenomena of solar activity. Therefore it seems inconsistent to state that we still have insufficient information about the magnetic fields at higher levels than the photosphere: It is no exaggeration to say that the main lack of information in solar physics is due to inadequate methods of measurements of magnetic fields in the chromosphere and the corona and the future progress in the field depends just on the solution of this question.

The most reliable measurements of solar magnetic fields come from optical observations of the Zeeman splitting of photospheric Fraunhofer lines. In comparison to other methods the application of the Zeeman effect is free from uncertain hypotheses. The absolute value of the magnetic field strength is directly proportional to the distances between the single Zeeman components of a line. The line intensity and polarization determine the magnetic field direction. For weaker fields outside the sunspots longitudinal field components \( B_\parallel \) can be measured with a sufficient accuracy; information on the transverse field is more difficult to obtain by a second order effect. The angular resolution of ground-based optical observations is limited by the influences of the terrestrial atmosphere (scattered light, atmospheric blurring) and reaches at best 1 s of arc (\( \approx 725 \) km on the Sun).

In the chromosphere the observations of the Zeeman effect are less conclusive, since even the strongest Fraunhofer lines are not free from unwanted photospheric light, particularly in the line wings. Other complications arise from the necessity to take into account complex processes of line formation (non-LTE conditions). It is hoped that observations from space platforms will result in higher resolution measurement of magnetic fields in the chromosphere and corona.

A promising approach to a measurement of coronal magnetic fields consists in the utilization of the linear polarization caused by the resonant scattering in emission lines (interference of Zeeman sub-levels, Hanle-effect) (Lamb, 1970; House, 1972). But the evaluation of the magnetic fields depends strongly on, more or less, complicated model assumptions.

Since in wide regions of the solar atmosphere the magnetic pressure \( p_m = \frac{B^2}{8\pi} \) is not small in comparison with the gas pressure \( p_g \) and the kinetic pressure \( p_k = \frac{\rho v^2}{2} \), the structure of the solar atmosphere observed in different spectral regions (X, UV, radio) contains implicitly information about the magnetic structure. Plasma motions appear guided by magnetic fields, so that e.g. the H\( \alpha \)-filtergrams can be used as
indicators for the magnetic field structure of the middle chromosphere (Zirin, 1972), but special problems of the interpretation of such observations do not appear as fully solved.

Beside optical and UV observations, radio observations are potential candidates for magnetic field estimations. To derive information about the magnetic fields almost all kinds of solar radio emission have been exploited, e.g. by spectral and polarization analyses of the S-component and microwave bursts, by means of bursts of all spectral types including the chains of type I bursts, reversing heights of U- and J-type bursts, adopting the Razin-effect at type IV burst emission bands, etc. Unfortunately, the reliability of the obtained information is reduced by the vagueness of some (necessarily) postulated physical mechanisms and/or the lack of sufficient spatial resolution. Among several discussions of the different ways of a determination of solar magnetic fields by radio methods we quote the papers of Takakura (1966), Newkirk (1967, 1971), and Gelfreikh (1972). General accounts on the problems of solar magnetic fields were edited by Lüst (1965) and Howard (1971).

Summarizing the hitherto achieved results, a rough sketch of an averaged magnetic field is shown in Figure IV.3. This figure is based mainly on the presently most probable estimates compiled by Newkirk (1971). Because all hitherto existing estimations of the magnetic field above the photosphere must be considered with some caution, Figure IV.3 contains a probable range in which the chromospheric and

---

**Fig. IV.3.** Summary of magnetic field estimations in the solar corona after Newkirk (1971).
coronal magnetic fields are expected to vary. A support of the magnetic field distribution in greater distances from the Sun is given by direct magnetometric measurements from space vehicles in the vicinity of the Earth.

b. Models

Modeling the spatial magnetic field distribution in the solar atmosphere, two main forms can be distinguished:

(a) Theoretical extrapolation of measured magnetic field strengths, and
(b) pure analytical magnetic field models (e.g. dipole distributions).

Concerning the first group it is remarked that, since the photospheric magnetic fields are the most surely measured at present, attempts have been made to extrapolate the known field values into greater heights. To do this, special physical conditions must be assumed. Choosing such a condition, the field in the chromosphere and lower corona is usually assumed to be force-free:

\[ \text{curl} \mathbf{B} = \mathbf{zB}, \quad \text{div} \mathbf{B} = 0. \]  

The scalar \( z \) is a measure for the torsion of adjacent field lines, \( z \) is proportional to the electric current flowing in the field direction.

In the case \( z \equiv 0 \) a current-free magnetic field (potential field) is obtained. Such a field can be uniquely computed, if the distribution of the normal component \( B_z \) is known on a basic surface. Magnetic field computations were carried out either for restricted areas on the Sun (Schmidt, 1964, 1966) assuming a plane basic surface or with the whole-Sun photosphere as basic surface (Schatten et al., 1969; Altschuler and Newkirk, 1969) thus describing the fine structure or the gross structure of the magnetic field distribution, respectively. An atlas of large-scale magnetic fields in the corona was published by Newkirk et al. (1972). An example of a map from this publication is shown in Figure IV.4.

In spite of all the success of the above mentioned magnetic field extrapolations it must be taken into account that the use of potential fields is only a first approximation. The next step of an approximation would include fields with a constant \( z \neq 0 \) (Trkal fields) or even fields with a variable \( z \) (Nakagawa et al. 1973; Seehafer, 1975). A generalization of the method of Altschuler and Newkirk (1969) by the application of a Trkal field was due to Nakagawa (1973). In order to obtain higher degrees of approximation all these calculations become progressively more complicated, and, moreover, require additional information (or assumptions) for the estimation of the value \( z \).

A second group of magnetic field models consists of more theoretical developments and is based, more or less, on artificial assumptions, e.g., cylindric symmetry. These models refer to idealized local regions and may be constructed to serve as an input parameter configuration for other model calculations (e.g. in gyro-synchrotron emission models). For such purposes sometimes the dipole approximation is used e.g. in the form

\[ B = \frac{B_m R_m^3}{2 R^3} (1 + 3 \sin^2 \theta)^{1/2} \]  

\[ \theta = \arccos \left\{ \left[ \sin \psi \cos(\theta - \lambda) \cos \phi + \cos \psi \sin(\theta - \lambda) \right] \right\}. \]
where $\theta = \angle (B, k), R_m, B_m$ - free model parameters, $k$ - wave vector, $R, \varphi, \theta$ - spherical coordinates, $\psi = \angle (k, \theta = 90^\circ, \lambda = \angle (R, B))$ (cf. Takakura and Scalise, 1970; Alfvén and Fälthammar, 1963).

Another more artificial distribution with a $R^{-2}$ space dependence is given by

$$B = \frac{B_m R_m^2}{\zeta R^2 \cos \theta + (R \sin \theta + R_m)^2}, \quad (IV.19)$$

$$\beta = \arccot \frac{1}{\zeta} \frac{R \sin \theta + R_m}{R \cos \theta}$$

where $\beta = \angle (B, \theta = 90^\circ), \zeta, B_m, R_m$ - free model parameters (cf. Böhme et al., 1976).

Finally, concluding our short excursion on magnetic field models, the extrapolation of the magnetic field into the interplanetary space up to 1 AU taking into account
models of the solar wind should be mentioned. A special model of this kind was proposed e.g. by Stenflo (1972).

c. \textit{Alfvén-Wave Velocity}

The influence of the magnetic field basically determines the dynamics of a plasma. Magnetic fields are also responsible for the existence or modifications of several wave types different from radio waves, but nonetheless being of high interest for solar radio astronomy. As a basic example we quote the MHD waves, which in the simplest case of an incompressible, ideally conducting MHD-plasma propagate with the well known Alfvén velocity

\begin{equation}
 v_A = B/(4\pi \rho)^{1/2}
\end{equation}

(\(\rho\) = mass density).

As an important feature, above a spot group the Alfvén velocity varies with height exhibiting a maximum at a certain altitude (above ca. 10⁴ km) reaching typical values of the order of \(10^4–10^5\) cm s\(^{-1}\). In weaker magnetic fields outside active regions the corresponding Alfvén velocity is much smaller and essentially determined by the mass density (cf. also Section 3.5.3.b).

4.1.4. \textbf{Characteristic time scales and transport quantities}

a. \textit{Redistribution and Diffusion Times}

When nonstationary processes are considered, relaxation times are frequently used to denote the time required for bringing the system back into some state of equilibrium. Following the classic treatise of Spitzer (1962), a number of relaxation times describing the influence of distant encounters between charged particles can be defined, which well describe the state of a plasma. The first quantity to be quoted is the \textit{deflection time} \(t_D\)

\begin{equation}
 t_D = w^2/(\langle (\Delta w) \rangle^2)
\end{equation}

which describes the time between collisions expressed by that time, in which the test particles are gradually deflected by an angle of 90°. \(w\) is the particle velocity and \(\langle (\Delta w) \rangle^2\) denotes the diffusion coefficient in the velocity space perpendicular to the initial direction of \(w\) of the test particles.

Analogously an \textit{energy exchange time} \(t_E\) is defined by

\begin{equation}
 t_E = E^2/(\langle (\Delta E) \rangle^2)
\end{equation}

The rate at which the mean velocity of some test particles is decreased by encounters is described by the \textit{slowing-down time} \(t_s\):

\begin{equation}
 t_s = -w/(\langle \Delta w \rangle)
\end{equation}

Furthermore sometimes an \textit{equipartition time} \(t_{eq}\) is used considering the rate at which equipartition of energy is established between two groups of particles.

Finally, a special case of the deflection time \(t_D\) defined by Equation (IV.21) is given by a group of particles which interact with themselves yielding the \textit{self-collision time} \(t_c\) (Spitzer, 1962; Alfvén and Fälthammar, 1963).
b. Electric and Heat Conductivity

Concerning steady nonequilibrium phenomena the flow of energy expressed in terms of different transport coefficients is to be considered. Beside other forms of energy exchange (e.g. mass and momentum transfer, radiation) in particular the charge and heat transport are of importance for many questions of solar physics. The corresponding transport coefficients are the electric conductivity $\sigma$ and the thermal conductivity $\kappa$, which are closely related to each other.

In a uniform isotropic medium the d-c conductivity $\sigma = 1/\eta$ ($\eta$ - resistivity) is given by

$$\sigma = \frac{e^2 N}{m_e v_{\text{coll}}} \quad \text{(IV.24)}$$

and hence depends on the temperature and density. The main difficulty in evaluating $\sigma$ arises from the necessity of the determination of a representative value for the collision frequency. A practicable treatment was proposed e.g. by Spitzer and Härn (1953). Numerical values of $\sigma$ are not very sure and cover a wide range of magnitudes. So $\sigma$ is believed to vary between about $10^{10}$ e.s.u. in the photosphere and $10^{18}$ e.s.u. in coronal flare plasmas (cf. e.g. Kopecký, 1971; Alfvén and Fälthammar, 1963).

In the case of the presence of magnetic fields it is convenient to distinguish three components of the conductivity:

$$\sigma_{\parallel} = \sigma$$

$$\sigma_p = \frac{\sigma}{1 + \left( \frac{\omega_H}{v_{\text{coll}}} \right)^2} \quad \text{(IV.25)}$$

$$\sigma_H = \frac{\sigma}{\omega_H v_{\text{coll}} + \omega_H}$$

The quantity $\sigma_p$ is called the Pedersen conductivity or cross-conductivity, and $\sigma_H$ is called the Hall conductivity. They are related by the following equations

$$j_{\parallel} = \sigma_{\parallel} E_{\parallel}$$

$$j_{\perp} = \sigma_p E_{\perp} + \sigma_H (E \times B)/E \quad \text{(IV.26)}$$

It can be mentioned, that basically similar methods as used for the evaluation of the electrical conductivity are also applicable for the calculation of the thermal conductivity (as well as for other transport quantities, e.g. the viscosity).

Explicitly the coefficient of heat conduction is written approximately

$$\kappa = 5 \sqrt{\frac{\pi NK T}{6 m_e v_{\text{coll}}}} \quad \text{(IV.27)}$$

It should be noted that a temperature gradient not only produces a flow of heat but also influences the velocity distribution of the plasma particles giving rise to an electric current and vice versa.
4.2. Fundamentals of the Emission and Propagation of Radio Waves

4.2.1. Elementary processes of the generation of radio waves

a. General Remarks and Definitions

The question of the emission mechanisms plays a basic role in solar radio astronomy. Perhaps more pronounced than in other spectral ranges the detailed knowledge of the emission and absorption processes is important for both the study of the relevant physical processes and the diagnostics of the physical conditions (i.e. plasma parameter configurations) on the Sun. To demonstrate this feature, the run of information from the Sun to the Earth is illustrated in a simplified way in Figure IV.5. By some physical process a source of energy released in a certain plasma volume represented by special distributions of the plasma parameters causes radiation by the action of one or more particular emission mechanisms. If the radiation can propagate to the observer, information about the interesting physical processes, the energy exchange, and plasma parameters (e.g. the magnetic field) is obtained in a coded way and can be decoded by running back the scheme of Figure IV.5. Evidently this is only possible by taking into account known propagation and emission (absorption) mechanisms.

In contrast to most other spectral regions the radio emission exhibits the following peculiarities:

(a) From an energetic point of view radio waves are completely negligible; nevertheless, they are best suited as indicators for important plasma processes, which, as in the case of the type IV bursts and proton flares, are sometimes connected with just the most violent excessive energy exchange present in the whole solar system.

![Fig. IV.5. General scheme of the run of information.](image)
(b) The radio waves are sensitively influenced by magnetic fields and by particle-drift processes, which make them predestined as attractive means for the diagnostics of especially such regions, to which an approach by other methods is lacking or more difficult.

(c) The investigation of the radio emission mechanisms is principally complicated by the necessary inclusion of the physics of magnetized plasmas, and also by the fact that the number of unknown variables often exceeds the number of the observed independent parameters.

(d) Up to now, line emissions do not play any appreciable role in solar radio astronomy.

Now, before going into more detail, some further introductory remarks about definitions and classifications will be given.

(1) Continuous and noncontinuous radio emission

As continuous or *continuum radiation* at radio frequencies a broad-band radiation has been empirically defined, opposing the more narrow-band emissions of the drift bursts.

Owing to a certain correlation between the spectral and temporal extent of different solar radio emissions, the defined continuum radiation refers mostly to almost stationary or long-period emissions, i.e. to the quiet Sun, the S-component, microwave bursts, several kinds of type IV bursts, and noise storm continua. Since line emissions are of minor importance in solar radio astronomy, it is evident that the present use of the term 'continuum' differs remarkably from that defined in optics according to which simply all nonlinear emissions would be called 'continuous' (cf. Section 3.3.1).

(2) Particle-generated and wave-generated radio emissions

Theoretically a division of the radio emission mechanisms can be made between those which are primarily based on accelerated particles and those based on wave-mode transformations. These mechanisms can also be named direct (primary) and indirect (secondary) emission processes, respectively (cf. Krüger, 1972). For the most part this division will correspond to the above given empirical classification (1), since it is supposed that continuum bursts refer preferably to particle-generated (i.e. direct) and drift bursts to wave-generated (i.e. indirect) emission processes. However, the reality may be somewhat more complicated, and a total coverage of both schemes cannot be *a priori* expected (cf. next subsection).

(3) Incoherent and coherent emission mechanisms and radiation fields

A further distinction can be made between incoherent and coherent emission mechanisms in a plasma. An incoherent radiation mechanism denotes an origin in a great number of uncorrelated elementary emission processes (e.g. from single electrons) and can be statistically interpreted in terms of a radiation (electron) temperature. The related absorption is always positive or at least zero. Sometimes incoherent wave phenomena in a plasma are identified with turbulence (Davidson, 1972; Tsytovich, 1971). On the other hand, coherent emission processes were defined in the literature in different ways, namely either on the basis of correlated (collective)
processes involving a large number of particles (cf. Heald and Wharton, 1965), or by the condition of negative absorption (occurrence of instabilities, amplification of radiation) as has been proposed by Zheleznyakov (1964, 1970). Since both concepts are not necessarily identical, we shall adopt the latter definition here.

From the above concept of coherent and incoherent emission processes the coherency of a radiation field as defined in optics is principally to be distinguished. In optics the term coherent radiation is used to denote the equality of the phase relations in two or more considered waves. The latter concept is applied to derive coherence times and coherence lengths (and also coherence areas, radii, volumes, etc.) of the waves.

(4) Method of Einstein coefficients
Applying the quantum theory, Einstein (1917) showed that principally three types of radiative processes may exist by which photons can be emitted or absorbed in interaction with matter: spontaneous emission, stimulated (or induced) emission, and absorption (attenuation). The first two terms refer to the already mentioned mechanisms of incoherent and coherent emission, respectively.

Though $h\nu \ll KT$ for radio waves, the quantum methods were sometimes also applied in radio physics. This leads to a calculation of the Einstein coefficients $A_{\nu\rightarrow\nu}$, $B_{\nu\rightarrow\nu}$, and $B_{\nu\rightarrow \nu}$ in isotropic media under the assumption of the validity of the principle of detailed balance (Smerd and Westfold, 1949). A description of the method was given e.g. by Bekefi (1966) and Wild et al. (1963).

(5) Resonant and nonresonant emission processes
A further classification of emission processes is concerning resonant and nonresonant radiations. For resonant processes mostly a special frequency is marked. This can be e.g. the electron gyrofrequency or the upper hybrid frequency. Another class of resonant interactions comes into play, if the particle speed equals the phase velocity of the waves in a medium (Čerenkov effect). Resonant processes are also relevant for wave-wave interactions.

(6) Thermal and nonthermal emissions.
Finally, the division between thermal and nonthermal emission should be briefly noted without touching the problem of giving quantitative criteria for the concrete realization of the former or latter emission. The limiting case of thermal radiation for high optical depths is the blackbody radiation.

Since under real conditions the thermal equilibrium is often insufficiently realized, the concept of local thermodynamical equilibrium (LTE) was introduced in astrophysics by Schwarzschild (1914) and Milne (1921): Instead of an isothermal temperature $T$ a local temperature $T(x, y, z)$ is defined and the formalism of thermal radiation employed. It is to be noted, that this procedure does not necessarily imply radiative equilibrium. Radiation which originates from regions with apparent deviations from the LTE, but which none the less is interpreted thermally, is sometimes called 'quasi-thermal'. But in spite of the mathematical difficulties the real nonthermal emission processes are increasing in importance in current solar radio physics.
b. Primary Emission and Absorption Processes

In the following we distinguish primary emission processes and secondary emission processes, where the term primary emission refers to particle-generated wave generation processes and the term secondary emission to wave-wave interactions and scattering (mode transformations). The terms wave-wave and particle-wave interactions are widely used in plasma physics also in connection with processes involving nonelectromagnetic radiations. Having in mind the final generation of radio waves we propose the following scheme:

A. Primary emission processes
   (generation of radiation by accelerated particles – classical and relativistic emission mechanisms)
   (a) generation of electromagnetic radiation
      ('direct' emission processes of radio waves)
   (b) generation of plasma radiations, etc.

B. Secondary emission processes
   (wave-mode transformations)
   (a) generation of electromagnetic radiation
      ('indirect' generation of radio waves)
   (b) generation of other wave modes.

The direct emission processes of radio waves constitute the first large group of radiation mechanisms, which have been known for a longer time and are extensively treated in the literature. Nevertheless, although the basic concepts are well developed, for a number of interesting conditions (e.g. nonequilibrium radiation in a hot magnetoplasma, strong absorption, etc.) much work still remains to be done.

Considering applications to solar radio waves, we are dealing with radiation processes connected with changes of the external motions of electrons and ions. Thus we have mainly to do with free–free transitions of electrons in the Coulomb field of protons or positive ions (Coulomb bremsstrahlung) and with the gyromagnetic radiation caused by electrons spiralling in a magnetic field (magneto-bremsstrahlung, cyclotron or gyro-synchrotron emission). Free–bound or bound–bound (line) radiations have comparatively little importance for solar radio astronomy. Also transitions associated with the internal structure of the ions and atoms will be omitted in our discussion.

A schematic compilation of the most important direct elementary emission processes (primary emission processes), is given in Table IV.1, where the mechanisms are plotted over the energy range and magnetic field range as basic characteristics. It is indicated in Table IV.1, that the Coulomb bremsstrahlung is basically treated for the absence of external magnetic fields and lower energies, but it may also exist to a certain extent in a magnetized plasma causing a modification of the radiation. Then there is a continuous transition to the cyclotron radiation depending on the conditions, whether the Coulomb collisions or the gyrations dominate in the motion of the radiating electrons (cf. Section 3.2.3.b). Depending on the energy distribution, the bremsstrahlung may be thermal or nonthermal: in the latter case a transition to the Čerenkov effect comes into play. However, on the Sun nonthermal processes occur
**TABLE IV.1**

Primary (direct) emission processes

<table>
<thead>
<tr>
<th>$\beta \ll 1$ ('quasi-thermal')</th>
<th>$1 - \beta \ll 1$ ('nonthermal')</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \approx 0$ Bremsstrahlung (nonresonant generation of radiation)</td>
<td>Čerenkov radiation (resonant at $\omega_H$)</td>
</tr>
<tr>
<td>$H &gt; 0$ Cyclotron radiation (gyro-synchrotron emission) (resonant at $\omega_H$)</td>
<td></td>
</tr>
</tbody>
</table>

often in connection with strong magnetic fields, so that in such cases gyro-synchrotron radiation is expected to dominate.

The Čerenkov radiation is obtained as a particular case of 'particle-wave' interactions, when the particle velocity is close to the phase velocity of the waves in the medium. It is interesting, that the Čerenkov radiation can be also regarded as a limiting case of the synchrotron radiation, viz. for $\omega \gg \omega_H$. It must be also remarked that in a cold infinite isotropic plasma no Čerenkov radiation of transverse electromagnetic waves is possible, because the phase velocity there cannot be smaller than the speed of light. In this way, apart from particular cases in magnetized plasmas, the Čerenkov effect is more important for the generation of longitudinal plasma waves than for the direct emission of radio waves. The inverse process of the generation of Čerenkov waves is the Landau damping.

It is to be noted also that the other quoted primary emission mechanisms, i.e. bremsstrahlung and cyclotron emission, are not restricted to the direct generation of radio waves, but can also be efficient in generating plasma waves etc. Possible other primary emission processes, e.g. transition radiation (Ginzburg and Frank, 1946; Zheleznyakov, 1964, 1970), have not yet attained greater attention in solar radio astronomy.

c. **Indirect Emission and Absorption Processes**

Knowing the relevant primary emission processes (and in particular the direct emission mechanisms for radio waves) in a plasma, only half the truth about the origin of solar radio waves is known. The other half comes from the secondary (and tertiary, ...) emissions leading to an indirect generation of radio waves according to our nomenclature. These processes consist in a transformation (mode coupling) of waves of different types into electromagnetic (radio) waves.

The recently achieved progress in plasma physics is due to a systematic consideration of the different types of plasma waves and oscillations as characteristic features of departures from the thermal equilibrium, which was widely neglected before (Tsytovich, 1967, 1971; Akhiezer et al., 1974; Kadomtsev, 1976).

For the purpose of solar radio-wave physics the task of evaluation of the indirect (or more generally, secondary) emission processes can be divided into the following different steps:
(a) Survey of the possible and most preferable wave modes in the solar atmosphere (after a consideration of their primary generation, cf. foregoing subsection).

(b) Investigation of the possible and most probable transformation processes of the different wave modes.

(c) Calculation of the efficiency and coupling parameters especially for the transformation into radio waves.

Turning to the first question, it is quite evident that the plasma state shows a multitude of waves and oscillations. They are a consequence of the combined actions of mechanical, thermo- and hydrodynamical quantities (e.g. pressure, particle speed, density, temperature, etc.) with the electromagnetic forces, which otherwise are widely absent in neutral media.

For the above reason it is here not possible to obtain such a simple picture as could be given for the primary emission processes (direct generation) of the radio waves (cf. Table IV.1). In the following we give a short orientation about what basic wave modes may be generally possible in a plasma medium.

It is well known that in the relatively simple case of a homogeneous plasma without external magnetic fields three basic types of waves are possible, namely: electromagnetic waves, plasma waves, and (ion-) sound waves.

For an explanation, a compilation of some properties of these wave types is given in Table IV.2.

In the more interesting case of a plasma in the presence of an external magnetic field the abovementioned types are branched out and a greater variety of waves results. This feature is schematically shown in Figure IV.6, where in a dispersion diagram for a particular homogeneous plasma the different branches of single wave modes are marked. In an inhomogeneous plasma additionally the existence of drift waves leads to a further branching of the low-frequency parts of the dispersion diagram. Some of these aspects relevant to solar radio astronomy will be discussed in Section 4.5.

We briefly note also a slightly differing classification of waves in a plasma distinguishing

\[ \text{TABLE IV.2} \]

Waves in a plasma without external magnetic field

<table>
<thead>
<tr>
<th>No.</th>
<th>Name (Type)</th>
<th>Dispersion relation</th>
<th>( \epsilon_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Electromagnetic waves (transv.)</td>
<td>( \omega^2 = \omega_{pe}^2 + c^2 k^2 )</td>
<td>( \epsilon_k \geq c )</td>
</tr>
<tr>
<td>2</td>
<td>Langmuir waves (electron plasma or space-charge) (long.)</td>
<td>( \omega^2 = \omega_{pe}^2 + 3k^2 \gamma_i^2 )</td>
<td>( \epsilon_k \geq \gamma_i )</td>
</tr>
<tr>
<td>3</td>
<td>Ion-sound waves (long.)</td>
<td>( \omega^2 = \frac{k^2 \gamma_i^2}{1 + k^2 \gamma_i^2 \omega_{pe}^2} )</td>
<td>( \epsilon_k \leq \gamma_i \ll \gamma_i ), ( \epsilon_k \ll \gamma_i )</td>
</tr>
<tr>
<td></td>
<td>(a) Sound waves</td>
<td>( \omega = \gamma_i )</td>
<td>( \epsilon_k = \gamma_i )</td>
</tr>
<tr>
<td></td>
<td>(b) Ion-plasma waves</td>
<td>( \omega = \omega_{pi} )</td>
<td>( \epsilon_k = \gamma_i (1 + k^2 \gamma_i^2)^{-1/2} )</td>
</tr>
</tbody>
</table>
Concerning the task of the examination of possible and important wave transformation processes some progress has been achieved in recent time, but it still remains difficult to obtain a comprehensive picture. For a detailed study of the fundamentals and special aspects of wave–wave interactions in a plasma the reader is referred to the surveys by, e.g., Akhiezer et al. (1974), Kaplan and Tsytovich (1972), and Sauer (1972). Here we merely consider some basic questions on these matters.

According to the linear dispersion theory the different wave modes in a plasma propagate independently (uncoupled) of each other. When nonlinearities in the basic equations (of motion) are taken into account, a transformation of the different wave modes arises, which is connected with the generation of combination frequencies. The wave transformation can be described by the introduction of a nonlinear conductivity tensor formalism, which is used e.g. in the approximation of weak nonlinearity (cf. below). The general task comprises a solution of the system of Maxwell equations together with an equation (nonlinear in general) of motion in order to obtain the functional dependence between the current \( \mathbf{j} \) (or polarization) and the electric field strength \( \mathbf{E} \). This task can be solved only approximately.
The kind of approximation can be characterized by the following steps: linear theory, quasi-linear theory, weak turbulence (weak nonlinearity), moderate turbulence (moderate nonlinearity), and strong turbulence (strong nonlinearity). In the first approximation (linear dependence) one can write for the case of spatial homogeneity

\[ \mathbf{j}^{(1)}(x, t) = \int \int dx' dt' \sigma^{(2)}(x', t') \cdot \mathbf{E}^{(1)}(x - x', t - t'). \]  

Here the conductivity tensor \( \sigma^{(2)}(x, t) \) is of second rank describing the linear macroscopic connection between \( \mathbf{j} \) and \( \mathbf{E} \) in the plasma and hence determining the dispersion characteristics of the different wave modes.

A quadratic dependence between \( \mathbf{j} \) and \( \mathbf{E} \) is realized by a ‘nonlinear’ conductivity tensor \( \sigma^{(3)} \) of third rank according to the relation

\[ \mathbf{j}^{(2)}(x, t) = \int \int \int dx' dt' dx'' dt'' \sigma^{(3)}(x', t', x'', t'') : \mathbf{E}^{(1)}(x - x', t - t') \times \times \mathbf{E}^{(1)}(x - x' - x'', t - t' - t''). \]  

The quadratic relationship hinders the principle of superposition. It also leads to the occurrence of combination frequencies and particularly to second-harmonic emissions. (The latter can be easily demonstrated, if two waves are assumed:

\[ E_1 \sim E \cos \omega_1 t, \quad E_2 \sim E \cos \omega_2 t. \]

The resulting current varies according to

\[ j \sim \cos \omega_1 t + \cos \omega_2 t + 1/2 [\cos (\omega_1 + \omega_2) t + \cos (\omega_1 - \omega_2) t]. \]

Hence for \( \omega_1 = \omega_2 \) the second harmonic results.

As the next step of approximation the third-order current \( \mathbf{j}^{(3)} \) is given by

\[ \mathbf{j}^{(3)}(x, t) = \int \int \int \int dx' dt' dx'' dt'' \sigma^{(4)}(x', t', x'', t'') : \mathbf{E}^{(1)}(x - x', t - t') \mathbf{E}^{(1)}(x - x' - x'', t - t' - t'') \times \times \mathbf{E}^{(1)}(x - x' - x'' - x''' , t - t' - t'' - t'''), \]  

where \( \sigma^{(4)} \) is the conductivity tensor of fourth rank. In general, the current can be represented by an expansion

\[ \mathbf{j}(x, t) = \sum_n \mathbf{j}^{(n)}(x, t). \]

Here often the condition of ‘weak nonlinearity’ is used:

\[ \mathbf{j}^{(n)} \gg \mathbf{j}^{(n+1)}. \]

Considering harmonic wave phenomena, the Fourier components of the electric field and the current are of interest

\[ \mathbf{E}(k, \omega) = \int \int dx dt \mathbf{E}(x, t) \exp[i(\omega t - k \cdot x)] \]  

\[ \mathbf{j}(k, \omega) = \int \int dx dt \mathbf{j}(x, t) \exp[i(\omega t - k \cdot x)] \]
leading to the following relations for the first three orders:

\[ j^{(1)}(k, \omega) = \sigma^{(2)}(k, \omega) \cdot E^{(1)}(k, \omega) \]

\[ j^{(2)}(k, \omega) = \iint d\omega' d\omega'' (2\pi)^{-4} \sigma^{(3)}(k, \omega, k', \omega') \cdot E^{(1)}(k', \omega') E^{(1)}(k - k', \omega - \omega') \]

\[ j^{(3)}(k, \omega) = \iiint d\omega' d\omega'' d\omega''' (2\pi)^{-8} \sigma^{(4)}(k, \omega, k', \omega', k'', \omega'') \cdot E^{(1)}(k'', \omega'') E^{(1)}(k' - k'', \omega' - \omega'') E^{(1)}(k - k', \omega - \omega') \]

(IV.35)

with

\[ \sigma^{(2)}(k, \omega) = \iint dx dt \sigma^{(2)}(x, t) \exp\left[i(\omega t - k \cdot x)\right], \]

\[ \sigma^{(3)}(k, \omega, k', \omega') = \iiint dx dt dx' dt' \sigma^{(3)}(x, t, x', t') \times \]

\[ \exp\left[i(\omega t - k \cdot x) + i(\omega' t' - k' \cdot x')\right], \]

\[ \sigma^{(4)}(k, \omega, k', \omega', k'', \omega'') = \iiint dx dt dx' dt' dx'' dt'' \times \]

\[ \sigma^{(4)}(x, t, x', t', x'', t'') \exp\left[i(\omega t - k \cdot x) + i(\omega' t' - k' \cdot x') + i(\omega'' t'' - k'' \cdot x'')\right]. \]

(IV.36)

These equations contain the conservation of energy and momentum of the interacting waves expressed by

\[ \omega = \omega' + \omega'', \quad \omega = \omega' + \omega'' + \omega''', \quad ..., \]

(IV.37)

and

\[ k = k' + k'', \quad k = k' + k'' + k''', \quad ..., \]

(IV.38)

respectively, following from the invariance of the equations in local space against spatial and temporal translations.

The required explicit calculation of the conductivity tensor is often complicated. Such calculations were carried out for different cases e.g. by Sauer (1972) and Mollwo and Sauer (1977). The full solution also contains an estimation of the efficiency of the wave transformation process, which is needed for quantitative computations of the intensity of the radiation.

An approximate estimation of a number of wave–wave as well as wave–particle
processes by means of transition and emission probabilities was undertaken by Kaplan and Tsytovich (1972). The formulae given by these authors may be useful for an orientation about the order of magnitude of the radiation originating by different processes. A further discussion of these topics will be given in the Sections 4.5 to 4.7.

4.2.2. **Basic theoretical developments**

The basic equations from which the wave emission and propagation characteristics are derived, in general, are

(1) Maxwell’s field and/or charge conservation equations and

(2) equations describing the particle motion or momentum transfer.

Adapted to the special purpose and the allowed degree of approximation these equations may be represented in different forms. Particularly for the particle motion different classes of theories are to be distinguished, using

(a) the equation of motion of a single particle (electron),

(b) the magnetohydrodynamic (generalized Navier–Stokes) equations of motion, and

(c) the Boltzmann or Vlasov equations.

These theories are related to the approximations of the vacuum, cold plasma, and warm plasma, respectively, as is shown by Table IV.3.

The basic equations are nonlinear in general, but a linearization is often made (in order to avoid mathematical difficulties) by the assumption of small perturbations, i.e. the assumption of small amplitudes of the $E$ and $H$ fields. In the past the single-particle and hydrodynamic theories have been widely applied for the treatment of the direct emission processes of radio waves. An extended survey of these matters was given by Zheleznyakov (1964, 1970, 1977) mainly in the framework of the cold plasma. The warm plasma theories are to be applied for the investigation of resonant and large-amplitude phenomena and different kinds of wave–wave interactions.

A plasma is called ‘cold’, if the thermal particle velocities can be neglected and accordingly the gas pressure $p_g$ vanishes:

$$8\pi p_g/H^2 \ll 1 \quad \text{(IV.39)}$$

<table>
<thead>
<tr>
<th>Table IV.3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic theories in plasma physics</strong></td>
</tr>
<tr>
<td><strong>Theory</strong></td>
</tr>
<tr>
<td>Single-particle theory</td>
</tr>
<tr>
<td>Hydrodynamic theory (Magneto-ionic theory)</td>
</tr>
<tr>
<td>Statistical theory (kinetic theory)</td>
</tr>
</tbody>
</table>
This condition leads to the absence of all types of elastic waves. On the other hand, if thermal velocities and the gas pressure must be taken into account, the plasma is called ‘warm’ and elastic waves become possible.

If the electric conductivity is assumed to be infinite, the plasma is called ‘ideal’ in the hydrodynamic sense. In such a case of very high conductivity electromagnetic waves cannot propagate.

4.2.3. Polarized Radiation in a Plasma

a. Basic Definitions

The state of polarization is a characteristic property of transverse waves. It was already outlined in Section 2.4.1, that the intensity (or flux density) of such radiation is generally composed of a polarized and a randomly polarized part, whereas the degree of polarization is defined by the ratio of the polarized part to the whole intensity. The polarization is in general elliptical; linear and circular polarization are the limiting cases. The representation of the polarization by means of the Stokes parameters $I$, $Q$, $U$, and $V$ was given by Equations (II.43) and (II.44). An alternative representation is given e.g. by the use of the intensity $I$, the degree of polarization $\rho$, the axial ratio $\rho$, and an orientation angle $\chi$ of the polarization ellipse. The axial ratio $\rho$ (defined as the ratio of the small to the large half main axes of the ellipse) ranges between 0 and 1 corresponding to linear and circular polarization, respectively (cf. Section 2.4.1), and is given by

$$\rho = \tan((1/2)\arcsin\rho_c/\rho)$$ (IV.40)

($\rho_c$ – degree of circular polarization).

As a basic property, elliptical polarization can be right or left handed (defined either with regard to the direction of the wave propagation or with regard to the magnetic field vector) as illustrated by Table II.2.

b. Polarization of Radio Waves

Considering radio waves, the axial ratio of the polarization ellipse is described by the ratios of the components of the wave vectors in Cartesian coordinates $E_x/E_y$, $E_z/E_x$, and $H_y/H_x$, $H_z/H_x$ where $z$ is the direction of the wave propagation (Ratcliffe, 1959).

Solving the dispersion relation two characteristic waves are marked for which these ratios are constant in the direction of propagation, satisfying the condition

$$P_x/E_x = P_y/E_y$$ (IV.41)

($P_x$, $P_y$ – components of the dielectric polarization vector). For these waves the axial ratio of the polarization ellipse is determined by the quantity

$$R = \frac{\omega}{\omega_c \sigma} = \frac{E_x}{E_y} = -\frac{H_y}{H_x} = \frac{P_x}{P_y}.$$ (IV.42)

Using the expressions of the magneto-ionic theory

$$X = (\omega_p/\omega)^2, \quad Y = \omega_H/\omega, \quad Z = v_{\text{crit}}/\omega$$ (IV.43)
for both waves \((j = 1, 2)\) it can be written

\[
R_j = -\frac{i}{\gamma \cos \theta} \left\{ \frac{Y^2 \sin^2 \theta}{2(1 - X - iZ)} + \frac{Y^4 \sin^4 \theta}{4(1 - X - iZ)^2} + Y^2 \cos^2 \theta \right\}^{1/2}
\]

\[
= -i T_j^{-1}
\]

(IV.44)

where \(\theta = \angle (k, H)\).

Since \(R_1 \times R_2 = 1\), both polarization ellipses have the same form but inverse orientations. Both ellipses are placed symmetrically to a straight line of \(45^\circ\) between the \(x\)- and \(y\)-axes. For \(Z = 0\), \(R_j\) becomes imaginary. At a critical collision frequency corresponding to

\[
Z_0 = \frac{Y^2 \sin^2 \theta}{(2Y \cos \theta)} \quad \text{and} \quad X = 1
\]

(IV.45)

both ellipses degenerate into straight lines. This is related to a critical angle \(\theta_0\) given by

\[
\sin^2 \theta_0 \cos \theta_0 = 2v_{\text{coll}} / \omega_H.
\]

(IV.46)

More detailed discussions of special topics of polarized waves were given e.g. by Ratcliffe (1959), Heald and Wharton (1965), Krüger (1972), and many others.

The designation of the two electromagnetic wave modes is not always uniform in the literature. In Table IV.4 the wave modes are listed in dependence of the propagation angle \(\theta\) and the related properties of \(R_j\) according to the notation of Stix (1962), which is widely used in plasma physics. In magneto-ionic theory and radio astronomy, however, often the notations extraordinary and ordinary waves are used throughout the whole range of angles \(\theta\). Here the sense of the circular polarization corresponds to that of the electronic gyration (cf. Figure II.7). In the case of linear polarization the vector of the \(E\)-field of the extraordinary wave is perpendicular to the external magnetic field direction, and the \(E\)-field vector of the ordinary wave is parallel to the external magnetic field.

\begin{table}[h]
\centering
\caption{Designation of electromagnetic waves modes in a cold plasma according to Stix (1962)}
\begin{tabular}{|c|c|c|c|c|}
\hline
Propagation angle & Modes & Notation & \(R_j\) & Polarization \\
\hline
\(\theta = 0\) & \(r, l\) & right handed, left handed & imaginary & circular \\
& & & \((\pm i)\) & \\
\hline
\(0 < \theta < \frac{\pi}{2}\) & \(s, f\) & slow, fast & complex & elliptical \\
\hline
\(\theta = \frac{\pi}{2}\) & \(e(x), o\) & extraordinary, ordinary & real & linear \\
& & & \((\times, 0)\) & \\
\hline
\end{tabular}
\end{table}
Wave propagation in an inhomogeneous medium with varying parameters $X$, $Y$, and $Z$ in general causes a change of the state of polarization. This can be illustrated by a representation of $R_j$ in the complex half plane by conformal mapping of

$$
\text{sign}(\cos \theta) \, R_j = \frac{-iZ}{1 - X - iZ} \left\{ \frac{Y \sin^2 \theta}{2Z |\cos \theta|} \mp \text{sign}(\cos \theta) \left\{ \left( \frac{Y \sin^2 \theta}{2Z |\cos \theta|} \right)^2 + \left( \frac{1 - X - iZ}{Z} \right)^{1/2} \right\} \right\}.
$$

(IV.47)

into the unit circle as proposed by Mollwo (1969). The real part of $[\text{sign}(\cos \theta) \, R_j]$ is always positive. The mapping of the positive half plane of a rectangular coordinate system into the unit circle is realized by the complex function

$$
w = \frac{\text{sign}(\cos \theta) \, R_j - 1}{\text{sign}(\cos \theta) \, R_j + 1}
$$

(IV.48)

Fig. IV.7. Representation of the wave polarization $R_j$ in the complex half plane by conformal mapping of $\text{sign} (\cos \theta) \times R_j$ into the unit circle after Mollwo (1969).
which is shown in Figure IV.7. There are represented curves of \((Y/Z) \times \sin^2 \theta/(2 \cos \theta) = \text{const}\) and \((1 - X)/Z = \text{const}\). The critical point (condition (IV.45)) corresponds to the center of the diagram. For every other combination of the plasma parameters \(X, Y, Z\) a set of two points exists, which are located symmetrically to the center according to \(R_1 \times R_2 = 1\). The case \(Z = 0\) is represented by the periphery of the unit circle and here one parameter \(Y/(1 - X) \times \sin^2 \theta/(2 \cos \theta)\) suffices to describe the polarization. If \(Z \neq 0\), this parameter and the quantity \((Y/Z) \times \sin^2 \theta/\cos \theta\) define a series of orthogonal curves in the complex \(R\)-plane, which can be used for an alternative representation (Snyder and Helliwell, 1952). In Figure IV.7 \(R_j\) is \(<1\) in the left half circle and \(>1\) in the right half circle corresponding to ordinary and extraordinary waves, respectively. The upper and lower half circles correspond to right- and left-handed polarized waves, respectively, according to the definition ‘c’ of Table II.2.

In cases where the longitudinal component \(E_z\) of the wave vector is to be taken into account, a longitudinal polarization coefficient

\[
G_j = E_z/E_{\perp} \equiv iK_j
\]

(IV.49)
can also be defined, which reads explicitly

\[
G_j = \frac{iXY \sin \theta}{(1 - X - iZ) \left[ \frac{1 - iZ - \frac{Y^2 \sin^2 \theta}{2(1 - X - iZ)} \pm \left( \frac{Y^4 \sin^2 \theta}{4(1 - X - iZ)^2} + \frac{Y^2 \cos^2 \theta}{2} \right)^{1/2} \right]}
\]

(IV.50)

c. Faraday Effect

If a linearly polarized plane wave is passing a magnetized, i.e. anisotropic plasma in the field direction, the plane of the linear polarization rotates (Faraday effect). The linearly polarized wave can be thought to consist of two counterrotating circularly polarized waves of equal amplitude but different velocities. The phase angle between these waves is changed by

\[
\Delta \phi = \frac{\omega}{c} \int_0^s (n_2 - n_1) \, ds
\]

(IV.51)

\((n_j\) – refractive index, cf. next section). From this the rotation angle of a linear (or elliptical) wave can be calculated directly. For instance, in the case of the quasi-longitudinal approximation (cf. Section 4.2.4.b) one obtains

\[
\Delta \chi = \frac{\Delta \phi}{2} = \frac{1}{\omega^2 c} \int_0^s \frac{\omega^2 \chi^2 \omega_0^2 \cos \theta}{n_1 + n_2} \, ds.
\]

(IV.52)

Hence a large influence of the Faraday rotation on the propagation of radio waves in the solar atmosphere can be deduced (Hatanaka, 1956). The rotation is indepen-
dent of the sense of the magnetic field direction (parallel or antiparallel to the wave-propagation direction) and the propagation is nonreciprocal.

If the two counterrotating components constituting a linearly polarized wave are differently attenuated, the polarization becomes elliptical. If one of the waves is fully absorbed, the remaining wave is circularly polarized and a Faraday rotation can no longer be observed. Since the position angle \( \chi \) and its variation depend on the wave frequency in general, \( \chi \) is dispersed throughout the spectrum. As a consequence, due to the finite bandwidth of the receiving equipment, the measured polarization is different from that at the source ('instrumental depolarization'). The dispersion angle \( \gamma' \) is a measure for the range in which the position angles \( \chi \) are spread over the frequency band \( \Delta v \) around a center frequency \( v_0 \) \((\Delta v \ll v_0)\):

\[
\gamma' = \frac{2\Delta v \chi}{v_0}.
\]  

Another effect of the Faraday dispersion is the change of the shape of the polarization ellipse during the wave propagation through an anisotropic medium. An elliptically polarized wave tends to be changed into circular plus random polarization (cf. Akabane and Cohen, 1961).

4.2.4. Propagation of Radio Waves

a. Ray Trajectories - Refraction and Scattering

Within the range of the validity of the approximation of geometrical optics the calculation of ray trajectories has been proven to be a useful tool. Applications are made e.g. in ray-tracing programs computing the emerging radiation from a given emitting and propagating plasma volume. The main effects influencing the geometry of a ray path for solar radio waves are the refraction in a regular medium and the scattering.

The refraction is determined by Snellius' law, which can be written in Cartesian coordinates as follows

\[
n_j(z) \sin \phi(z) = \text{const},
\]

where \( n_j = c/v_{k_j} \) - refractive index of the \( j \)th wave mode, \( \phi \) - angle of incidence between \( k_j \) and \( \text{grad} n_j (= \phi(k_j, z) \) for a plane stratified medium). If spherical symmetry is present, Snellius' law is conveniently written in spherical coordinates

\[
n_j(r) r \sin \phi(r) = \text{const}
\]

\((r - \text{radius vector}, r = |r|, \phi = \phi(k_j, r)). \) For \( n_j \rightarrow 1 \) and \( r \sin \phi \rightarrow p^* \) Equation (IV.55) becomes

\[
n_j(r) r \sin \phi(r) = p^*
\]

\((p^* - \text{ray parameter, cf. Figure IV.8}).\)
Fig. IV.8. Geometry of ray trajectories in a spherically symmetric region.

The equation of a ray path can be written as

$$\theta = p^* \int_0^r \frac{dr}{r(n_j^2 r^2 - p^*)^{1/2}}$$

or

$$\theta = \int_u^1 \frac{du}{(n_j^2/p^* - u^2)^{1/2}}$$

where $u = 1/r$.

In practice it is sufficient to restrict the integration to a distance $r = r_d$ which is the radius of the ‘deviating region’, i.e. that region where the refractive index differs remarkably from unity.

At the turning point $P_0(r_0, \theta_0)$ of the ray trajectory one obtains

$$r_0 = p^*/n_j,0 \quad \text{(or } u_0 = n_j,0/p^*)$$

and the path element is given by

$$ds = \frac{r_0 dr}{\left(1 - \frac{p^*^2}{n_j^2 r^2}\right)^{1/2}}.$$ 

In the simple case of spherical symmetry the ray trajectories are symmetrical to both sides of the radius vector through the turning point $P_0$. The first calculations concerning the quiet Sun applying this formalism were carried out by Burkhardt
and Schlüter (1949), Jaeger and Westfold (1950), and Smerd (1950). More recently, a similar ray-tracing method adopted to microwave burst sources was also applied e.g. by Böhme et al. (1976).

Besides refraction, another process to be considered here is the scattering of radio waves. The scattering is particularly important for the study of solar phenomena in the meter and decameter range, e.g. of drift bursts and noise storms, but also of the scintillation of nonsolar radio sources caused by coronal inhomogeneities, etc. Scattering is a typical effect of inhomogeneous (fluctuating) media. Depending on the scale of the inhomogeneity in comparison with the wavelength, refraction and diffraction take part in the scattering.

Scattering processes are usually treated by statistical methods (cf. e.g. Scheffler, 1958, 1959; Uscinski, 1968). But since the aspects of scattering are manifold, we now pick up only those questions which are of interest from the view of ray paths.

Beginning with the work of Fokker (1965, 1967) models with isotropic inhomogeneities and effects of the directivity of point sources on the observed radiation were studied first. Later the regular refraction by a spherically symmetric corona was included (Steinberg et al., 1971; Caroubalos et al., 1972) and also extended to a consideration of radially elongated inhomogeneities (Riddle, 1972a). Deviations from the spherical symmetry were considered by Riddle (1972b).

An important result from this kind of investigation, which is characterized by numerical calculations in connection with a statistical treatment, is the following: If regular refraction in a spherically symmetric corona only is considered, the turning points of the ray trajectories are elevated above the local plasma level on the Sun except for the central ray. If scattering is now taken into account, the radiation can escape from the plasma level at positions almost anywhere on the Sun.

b. Dispersion Relations

In the foregoing section the knowledge of the refractive index

\[ n_j = \frac{c k_j}{\omega} = \frac{c}{v_{k,j}} \]  

\( (v_{k,j} \text{ – phase velocity of the } j\text{th wave mode}) \) was needed. This knowledge is obtained from the dispersion relation. In the cold plasma referring to radio waves we apply the Appleton-Hartree formula

\[ n_j^2 = 1 - \frac{2X(1 - X - iZ)}{2(1 - iZ)(1 - X - iZ) - Y_T^2 \mp [Y_T^4 + 4Y_L^2(1 - X - iZ)^2]^{1/2}} \]  

\( (IV.60) \)

where \( Y_T = \omega_H \sin \theta/\omega \), \( Y_L = \omega_H \cos \theta/\omega \), \( j = 1 \) (upper sign) and \( j = 2 \) (lower sign) refer to the extraordinary and ordinary (fast and slow) wave modes, respectively.

In a collisionless plasma \((Z = 0)\) we have

\[ n_j^2 = 1 - \frac{2X(1 - X)}{2(1 - X) - Y_T^2 \mp \left[ Y_T^4 + 4(1 - X)^2 Y_L^2 \right]^{1/2}} \]  

\( (IV.61) \)

Examples of such dispersion curves are shown in Figure IV.9.

Further simplifications are obtained in an anisotropic plasma by the approxima-
tions of 'quasi-longitudinal' (QL) (or 'quasi-circular') and 'quasi-transversal' (QT) (or 'quasi-linear') propagation (Ratcliffe, 1959; Rawer and Suchy, 1967). The conditions for the applicability of these approximations are

\[
\begin{align*}
\text{QL:} & \quad \frac{Y_i^4}{4Y_i^2} \ll |(1 - X - iZ)| \\
\text{QT:} & \quad \frac{Y_i^4}{4Y_i^2} \gg |(1 - X - iZ)|
\end{align*}
\] (IV.62)

Fig. IV.9. Refractive index for electromagnetic waves in a cold and collisionless plasma for \( Y < 1 \) (top) and \( Y > 1 \) (bottom).
or numerically, in the absence of collisions

\[
QL: \quad |Y_L|/3 > Y_f^2/[2|(1 - X)|] \\
QT: \quad 3|Y_L| < Y_f^2/[2|(1 - X)|]. \tag{IV.63}
\]

The simplest case of an isotropic plasma is represented by

\[
n_f^2 = 1 - X. \tag{IV.64}
\]

A compilation of several special cases of the refractive index is given in Table IV.5.

Equation (IV.60) contains certain singularities (poles) and zeros of the refractive index, which describe the resonance and cutoff characteristics of the cold plasma for radio waves. For arbitrary angles \( \theta \) three zeros exist, which are reduced to two zeros if \( \theta = 0 \), and only one zero if \( Y = 0 \). The poles (resonances) of the refractive index are described by the relation

\[
X = (1 - iZ)[(1 - iZ)^2 - Y^2]/[(1 - iZ)^2 - Y^2 \cos^2 \theta]. \tag{IV.65}
\]

The zeros and poles are compiled in Table IV.6.

There are different possible forms of a representation of dispersion relations. For instance, contour maps of \( n_j \) and polar plots of \( (n_j)^{-1} = v_k/c \) representing phase-velocity or wave-normal surfaces are instructive means. A detailed treatise on this subject can be found in Heald and Wharton (1965). The topology of the wave-normal

<table>
<thead>
<tr>
<th>TABLE IV.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Special cases of the dispersion relation for electromagnetic modes in a cold plasma</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>( Z = 0 )</td>
</tr>
<tr>
<td>(( v_{\text{coll}} \ll \frac{\omega}{2\pi} ))</td>
</tr>
<tr>
<td>( Z \neq 0 )</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>( X = 0 ) (( \omega_p \ll \omega ))</td>
</tr>
<tr>
<td>( n = 1 )</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Zeros and poles of the refractive index for electromagnetic wave modes in a cold plasma

<table>
<thead>
<tr>
<th>Critical frequencies</th>
<th>Resonances</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_j = 0 )</td>
<td>( n_j = \infty )</td>
</tr>
<tr>
<td>( \theta = 0 )</td>
<td>( \theta = \frac{\pi}{2} )</td>
</tr>
</tbody>
</table>

\[
Z = 0 \quad X = 1, \omega = \omega_p, \omega_H = 0 \quad [X = 1, \omega = \omega_p] \quad X = 1 \\
X = 1 + Y_L \quad Y_L = 1, \omega = \omega_H \quad X = 1 - Y_f^2 \\
\omega_j = \sqrt{\omega_p^2 + \omega_H^2} \pm \omega_H \quad \omega_{ab} = \sqrt{\omega_p^2 + \omega_H^2}
\]

\[
Z \neq 0 \quad X = 1 - iZ \quad X = 1 - iZ \quad X = \frac{(1 - iZ)^2 - Y_f^2}{1 - iZ} \\
\omega_j = \frac{iv_{\text{coll}}}{2} \pm \sqrt{\omega_p^2 - \frac{v_{\text{coll}}^2}{4}} \quad \omega_j = \frac{iv_{\text{coll}}}{2} \pm \sqrt{\omega_p^2 - \frac{v_{\text{coll}}^2}{4}} \\
X = 1 - iZ \mp Y_L \quad \omega_j = \frac{iv_{\text{coll}}}{2} \pm \omega_H \pm \frac{v_{\text{coll}}^2}{4} \\
\pm \sqrt{\omega_p^2 + \frac{(iv_{\text{coll}} \mp \omega_H)^2}{4}} \quad (Z \ll 1)
\]

surfaces with respect to the propagation angle \( \theta \) of different wave modes is nicely demonstrated by the so-called CMA-diagrams (named after Clemmow, Mullaly, and Allis; cf. Stix, 1962; Allis et al., 1963). In this way, in the form of a parameter diagram a synoptic picture of the possible wave modes, the shapes of the wave-normal surfaces, as well as of the resonances and cutoffs of the refractive index in different parameter regions is provided. Figure IV.10 gives an example of such a CMA-diagram in the cold plasma.

Turning to the warm plasma, the matter becomes more complicated. Here, in general, the basic dispersion equation describing the totality of the wave modes can no longer be factored into separate dispersion relations as in the case of the cold plasma. An exception is possible in the case of the isotropic plasma. But in general the anisotropy caused by the presence of an external magnetic field prevents the factorization of the dispersion relation into different parts describing pure transverse and longitudinal wave modes (which now come into play), except for very special propagation angles \( \theta (0, \pi/2) \) and wave modes. As an approximation only, the conditions

\[
k \cdot E = 0, \quad \text{or} \quad k \times E = 0 \quad (IV.66-IV.67)
\]

properly applying to pure transverse and longitudinal waves, respectively, are used distinguishing both wave types with a more or less sufficient accuracy.
Another point to be noted is, that in contrast to the cold plasma, the warm plasma implies spatial dispersion. This means that the refractive index $n_j$ now becomes a function of both $\omega$ and $k$, so that dispersion both in time and space must be considered.

c. Radiative Transfer

The theory of radiative transfer, originally developed for the study of visible radiation from stellar atmospheres (cf. e.g. the textbook of Chandrasekhar, 1960), can be ap-
plied also for the spectral range of radio waves. Here the main complications, which make the work difficult in the optical range, are widely omitted: In the radio region, at least for the direct emission processes, the absorption and emission coefficients \( \alpha_{\nu,j} \) and \( j_{\nu,j} \) do not depend on the intensity \( I_{\nu,j} \). On the other hand, the transfer of polarized radiation, which is of interest in radio physics, implies some complications demanding a tensor theory of radiation transfer.

Considering at first the intensity \( I_{\nu,j} \), its exchange in a volume element along a path \( s \) is given by the equation of radiative transfer, which can be written for a refractive, nondispersive medium in the following form

\[
n_j^2 \frac{d}{ds}(I_{\nu,j}/n_j^2) = -\alpha_{\nu,j}I_{\nu,j} + j_{\nu,j}.
\]

This equation can be regarded as a one-dimensional approximation of a more general tensor relation, which will be considered below. If the medium is dispersive, the group velocity

\[
v_{g,j} = \frac{d\omega}{dk_j}
\]

differs from the phase velocity \( v_{k,j} \) and the ray direction, i.e., the direction of the energy flux (Poynting vector), is different from the wave-normal direction. In this case the term \( n_j^2 \) is to be replaced by the expression \( n_j^2 \cos \theta_j \), where

\[
\theta_j = \theta(k_j, v_{g,j})
\]

is the angle between the ray direction and wave-normal direction (cf. Figure IV.11).

Introducing the optical depth

\[
\tau_{\nu,j} = \int_0^s \alpha_{\nu,j} ds
\]

the equation of radiative transfer becomes

\[
n_j^2 |\sec \theta_j| \frac{d}{d\tau_{\nu,j}} \left( \frac{I_{\nu,j} \cos \theta_j}{n_j^2} \right) = \frac{j_{\nu,j}}{\alpha_{\nu,j}} - I_{\nu,j}.
\]

The term \( j_{\nu,j}/\alpha_{\nu,j} \) is called the source function or ergiebigkeit.

In the very simple case of thermal equilibrium the emission and absorption coefficients are connected by Kirchhoff’s law

\[
j_{\nu,j}/\alpha_{\nu,j} = I_\nu(v, T)
\]

and the source function is the Kirchhoff–Planck function

\[
B_\nu(T) = 2\nu^2 KT/e^2
\]

\((K – \text{Boltzmann’s constant})\).
H

Fig. IV.11. On the geometry of the ray and wave-normal directions in a dispersive medium.

In the case $n_j = 1$ and $\cos \vartheta_j = 1$, one obtains the well known solution

$$I_\nu(v, T) = I_{\nu,0}e^{-\tau_\nu} + e^{-\tau_\nu} \int_{0}^{\tau_\nu} \frac{2v^2KT}{c^2} e^{i\nu} d\tau'_\nu$$

(IV.74)

where the index $j$ has been omitted for simplicity.

Hence for an isothermal homogeneous layer with the optical depth $\tau_\nu$, there is obtained

$$I_\nu(v, T) = I_{\nu,0}e^{-\tau_\nu} + (2v^2KT/c)(1 - e^{-\tau_\nu}).$$

(IV.75)

Equations (IV.74) and (IV.75) can be also expressed in terms of the brightness temperature $T_s$:

$$T_s = T_{s,0}e^{-\tau_\nu} + e^{-\tau_\nu} \int_{0}^{\tau_\nu} T_s e^{i\nu} d\tau'_\nu$$

$$T_s = T_{s,0}e^{-\tau_\nu} + T(1 - e^{-\tau_\nu}).$$

In the limiting cases of very large and very small optical depths, respectively, it follows:

(a) $\tau_\nu \gg 1$

$$I_\nu = B_\nu(T), \quad T = T_s$$

(IV.76)
For each wave mode, four equations are required instead of one for unpolarized radiation. In this case a description making use of the Stokes parameters is convenient. The general equation of radiative transfer of polarized radio waves in a magnetized plasma was described by Kawabata (1964). Later, Zheleznyakov (1968) gave some corrections to Kawabata’s results. Details of the transport of polarized radiation through an anisotropic (‘magnetoactive’) plasma were investigated by Zheleznyakov (1966b), Sazonov and Tsytovich (1968), Sazonov (1969a, b), Zheleznyakov et al. (1974), and others. Reviews are due to Ginzburg et al. (1968), Zheleznyakov (1968), and Fung (1969b).

The Stokes parameters describing the state of polarization for a given wave mode in a particular frequency interval at any point of the space can be expressed by the components of a polarization tensor $I_{iq}$ which is defined by

$$I_{iq} = \langle E_i E_q^* \rangle$$

or, more conveniently, by

$$I_{iq} = \langle D_i D_q^* \rangle$$

where $i, q = x, y$ are Cartesian coordinates ($z \parallel k_j$), $E_i, E_q$ – electric wave field components, $D_i, D_q$ – the corresponding components of the electric induction tensor (which remains transverse in an anisotropic plasma, $D_z = 0$). The brackets $\langle \rangle$ denote averages over a time interval $\Delta t \gg 1/\Delta \omega$, so that $I_{iq}$ becomes widely independent of time.

In this representation the Stokes parameters are given by

$$I_{iq} = \frac{1}{2} \begin{pmatrix} I + Q & U - iV \\ U + iV & I - Q \end{pmatrix}$$

where

$$I = I_{xx} + I_{yy}$$
$$Q = I_{xx} - I_{yy}$$
$$U = I_{x} + I_{y}$$
$$V = i(I_{xy} - I_{yx})$$

Accounting for emission, absorption, and Faraday rotation, but neglecting refraction, the equation of transfer of polarized radiation can be written in the following form

$$\frac{dI_{iq}}{dz} = S_{iq} - A_{iqlm} I_{lm} + R_{iqlm} I_{lm},$$

where the tensor $S_{iq}$ represents the generalized source function and the fourth-rank tensors $A_{iqlm}$ and $R_{iqlm}$ describe the absorption and Faraday rotation, respectively.
Explicitly it can be written

\[ A_{xxx} = 2(b_1^2x'_{1,1}(z) + b_2^2x'_{1,2}(z)), \]
\[ A_{yyy} = 2[b_2^2x'_{1,1}(z) + b_1^2x'_{1,2}(z)], \]
\[ A_{xyy} = A_{yxy} = A_{xyy} = A_{xyy} = 0, \]
\[ A_{xyz} = A_{yxz} = x'_{0,1}(z) + x'_{0,2}(z), \]
\[ A_{xyy} = -A_{xyy} = A_{xxy} = -A_{yxy} = A_{xyy} = -A_{yyx} = A_{yxy} = \]
\[ = -A_{xyy} = ib_1b_2[x'_{0,2} - x'_{0,1}]. \]  

(IV.81)

\[ R_{xxx} = R_{yyy} = R_{yyx} = R_{yxx} = R_{yxy} = 0, \]
\[ R_{xyy} = -R_{xyy} = i(b_1^2 - b_2^2)[k_1(z) - k_2(z)], \]
\[ R_{xyx} = R_{yxx} = -R_{xyy} = -R_{xyx} = -R_{yxx} = -R_{xxy} = \]
\[ = R_{xyy} = b_1b_2[k_1(z) - k_2(z)]. \]  

(IV.82)

where

\[ b_1 = (A + B)[2Y_L^2 + B^2 + AY_L^2/(1 - X)]^{-1/2}, \]
\[ b_2 = Y_L[2Y_L^2 + B^2 + AY_L^2/(1 - X)]^{-1/2}, \]
\[ A = (Y_L^2 + B^2)^{1/2}, \]
\[ B = Y_L^2/[2(1 - X)]. \]  

(IV.83)

\( x'_{i,j} \) - amplitude absorption coefficients, \( k_j \) - wave numbers (Fung, 1969b).

Hence it follows

\[ dI/dz = S_{xx} + S_{yy} - A_{xxx}I_{xx} - A_{yyy}I_{yy} + 2iA_{xyy}V, \]
\[ dQ/dz = S_{xx} - S_{yy} - A_{xxx}I_{xx} + A_{yyy}I_{yy} + 2R_{xyy}U, \]
\[ dU/dz = S_{xy} + S_{yx} - 2A_{xyy}I_{xx} + 2R_{xxy}I_{yy} - A_{xxy}U, \]
\[ dV/dz = i(S_{xx} - S_{yy}) + 2iA_{xyy}(I_{xx} + I_{yy}) - A_{xyy}V. \]  

(IV.84)

In the case of the QL-approximation one obtains

\[ dI/dz = S_I - (x'_{1} + x'_{2}) I + (x'_1 - x'_2) V, \]
\[ dQ/dz = S_Q - (x'_{1} + x'_{2}) Q + (k_1 - k_2) U, \]
\[ dU/dz = S_U - (x'_{1} + x'_{2}) U - (k_1 - k_2) Q, \]
\[ dV/dz = S_V - (x'_{1} + x'_{2}) V + (x'_1 - x'_2) I, \]  

(IV.85)

where the index \( v \) has been omitted for simplicity and the terms \( S_I, S_Q, S_U, S_V \) abbreviate the corresponding expressions for the source function.
The solutions for \( S_{iq} = 0 \) are
\[
I = \frac{1}{2}(I_0 - V_0) \exp(-2x_1z) + \frac{1}{2}(I_0 + V_0) \exp(-2x_2z),
\]
\[
Q = \{Q_0 \cos[(k_1 - k_2)z] + U_0 \sin[(k_1 - k_2)z]\} \exp[-(x_1 + x_2)z],
\]
\[
U = \{U_0 \cos[(k_1 - k_2)z] - Q_0 \sin[(k_1 - k_2)z]\} \exp[-(x_1 + x_2)z],
\]
\[
V = \frac{1}{2}(V_0 - I_0) \exp(-2x_1z) + \frac{1}{2}(I_0 + V_0) \exp(-2x_2z) \quad (IV.86)
\]
(Zheleznyakov, 1968).


4.3.1. COULOMB BREMSSTRAHLUNG

a. Thermal Free–Free Emission and Absorption

The first basic process to be discussed in the framework of the single-particle approximation is the bremsstrahlung caused by an acceleration of charged particles (electrons) in the Coulomb field of other charged particles (protons, ions). Though there are different possibilities of encounters between various particles, the free–free transitions, particularly of electrons in the field of protons or positive ions, are of major interest for solar radio astronomy. This process can be understood as a kind of inelastic collision between the interacting particles.

In contrast to the gyro-synchrotron emission, the bremsstrahlung process is expected to dominate in regions where the magnetic fields are weak or missing. The mechanism is therefore predestined to be applied especially to the quiet-Sun emission and to the S-component outside the magnetic core regions. Modifications of the emission are to be anticipated near the gyrofrequency and its harmonics (so far as magnetic fields are considered), and near the plasma frequency, which, however, are beyond the scope of a mere single-particle description.

Calculations of the bremsstrahlung emission and absorption coefficients were carried out by several authors and are contained in many textbooks. Here we cite the work of Kramers (1923), Elwert (1948), Smerd and Westfold (1949), Denisse (1950), Oster (1959, 1961a, b, 1964), Scheuer (1960), as well as Landau and Lifshits (1962) and Shklovsky (1962). The methods and results of the various calculations are slightly different concerning the following aspects:

- Use of either a classical or quantum treatment (in particular adoption of the classical Lorentz theory or not),
- Primary derivation of the emission coefficient or of the absorption coefficient,
- Application of different ranges of the integration over the collision parameter and different frequency ranges, assumption of linear or hyperbolic electron orbits, etc.
- Assumption of thermal equilibrium or not.

The easiest approach is given by a calculation of the local rate of the spontaneous
emission of a single electron as a function of its initial velocity and the closest distance (collision parameter) to the deviating ion (proton). The rate of emission is given in the classical theory by the acceleration of the electron in its hyperbolic path around the deflecting ion. The Fourier components of the acceleration yield the emitted spectrum as a function of the input parameters via Hertz’s formula of the radiation of an electron. Averaging over a postulated velocity distribution delivers the radiation from all electrons in one volume element.

If thermal equilibrium is considered, the absorption coefficient can be obtained from Kirchhoff’s law. This approach was widely adopted in the older literature.

Another possibility consists in the direct approximative calculation of the absorption coefficient e.g. by adoption of the Lorentz theory considering the perturbation of the wave motion of an electron under the influence of Coulomb collisions with positive ions. Then the applied equation of motion of an ‘average’ electron contains a ‘friction’ term, which is assumed to be proportional to the relative velocity of the electron turning out to be essentially a measure for the mean collision frequency (or free-path length). There results a complex dielectric constant, the imaginary part of which gives directly the wanted absorption coefficient.

Among the various developed formulae, which in principle differ more or less obviously in the expression for the Coulomb logarithm, we cite the equations of Oster (1961b) of the bremsstrahlung emission coefficient calculated by classical and quantum methods, respectively:

\[
j_{\omega}^{(\text{class})} = N_i N_e \frac{8 Z^2 e^b}{3 \pi \sqrt{2 \pi m_e^2 c^3}} \sqrt{\frac{m_e}{K T}} \ln \left\{ \left( \frac{2 K T}{\gamma m_e} \right)^{3/2} \frac{m_e}{\gamma Z e^2 \pi v} \right\} \quad (IV.87)
\]

\[
j_{\omega}^{(\text{quant})} = N_i N_e \frac{8 Z^2 e^b}{3 \pi \sqrt{2 \pi m_e^2 c^3}} \sqrt{\frac{m_e}{K T}} \ln \left\{ \frac{4 K T}{\gamma \hbar \omega} \right\} \quad (IV.88)
\]

where \( N_i, N_e \) – ion and electron number density, respectively, \( Z \) – charge number, \( e, m_e \) – charge and mass of an electron, respectively, \( c \) – speed of light, \( K \) – Boltzmann’s constant, \( T \) – temperature, \( \gamma = e^{\gamma \gamma} = 1.781 \) (\( \gamma^+ = 0.577 \)) Euler’s constant, \( \hbar = h/2\pi \) – Planck’s constant.

Equations (IV.87) and (IV.88) were derived under the following assumptions:

(a) Validity of the approximation of binary encounters (multiple encounters are neglected; a justification for such a procedure was given by Scheuer (1960)).

(b) The energy loss of the electrons due to radiation should be negligible, i.e. the photon energy \( h\nu \) and momentum \( h\kappa \) are much less than the particle energy \( E \) and momentum \( p \), respectively.

(c) The refractive index is unity.

It was first shown by Elwert (1948), that the quantum mechanical formula is well approximated by the classical formula. The classical treatment is permissible for radio astronomical applications, if the temperature is less about \( 5.5 \times 10^5 \) K (Oster, 1961b).
From Equations (IV.87) and (IV.88) the absorption coefficient is easily derived by Kirchhoff’s law, providing thermal equilibrium is assumed:

\[ \alpha_{\text{class}}(\omega) = \frac{j_{\text{class}}(\omega)}{B_{\omega}} = \frac{N_e N_i}{\omega^2} \frac{32 \pi^2 Z^2 e^6}{3 \sqrt{2 \pi m_e c}} \left( \frac{m_e}{\gamma m_e} \right)^{3/2} \ln \left\{ \left( \frac{KT}{\gamma m_e} \right)^{3/2} \frac{m_e}{\gamma Z e^2 \omega} \right\} \]  

(IV.89)

\[ \alpha_{\text{quant}}(\omega) = \frac{j_{\text{quant}}(\omega)}{B_{\omega}} = \frac{N_e N_i}{\omega^2} \frac{32 \pi^2 Z^2 e^6}{3 \sqrt{2 \pi m_e c}} \left( \frac{m_e}{\gamma m_e} \right)^{3/2} \ln \left\{ \left( \frac{4KT}{\gamma \hbar \omega} \right) \right\} \]  

(IV.90)

(For deviations from the thermal equilibrium cf. Subsection c.) A more detailed survey of these matters considering asymptotic expressions for the Coulomb logarithm for different ranges of temperature and frequency was given by Bekefi (1966; p. 135).

\[ n_j = \mu_j - i \chi_j \]  

(IV.91)

(\( \mu_j \) – real part of the refractive index, \( \chi_j \) – imaginary part, which is also called attenuation index or absorption index).

As indicated in the previous section, the absorption coefficient can be calculated from the absorption index by the relation

\[ \alpha_{\omega,j} = \frac{\omega}{c} \chi_j \]  

(IV.92)

which follows immediately from a consideration of the equation of the oscillation of the wave E-vector, e.g. in the form

\[ E_x = E_{x,0} \exp \left[i \omega (t - n_j z / c) \right] \]  

(IV.93)

where the term \( \exp(-\omega z / c) \) describes the spatial absorption.

It should be noted, that because \( I_\omega \sim E^2 \) sometimes the twofold value of Equation (IV.92) is also defined as the absorption coefficient by some authors.

Further, in dispersive media the right side of Equation (IV.92) is to be multiplied with the term \( \cos \delta_j \).

In the case of wave propagation into the direction of an external magnetic field (QL-approximation) one obtains from

\[ n_j^2 = 1 - X/(1 \mp |Y_L| - iZ) \]  

(IV.94)

the expression

\[ \alpha_{\omega,j} = \frac{\omega}{2c} \frac{XZ}{\left[(1 \mp |Y_L|)^2 + Z^2 \right] \mu_j} \]  

(IV.95)

b. Influence of External Magnetic Fields, Polarization Effects

In the presence of an external magnetic field the Coulomb bremsstrahlung is modified. For a growing ratio \( Y/Z \) the bremsstrahlung changes gradually into the gyrosynchrotron emission. A qualitative description of the influence of magnetic fields may be given by the cold-plasma refractive index \( n_j \), which is given in the framework of the magneto-ionic theory by Equation (IV.60):

\[ n_j = \mu_j - i \chi_j \]  

(IV.91)

(\( \mu_j \) – real part of the refractive index, \( \chi_j \) – imaginary part, which is also called attenuation index or absorption index).

As indicated in the previous section, the absorption coefficient can be calculated from the absorption index by the relation

\[ \alpha_{\omega,j} = \frac{\omega}{c} \chi_j \]  

(IV.92)

which follows immediately from a consideration of the equation of the oscillation of the wave E-vector, e.g. in the form

\[ E_x = E_{x,0} \exp \left[i \omega (t - n_j z / c) \right] \]  

(IV.93)

where the term \( \exp(-\omega z / c) \) describes the spatial absorption.

It should be noted, that because \( I_\omega \sim E^2 \) sometimes the twofold value of Equation (IV.92) is also defined as the absorption coefficient by some authors.

Further, in dispersive media the right side of Equation (IV.92) is to be multiplied with the term \( \cos \delta_j \).

In the case of wave propagation into the direction of an external magnetic field (QL-approximation) one obtains from

\[ n_j^2 = 1 - X/(1 \mp |Y_L| - iZ) \]  

(IV.94)

the expression

\[ \alpha_{\omega,j} = \frac{\omega}{2c} \frac{XZ}{\left[(1 \mp |Y_L|)^2 + Z^2 \right] \mu_j} \]  

(IV.95)
For $Z \ll 1$ this reduces to

$$\alpha_{o,j} = \frac{\omega}{2c \mu_j} \frac{XZ}{(1 + |Y_L|)^2}. \quad (IV.96)$$

Similarly for the $QT$-approximation (and assuming $Z \ll 1$, $X \ll 1$) one finds

$$\alpha_{o,1} = \frac{\omega}{2c \mu_j} \frac{XZ(3 - Y_L^2)}{(1 - X - Y_L^2)^2} \quad (IV.97a)$$

$$\alpha_{o,2} = \frac{\omega}{2c \mu_j(1 - Z^2)}. \quad (IV.97b)$$

Discussing now the polarization characteristics we take into consideration that

$$I_o = I_{o,1} + I_{o,2}. \quad (IV.98)$$

Then, assuming wave propagation in an isothermal, homogeneous plasma in the direction of the external magnetic field, the degree of circular polarization is given by

$$\rho_c = \frac{I_{o,1} - I_{o,2}}{I_{o,1} + I_{o,2}}$$

$$= \frac{e^{-\tau_{o,2}} - e^{-\tau_{o,1}}}{2 - e^{-\tau_{o,1}} - e^{-\tau_{o,2}}}$$

$$= \frac{\sinh \Delta \tau_c}{e^{\Delta \tau_c} - \cosh \Delta \tau_c} \quad (IV.99)$$

where

$$\tau_{o,j} = \int_z^0 \alpha_{o,j} \, dz,$$

$$\tau_c = (\tau_{o,1} + \tau_{o,2})/2$$

$$\Delta \tau_c = (\tau_{o,1} - \tau_{o,2})/2$$

(Gelfreikh, 1962).

If $Z \ll 1$, it follows

$$\tau_{o,1} = \frac{\tau_c^0}{(1 - |Y_L|)^2}, \quad \tau_{o,2} = \frac{\tau_c^0}{(1 + |Y_L|)^2}$$

$$\bar{\tau}_c = \tau_c^0 \frac{1 + |Y_L|}{(1 - |Y_L|)^2}, \quad \Delta \tau_c = \tau_c^0 \frac{2|Y_L|}{(1 - |Y_L|)^2} \quad (IV.100)$$

where $\tau_c^0$ denotes the optical depth in the case of absence of an external magnetic field.

For $\tau_c^0 \ll 1$ it follows that

$$\rho_c = 2Y_L/(1 + Y_L^2) \quad (IV.101)$$
which for $|Y_L| \ll 1$ reduces to

$$\rho_c = 2Y_L.$$  \hspace{1cm} (IV.102)

If, on the other side, $\tau^0 \gg 1$, it follows that

$$\rho_c = 0,$$  \hspace{1cm} (IV.103)

i.e. isothermal optically thick radiation is not polarized.

c. Nonthermal Bremsstrahlung Effects

We assumed that the elementary emission process of bremsstrahlung is accessible to a single-particle description. An integration over an assembly of particles which do not show collective interactions was found to be sufficient for a wide range of applications for deriving the emission coefficients. Calculating the absorption of Coulomb collisions, the equation of motion of an average particle, or, what is nearly the same, the fluid description of a cold plasma was applied. Turning now to effects of nonthermal particles, which are significant especially near the local plasma frequency, collective processes play a dominant role and a description in the frame of the kinetic theory of a warm plasma is adequate. Here we give only a few prospects of this topic.

Nonthermal effects are often treated by the assumption of an ensemble of superthermal (‘energetic’) particles (electrons), distributed isotropically in the velocity space or exhibiting a net streaming motion, coexisting with a thermal background plasma. In such a configuration, under special circumstances, the bremsstrahlung can be enhanced by several orders of magnitude at the frequencies $\omega_p$ and $2\omega_p$ as compared with the emission from a thermal plasma. Calculations of these emissions were made e.g. by Tidman and Dupree (1965) based on a formalism elaborated by Dupree (1963, 1964). As shown by these authors, it is convenient to divide the contributions to the bremsstrahlung into two parts, namely the range $|k| > k_D$ and the range $|k| < k_D$, where the collisional contributions and wave contributions become important, respectively. Here

$$k_D = \left[\frac{4\pi N_e e^2}{K T}\right]^{1/2}$$  \hspace{1cm} (IV.104)

is the Debye wave number.

In the range of the wave contributions resonances occur in the calculated spectral density as a dominant feature, which correspond to longitudinal electron (and ion) plasma waves represented by an emission line at $\omega_p$. The physical mechanism for this enhanced emission can be visualized as follows: The energetic electrons excite the wave-field part of the longitudinal fluctuation spectrum in the thermal plasma up to high amplitudes by the process of Čerenkov emission of electron plasma waves (cf. Section 4.4.3). Here the close connection between bremsstrahlung and Čerenkov emission becomes evident, which was previously outlined in Table IV.1. The generated electron plasma waves are partly transformed into electromagnetic radiation by the processes of ‘collisions’ between each other and with low-frequency ion density fluctuations as discussed in Sections 3.4.6 and 4.6. By the former process the second line emission at $2\omega_p$ is produced. The amplitude of the plasma waves is controlled
by the balance with the absorption by Landau damping, which depends sensitively on the velocity distribution of the superthermal particles.

The presence of a weak external magnetic field gives rise to a splitting of the plasma emission lines by an amount of $\omega^2/2\omega_p$ for the fundamental and twice this value for the second harmonic, if an anisotropic distribution of the energetic electrons is assumed (Tidman et al., 1966).

### 4.3.2. **Cyclotron (Gyro-synchrotron) Emission**

#### a. The Emission Equation

After discussing the Coulomb bremsstrahlung, the next large and perhaps even more important group of primary emission mechanisms, the cyclotron or gyro-synchrotron emission (also called magnetic bremsstrahlung or gyro-magnetic emission), will be considered. This mechanism depends essentially on the presence of a magnetic field in the plasma. Then, if $v_H \gtrsim v_{coll}$, in the picture of classical physics instead of the Coulomb potential of positive ions or protons, the Lorentz force exerts the main influence on the orbits of the radiating particles. Depending on the pitch angle $\phi = \angle (\mathbf{v}, \mathbf{H})$ and on the magnetic field configuration an idealized trajectory of the gyrating motion of a single radiating electron will be either a circle around a field line ($\phi = 90^\circ$) or a helix (screw line) ($\phi \neq 90^\circ$), or a helix with variable diameter, if the magnetic field is inhomogeneous. In any case the departure of the electron’s orbit from a straight line causes an accelerated motion and hence an emission of electromagnetic waves.

For nonrelativistic velocities $v$ the gyroradius $r_H$ of a gyrating electron is determined by the magnetic field:

$$r_H = \frac{mcev \sin \phi}{(eH)}$$

$$= \frac{v \sin \phi}{2\pi v_H} \quad (IV.105)$$

($e, m$—charge and mass of the electron, respectively, $c$—speed of light in vacuum, $v \sin \phi$—component of $\mathbf{v}$ perpendicular to the magnetic field $\mathbf{H}$, $v_H$—gyrofrequency (cf. Equation (IV.2))).

The frequencies $v_s(\theta, \phi, \beta)$, which are emitted by an electron along a helical path as received from a stationary observer are given by the emission equation

$$v_s(\theta, \phi, \beta) = \frac{sv_H(1 - \beta^2)^{1/2}}{1 - n_j \beta \cos \theta \cos \phi} \quad (IV.106)$$

Here we denote by $s$—the harmonic number, $v_H$—the nonrelativistic gyrofrequency, $\beta = v/c$, $n_j$—refractive index, $\theta = \angle (\mathbf{k}, \mathbf{H})$.

The numerator of the emission Equation (IV.106) contains the relativistic mass correction term, whereas the denominator accounts for the Doppler effect of the moving electrons. A graphic representation of the emission equation was given by Krüger (1972).

Considering arbitrary integer values of the harmonic number $s$, three large do-
mains can be distinguished:

(a) \( n_j \beta \cos \theta \cos \phi < 1, \) i.e. \( s > 0 \)

referring to the normal Doppler effect, where \( v \cos \phi < v_{k,j} \) is always satisfied. There occurs radiation corresponding to \( v_s > sv_H(1 - \beta^2)^{1/2} \) and \( v_s < < sv_H(1 - \beta^2)^{1/2} \) propagating into the hemisphere of the direction of the particle motion \( (\beta \parallel \cos \theta > 0) \) and opposite to this direction \( (\beta \parallel \cos \theta < 0), \) respectively.

(b) \( n_j \beta \cos \theta \cos \phi > 1, \) i.e. \( s < 0 \)

(since \( v_s \) must be positive).

This case refers to the so-called anomalous Doppler effect, taking place if \( v \cos \phi > v_{k,j}, \) which is positive only in a medium where \( n_j > 1 \) is fulfilled. Evidently, the condition for the anomalous Doppler effect holds only for forward emission \( (\beta \parallel \cos \theta > 0). \) This case has also some connections to the occurrence of negative absorption, which is to be discussed later.

(c) \( n_j \beta \cos \theta \cos \phi = 1, \) i.e. \( s = 0 \)

This is the Čerenkov effect, which will be discussed in Section 4.3.3. Like the anomalous Doppler effect the radiation is emitted only into forward directions. The ranges of the angle \( \phi \) referring to the anomalous and normal Doppler effects are located inside and outside the Čerenkov cone defined by the condition \( n_j \beta \cos \theta \cos \phi = 1. \) Hence the role of the Čerenkov radiation as a limiting case of the gyro-synchrotron emission (cf. Table IV.1) becomes evident.

b. Basic Formulas

A short historic review may facilitate the understanding of the matter. Two needs essentially influenced the development of the fundamentals of the gyro-synchrotron radiation. The first one came from experimental physics and was directly connected with the application to radiation of fast particles in accelerators (synchrotron, cyclotron, etc.) from which the names synchrotron or cyclotron radiation were originally derived. The second impulse came from astrophysics, where radiation originating from particles spiralling in magnetic fields in nonsolar and solar radio sources was anticipated to form an efficient emission mechanism (Kiepenheuer, 1946).

At present the literature on different aspects of the gyro-synchrotron radiation appears rather extensive. The majority of the mathematical derivations refer to classical or quantum-mechanical methods within the framework of the single-particle and cold-plasma approximations. The kinetic treatment, especially for nonequilibrium radiation, is rather complicated and yet incomplete.

With regard to solar physics the following main groups of a treatment can be noted:

(a) Based on the work of early forerunners (Schott, Larmor, cf. also Ivanenko and Pomeranchuk, 1944) the theory of gyro-synchrotron radiation from single electrons in vacuum was treated by Schwinger (1949) and subsequently gen-
eralized and adopted for the purpose of solar radio astronomy by Takakura (1960b). Takakura’s results are contained in a number of reviews (Wild et al., 1963; Kundu, 1965; Takakura, 1967).

Parallel to this development corresponding work was established by numerous authors (e.g. Vladimirsky, 1948; Ginzburg, 1951, 1953) partly under the aspect of an application to nonsolar relativistic radio sources. Reviews regarding this work were made e.g. by Ginzburg (1958), Ginzburg and Syrovatskij (1963), Ginzburg and Ozernoj (1966), and Ginzburg et al. (1968). Another series of excellent papers was initiated by Trubnikov (1958) and co-workers.

(b) A slightly different class of papers considered the problem of gyro-synchrotron radiation of single electrons moving in a cold-plasma medium. Here the pioneering work of Eidman (1958) and Twiss (1958) is to be noted, which was subsequently applied and improved by Liemohn (1965), Mansfield (1967), Zheleznyakov (1964), Fung and Yip (1966), Ramaty (1968b, 1969a), Ko (1973), and others. A comprehensive survey on the emission and absorption processes in a magnetized plasma was given by Melrose (1968).

(c) A third direction of an approach started with the calculation of the gyro-‘resonance’ absorption in a warm plasma. This question was successfully treated for the case of the thermal equilibrium (Sitnik and Stepanov, 1956; Gershman, 1960; Kawabata, 1964; Kai, 1965b; Yip, 1967; Ginzburg and Zheleznyakov, 1959; Kakinuma and Swarup, 1962). But a considerable mathematical awkwardness arises when the more interesting case of nonthermal energy distributions is taken into account (Jahn, 1970). This field is still wide open for future developments.

(d) Completing our brief survey on the widespread literature of gyro-synchrotron radiation we finally quote some general physical textbooks containing a consideration of the matter from different points of view: Ivanenko and Sokolov (1949), Heitler (1954), Landau and Lifshits (1962), Shklovsky (1962), Ginzburg and Syrovatskij (1963), Panofsky and Phillips (1955), Heald and Wharton (1965), Bekefi (1966), Sokolov and Ternov (1966).

It is an important fact that the frequency spectrum and the angular distribution of the gyro-synchrotron radiation depend sensitively on the energy of the radiating electrons. The limiting cases are given by very-low-energy particles at the one hand, and by ultra-relativistic particles at the other. Hence three characteristic energy ranges can be distinguished:

(1) Very-low-energy range referring to solely gyro emission,

(2) intermediate-energy range referring to gyro-synchrotron radiation at low and medium harmonic numbers (say, up to $s = 50–100$),

(3) (relativistic) high-energy range referring to synchrotron radiation (merging of high harmonic numbers).

The general treatment concerning a single-particle radiation (following group (a)
above) may be sketched in the following way:

Concluding from the Maxwell–Lorentz theory the wave equation can be written

$$
\Box A_\mu \equiv \left( \partial - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) A_\mu = - \frac{4\pi e}{c} \int P(s) (x - \xi_\mu) \xi_\mu(s) \, ds. \quad (IV.107)
$$

Hence D’Alembert’s solution follows, from which for a point-like electron the retarded potentials

$$
A = A_\kappa = \frac{e}{c} \int v_\kappa(t') \frac{\delta \left( t' - t + \frac{r(t')}{c} \right)}{r(t')} \, dt', \quad (\kappa = 1, 2, 3) \quad (IV.108)
$$

follow and the integration over the time conveniently gives the Liénard–Wiechert form of the potentials. The different retardations observed at a fixed point \( r \) with regard to different points of the orbit explain the occurrence of harmonics for sufficiently high velocities \( v \). This is described by the delta-function, which can be written as

$$
\delta(t') = \frac{\alpha}{2\pi} \sum_s \exp(-is\omega t). \quad (IV.109)
$$

Bearing this in mind, the vector potential can be expressed by the sum \( \sum A_s \exp(-is\phi_s) \), where the coefficients \( A_s \) and the phases \( \phi_s \) finally lead to the estimation of the emission probabilities or emissivities yielding the wanted emission coefficients.

Let \( \eta_\omega(p', r, s) \) denote the emissivity, i.e. the differential rate at which the energy is emitted, spontaneously per unit frequency interval \( d\omega \), per unit time interval, and per unit solid angle, by one electron with a momentum between \( p' \) and \( p' + \Delta p \), then the emission coefficient, i.e. the rate of emission per unit volume, is

$$
j_{\omega, j} = \int \eta_{\omega, j}(p') \, f(p') \, d^3p'. \quad (IV.110)
$$

The absorption coefficient is given by

$$
\alpha_{\omega, j} = \frac{8\pi^3 c^2}{\hbar^2 \omega^3} \int \eta_{\omega}(p') \left[ f(p) - f(p') \right] \, d^3p'. \quad (IV.111)
$$

\( (p' \text{ and } p \text{ refer to the states before and after emission, respectively}) \).

If \( \hbar \omega \ll K T \) and \( f(p) \) is an isotropic distribution function (depending on \( p^2 \) only), one finds that

$$
\Delta p = EAE/(c^2 p) = \hbar \omega E/(c^2 p) \quad (IV.112)
$$

\( (E, p = \text{energy and momentum state of the radiating particle}, E^2 = p^2c^2 + (m_0c^2)^2) \).
allowing a simplification of the expressions for $j_\omega$ and $\chi_\omega$ by expansion of $f(p')$ in a Taylor series

$$f(p') = f(p) + \hbar \omega \frac{\partial f}{\partial E}. \quad \text{(IV.113)}$$

Hence, and assuming $n_j = 1$, one obtains

$$j_\omega = \int \eta_\omega(p) f(p) \, d^3p \quad \text{(IV.114)}$$

$$\chi_\omega = -\frac{8 \pi^3 c^2}{\omega^2} \int \eta_\omega(p) \frac{\partial f(p)}{\partial E} \, d^3p. \quad \text{(IV.115)}$$

The cyclotron emissivity is given by

$$\eta_\omega = \frac{e^2 \omega^2}{2 \pi c} \sum_{s=1}^\infty \left\{ \left( \frac{\cos \theta - \beta \cdot \hat{\mathbf{n}}}{\sin \theta} \right)^2 J^2_s(a) + \beta^2 J^2_s(\omega) \right\} \delta(b) \quad \text{(IV.116)}$$

where

$$a = \frac{\omega}{c} \beta_\perp \sin \theta,$$

$$b = \omega \beta_\parallel \sqrt{1 - \beta^2} - \omega (1 - \beta_\parallel \cos \theta),$$

$$\beta = \frac{v}{c}, \quad \beta_\parallel = \beta \cos \phi, \quad \beta_\perp = \beta \sin \phi.$$  

\(J_s(a)\) – Bessel function of the order \(s\) and argument \(a\).

In the presence of thermal equilibrium \(f(p)\) is given by the Maxwell distribution

$$f_M(v) = \pi^{-3/2} \nu_{th}^{-3} \exp\left(-\nu^2/\nu_{th}^2\right) \quad \text{(IV.117)}$$

and the integration over the momentum \(p\) (or velocity \(v\)) can be carried out analytically yielding

$$j_\omega = \frac{\omega^2 e^2}{8 \pi^3 \nu_{th}^2 |\cos \theta|} \sum_{s=1}^\infty \left\{ 2 \left( \frac{\sin^2 \theta - \omega \beta_\parallel}{\sin \theta \cos \theta} \right)^2 I_s(\mu) + \frac{\nu_{th}^2}{c^2} \left[ \left( \frac{\sin^2 \theta - \omega \beta_\parallel}{\sin \theta \cos \theta} \right) I_s(\mu) - 2\mu (I'_s(\mu) - I_s(\mu)) \right] \right\} \exp(-\mu - z_s^2) \quad \text{(IV.118)}$$

where \(I_s(\mu)\) are the modified Bessel functions and

$$\mu = \frac{1}{2} \left[ c \nu_{th} \sin \theta / (\omega_\beta c) \right]^2,$$

$$z_s = c (1 - \omega \beta_\parallel c) / (\nu_{th} \cos \theta).$$

The absorption coefficient is given by

$$\chi_\omega = \frac{8 \pi^3 c^2}{\omega^2 K T} j_\omega \quad \text{(IV.119)}$$

which is identical with the Rayleigh–Jeans formula.
Considering now nonthermal energy distributions, two approaches were studied in the past. The first approach makes use of the assumption that a certain fraction of the nonthermal electrons attributed to a special energy distribution is coexisting with a pure thermal background plasma (the nonthermal energy distribution may be represented e.g. by a power law within a given range). Then the radiation from the nonthermal particles undergoes absorption by the nonthermal electrons themselves (called ‘reabsorption’ or ‘self-absorption’), and by the thermal background plasma (‘gyro’- or ‘gyroresonance absorption’) (cf. e.g. Takakura, 1967).

The second approach makes use of one unique distribution function consisting of a Maxwell-distribution ‘body’ \( f_M(v) \) and a nonthermal (e.g. power-law) ‘tail’ \( f_p(v) \):

\[
f(v) = A_c f_M(v) \theta(v_s - v) + (1 - A_c) f_p(v) \theta(v - v_s)
\]

where \( f_M(v) = A_M \exp(-v^2/v_{th}^2) \) and \( f_p(v) = A_p (v_s/v)^\gamma \), \( \theta \) denotes the step function; \( v_s \) is the velocity at the turning point between \( f_M(v) \) and \( f_p(v) \); \( A_c, A_M, \) and \( A_p \) contain the normalization constant since \( f(v) \) is conveniently normalized to unity or the electron density (cf. Section 4.1.2.c).

Applying the distribution function (IV.120), the emission and absorption coefficients are given by

\[
j_\varphi = A_c A_M \frac{\omega_p^2 \omega m}{4 \pi N_e |\cos \theta|} \int_0^{v_s} dv \sum_{s=1}^s \left\{ \left( \frac{\sin^2 \theta - \omega \omega_H/\omega}{\sin \theta \cos \theta} \right)^2 J_s^2(a_0) + \frac{v^2}{c^2} (1 - x_0^2) J_s^2(a_0) \right\} \exp \left( -\frac{v^2}{v_{th}^2} \right) + (1 - A_c) A_p \frac{\omega_p^2 \omega m v_s}{4 \pi N_e |\cos \theta|} \int_0^{v_s} dv \sum_{s=1}^s \left\{ \left( \frac{\sin^2 \theta - \omega \omega_H/\omega}{\sin \theta \cos \theta} \right)^2 J_s^2(a) + \frac{v^2}{c^2} (1 - x_0^2) J_s^2(a) \right\} \left( \frac{v_s}{v} \right)^{s-1}
\]

\[
\alpha_\varphi = A_c A_M \frac{4 \pi \omega_p^2 c^2}{n^2 \omega v_{th} N_e |\cos \theta|} \int_0^{v_s} dv \sum_{s=1}^s \left\{ \left( \frac{\sin^2 \theta - \omega \omega_H/\omega}{\sin \theta \cos \theta} \right)^2 J_s^2(a_0) + \frac{v^2}{c^2} (1 - x_0^2) J_s^2(a_0) \right\} \exp \left( -\frac{v^2}{v_{th}^2} \right) + (1 - A_c) A_p \frac{4 \pi \omega_p^2 c^2}{n^2 \omega v_s N_e |\cos \theta|} \int_0^{v_s} dv \sum_{s=1}^s \left\{ \left( \frac{\sin^2 \theta - \omega \omega_H/\omega}{\sin \theta \cos \theta} \right)^2 J_s^2(a) + \frac{v^2}{c^2} (1 - x_0^2) J_s^2(a) \right\} \left( \frac{v_s}{v} \right)^{s+1}
\]

where \( a_0 = \omega v (1 - x_0^2)^{1/2} \sin \theta/(\omega_H c), x_0 = c (1 - \omega \omega_H/\omega)/(v \cos \theta) \) (cf. Böhme et al., 1977).

For the purpose of numerical computations the power-law distribution can be bounded by a cutoff at the high-energy side of the spectrum and the number of harmonics \( s \) is reduced to a practical number. Results of calculations are demonstrated
by Figure IV.12, where the dependence of $j_\omega$ and $\alpha_\omega$ on $\omega/\omega_H$ is shown for selected angles $\theta$.

More general expressions containing the refractive index, the distinction between the magneto-ionic wave modes, and applying the Lorentz factor

$$\gamma^* = (1 - \beta^2)^{-1/2}$$  \hspace{1cm} \text{(IV.123)}

(referring to an energy distribution in the form $f(\gamma^*) = G(\gamma^* - 1)^{-\lambda}$) are as follows (Hildebrandt, 1976):

$$j_{\omega,j} = \frac{N_e e^2 \omega}{4\pi c |\cos \theta|(1 + T_j^2)} \sum_{s=1}^{\infty} \int_{\gamma^*} d\gamma^* (1 - \gamma^* - 2)^{1/2} \left( 1 - \gamma_s^2(\gamma^*) \right) \times$$

$$\times \left[ -J_s(z_j(\gamma^*)) + \left\{ a_j \frac{s}{z_j(\gamma^*)} + b_j \frac{\gamma_s^2(\gamma^*)}{(1 - \gamma_s^2(\gamma^*))^{1/2}} \right\} \times$$

$$\times J_s(z_j) \right] f(\gamma^*)$$  \hspace{1cm} \text{(IV.124)}

$$\alpha_{\omega,j} = \frac{2\pi^2 N_e e^2}{m c \omega_j^2 |\cos \theta|(1 + T_j^2)} \sum_{s=1}^{\infty} \int_{\gamma^*} d\gamma^* (1 - \gamma^* - 2)^{1/2} \left( 1 - \gamma_s^2(\gamma^*) \right) \times$$

$$\times \left[ -J_s(z_j(\gamma^*)) + \left\{ a_j \frac{s}{z_j(\gamma^*)} + b_j \frac{\gamma_s^2(\gamma^*)}{(1 - \gamma_s^2(\gamma^*))^{1/2}} \right\} J_s(z_j) \right] \times$$

$$\times \left[ \frac{df(\gamma^*)}{d\gamma^*} - f(\gamma^*) \left( 2 + \frac{1}{\gamma^*-1} \right) \right]$$  \hspace{1cm} \text{(IV.125)}

Fig. IV.12. Examples of nonthermal gyromagnetic emission coefficients (thin lines) and absorption coefficients (heavy lines) for the extraordinary mode (solid lines) and the ordinary mode (dashed lines) for different values of $\theta$ according to formulas (IV.124) and (IV.125). (Courtesy of J. Hildebrandt).
where partly the notations of Melrose (1968) have been used:

\[
T_j = \frac{2(1 - X) \omega \cos \theta}{\omega_H \sin^2 \theta + [\omega_H^2 \sin^4 \theta + 4\omega^2 (1 - X)^2 \cos^2 \theta]^{1/2}}
\]

\[
K_j = \frac{2\omega (1 - X - n_j^2) \sin \theta}{\omega_H \sin^2 \theta + [\omega_H^2 \sin^4 \theta + 4\omega^2 (1 - X)^2 \cos^2 \theta]^{1/2}}
\]

\[
y_s(\gamma^*_s) = \frac{\gamma^*_s - s \omega_H / \omega}{n_j \sqrt{\gamma^*_s^2 - 1} \cos \theta} \quad \text{with} \quad y_s^2(\gamma^*_s) < 1
\]

\[
z_j(\gamma^*_s) = n_j Y^{-1} \sqrt{\gamma^*_s^2 - 1} \sin \theta \sqrt{1 - y_s^2(\gamma^*_s)}
\]

\[
a_j = T_j \cos \theta + K_j \sin \theta.
\]

\[
b_j = -T_j \sin \theta + K_j \cos \theta.
\]

\((N_r - \text{density of radiating electrons}).\)

The general expressions given above contain a set of corresponding formulas given by Takakura (1967) or Takakura and Scalise (1970) as a special case.

Finally we note the limiting cases for \(\theta:\)

(a) \(\theta = 0\)

\[
\begin{align*}
J_{\nu, 2} &= \chi_{\nu, 2} = 0 \\
J_{\nu, 1}(\theta = 0) &= \frac{\pi \omega^2 \rho m}{32 \pi^2 c} \int_{\gamma^*_1}^{\gamma^*_2} d\gamma^*_s \left(1 - \gamma^*_s^{-2}\right)^{1/2} (1 - y^2) f(\gamma^*_s) \\
\chi_{\nu, 1}(\theta = 0) &= \frac{-\pi \omega^2 \rho}{4 \omega^2 j} \int_{\gamma^*_1}^{\gamma^*_2} d\gamma^*_s \left(1 - \gamma^*_s^{-2}\right)^{1/2} (1 - y^2) \times \\
&\quad \times \left[ \frac{df(\gamma^*_s)}{d\gamma^*_s} - \frac{f(\gamma^*_s)}{\gamma^*_s} \left(2 + \frac{1}{\gamma^*_s^2} \right) \right] \\
\end{align*}
\]

where

\[
y = \frac{\gamma^*_s - s \omega_H / \omega}{n_j \sqrt{\gamma^*_s^2 - 1}}
\]

(b) \(\theta = 90\)

\[
\begin{align*}
J_{\nu, 1}(\theta = \pi/2) &= \frac{\omega^2 \rho \omega j \rho m}{16 \pi^2 c} \sum_s \int_{-1}^{1} d\gamma \left( -\frac{1}{\gamma_s} + \gamma_s \right) (1 - y^2) \times \\
&\quad \times \left[ -J_s(z_1) + K_1 s z_1 J_s(z_1) \right]^2 f(\gamma_s) \\
\end{align*}
\]
\[
z_{\alpha,1}(\theta = \pi/2) = -\frac{\omega_p \pi}{2 \omega n_1} \sum_s \int_{-1}^{1} dy \left( \gamma_s - \frac{1}{\gamma_s} \right) (1 - y^2) \times \\
\times \left[ -J_s(z_1) + K_1 \frac{s}{\gamma_s} J_s(z_1) \right]^2 \times \\
\times \left\{ \frac{df(\gamma^*)}{d\gamma^*} \bigg|_{\gamma^*=\gamma_s} - \frac{f(\gamma_s)}{\gamma_s} \left( 2 + \frac{1}{\gamma_s^2} \right) \right\}
\]

\[
b_{\omega,2}(\theta = \pi/2) = \frac{\omega_p^2 \mu_0 \mu m}{16\pi^2 c} \sum_s \int_{-1}^{1} dy \left( \gamma_s - \frac{1}{\gamma_s} \right) y^2 J^2_s(z_2) f(\gamma_s)
\]

\[
z_{\alpha,2}(\theta = \pi/2) = -\frac{\pi \omega_p^2}{2 \omega n_2} \sum_s \int_{-1}^{1} dy \left( \gamma_s - \frac{1}{\gamma_s} \right) y^2 J^2_s(z_2) \times \\
\times \left\{ \frac{df(\gamma^*)}{d\gamma^*} \bigg|_{\gamma^*=\gamma_s} - \frac{f(\gamma_s)}{\gamma_s} \left( 2 + \frac{1}{\gamma_s^2} \right) \right\}
\]

where

\[
\gamma_s = s \omega_H / \omega, \quad \gamma_s^{-2} < 1, \quad \gamma_1 < \gamma_s < \gamma_2,
\]

\[
z_{1,2} = \sin 1.2 \left( 1 - \frac{1}{\gamma_2^2} \right)^{1/2} (1 - y^2)^{1/2}.
\]

c. Correction Terms

Though the subject of gyro-synchrotron radiation has been extensively treated in the literature for more than two decades, sometimes specific doubts arose on the validity or correctness of some derivations and a number of papers even of well established authors were subjected to reconsideration or refinement. In this connection there was a misunderstanding of the emission formulas: The emissivity is given by the mean energy loss \( P_{\text{emitted}} \) (radiated power) of an electron into unit frequency interval and unit solid angle, which, if the electron moves on a helical path, is different from the amount of radiation received by a distant observer \( P_{\text{received}} \) \cite{Epstein1967, Scheuer1968, Takakura1968b}. These authors give an approximate formula

\[
P_{\text{emitted}} \approx P_{\text{received}} \times \sin^2 \theta
\]

which is valid for an isotropic, nondispersive medium with \( n = 1 \) (vacuum), \( \beta \approx 1 \), and \( \theta \approx \phi \) (pitch angle). The difference between \( P_{\text{emitted}} \) and \( P_{\text{received}} \) is due to the nonstationary nature of the radiation field, whence the rate of the emitted energy is measured in terms of the electron’s own time (retarded time) in contrast to the received power which is measured in the time of the observer.

However, as far as the radiation from a fixed volume in vacuum is concerned, by averaging over all directions of the pitch angle \( \phi \) the above mentioned correction term (in Equation (IV.128)) is cancelled out in the equation for the emission coefficient as concluded by Scheuer (1968) and Ginzburg et al. (1968).
But if dispersion effects and an anisotropy of the medium are to be taken into account, the full correction term reads

\[ P_{\text{emitted}} = P_{\text{received}} \left| 1 - v \cos \phi \left( k \cos \theta / \omega \right)_\text{ray} \right| \]  

which for an isotropic (nondispersive) medium is reduced to

\[ P_{\text{emitted}} = P_{\text{received}} \left| 1 - v \cos \phi \cos \theta \right| \]

or

\[ P_{\text{emitted}} = P_{\text{received}} \left| 1 - (\beta/n) \cos \phi \cos \theta \right| \]  

(Ko and Chuang, 1973; cf. also McKenzie, 1964; Sokolov et al., 1968; Sakurai, 1972c).

### 4.3.3. Time Dependencies of Radiation

In the foregoing discussion possible temporal variations of the radiation have been neglected. But temporal changes of the emitted radiation are of particular interest for gyro-synchrotron emission closely connected with fast changing phenomena of the active Sun, i.e. radio bursts. Unfortunately a complete, self-consistent theory of the temporal development of the particle energy spectra and the resulting radiation is still missing. Therefore only a few remarks on the subject may be given:

(a) The lifetimes of the gyro-synchrotron radiation were estimated by Takakura (1960b) under some simplifying assumptions. His result is reproduced in Figure IV.13, where the lifetime is plotted against the parameter \( \beta = v/c \) (or the fundamental frequency) so far as collisions between nonthermal and thermal electrons and radiation losses are concerned. From this figure it becomes evident that radiation losses are most efficient at the higher levels in the corona. At the lower levels collisions become the dominating process, which is to be compensated by an instant energy supply in order to account for the observed burst durations in the microwave region.

(b) A discussion about the time variations of the energy spectrum after switching off of an acceleration process was made by Takakura and Kai (1966). In general, nonthermal initial energy distributions were considered mainly in the form of a power law, an exponential law, and a monoenergetic spectrum (delta function). The main energy loss processes to be involved there are gyro-synchrotron radiation, collision losses, and escape of trapped particles.

Other processes not extensively treated in this connection should also be included, e.g. heat conduction, turbulent motions, and diverse nonelectromagnetic wave phenomena.

The time-dependent distributions resulting from the above mentioned initial conditions are not yet exactly comparable with the real observations, since in such a treatment only the effect of the nonthermal particles on the spectrum was considered, neglecting the Maxwell part of the thermalized background plasma.

The time-dependent changes of the gyro-synchrotron emissivity were calculated in a subsequent paper by Takakura et al. (1968) considering a variation of the spectral index of a power-law energy distribution. (It may be noted, that the results obtained by these authors originally contained an error by a factor \((s(\omega_H/\omega))(1 + p^2)^{-1/2}\)
(cf. Takakura and Uchida, 1968b) and later were, in principle, corrected by the calculations of Takakura and Scalise (1970).)

(c) A self-consistent description of the time variations of the solar radio emission would require the knowledge of all essential quantities contained in a general equation of energy balance, which can be written

\[ \frac{\partial F(E, t)}{\partial t} + \frac{\partial}{\partial E} \left[ F(E, t) \frac{dE}{dt} \right] = Q(E, t) \]  

(IV.131)

where \( F(E, t) \) is the energy distribution function and the term \( Q(E, t) \) describes the external sources of energy. For illustration, a specialization of this equation may be given in the following form

\[ \frac{\partial F(E, t)}{\partial t} + \left[ \sum_{n=0}^{2} (A_n - B_n) E^{n-1} \right] F(E, t) = Q_1(E, t) - Q_2(E, t) \]  

(IV.132)

where the coefficients \( A_n \) and \( B_n \) describe the energy gain and loss processes, respective-
ly (e.g. \( A_0, B_0 \) refer to recombination and ionization processes, \( A_1 - \) Fermi acceleration, \( B_1 - \) collision losses, \( A_2 - \) Compton effect and synchrotron acceleration, \( B_2 - \) synchrotron radiation losses and inverse Compton effect losses, etc.). The terms \( Q_1(E, t) \) and \( Q_2(E, t) \) describe particle injection and ejection processes, respectively (cf. Krüger, 1972).

4.4. Cold-Plasma Approximation: Some Aspects of Synchrotron Radiation and Čerenkov Radiation

4.4.1. Magneto-Ionic Theory

As discussed in Section 4.2.2, the vacuum theory is to be considered only as a first approximation, which may well account for a principal understanding of the basic emission processes of bremsstrahlung and gyro-synchrotron radiation. But this approximation must fail if effects of a medium interacting with the radiation come into play. In such cases, as a next step of approximation, the influence of the medium is to be included, which in the simplest way can be done by assumption of the presence of a cold background plasma. In this picture the thermal motions of the heavier particles (ions, protons) are generally neglected (cf. Section 4.2.2). This can be treated applying a fluid theory which is involved in the magneto-ionic theory describing the basic properties of the propagation of the two modes of radio waves in a plasma (Ratcliffe, 1959; cf. also Section 4.2.3). The influence of the plasma is mainly expressed by the consideration of a refractive index \( n_j \), which for a cold plasma is given by the Appleton–Hartree formula (IV.60) or similar constructions (e.g. polarization coefficients) derived from the dispersion relation.

It became already evident in the foregoing sections that often it appears neither very easy nor necessary to separate strictly the vacuum approximation from a cold-plasma approximation, as it perhaps would be desirable from a sole theoretical point of view aiming to distinguish consistently between a 'one-particle' and a 'continuum' theory. The vacuum may be interpreted rather as the limiting case of a rarified medium and for each particular purpose it must be decided what degree of approximation appears just appropriate. In such a sense the following pages should not be understood as exclusively devoted to 'cold-plasma' phenomena only (in spite of the headings), but rather as a natural continuation of the foregoing sections, where the refractive index was also partly considered.

4.4.2. Synchrotron Radiation

a. Ultra-Relativistic Approximation

We remind that in general the gyro-synchrotron radiation formulas can be applied for three different energy ranges (Section 4.3.2.b) which may be specified as follows

(a) The nonrelativistic range yielding 'gyro' emission characterized by \( \beta \ll 1 \) \( (\beta^2 \to 0) \) corresponding to electron energies \( E \lesssim 1 \) keV (i.e. \( \beta < 0.1 - 0.2 \)).

(b) The mildly relativistic range yielding generally 'cyclotron' emission corresponding to electron energies between some keV and some hundreds of keV.
(c) The highly (or ultra-) relativistic range yielding 'synchrotron' radiation corresponding to \(1 - \beta^2 \ll 1\) (\(\beta^2 \to 1\), i.e. \(\beta \gg 0.8\)).

While the ranges (a) and (c) in principle are accessible to convenient approximations of the radiation formulas, the range (b) – which is the most important range for solar radio applications – is the most cumbersome for practical computations (cf. Section 4.3).

In the following we are dealing briefly with the highly (ultra-) relativistic approximation. As a matter of fact, with increasing electron energies the number of gyroharmonics making contributions to the gyro-synchrotron emissivity rises continuously. Accordingly, also the efforts required for numerical computations increase rapidly (which is connected e.g. with the evaluation of the Bessel functions). Therefore it turns out to be highly useful that, in the ultra-relativistic range, the sums of Bessel functions can be replaced by simpler expressions containing the modified Hankel functions \(K_{5/3}(z)\), which can be related to an Airy integral representation.

Analytically, the synchrotron emissivity for highly relativistic energies is expressed by

\[
\eta_\omega = \frac{\sqrt{3} e^2}{4\pi r_c} \gamma^* \frac{\omega_\omega \sin \phi}{\omega_c^2} \int_{\omega/\omega_c}^{\infty} K_{5/3}(z) \, dz
\]

where

\[
\gamma^* = (1 - \beta^2)^{-1/2}
\]

is the 'Lorentz factor', which by Einstein's relation

\[
E = mc^2/(1 - \beta^2)^{1/2}
\]

is related to \(\beta\):

\[
\gamma^* = (1 - \beta^2)^{-1/2}.
\]

Furthermore we have to note relativistic corrections for the gyroradius and the gyrofrequency:

\[
r_{H,rel} = \beta_c c/\omega_{H,rel} = mc \sin \phi/[eH(1 - \beta^2)^{1/2}]
\]

\[
\omega_{H,rel} = eH mc (1 - \beta^2)^{1/2}.
\]

The frequency dependence of the synchrotron radiation is expressed in Equation (IV.133) by the function

\[
f(y) = y \int_{y}^{\infty} K_{5/3}(z) \, dz.
\]
Numerical values for this function were calculated e.g. by Vladimirskij (1948) and Oort and Walraven (1956); a tabulation can be found in Pacholczyk (1970).

If the magneto-ionic wave modes are distinguished, instead of Equation (IV.133) it can be written

\[ n_{\omega,j} \approx \frac{\sqrt{3} e^3}{4\pi mc^2} H \sin \phi \frac{\omega}{\omega_c} \left\{ \int_0^{\infty} K_{5/3}(z) \, dz \right\} \pm K_{2/3} \left( \frac{\omega}{\omega_c} \right) \].

(IV.141)

In contrast to the low-energy gyromagnetic radiation, which has a comparatively low directivity according to the character of a dipole-field radiation, the synchrotron radiation is sharply beamed into the direction of the instantaneous particle velocity. For sufficiently high energies and not too small angles \( \theta \) the radiation is emitted into a solid angle \( 4\pi \delta \sin \phi \) around the direction \( \theta \approx \phi \). In this way, the emission towards a stationary observer, which may be located in the orbital plane of the gyrating particle, occurs in the form of individual pulses which are short in comparison with the fundamental revolution period. The Fourier representation of such pulses indicates the presence of a high content of harmonics of the fundamental frequency. For sufficiently high energies this leads to an essentially continuous spectrum, which is different from the more or less single-frequency radiation from single low-energy particles. Examples for the radiation patterns for the different energy ranges are shown in Figure IV.14 (\( z \parallel v, v \perp H, \phi, \theta \) – polar coordinates).

![Figure IV.14](image_url)
Special reviews including numerical computations of different characteristics of the synchrotron radiation were made e.g. by Priester and Rosenberg (1965) and Peterson and Hower (1966). Some synchrotron emission spectra published by the latter authors are shown in Figure IV.15.

![Graphs showing single-particle gyro-synchrotron radiation spectra in dependence of energy](after Peterson and Hower 1966).

Fig. IV.15a,b. Examples of single-particle gyro-synchrotron radiation spectra in dependence of energy (after Peterson and Hower 1966).
We also mention the following practical approximations given by Jäger and Wallis (1961)

(a) $\omega_H \ll \omega \ll \omega_c$ 
$$\eta_\omega = \frac{2^{-1/2} 3^{1/2}}{\pi} \Gamma \left( \frac{2}{3} \right) \frac{e^3}{mc^2} H \sin \phi \left( \frac{\omega}{\omega_c} \right)^{1/3}$$
$$= 8.21 \times 10^{-23} H_{\text{[gauss]}} \sin \phi \left( \frac{\omega}{\omega_c} \right)^{1/3} \text{[cgs]}; \quad \text{(IV.142)}$$

(b) $\omega \gg \omega_c$ 
$$\eta_\omega = \left( \frac{3}{8\pi} \right)^{1/3} \frac{e^3}{mc^2} H \sin \phi \left( \frac{\omega}{\omega_c} \right)^{1/2} \exp \left( -\frac{\omega}{\omega_c} \right)$$
$$= 4.66 \times 10^{-23} H_{\text{[gauss]}} \sin \phi \left( \frac{\omega}{\omega_c} \right)^{1/2} \exp \left( -\frac{\omega}{\omega_c} \right) \text{[cgs].} \quad \text{(IV.143)}$$

b. Polarization

The intensity of the synchrotron radiation is obtained from the emissivity by integration over the space volume and the energy distribution. For $n = 1$ and an isotropic energy distribution $F(E)$ this may be written in the following form

$$I_v = \frac{\sqrt{3}}{4\pi r^2 mc^2} \left[ \int_{E_1}^{E_2} dE \int dV F(E) H \sin \phi \frac{v}{v_c} \int_{\frac{v}{v_c}}^{\infty} K_{5/3}(z) \, dz \right]. \quad \text{(IV.144)}$$

The volume element is given by $dV = r^2 dr d\Omega$ ($r =$ distance from the observer, $\Omega =$ solid angle). Correspondingly the other Stokes parameters are given by

$$Q_v = \frac{\sqrt{3}}{4\pi r^2 mc^2} \left[ \int_{E_1}^{E_2} dE \int dV F(E) H \sin \phi \cos 2\chi \frac{v}{v_c} K_{2/3} \left( -\frac{v}{v_c} \right) \right] \quad \text{(IV.145)}$$

$$U_v = \frac{\sqrt{3}}{4\pi r^2 mc^2} \left[ \int_{E_1}^{E_2} dE \int dV F(E) H \sin \phi \sin 2\chi \frac{v}{v_c} K_{2/3} \left( -\frac{v}{v_c} \right) \right] \quad \text{(IV.146)}$$

$$V_v = 0 \quad \text{(IV.147)}$$

(Korchak and Syrovatskij, 1961). The latter equation denotes the absence of any part of circular polarization in the ultra-relativistic approximation of the synchrotron radiation, where only linearly polarized components are present.

Assuming an energy distribution in form of a power law

$$F(E) dE = AE^{-\gamma} dE \quad \text{(IV.148)}$$
in a certain range of energies $E_1 < E < E_2$, the integrals of Equations (IV.144–
IV.146) can be expressed by the $\Gamma$-function:
\[
\int dE \frac{v}{v_{e}} \int_{v_{e}}^{\infty} K_{5/3}(z) \, dz = \frac{\gamma + \frac{7}{3}}{\gamma + 1} \int_{0}^{\infty} dE \frac{v}{v_{e}} \frac{K_{2/3}}{v_{e}} \left( \frac{v}{v_{e}} \right) = 2^{(\gamma - 3)/2} \frac{\gamma + \frac{7}{3}}{\gamma + 1} \Gamma \left( \frac{3\gamma - 1}{12} \right) \Gamma \left( \frac{3\gamma + 7}{12} \right) \times \\
\times \left( \frac{3eH \sin \phi}{4\pi m^3 c^2 v} \right)^{(\gamma - 1)/2},
\]
so that
\[
I_v = \frac{\gamma + \frac{7}{3}}{\gamma + 1} B(\gamma) v^{(\gamma - 1)/2} \int dV (H \sin \phi)^{(\gamma + 1)/2},
\]
\[
Q_v = B(\gamma) v^{(\gamma - 1)/2} \int dV (H \sin \phi)^{(\gamma + 1)/2} \cos 2\chi,
\]
\[
U_v = B(\gamma) v^{(\gamma - 1)/2} \int dV (H \sin \phi)^{(\gamma + 1)/2} \sin 2\chi,
\]
\[
V_v = 0.
\]
where
\[
B(\gamma) = \frac{\sqrt{3}}{4\pi} 2^{(\gamma - 3)/2} \Gamma \left( \frac{3\gamma - 1}{12} \right) \Gamma \left( \frac{3\gamma + 7}{12} \right) \frac{A e^3}{r^2 m c^2} \left( \frac{3e}{4\pi m^3 c^5} \right)^{(\gamma - 1)/2}
\]

In a homogeneous magnetic field $\mathbf{H} = H_0$ ($\phi = \text{const}, \chi = \text{const}$) the degree of polarization becomes
\[
\rho_0 = \frac{\gamma + 1}{\gamma + \frac{7}{3}}.
\]
A more detailed treatise on this topic was given e.g. by Pacholczyk (1970).

c. Influence of the Plasma Medium, Razin Effect

In a medium with a refractive index deviating from unity, i.e.
\[
0 < 1 - n_j \ll 1
\]
Equation (14.133) may be rewritten
\[
\eta_{\omega,j} = \frac{\sqrt{3} e^3 H \sin \phi}{2\pi m c^2} \left[ 1 + (1 - n_j^2) \gamma^* \right]^{-1/2} \frac{\omega_j}{\omega_{n,j}} \frac{\omega_{n,j}}{\omega_{\omega_{n,j}}} \int_{\omega_{n,j}}^{\infty} K_{5/3}(z) \, dz
\]
(I.157)
whereas the critical frequency now reads

$$\omega_{n,j} = \omega_\epsilon \left[ 1 + (1 - n_j^2) \gamma^* n^2 \right]^{-3/2}$$

(IV.158)

(Razin, 1960a,b; Ginzburg and Syrovatskij, 1963; Zheleznyakov, 1967a).

According to Equation (IV.157) some modifications of the spectrum of the synchrotron radiation due to the presence of a medium with $n_j \neq 1$ are to be noticed especially at the lower frequencies. The position of the spectral maximum is changed as indicated by the change of the critical frequency. Whereas for $n_j = 1$ the frequency of the spectral maximum is approximately given by

$$\omega_{\text{max}} \approx (\omega_H/2) \gamma^* \sin \phi,$$

now, for $n_j \neq 1$, it becomes

$$\omega_{\text{max},n} \approx \sqrt{2} \omega_{\gamma^*}$$

(IV.159) 

(Zheleznyakov and Trakhhtengerts, 1965). Thus a shifting of the maximum of the synchrotron radiation spectrum towards higher frequencies and a suppression of the intensity at low frequencies is to be noted. This suppression of the spectrum of the synchrotron radiation at longer wavelengths is known as Razin effect or Razin-Tsytovich effect (Tsytovich, 1951; Razin, 1957, 1960a; Ramaty and Lingenfelter, 1967). It was argued by several authors (Zheleznyakov and Trakhhtengerts, 1965; Ramaty and Lingenfelter, 1967; Boischot and Clavelier, 1967; Simon 1969a), that this effect may be of importance for the explanation of some spectral features of type IV bursts in the meter range.

According to condition (IV.156) the influence of the refractive index must be taken into account, if

$$1 - n_j^2 \gtrsim \gamma^* - 2 = 1 - \beta^2.$$

In the spectral range of interest applying to synchrotron radiation the approximation

$$n^2 = 1 - X$$

is sufficient. Hence it follows for the range where the influence of the medium is remarkable

$$\omega^2 \lesssim \omega_\gamma^2 \gamma^* = \frac{2 \omega_\gamma^2 \omega_\epsilon}{3 \omega_H \sin \phi}$$

(IV.163)

or, using (IV.160),

$$\omega \lesssim \omega_{\text{max},n}/\sqrt{2}.$$

Taking $\omega \lesssim \omega_\epsilon$ Ginzburg and Syrovatskij (1963, 1965) obtained the following criterion for an estimation of the frequency range, where the Razin effect should essentially influence (drop) the shape of the synchrotron radiation spectrum

$$\omega \lesssim \omega_R = \frac{\omega_\gamma}{x} = \frac{3}{2} \frac{\omega_\gamma \sin \phi}{x^2} = \frac{2}{3} \frac{\omega_\gamma^2}{\omega_H \sin \phi}$$

(IV.165)
Fig. IV.16. Single-particle synchrotron radiation spectra for various values of the parameter $x_{\gamma}^*$ (after Ramaty and Lingenfelter, 1968).

where

$$x = \frac{3\omega_H \sin \phi}{2\omega_p},$$

which yields numerically

$$v \leq v_R = \frac{4ceN_e}{3H \sin \phi} \approx 20 \frac{N_e}{H_{\text{gauss}}} \sin \phi \quad \text{[cgs]}.$$ 

Emission spectra of monoenergetic electrons in a constant magnetic field were calculated e.g. by Ramaty and Lingenfelter (1967) and Ramaty (1968b, 1969b). Results are reproduced in Figure IV.16. It is obvious that for large values of the parameter $x_{\gamma}^*$ the influence of the medium becomes less important. In the solar corona $x$ decreases with increasing height and values of $x < 0.5$ and 0.66 can be expected at heights $h > 1.0$ and 0.7 $R_\odot$ above the photosphere, respectively.

d. Synchrotron Reabsorption

Absorption of synchrotron radiation can take place in vacuum by the emitting particles themselves which is called ‘reabsorption’ or ‘self-absorption’ and by the influence of a plasma medium (cf. Section 4.3.2.b, p. 202).

Usually the reabsorption coefficient is calculated by the method of the Einstein
coefficients according to the principle of detailed balance. Considering again an isotropic energy distribution \( F(E) \), one gets
\[
\alpha_v = \frac{1}{I_v} \frac{dI_v}{ds} = -\frac{c}{8\pi v^2} \int_E \frac{\partial F(E)}{\partial E} \eta_v(E)
\]
\[
= \left(\frac{3}{8\pi} \frac{e^3}{mv^2}\right) H \sin \phi \int_E dE E^2 \frac{d}{dE} \left[ \frac{F(E)}{E^2} \right]_v \left[ \frac{1}{v_c} \int_{v/v_c}^{\infty} K_{5/3}(z) \, dz \right]
\]
\[
= \left(\frac{3}{8\pi} \frac{e^3}{mv^2}\right) H \sin \phi \int_E dE \frac{F(E)}{E^2} \frac{d}{dE} \left[ \frac{E^2}{E^2} \right]_v \left[ \frac{1}{v_c} \int_{v/v_c}^{\infty} K_{5/3}(z) \, dz \right]. \tag{IV.166}
\]

It should be remarked, that the expression (IV.166) is always positive, so that an amplification of synchrotron emission ('negative reabsorption', cf. Section 4.7.4) cannot occur in vacuum.

Taking an energy spectrum of the form (IV.148), one obtains
\[
\alpha_v = C(\gamma) \frac{e^3}{6\pi m} \left( \frac{3e}{2\pi m^3 c^3} \right)^{\gamma/2} A(H \sin \phi)^{\gamma+2)/2} \gamma^{(\gamma+4)/2} \tag{IV.167}
\]
with
\[
C(\gamma) = \frac{3}{4} \sqrt{3} \frac{\gamma + 2}{\gamma + 2} \Gamma \left( \frac{3\gamma + 2}{12} \right) \Gamma \left( \frac{3\gamma + 22}{12} \right).
\]

(Ginzburg and Syrovatskij, 1963). Hence for synchrotron radiation with strong reabsorption (in the case of large optical depths) the dependence on frequency has the following form
\[
I_v^{(\text{syn})} \sim \nu^{(1-\gamma)/2} \gamma^{(\gamma+4)/2} = \nu^{5/2}. \tag{IV.168}
\]

In this particular case \( I_v \) becomes independent of the exponent \( \gamma \) of the energy distribution.

e. Relations Between the Particle-Energy Spectrum and the Synchrotron-Radiation Spectrum

Under special conditions more or less simple relationships between the emitted spectrum of the synchrotron radiation and the originating particle energy spectrum can be established.

If, e.g., the power-law distribution of Equation (IV.148) is adopted, the intensity of the synchrotron radiation originating in an extended volume with the characteristic length \( L \) (where \( n = 1 \), \( H = \text{const} \)) is given by
\[
I_v = \left(\frac{3}{4\pi} \frac{e^3}{mc^2} \right) AL H \sin \phi \int_E F \left( \frac{\nu}{v_c(E)} \right) E^{-\gamma} \, dE \tag{IV.169}
\]
if reabsorption is neglected. For
\[
F \left( \frac{\nu}{v_c(E)} \right) = \frac{\nu}{v_c} \int_{v/v_c}^{\infty} K_{5/3}(z) \, dz \tag{IV.170}
\]
the approximation of Wallis (1959) can be used

\[ F\left(\frac{v}{v_c}\right) \approx q\left(\frac{v}{v_c}\right)^{x^*} e^{-v/v_c} \]  

(IV.171)

where numerically

\[ q = 1.78, \quad x^* = 1/3. \]

Hence it follows

\[ I_v = \frac{q}{4\pi} ACLH \sin \phi \sqrt{\frac{1}{3}} \mu^{-1/3} \int F(E, s) dE ds \]

(IV.172)

where

\[ C = \sqrt{\frac{3e^3}{mc^2}}, \quad \mu = \sqrt{\frac{3}{4\pi}} \frac{eH \sin \phi}{m^3 c^5}. \]

Substituting

\[ x = E \sqrt{\frac{\mu}{v}} \]

(IV.173)

it follows

\[ I_v = \frac{q}{4\pi} ACLH \sqrt{\frac{1}{3}} \mu^{-1/3} \int x^{-1} \exp\left(-\frac{1}{x^2}\right) dx \]

(IV.174)

(Priester and Rosenberg, 1965).

This means that in the range of the validity of the above approximations the intensity of the synchrotron radiation is proportional to

\[ I_v \sim v^{-\frac{1}{2}}. \]

(IV.175)

If strong reabsorption is included, the intensity becomes independent of the particular exponent of the energy distribution as already remarked at the end of the foregoing subsection.

In more complicated cases the integral equation

\[ I_v = \int \int \frac{\eta(E)}{4\pi} F(E, s) dE ds \]

(IV.176)

(s denotes the ray path) must be solved which under suitable conditions can be reduced e.g. to a Laplace transform.

4.4.3. THE ČERENKOV EFFECT

The role of the Čerenkov radiation as a limiting case of the synchrotron radiation as well as of the bremsstrahlung was already touched upon in a discussion of Table IV.1. The main importance of the Čerenkov effect for solar radio astronomy lies
particularly in an efficient excitation of longitudinal wave components. Some aspects of this question will be discussed in the next section. Now we are merely dealing with the elementary process and its restricted relevance to the direct generation of electromagnetic waves.

The Čerenkov effect is given by the one-particle resonance condition

\[ v_e \cos \psi = \nu_{k,j} \]  

where \( \psi = \angle (v_e, k_j) \). Equation (IV.177) means that radiation is emitted from a perturbing particle (electron) having a speed \( v_e \) greater than (or equal to) the phase velocity of a particular wave mode in a medium. In the literature the case \( v_e || H \) is mainly considered, so that the Čerenkov angle \( \psi \), which is the angle between the electron’s ‘bow-shock’ wave’s normal direction and the electron’s speed direction (cf. Figure IV.17) becomes equal to the angle \( \theta = \angle (H, k_j) \). Then we have

\[ \cos \theta = 1/(\beta n_j). \]  

At each point of the electron’s path the radiation is emitted into a cone determined by the half-angle \( \theta \), called the Čerenkov cone, but the pulse radiated by a single electron is of finite duration. In a dispersive medium the emitted frequency spectrum as well as the angle \( \theta \) depend on the wave frequency \( \omega \).

In an isotropic plasma the refractive index for electromagnetic waves (in contrast to that for plasma waves) is always \( \leq 1 \), so that direct electromagnetic Čerenkov
radiation cannot exist here for any $\beta < 1$. Only in an anisotropic plasma under certain circumstances can Čerenkov radiation be emitted in the form of electromagnetic waves directly, but the propagation conditions are often unfavorable for leaving the Sun (cutoff of the extraordinary wave mode).

Inserting special expressions for $n_j$, e.g. using the Appleton–Hartree formula, into (IV.178), this equation can be resolved for $\cos^2 \theta$ in dependence of $\beta$, $\omega$, $\omega_H$, and $\omega_p$. A graphic representation of this relationship for a particular $\beta = 0.5$ according to Heald and Wharton (1965) is shown in Figure IV.18.

It may be noted that in a thermal plasma the Čerenkov radiation can never exceed the blackbody limit resulting from the inverse process (absorption), which is the Landau damping and making the effect indistinguishable from the influence of e.g. gyro-synchrotron emission. But the greater importance of the Čerenkov effect is in its relevance to superthermal particles. Here the Čerenkov emission corresponding to velocity components parallel to the direction of an external magnetic field is clearly distinguished from the synchrotron radiation, which preferably corresponds to particle speeds perpendicular to the magnetic field direction.

Detailed treatments of the Čerenkov radiation were given e.g. by Jelly (1958), Sollfrey and Yura (1965), McKenzie (1966), Seshadri and Tuan (1965), and others.

![Diagram](image_url)

**Fig. IV.18.** Čerenkov angles $\theta$ for electrons moving in the direction of the magnetic field in dependence of $\omega_H/\omega$ and $\omega_p/\omega$ (after Heald and Wharton, 1965).
4.5 Warm-Plasma Effects: Gyroresonance Absorption and Plasma Waves

4.5.1. Kinetic Theory

a. Introductory Remarks

In contrast to the magnetohydrodynamics, which makes use of a macroscopic (fluid) description of the physical processes, the kinetic theory starts from a microscopic point of consideration. In this way equations for an assembly of electrons (and/or other particles) are considered which, in order to be tractable, must be treated with methods of statistical physics. The state (or 'phase') of a system of particles is commonly described by determination of their coordinates in a phase space. The following are to be distinguished:

(1) The \( \mu \)-space is set up by six coordinates representing the instantaneous position and momentum vectors of a given particle. In a finite time interval each particle causes a single (in general moving) point (orbit) in this space. Instead of the determination of a multitude of such orbits a distribution function \( f(r, v, t) \) is introduced describing the probability for a particle to have a certain position in a given volume element in the \( \mu \)-space.

(2) As a refinement of the foregoing, the \( \Gamma \)-space is defined as being 6\( N \)-dimensional where \( N \) is the total number of particles in the system. It consists of 3\( N \) coordinates determining the configuration space and 3\( N \) coordinates of the momentum space. Each state of the whole system is marked by one point in the \( \Gamma \)-space. Comparison of many systems leads to probability expressions (distribution functions).

In radio physics the kinetic theory offers useful applications especially for a treatment of longitudinal wave modes (plasma waves) and/or, generally, of radiation in the vicinity of critical frequencies.

b. The Boltzmann–Vlasov Equation

Let us remember that in the \( \mu \)-space for each sort of particle \( \alpha \) a distribution function \( f_{\alpha}(r, v, t) \) is introduced, where

\[
N_{\alpha} = f_{\alpha}(r, v, t) \, d^3r \, d^3v
\]  

(IV.179)

is the number of particles of the sort \( \alpha \) being at the time \( t \) in a volume element \( d^3r \) at \( r \) and in a velocity range \( d^3v \) at \( v \). The motion of the particles in the plasma is then described by the Boltzmann equation

\[
\frac{\partial f_{\alpha}}{\partial t} + v \cdot \nabla f_{\alpha} + \frac{e_{\alpha}}{m_{\alpha}} \left( E + \frac{1}{c} v \times B \right) \cdot \frac{\partial f_{\alpha}}{\partial v} - \nabla \Phi_{\alpha} = \left[ \frac{\partial f_{\alpha}}{\partial t} \right]_{\text{coll}}
\]  

(IV.180)

(\( e_{\alpha}, m_{\alpha} \) = charge and mass of the particles of sort \( \alpha \), \( \nabla \Phi_{\alpha} \) = external potential forces). For the sake of self-consistency the electromagnetic fields must satisfy the Maxwell
equations, e.g. in the form
\[
\text{div} \mathbf{B} = 0, \\
\text{div} \mathbf{E} = 4\pi (\rho + \rho_0), \\
\text{curl} \mathbf{B} = (4\pi/c)(\mathbf{j} + j_0) + (1/c) \frac{\partial \mathbf{E}}{\partial t}, \\
\text{curl} \mathbf{E} = (1/c) \frac{\partial \mathbf{B}}{\partial t}.
\]  

Equation (IV.181)

\( \rho \) and \( \mathbf{j} \) denote the charge and current densities, respectively, determined by
\[
\rho = \sum e_z \int f_z \, d^3\mathbf{v} \tag{IV.182}
\]
\[
\mathbf{j} = \sum e_z \int \mathbf{v} f_z \, d^3\mathbf{v}. \tag{IV.183}
\]

(The subscript \( 0 \) denotes constant background fields.) Accordingly the particle density and average velocity, respectively, are given by
\[
N_z = \int f_z \, d^3\mathbf{v} \tag{IV.184}
\]
\[
\mathbf{v}_z = \frac{\int \mathbf{v} f_z \, d^3\mathbf{v}}{\int f_z \, d^3\mathbf{v}} \tag{IV.185}
\]

The conservation of particles and charge is described by the continuity equations
\[
\frac{\partial N_z}{\partial t} + \nabla \cdot (N_z \mathbf{v}) = 0, \tag{IV.186}
\]
\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{j} = 0. \tag{IV.187}
\]

The term \( [\partial f_z/\partial t]_{\text{col}} \) in Equation (IV.180) contains possible changes of \( f_z \) due to collisions and comprises all interactions that are not taken into account by the average fields of \( \mathbf{E} \) and \( \mathbf{H} \) on the left-hand side of Equation (IV.180). However, if a plasma is sufficiently dilute and warm or hot (the designation 'hot' plasma may be applied in the relativistic range of energies (cf. Heald and Wharton, 1965)) so that kinetic effects predominate, the collisions become relatively unimportant and the collision term may be neglected (this case is just opposite to the MHD-approximation, where the collisions play an important role).

The homogeneous, collisionless Boltzmann equation is called the Vlasov equation and is written for an electron gas in the following simplified form
\[
\frac{\partial f}{\partial t} + \mathbf{v} \cdot \nabla f - \frac{e}{m} \left[ \mathbf{E} + \frac{1}{c} \frac{\mathbf{v} \times \mathbf{B}}{\mathbf{c}} \right] \cdot \frac{\partial f}{\partial \mathbf{v}} = 0 \tag{IV.188}
\]

(Vlasov, 1945). A solution of the Vlasov equation was given by Landau (1946) using a perturbation method (cf. also Montgomery and Tidman, 1964). It is found, that due to the long-range Coulomb forces in a plasma, oscillations are always present giving rise to longitudinal plasma waves. The minimal wavelength of the plasma waves turns out to be the Debye length. The existence of plasma waves is a funda-
mental result in this theory. Thus it can be stated, that two basic kinds of particle motions are present in a plasma: stochastic thermal motions and oscillatory plasma motions. The range of the usefulness of the plasma approximation, i.e. the range where the plasma description is statistically meaningful, is given by the condition, that the number of particles in a Debye sphere must be large, i.e.

\[ g \equiv \frac{1}{(Nl_D^3)} \ll 1 \]  

where the parameter \( g \) indicates to which degree collective effects dominate over single-particle characteristics.

The general principles of the kinetic theory were treated e.g. by Bogolyubov (1946). Specific applications to plasma physics were given by Klimontovich (1964), Wu (1966), and others. Introductions to the kinetic theory of ionized gases can be found in numerous textbooks, e.g. by Van Kampen and Felderhof (1967), Krall and Trivelpiece (1973), etc.

4.5.2. ELECTROMAGNETIC GYRO RESONANCE ABSORPTION

The kinetic theory is suitable for application for a calculation of the gyroharmonic effects. It is obvious that near the gyroharmonics the cold-plasma theory is a very bad approximation, since the refraction index given in Equation (IV.61) shows only a pole at the fundamental gyrofrequency and no influence at its harmonics. Essential improvements are given by the kinetic theory of a warm plasma. Such calculations were carried out at first by Sitenko and Stepanov (1956), Gershman (1960), and some others. These authors considered small fluctuations of an electron plasma in a thermal equilibrium permeated by a constant, homogeneous magnetic field described by the linearized Vlasov equation

\[ \frac{\partial f}{\partial t} + \mathbf{v} \cdot \frac{\partial f}{\partial \mathbf{r}} - \frac{e}{m} \mathbf{E} \frac{\partial f_0}{\partial \mathbf{v}} - \frac{e}{m} (\mathbf{v} \times \mathbf{B}) \cdot \frac{\partial f}{\partial \mathbf{v}} = 0 \]  

where \( f_0 = N_0 (m/(2\pi KT))^{3/2} \exp(-mv^2/(KT)) \) denotes the Maxwell distribution (normalized to \( N_0 \)) and following from the Maxwell equations the self-consistent electric field is given by

\[ \Delta \mathbf{E} = \text{grad} \text{ div} \mathbf{E} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} - \frac{4\pi}{c^2} \frac{\partial \mathbf{j}}{\partial t} = 0. \]  

Solutions of the system of differential Equations (IV.191) can be found in the form

\[ f(\mathbf{r}, \mathbf{v}, t) = f(\mathbf{v}, \mathbf{k}, \omega) e^{i(k \cdot r - \omega t)} \]  

\[ \mathbf{E}(\mathbf{r}, t) = \mathbf{E}(\mathbf{k}, \omega) e^{i(k \cdot r - \omega t)} \]  

leading to a dispersion equation

\[ An^4 + Bn^2 + C = 0. \]  

The constants \( A, B, \) and \( C \) can be expressed in terms of the components of the dielectric tensor \( \varepsilon_{ij} \):

\[ A = \varepsilon_{11} \sin^2 \theta + \varepsilon_{33} \cos^2 \theta + 2\varepsilon_{13} \cos \theta \sin \theta, \]
\[
B = 2(e_{12}e_{23} - e_{22}e_{31}) \cos \theta \sin \theta - (e_{22}e_{33} + e_{23}^2) \cos^2 \theta + e_{13}^2 - e_{11}e_{22} - (e_{11}e_{22} + e_{12}^2) \sin^2 \theta,
\]

(C.195)

\[
C = |e_{11}|;
\]

\[
\begin{align*}
\varepsilon_{11} & = 1 - \frac{\omega_p^2 4z_0}{\omega^2 \sqrt{\pi s = -x}} \sum_{s = 0}^{\infty} \frac{s^2}{\pi^2} \int_0^\infty \frac{t^e - 1}{y_t^2} \int_y^\infty \frac{e^{-y^2}}{z_t - y} dy \\
\varepsilon_{12} & = -i \frac{\omega_p^2 4z_0}{\omega^2 \sqrt{\pi s = -x}} \sum_{s = 0}^{\infty} \frac{s}{\pi^2} \int_0^\infty \frac{t^e - 1}{y_t^2} \int_y^\infty \frac{e^{-y^2}}{z_t - y} dy \\
\varepsilon_{13} & = - \frac{\omega_p^2 4z_0}{\omega^2 \sqrt{\pi s = -x}} \sum_{s = 0}^{\infty} \frac{s}{\pi^2} \int_0^\infty \frac{t^e - 1}{y_t^2} \int_y^\infty \frac{e^{-y^2}}{z_t - y} dy
\end{align*}
\]

\[
\begin{align*}
\varepsilon_{22} & = 1 - \frac{\omega_p^2 4z_0}{\omega^2 \sqrt{\pi s = -x}} \sum_{s = 0}^{\infty} \frac{s}{\pi^2} \int_0^\infty \frac{t^e - 1}{y_t^2} \int_y^\infty \frac{e^{-y^2}}{z_t - y} dy \\
\varepsilon_{23} & = i \frac{\omega_p^2 4z_0}{\omega^2 \sqrt{\pi s = -x}} \sum_{s = 0}^{\infty} \frac{s}{\pi^2} \int_0^\infty \frac{t^e - 1}{y_t^2} \int_y^\infty \frac{e^{-y^2}}{z_t - y} dy \\
\varepsilon_{33} & = 1 - \frac{\omega_p^2 4z_0}{\omega^2 \sqrt{\pi s = -x}} \sum_{s = 0}^{\infty} \frac{s}{\pi^2} \int_0^\infty \frac{t^e - 1}{y_t^2} \int_y^\infty \frac{e^{-y^2}}{z_t - y} dy
\end{align*}
\]

(IV.196)

where

\[
\alpha = \frac{k_T}{\omega m} \sqrt{\frac{2KT}{m}}, \quad z_s = \frac{(\omega - s \omega_m)}{k_T} \sqrt{\frac{m}{2KT}}.
\]

Based on these expressions different approximations are possible leading to a practical calculation of the absorption of electromagnetic radiation. Such gyro-
'resonance' absorption coefficients were explicitly given e.g. by Ginzburg (1960) and
applied by Kakinuma and Swarup (1962). For the first few harmonics we quote
the following formulas based on Ginzburg's monograph in a form applied by Yip
(1967):

\[
\alpha = \frac{k_T}{\omega m} \sqrt{\frac{2KT}{m}}, \quad z_s = \frac{(\omega - s \omega_m)}{k_T} \sqrt{\frac{m}{2KT}}.
\]

Based on these expressions different approximations are possible leading to a
practical calculation of the absorption of electromagnetic radiation. Such gyro-
'resonance' absorption coefficients were explicitly given e.g. by Ginzburg (1960) and
applied by Kakinuma and Swarup (1962). For the first few harmonics we quote
the following formulas based on Ginzburg's monograph in a form applied by Yip
(1967):

\[
\alpha \bigg|_{s=1} = \frac{k_T}{\sqrt{\pi 2X^2}} \frac{1 - (1 - \frac{7}{4} \sin^2 \theta) Xn}{[1 - (1 - \frac{7}{4} \sin^2 \theta) X] n^2} -
\]

\[
- \left[2 + X(\frac{7}{4} \sin^2 \theta - \frac{5}{2}) + \frac{1}{4} X^2 (2 \cos^2 \theta - \tan^2 \theta) \right] n^2 +
\]

\[
+ \left[1 - \frac{3}{2} m + \frac{1}{2} X^2 (1 - \tan^2 \theta) + \frac{1}{4} X^3 \tan^2 \theta \right].
\]
\[ \alpha_\omega \big|_{s=2} = \frac{\pi k_j x \beta_{th} \eta_j \sin^2 \theta}{\cos \theta} B(Y)_{\gamma=1/2} \exp \left\{ \frac{-(1 - 2 Y)^2}{2 \beta_{th}^2 \eta_j^2 \cos^2 \theta} \right\}_{\gamma=1/2}, \]

\[ \alpha_\omega \big|_{s=3} = \frac{27}{8} \sqrt{8 \frac{\pi k_j x \beta_{th}^3 \eta_j^2 \sin^4 \theta}{\cos \theta}} B(Y)_{\gamma=1/3} \exp \left\{ \frac{-(1 - 3 Y)^2}{2 \beta_{th}^2 \eta_j^2 \cos^2 \theta} \right\}_{\gamma=1/3}, \]

where

\[ B(Y) = \frac{Y^2 - 1}{Y^2 \eta_j^2} \left\{ \frac{1}{2} \eta_j^2 \sin^2 \theta + \left[ \left( \frac{1}{2} + \frac{1}{2} \cos^2 \theta + \frac{\sin^2 \theta}{1 + Y} \right) X - \left( 1 + \frac{1}{2} \sin^2 \theta \right) \right] \right\}_{X} \times \left[ 2(1 - Y^2 - X - XY^2 \cos^2 \theta) \eta_j^2 - 2(1 - X)^2 - (1 + \cos^2 \theta) XY^2 + 2Y^2 \right]. \]

The expressions (IV.197) are valid for

\[ \sqrt{\frac{K T}{m}} k_j \cos \theta \gg v_{coll}, \quad \omega \gg 2\pi v_{coll}, \quad \frac{K T}{m} \frac{k_j^2}{\omega_{ni}} \sin^2 \theta \ll 1, \quad \theta \neq \pi/2. \]

It must be remarked, however, that a consequent extension of these calculations to nonthermal energy distributions leads to expressions which are hardly tractable. With respect to these difficulties practically only little more is achieved in comparison to the results of the single-particle theory. But there are still other aspects of interest from the point of view of the kinetic theory. Considering departures from the thermal equilibrium collective processes give rise to instabilities and also to excitation of other than electromagnetic wave modes. Concerning these questions a wide field was opened, where the methods of the kinetic theory proved to be a powerful tool.

4.5.3. General Aspects of Radiation in a Turbulent Plasma

Turning now to a description of general wave phenomena in a plasma (not being restricted to electromagnetic wave modes) it is convenient to consider some definitions developed for a treatment of plasma waves. The energy density of a wave of any mode \( j \) is given by

\[ W_j = \int W_{k,j} \, dk_j = \int W_{k,j} \, dk_{j,1} \, dk_{j,2} \, dk_{j,3}. \]  

The quantity \( W_{k,j} \) is called spectral density of the waves of type \( j \).

Furthermore a wave number density (of 'plasmons', cf. below) \( N_{k,j} \) in the wave vector
space or \( N_{k,j} \) in the phase space is introduced by the relation
\[
N_{k,j} = \frac{N_{k,j}}{\hbar}, \quad N_{k,j} = (2\pi)^3 W_{k,j}/\omega(k_j).
\]

In the case of isotropy one finds
\[
W_j = 4\pi \int W_{k,j} k_j^2 \text{d}k_j
\]

and
\[
W_{k,j} = k_j^2 \omega(k_j) N_{k,j}/(2\pi^2).
\]

Instead of a normalization to the wave number a normalization to the angular frequency yields
\[
W_{\omega,j} = W_{k,j} \text{d}k_j/\text{d}\omega \quad \text{or} \quad W_{\omega,j} = W_{\omega,j} \frac{\text{d}P_{\omega,j}}{\text{d}\omega}(k_j).
\]

Aiming an application to electromagnetic waves the spectral density \( W_{\omega} \) is connected with the intensity of the radiation by
\[
W_{\omega} = \int I_{\omega} \text{d}\Omega/v_g
\]

and for isotropy
\[
W_{\omega} = 4\pi I_{\omega}/v_g \quad \text{or} \quad W_k = 4\pi I_{\omega}
\]

(the index \( j \) was omitted for simplicity).

It is customary to express the electromagnetic (RF) radiation by quantities related to the frequency (\( \omega \) or \( v \)) and the (non-RF) plasma-wave phenomena by quantities related to the wave number.

In order to have a unique scale for a comparison of different radiation it is convenient to use the concept of temperature even in those cases when a thermal equilibrium is widely absent. Thus for any wave mode an effective temperature \( T_{\text{eff}} \) is defined by means of its (monochromatic) intensity
\[
I_{\omega} = \frac{n^2 \omega^2 K T_{\text{eff}}}{4\pi^3 c^2}
\]

(index \( j \) omitted for simplicity), whereas it was assumed \( \hbar \omega \ll K T_{\text{eff}}, \theta = \delta(v_k, v_g) = 0 \). The refractive index is given by
\[
n = \frac{c k}{\omega} = c/v_k
\]

\[
v_k = \frac{\omega}{k}
\]

\[
v_g = \frac{d\omega}{dk},
\]

so that in the case of isotropy
\[
T_{\text{eff}} = \frac{2\pi^2}{K k^2} W_k = \frac{\omega}{K} N_k.
\]
Since, in a dilute plasma, the dissipation by collisions plays a minor role, conditions for the growth of small perturbations (instabilities) and drastic motions are achieved. Now a state of a plasma, where any wave modes (broad bands) are strongly developed (and propagate in all directions), is called turbulent (cf. Kadomtsev, 1976; Davidson, 1972; Tsytovitch, 1971).

Plasma waves have also been considered as quasi-particles or plasmons (Tsytovich, 1967). Originally the term ‘plasmon’ was introduced by Pines (1956) to describe small-amplitude plasma oscillations.

If the energy density

\[ W_j \ll N_e K_{\text{eff}} \tag{IV.210} \]

is small compared with the thermal energy density of the ambient plasma, the turbulence is called weak. In the other case

\[ W_j \approx N_e K_{\text{eff}} \tag{IV.211} \]

strong turbulence is achieved, where strong interactions of different wave modes are to be expected and a fast dissipation appears, called ‘turbulent heating’. This process is characterized by a successive irreversible flow of energy from larger into smaller scales of fluctuations, finally resulting in a statistically randomized thermal plasma. For the purpose of radio astronomy it is important to consider the generation of RF waves from such turbulent plasmas. The radio waves resulting from a transformation of different wave modes in a plasma are concurrent with those waves directly generated by the processes discussed in Section 4.3. For a quantitative evaluation in analogy to Equation (IV.201) (isotropy) an emission probability \( u_k \) is introduced by

\[ \eta_{k,j} = k_j^2 \omega(k_j) u_{k,j}/2\pi^2 \tag{IV.212} \]

(\( \eta_{k,j} \) = emissivity of a mode \( j \) in the wave-vector space, i.e. the energy emitted by one particle (plasmon) in the units of wave-vector space and time).

4.5.4. Longitudinal Plasma Waves

a. Plasma Waves in an Isotropic Medium (Langmuir Waves)

Out of the large number of possible wave disturbances in a plasma – apart from pure transverse radio waves – we will discuss a few examples at first in the frame of linear waves. The term ‘linear’ refers to an approximation made for small-amplitude waves which result from a linearization of the basic kinetic equation (nonlinear wave phenomena excluded in this section would refer to shock and large-amplitude waves).

For an understanding of the nature of any wave mode, generally the knowledge of the dispersion relation

\[ \omega = \omega(k) \tag{IV.213} \]

is necessary, from which e.g. the phase velocity \( v_{k,j} = c/n_j \) and the group velocity \( v_{g,j} \) can be derived.

The hitherto best treated example of longitudinal waves in a plasma is given by
the electrostatic plasma waves or space charge waves, which are also called Langmuir waves, as far as the electron component is considered. Their basic property is an emission at the local plasma frequency. Electron plasma waves can propagate only if the electrons exhibit a noticeable distribution of the velocities deviating from a temperature \( T \approx 0 \) or any other observable velocity component. Their existence follows from a general dispersion relation where effects of a finite temperature are taken into account (cf. e.g. Stix, 1962, Allis et al. 1963), otherwise plasma oscillations cannot propagate in the medium. Under certain simplifications (viz. existence of a finite temperature, \( \omega_i \ll \omega_r, \lambda_D = \lambda_{D,e}, H = 0 \)) the complex dispersion relation is

\[
\omega = \omega_r + i\omega_i \quad \text{(IV.214)}
\]

with

\[
\omega_r = \left( \omega_p^2 + \frac{3KT}{m} k^2 \right)^{1/2} \quad \text{(IV.215)}
\]

\[
\omega_i = -\sqrt{\frac{\pi}{8}} \frac{\omega_p}{(kl_p)^3} \exp \left[ -\frac{1}{2} (kl_p)^{-2} - \frac{3}{2} \right] \quad \text{(IV.216)}
\]

(cf. e.g. Krall and Trivelpiece, 1973).

Hence both propagation and dispersion (Equation (IV.215)) as well as absorption (expressed by \( l_D \) in Equation (IV.216)) follow from the existence of a temperature \( T \neq 0 \). The absorption is due to the Landau damping, which is a collisionless effect and does not occur in the frame of a nonstatistical description. It has a direct relation to the Čerenkov effect: Electrons moving slower than the plasma waves can take energy from it (this is the case of Landau damping), while electrons moving faster than the waves can supply energy to the waves (which is the Čerenkov effect).

b. *Cyclotron Harmonic Waves (Bernstein Waves)*

Cyclotron harmonic waves or *Bernstein waves* are electrostatic waves at harmonics of the gyrofrequency. They can also be regarded as complementary longitudinal components of transverse electromagnetic cyclotron waves since both components are coupled in a warm plasma. Reviews about cyclotron harmonic waves were given e.g. By Crawford (1965a, b, 1968) and Baldwin et al. (1969).

If the propagation proceeds as \( \exp \left[ i(tot - k_x x - k_z z) \right] \), \( \mathbf{H} \parallel \mathbf{z} \), and the presence of a bi-Maxwell distribution is presumed (\( T_\parallel \) corresponds to \( v_\parallel = v \cos \phi \). \( T_\perp \) to \( v_\perp = v \sin \phi \). \( \phi = \angle (v, \mathbf{B}) \)), cyclotron waves are subject to Landau damping unless the condition

\[
(\omega - s\omega_H)/k_z \gg (2KT_\parallel /m)^{1/2} \quad \text{(IV.217)}
\]

is satisfied (cf. Tataronis and Crawford, 1970). The inequality (IV.217) implies that for a wave propagation perpendicular to an outer magnetic field the Landau damping does not occur under the above given conditions. Cutoffs \( (k_\perp \rightarrow 0) \) occur at the cyclotron harmonics \( s\omega_H \) \((s = 2, 3, 4, \ldots)\) and at the upper hybrid frequency \((\omega_p^2 + \omega_H^2)^{1/2}\). The dispersion curves show in a uniform, infinite, warm, anisotropic plasma the existence of an infinite series of propagating modes carrying either positive or negative
energy. The dispersion relation in the quasi-static approximation may be derived from the linearized Vlasov equation and Poisson’s equation by a perturbation method:

\[
\frac{\partial f_1}{\partial t} + \mathbf{v} \cdot \nabla f_1 - \frac{e}{m} (\mathbf{v} \times \mathbf{B}_0) \cdot \frac{\partial f_1}{\partial \mathbf{v}} = -\frac{e}{m} \mathbf{E} \cdot \frac{\partial f_0}{\partial \mathbf{v}}
\]  

\[\text{(IV.218)}\]

\[
\nabla \cdot \mathbf{E}(\mathbf{r}, t) = \frac{\rho_0(\mathbf{r}, t)}{\varepsilon_0} - \frac{N_0 e}{\varepsilon_0} \int d^3v f_1(\mathbf{v}, \mathbf{r}, t).\]

\[\text{(IV.219)}\]

Different types of a (time-independent) electron velocity distribution \(f_0 = f_0(v_\perp, v_\parallel)\) can be used; \(f_1\) denotes the lowest-order term of a perturbation expansion of the velocity distribution; \(\rho_0 = \) (external) charge density, \(\mathbf{E} = \) perturbation field, \(\varepsilon_0 = \) permittivity of the free space.

Resolving these equations by a Fourier transform in space and a Laplace transform in time, one obtains

\[
\mathbf{E}(\mathbf{k}, \omega) = \frac{i\mathbf{k} \rho_0(\mathbf{k}, \omega)}{\varepsilon_0 k^2 \varepsilon(\omega, \mathbf{k})}
\]  

\[\text{(IV.220)}\]

where \(\varepsilon\) is the plasma equivalent permittivity (Tataronis and Crawford, 1970).
The dispersion relation is given by

\[ \varepsilon(\omega, k) = 0 \]

(describing the propagation of waves varying as \( \exp[i(\omega t - k \cdot r)] \)).

For a propagation perpendicular to the external magnetic field it is obtained

\[ \varepsilon(\omega, k) = 1 - \frac{\omega_p^2}{\omega_H^2} \sum_{s=-,+} a_s(k) \left| \frac{s \omega_H}{\omega - s \omega_H} \right| = 0 \]  

(IV.222)

where

\[ a_s(k) = -\frac{\omega_p^2}{k^2} \int_{V} d^3v \frac{1}{v_\perp} \frac{\partial f_0}{\partial v_\perp} J_s' \left( k v_\perp \frac{\omega_H}{\omega} \right). \]

Considering a Maxwell distribution

\[ f_0(v_\perp, v_\parallel) = \left( \frac{1}{2\pi v_{th}^2} \right)^{3/2} \exp \left( -\frac{v_\perp^2 + v_\parallel^2}{2v_{th}^2} \right) \]

(IV.223)

the dispersion characteristics shown in Figure IV.19 can be obtained.

4.5.5. HYDROMAGNETIC WAVES

Hydromagnetic waves also play a great part in the solar atmosphere both under normal and disturbed conditions. It was first suggested by Alfvén (1947), that a dissipation due to the passage of hydromagnetic waves may be important for the heating of the solar corona. Concerning solar radio astronomy, hydromagnetic waves are of interest, too, because of their modulating and scattering properties for radio waves.

Like the radio and X-ray astronomy, a new branch of ‘solar hydromagnetic-wave astronomy’ could arise providing new insights into solar physics. It was established in recent years, that hydromagnetic waves and discontinuities are likewise present in the interplanetary plasma and may significantly influence the thermal and dynamical properties of the solar wind. They also cause a scattering of solar and galactic cosmic rays (for references cf. e.g. Coleman, 1967; Belcher and Davies, 1971; Hollweg, 1972a, 1974). The basic equations describing small-amplitude hydromagnetic waves are the conservation laws of mass and momentum

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0 \]  

(IV.224)

\[ \rho \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) v = -\nabla p + \frac{1}{c} j \times B \]  

(IV.225)

(\( \rho = \) mass density, \( p = \) pressure) and Maxwell’s equations (except Poisson’s equation for the electric field, since the Debye length is small compared with the wavelength, so that the plasma is considered quasi-neutral)

\[ \nabla \times B = (4\pi/c) j \]  

(IV.226)

\[ \frac{\partial}{\partial t}(\nabla \cdot B) = 0 \]  

(IV.227)

\[ \nabla \times E = -(1/c) \frac{\partial B}{\partial t}. \]  

(IV.228)
Ohm’s law is given by

$$E + (1/c)v \times B = 0.$$  \hspace{1cm} \text{(IV.229)}

A linearization is made by the perturbation ansatz

$$ \rho = \rho_0 + \delta \rho, $$

$$ v = v_0 + \delta v, $$

$$ B = B_0 + \delta B. $$  \hspace{1cm} \text{(IV.230)}

distinguishing between the average values being characteristic for the background plasma (subscript 0) and fluctuating wave quantities (prefix \( \delta \)).

From the basic equations one obtains

$$ \frac{\delta \rho}{\rho_0} = k \cdot \frac{\delta v}{\omega} \hspace{1cm} \text{(IV.231)} $$

and

$$ \delta v = \frac{v_A^2}{v_A} \frac{k \delta \rho}{\rho_0} + v_A \times \left( \frac{k}{\omega} \times \frac{\delta B}{B_0} \right) \hspace{1cm} \text{(IV.232)} $$

where

$$ v_A = B_0 (4\pi \rho_0)^{-1/2} \hspace{1cm} \text{(IV.233)} $$

$$ v_s = \left( \frac{\gamma p_0}{\rho_0} \right)^{1/2} \approx \left[ \gamma K \left( \frac{T_e + T_p}{m_p} \right) \right]^{1/2} \hspace{1cm} \text{(IV.234)} $$

(the subscripts e and p refer to electrons and protons, respectively), if the fluid fluctuations are assumed to be either isothermal or adiabatic according to

$$ p \rho^{-\gamma} = \text{const} \hspace{1cm} \text{(IV.235)} $$

with \( \gamma = 1 \) and \( \gamma = 5/3 \), respectively (\( \gamma \) = polytropic exponent). The elimination of \( B \) in Equation (IV.232) yields

$$ (v_s^2 + v_A^2) (k \cdot \delta v) k - \omega^2 \delta v + (v_A \cdot k) \times $$

$$ \times \left[ (v_A \cdot k) \delta v - (v_A \cdot \delta v) k - (k \cdot \delta v) v_A \right] = 0. \hspace{1cm} \text{(IV.236)} $$

Hence it follows that the component \( \delta v_\perp \) of \( v \) perpendicular to the plane containing \( k \) and \( v_A \) is uncoupled to the components \( \delta v \) in that plane, according to the relation

$$ [\omega^2 - (v_A \cdot k)^2] \delta v_\perp = 0 \hspace{1cm} \text{(IV.237)} $$

or

$$ \omega^2/k^2 = v_A^2 \cos^2 \alpha \hspace{1cm} \text{(IV.238)} $$

where \( \alpha \) is the angle between \( k \) and \( v_A \). Equation (IV.238) is just the dispersion rela-
tion for the Alfvén waves ('intermediate mode'). For these waves one obtains

$$\delta p = 0, \quad \delta B / B_0 = -\text{sign} (\cos \alpha) \delta v / v_A.$$  \hspace{1cm} (IV.239)

i.e. in this linearized approximation the waves are noncompressive and transverse, analogous to a transverse wave of a string, where the magnetic field lines provide the tension and the plasma the inertia.

In the dispersion relation (IV.236) two other modes are contained, characterized by motions $\delta v$ not perpendicular to the $k$-$v_A$-plane. These modes are represented by

$$\left[ k^2 (v_s^2 + v_A^2) - \omega^2 \right] (\mathbf{k} \cdot \delta \mathbf{v}) - k^2 (v_A \cdot \mathbf{k}) (v_A \cdot \delta v) = 0$$  \hspace{1cm} (IV.240)

and

$$v_s^2 (v_A \cdot \mathbf{k}) (\mathbf{k} \cdot \delta \mathbf{v}) - \omega^2 (v_A \cdot \delta v) = 0$$  \hspace{1cm} (IV.241)

reducing to

$$\left( \omega^2 / k^2 \right)_f = v_f^2 = (1/2) \left[ v_s^2 + v_A^2 \pm \left( (v_s^2 + v_A^2) - 4v_s^2 v_A^2 \cos^2 \alpha \right)^{1/2} \right].$$  \hspace{1cm} (IV.242)

The upper and lower signs define the fast and slow hydromagnetic wave modes, respectively (cf. e.g. Hollweg, 1974).

4.5.6. **Summary of Warm-plasma Wave Modes**

Terminating this section we give a brief survey of the main wave types in a plasma. Table IV.7 characterizes roughly the domains of the three basic wave types, viz. radio waves, plasma waves, and hydromagnetic waves with respect to the density and electric (or temperature-) conductivity properties of a plasma.

Finally, in addition to Figure IV.6, Table IV.8 represents a gross compilation of the dispersion equations of some main wave types. Table IV.9 gives a summary of warm-plasma emission probabilities according to Kaplan and Tsytovich (1972).

| TABLE IV.7 |
| Occurrence of basic wave types in different parameter regions and ranges of approximations |

<table>
<thead>
<tr>
<th>Radio waves</th>
<th>Plasma waves</th>
<th>MHD waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. High density and conductivity</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B. Small density and conductivity</td>
<td>(a) cold plasma</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>(b) warm plasma</td>
<td>x</td>
</tr>
</tbody>
</table>

( x denotes the existence of propagating wave modes)
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TABLE IV.8
Compilation of dispersion properties of some main wave types

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Wave type</th>
<th>Dispersion relation</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>electromagnetic waves</td>
<td>( \omega(k) \approx \sqrt{\frac{\omega_{\text{pe}}^2}{1 + \frac{\omega_{\text{pe}}^2}{\omega} \cos \theta}} + c^2k^2 )</td>
<td>( v_k \geq c ), ( v_k \leq c )</td>
</tr>
<tr>
<td>p</td>
<td>transverse plasmons</td>
<td>( \omega(k) = \sqrt{\omega_{\text{pe}}^2 + c^2k^2} )</td>
<td>( v_k \approx \frac{\omega_{\text{pe}}}{k} \gg c )</td>
</tr>
<tr>
<td>l</td>
<td>longitudinal plasmons</td>
<td>( \omega(k) = \sqrt{\omega_{\text{pe}}^2 + \frac{3c^2k^2}{2\omega_{\text{pe}}}} )</td>
<td>( v_k \approx \frac{\omega_{\text{pe}}}{k} )</td>
</tr>
<tr>
<td>h</td>
<td>cyclotron plasmons</td>
<td>( \omega(k) \approx \sqrt{\omega_{\text{he}}^2 \sin^2 \theta + \omega_{\text{pe}}^2 + 4\left(\frac{\omega_{\text{he}}}{\omega_{\text{pe}}}\right)^2 v_i^2 k^2 \cot^2 \theta} )</td>
<td>for ( \omega_{\text{he}} \gg \omega_{\text{pe}} )</td>
</tr>
<tr>
<td>w</td>
<td>whistlers</td>
<td>( \omega(k) = \frac{\omega_{\text{he}} \cos \theta}{\omega_{\text{pe}}} + c^2k^2 )</td>
<td>( v_k = \frac{\omega_{\text{he}} \cos \theta}{\omega_{\text{pe}}} c^2k^2 )</td>
</tr>
<tr>
<td>s</td>
<td>ion-sound waves</td>
<td>( \omega(k) = \frac{\omega_{\text{he}} \cos \theta}{\omega_{\text{pe}}} + 3\frac{\omega_{\text{pe}}}{k} \approx \frac{\omega_{\text{he}} \cos \theta}{\omega_{\text{pe}}} \frac{4\omega_{\text{pe}}}{k} )</td>
<td>( v_s = \sqrt{KT/m_i} ), ( T_e \gg T_i )</td>
</tr>
<tr>
<td>a</td>
<td>Alfvén waves</td>
<td>( \omega(k) = \frac{\omega_{\text{he}} \cos \theta}{\omega_{\text{pe}}} \sqrt{1 + \left(\frac{v_e}{c}\right)^2} )</td>
<td>( v_a = \frac{\omega_{\text{he}} \cos \theta}{\omega_{\text{pe}}} \frac{H}{\sqrt{4\pi m_i n_i}} )</td>
</tr>
<tr>
<td>mf</td>
<td>fast magnetic sound waves</td>
<td>( \omega(k) \approx \frac{k}{\sqrt{\omega_{\text{he}}^2 + v_i^2 \sin^2 \theta k}} \approx v_a k )</td>
<td>for ( \omega \ll \omega_{\text{he}}, v_c \ll v_s \ll c )</td>
</tr>
<tr>
<td>ms</td>
<td>slow magnetic sound waves</td>
<td>( \omega(k) \approx v_a k \cos \theta )</td>
<td>( v_a = \frac{\omega_{\text{he}}}{\omega_{\text{pe}}} \gg v_s )</td>
</tr>
</tbody>
</table>

4.6. Wave-Mode Transformations: Wave–Particle and Wave–Wave Interactions

4.6.1. Scattering by Thermal and Superthermal Particles
a. General Cases
The idea that conversion processes of plasma waves may significantly contribute to solar radio emissions is not very new. It was discussed explicitly by Ginzburg and Zheleznyakov (1958a) who attempted to explain the radiation from type III bursts.
TABLE IV.9
Averaged (over $\Omega$) emission probabilities of waves in a warm plasma (after Kaplan and Tsytovich, 1972)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Wave type</th>
<th>Emission probability</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$</td>
<td>longitudinal plasma (Langmuir) waves</td>
<td>$\tilde{u}<em>l = \frac{\pi m_e}{2 N_e v} \left( \frac{\omega</em>{pe}}{\omega_{He}} \right)^{3} \left( \frac{k}{\omega_{He}} \right)^{3} \frac{1}{k &gt; \frac{\omega_{pe}}{v}}$</td>
<td>$k &gt; \frac{\omega_{pe}}{v}$</td>
</tr>
<tr>
<td>$h$</td>
<td>Cyclotron harmonic (Bernstein) waves</td>
<td>$\tilde{u}<em>h = \frac{\pi m_e}{4 N_e v} \left( \frac{\omega</em>{He}}{k} \right)^{3} \left( \frac{k}{\omega_{He}} \right)^{3} \frac{1}{k &lt; \frac{\omega_{He}}{v}}$</td>
<td>$k &lt; \frac{\omega_{He}}{v}$</td>
</tr>
<tr>
<td>$w$</td>
<td>whistler $\left( \omega_{pe} \gg \omega_{He} \right)$</td>
<td>$\tilde{u}<em>w = \frac{\pi m_e}{4 N_e v} \left( \frac{\omega</em>{He}}{k} \right)^{3} \left( \frac{k}{\omega_{He}} \right)^{3} \frac{1}{k &gt; \frac{\omega_{He}}{v}}$</td>
<td>$k &gt; \frac{\omega_{He}}{v}$</td>
</tr>
<tr>
<td>$s$</td>
<td>ion-sound waves $\left( \omega_s &gt; \omega_{He} \right)$</td>
<td>$\tilde{u}_s = \frac{\pi m_i}{2 N_i v} \left( \frac{\omega_s}{k} \right)^{3} \left( \frac{k}{\omega_s} \right)^{3} \frac{1}{v_s &lt; v}$</td>
<td>$v_s &lt; v$</td>
</tr>
<tr>
<td>$a$</td>
<td>Alfven waves $\left( v_s &lt; v &lt; c \right)$</td>
<td>$\tilde{u}<em>a = \frac{\pi m_i}{16 N_i v} \left( \frac{\omega</em>{pi}}{c k} \right)^{2} v_a \left( r_a^2 + 2r^2 \right)$</td>
<td>$v_a &lt; v$</td>
</tr>
<tr>
<td>$mf$</td>
<td>fast magnetic sound waves</td>
<td>$\tilde{u}<em>{mf} = \frac{\pi m_i}{8 N_i v} \left( \frac{\omega</em>{pi}}{c k} \right)^{2} v_a \left( v^2 - v_s^2 \right)$</td>
<td>$v_s &lt; v$</td>
</tr>
<tr>
<td>$ms$</td>
<td>Slow magnetic sound waves</td>
<td>$\tilde{u}_{ms} = \frac{\pi m_i}{4 N_i v} \left( \frac{v}{v_s} \right)^{2}$</td>
<td>$v_s &gt; v$</td>
</tr>
</tbody>
</table>

The early studies used the picture of a scattering of waves at local inhomogeneities. Various types of such inhomogeneities could be expected to occur in the solar atmosphere. Another suggestion of an action of wave-mode transformations was made by Denisse (1960) by a consideration of the coupling points in a dispersion diagram in order to interpret the radiation from noise storms. In principle, scattering processes may be due to interactions of waves with single particles, clouds of particles, and waves of either the same or another type. Accordingly different mechanisms
were discussed in the past, which may result in a change of the ray direction and wave frequency, as well as the type (mode) of the scattered wave.

There were distinguished by:

(a) **Rayleigh scattering** of plasma waves due to density fluctuations at the frequency

\[
\nu \approx \left[ \frac{\nu_p^2}{1 - \frac{3}{2} \left( \frac{v_{th}}{v_k} \right)^2} \right]^{1/2}
\]  

(Bohm and Gross, 1949).

(b) **Combination scattering** of plasma waves due to space charge fluctuations (thermal plasma waves) yielding the second harmonic radiation of the plasma frequency,

(c) **Thomson scattering** at thermal or superthermal particles (electrons), whereas only the directions of the scattered wave, but not the frequency are altered. The scattering probability for \( t-, p-, \) and \( l- \) waves is given by

\[
u_k \approx \frac{\pi}{3} \frac{\omega_p^4}{N_e \omega^3} W_{\omega^2}
\]

(d) **Compton scattering** at superthermal particles (electrons) changing the frequency distribution of the scattered waves drastically. For electromagnetic waves the the scattering probability is

\[
u_k \approx \frac{2(2\pi)^3}{3} \frac{\omega^4}{m_e^2 \omega^3} W_{\omega^2}
\]

where \( W_{\omega^2} \) is the spectral density of the wave before scattering.

In the case that for (low-frequency) waves in a volume element

\[
\tilde{\nu}^2 = (2\pi/k)^3
\]

more than one electron is involved, the single electrons cannot be regarded as free and the scattering occurs at fluctuations of the electron density, i.e. at clouds of electrons caused by the action of positive ions. Apart from such a scattering at positive ions a scattering at single electrons is also possible. But the latter process only becomes remarkable, if the phase velocity satisfies the relation

\[
v_k \leq (3m_i/m_e)^{1/5} v_{Te}, \quad \text{i.e.} \quad v_k \leq 6v_{Te}
\]

(see Tsytovich, 1967).

Scattering of longitudinal plasma waves (Langmuir waves) as well as of cyclotron harmonic waves (Bernstein waves) and also of ion-sound waves by superthermal particles into high-frequency electromagnetic waves is of special interest for radio astronomy. In this respect considerable progress has been achieved in recent years, but the whole field is still developing. For rough estimates the transition probabilities averaged over all angles \( \phi \) and \( \theta \) are reproduced in Table IV.10 according to Kaplan and Tsytovich (1972). From the transition probabilities \( \nu_p \) for an isotropic velocity or momentum distribution, the emission coefficients \( j_{\omega,1} \) can be calculated
### TABLE IV.10

Average transition probabilities of nonlinear scattering of waves at superthermal particles (after Kaplan and Tsytovich, 1972)

<table>
<thead>
<tr>
<th>Process</th>
<th>Transition probability</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I + e \to l + e' ) (weak magnetic field ( \omega_l \approx \omega_{pe} ))</td>
<td>( \tilde{u}<em>{l 	o l} = \frac{\pi \omega</em>{pe}}{10 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c^2} \left( \frac{\omega_{l} - \omega^2}{k_l^2} \right) )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
<tr>
<td>( l + i \to l + i' ) (weak magnetic field ( \omega_l \approx \omega_{pe} ))</td>
<td>( \tilde{u}<em>{l 	o l} = \frac{\pi \omega</em>{pe}}{6 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c} )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
<tr>
<td>( h + e \to l + e' ) at ( \omega_{pe} \gg \omega_{ve} )</td>
<td>( \tilde{u}<em>{h 	o l} = \frac{\pi \omega</em>{pe}}{15 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c} \left( \frac{\omega_l - \omega}{k_l^2} \right) )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
<tr>
<td>( h + i \to l + i' ) at ( \omega_{pe} \gg \omega_{ve} )</td>
<td>( \tilde{u}<em>{h 	o l} = \frac{\pi \omega</em>{pe}}{24 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c} )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
<tr>
<td>( b) \omega_{pe} \ll \omega_{ve} )</td>
<td>( \tilde{u}<em>{h 	o l} = \frac{\pi \omega</em>{pe}}{24 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c} )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
<tr>
<td>( s + e \to l + e' )</td>
<td>( \tilde{u}<em>{s 	o l} = \frac{\pi \omega</em>{pe}}{10 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c} \left( \frac{\omega_l - \omega}{k_l^2} \right) )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
<tr>
<td>( s + i \to l + i' )</td>
<td>( \tilde{u}<em>{s 	o l} = \frac{\pi \omega</em>{pe}}{6 N_c^2} \left( \frac{\omega_{pe}}{\omega} \right)^3 \frac{\omega_{pe}}{k_{l'}/c} )</td>
<td>( \frac{\omega}{k_l} \ll \nu_l )</td>
</tr>
</tbody>
</table>

according to

\[
\tilde{j}_{\nu, t} = \frac{\omega^3}{\pi^2 c^3} \int_0^z \int_0^z \tilde{u}_{\nu, t} (\omega, k, t) f_k W_{k, \sigma} \frac{dk_\sigma}{\omega_\sigma} d\nu.
\] (IV.248)

b. Differential Scattering Within Individual Wave Modes

Let \( k \) and \( k' \) refer to the scattered and unscattered waves, respectively; two cases can be distinguished: If

\[
(k - k')/k \ll 1
\] (IV.249)

the process is called ‘differential scattering’. Otherwise, if

\[
(k - k')/k \approx 1
\] (IV.250)

the process is called ‘integral scattering’ (cf. Kaplan and Tsytovich, 1972).

The differential scattering is characterized by a small change of both \( \omega \) and \( |\mathbf{k}| \) (but not of the direction of \( \mathbf{k} \)). For an orientation, Table IV.11 gives a compilation of the most important realizations of differential scattering processes.
### TABLE IV.11

Differential scattering of waves in a plasma (after Kaplan and Tsytovich, 1972)

<table>
<thead>
<tr>
<th>Process</th>
<th>Change of spectral density</th>
<th>Conversion coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l + i \rightarrow l + i'$</td>
<td>[ \frac{\partial W_{i,l}}{\partial k} = x_{i-l} W_{i,l} ]</td>
<td>$x_{i-l} = \frac{\pi}{27 N_m m_i e^2} \frac{\omega_{pe}^2}{T_e - T_i}$</td>
</tr>
<tr>
<td>$l + s \rightarrow l$</td>
<td>[ \frac{\partial W_{k,l}}{\partial k} = x_{k-l} W_{l,k} \left( \frac{\partial W_{l,k}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$l + i \rightarrow p + i'$</td>
<td>[ \frac{\partial W_{p,l}}{\partial k} = x_{p-l} W_{p,k} \frac{\partial W_{l,k}}{\partial k} ]</td>
<td></td>
</tr>
<tr>
<td>$l + s \rightarrow p$</td>
<td>[ \frac{\partial W_{k,l}}{\partial k} = x_{p-l} W_{l,k} \left( \frac{\partial W_{l,k}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$p + i \rightarrow l + i'$</td>
<td>[ \frac{\partial W_{l,p}}{\partial k} = x_{p-l} W_{l,k} \frac{\partial W_{l,p}}{\partial k} ]</td>
<td></td>
</tr>
<tr>
<td>$p + s \rightarrow l$</td>
<td>[ \frac{\partial W_{k,p}}{\partial k} = x_{p-l} W_{l,k} \left( \frac{\partial W_{l,k}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$p + i \rightarrow p' + i'$</td>
<td>[ \frac{\partial W_{p',p}}{\partial k} = x_{p'-l} W_{p,k} \frac{\partial W_{p',p}}{\partial k} ]</td>
<td></td>
</tr>
<tr>
<td>$p + s \rightarrow p'$</td>
<td>[ \frac{\partial W_{p',p}}{\partial k} = x_{p'-l} W_{p,k} \frac{\partial W_{p',p}}{\partial k} ]</td>
<td></td>
</tr>
<tr>
<td>$t + e \rightarrow l + e'$</td>
<td>[ \frac{\partial W_{l,t}}{\partial k} = x_{e-l} W_{e,l} \left( \frac{\partial W_{l,t}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$t + l \rightarrow l'$</td>
<td>[ \frac{\partial W_{l,t}}{\partial k} = x_{l-l} W_{l,t} \left( \frac{\partial W_{l,t}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$w + i \rightarrow w' + i'$</td>
<td>[ \frac{\partial W_{w,w}}{\partial k} = x_{w-w} W_{w,w} \times \times \left( q_{w,w} \frac{\partial W_{w,w}}{\partial k} + q_{w,w} \frac{\partial W_{w,w}}{\partial k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$w + i \rightarrow s + i$</td>
<td>[ \frac{\partial W_{s,w}}{\partial k} = x_{w-s} W_{w,s} \left( \frac{\partial W_{s,w}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$s + i \rightarrow w + i'$</td>
<td>[ \frac{\partial W_{w,s}}{\partial k} = x_{w-s} W_{w,s} \left( \frac{\partial W_{w,s}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$s + i \rightarrow s' + i'$</td>
<td>[ \frac{\partial W_{s,s}}{\partial k} = x_{s-s} W_{s,s} \left( \frac{\partial W_{s,s}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$m + i \rightarrow m' + i'$</td>
<td>[ \frac{\partial W_{m,m}}{\partial k} = x_{m-m} W_{m,m} \left( \frac{\partial W_{m,m}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$m + i \rightarrow a' + i'$</td>
<td>[ \frac{\partial W_{a,m}}{\partial k} = x_{a-m} W_{a,m} \left( \frac{\partial W_{a,m}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$m + i \rightarrow ms + i'$</td>
<td>[ \frac{\partial W_{ms,m}}{\partial k} = x_{m-ms} W_{m,ms} \left( \frac{\partial W_{ms,m}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$a + i \rightarrow ms + i'$</td>
<td>[ \frac{\partial W_{ms,a}}{\partial k} = x_{a-ms} W_{a,ms} \left( \frac{\partial W_{ms,a}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$ms + i \rightarrow m + i'$</td>
<td>[ \frac{\partial W_{m,ms}}{\partial k} = x_{m-ms} W_{m,ms} \left( \frac{\partial W_{m,ms}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
<tr>
<td>$ms + i \rightarrow a + i'$</td>
<td>[ \frac{\partial W_{a,ms}}{\partial k} = x_{a-ms} W_{a,ms} \left( \frac{\partial W_{a,ms}}{\partial k}, \frac{1}{k} \right) ]</td>
<td></td>
</tr>
</tbody>
</table>
4.6.2. INTERACTIONS OF DIFFERENT WAVE MODES

The nonlinear interaction of waves, i.e. the merging or the decay of wave packets (as inverse processes to each other) was already touched in Section 4.2.1.c. A treatise on this matter was given by Tsytovich (1967) on the basis of a nonlinear description of plasma processes. In particular two cases were extensively treated in the literature. The first one is the interaction of two longitudinal plasma waves yielding a transverse electromagnetic wave at \( \omega \approx 2\omega_{pe} \) in a weak external magnetic field:

\[
\mathcal{I} + \mathcal{I}' \rightleftharpoons \mathcal{T}.
\]  

The other case is the decay of a longitudinal plasma wave in a nonisothermal plasma (where \( T_e \gg T_i \)) into a longitudinal plasma wave and an ion-sound wave:

\[
\mathcal{I} \rightarrow \mathcal{I} + \mathcal{S}.
\]  

Some formulas describing these and also some other mode interactions including their transformation coefficients are listed in Table IV.12.

Beside the above mentioned cases interactions of higher orders may also occur, e.g., the interaction of four plasma waves:

\[
\mathcal{I} + \mathcal{I}' \rightleftharpoons \mathcal{I}_1 + \mathcal{I}_1',
\]  

etc. In the case of weak turbulence, however, high-order interactions do not make essential contributions.

**TABLE IV.12**

Compilation of some important wave interaction processes (after Kaplan and Tsytovich, 1972)

<table>
<thead>
<tr>
<th>Process</th>
<th>Change of spectral density</th>
<th>Transformation coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l + l' \rightarrow t ) ((\omega_i \approx 2\omega_{pe}))</td>
<td>( \frac{\partial W_{k,i}}{\partial t} = \beta_t \left( \frac{W_{k,1}}{k_i} \right)^2 ) dk</td>
<td>( \beta_t = \frac{4\sqrt{3}\pi \omega_{pe}^5}{5N_m c^2} )</td>
</tr>
<tr>
<td>( h + h' \rightarrow t ) ((\omega_i \lesssim 2\omega_{he}))</td>
<td>( \frac{\partial W_{k,i}}{\partial t} = \beta_h \left( \frac{W_{k,i}}{k_i} \right)^2 ) dk</td>
<td>( \beta_h = \frac{32\pi \omega_{pe}^5 \omega_{he}^3}{5N_m c^2} )</td>
</tr>
<tr>
<td>( l + s \rightarrow p )</td>
<td>( \frac{\partial W_{k,p}}{\partial t} = \beta_{ls} W_{k,s} W_{k,s}/k )</td>
<td>( \beta_{ls} = \frac{\pi \omega_{pe}^3}{2\sqrt{3}N_m v_e c^3} )</td>
</tr>
<tr>
<td>( p \rightarrow l + s )</td>
<td>( \frac{\partial W_{k,p}}{\partial t} = -\beta_{ps} W_{k,p} W_{k,s}/k )</td>
<td>( \beta_{ps} = \frac{\pi \omega_{pe}^3}{18N_m v_e c^3} )</td>
</tr>
<tr>
<td>( l + w \rightarrow p )</td>
<td>( \frac{\partial W_{k,w}}{\partial t} = \beta_{lw} W_{k,w}/k )</td>
<td>( \beta_{lw} = \frac{\sqrt{2}\omega_{pe}^6}{\omega_{he}^3 N_m c^4} )</td>
</tr>
<tr>
<td>( p \rightarrow l + w )</td>
<td>( \frac{\partial W_{k,w}}{\partial t} = -\beta_{pw} W_{k,p} W_{k,w}/k )</td>
<td>( \beta_{pw} = \frac{\pi \omega_{pe}^5}{8\omega_{he}^3 N_m c^4} )</td>
</tr>
<tr>
<td>( l + m \rightarrow p )</td>
<td>( \frac{\partial W_{k,m}}{\partial t} = \beta_{lm} W_{k,m} W_{k,m} k^{-3/2} )</td>
<td>( \beta_{lm} = \frac{1}{\sqrt{2}} \omega_{pe}^3 \omega_{pa}^3 )</td>
</tr>
<tr>
<td>( p \rightarrow l + m )</td>
<td>( \frac{\partial W_{k,m}}{\partial t} = -\beta_{pm} W_{k,p} W_{k,m} k^{-3/2} )</td>
<td>( \beta_{pm} = \frac{\pi \omega_{pe}^5}{8N_m c^3} )</td>
</tr>
</tbody>
</table>
4.6.3. Some Possible Solar Radio Applications

Several applications of the processes treated in the foregoing sections appear meaningful in solar radio astronomy and the importance of plasma physics is recognized by a growing number of solar physicists. A standard example is given by the interpretation of fast-drift bursts, which was already described in Section 3.4.6. Recently a wide field was also opened by the attempts to explain the different features of type IV bursts. The detection of fine structure in the type IV burst emissions carrying a wealth of latent information was a particular challenge to develop an adequate theoretical interpretation. The whole field is still growing and new results can be anticipated. Some still existing proposals of an interpretation of different type IV burst features on the basis of various kinds of wave-mode conversion processes in a warm plasma are listed in Table IV.13.

4.7. Instabilities and Coherent Emission

4.7.1. General Concepts

Plasmas are characterized by a multitude of instabilities which can occur if free energy, stored in any particular form, exceeds a critical level and becomes unidirectionally transformed. Relevant forms of energy may be thermal energy, kinetic energy

<table>
<thead>
<tr>
<th>Phenomenon</th>
<th>Interpretation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type IV dm bursts</td>
<td>Čerenkov plasma (Langmuir) waves, induced scattering on thermal ions</td>
<td>Kuijpers (1974), Benz and Tarnstrom (1976).</td>
</tr>
<tr>
<td>Type IV mA and IVμ bursts</td>
<td>Langmuir waves excited by Harris-type instabilities and nonlinear conversion into electromagnetic waves</td>
<td>Mollwo (1973), Mollwo and Sauer (1977).</td>
</tr>
<tr>
<td>Type IV mB and type I bursts</td>
<td>Coupling of electromagnetic wave modes for small angles $\theta$ at $X \approx 1, Y \approx 1$ in a warm plasma</td>
<td>Mollwo (1970).</td>
</tr>
<tr>
<td>Zebra patterns</td>
<td>Coupling of electrostatic (upper-hybrid) waves and Bernstein waves, plasma waves at the upper hybrid frequency excited by loss-cone instability, (gyro-resonance absorption of plasma waves)</td>
<td>Chiuderi et al. (1973), Kuijpers (1975b).</td>
</tr>
<tr>
<td>Tadpole bursts</td>
<td>Coherent Bernstein waves and nonlinear conversion into electromagnetic waves</td>
<td>Zheleznyakov and Zlotnik (1971).</td>
</tr>
<tr>
<td>(intermediate-drift bursts)</td>
<td>Switching off of instabilities of plasma waves at the upper hybrid frequency and/or Bernstein waves due to the action of streams of fast particles</td>
<td>Zaitsev and Stepanov (1975), Benz and Kuijpers (1976).</td>
</tr>
</tbody>
</table>
of ordered motion, potential mechanical energy (pressure, gravitation), electrostatic and electromagnetic energy, etc.

The energy released by an instability may result in violent plasma motions and radiation finally leading via different scales of structures to a dissipation (randomization) of energy.

As is typical for instabilities, a small deviation \( x \) grows exponentially with time \( (x \sim \exp(\gamma t)) \), if the temporal change of \( x \) is taken proportional to the deviation itself, i.e. \( \frac{dx}{dt} \sim \gamma x \), where \( \gamma \) is the growth rate of the instability.

One important aspect is that the energy exchange caused by an instability is much faster than the energy exchange e.g. due to random collisional processes which normally are present in a plasma, and the action of instabilities is immediately connected with the occurrence of turbulence. The latter is due to the fact that instabilities are effective in generating various kinds of waves, oscillations, and fluctuations.

A method for investigating plasma instabilities is the 'normal mode analysis'. This method makes use of a linearized wave equation (which can be obtained on the basis of a perturbation ansatz) yielding a dispersion relation

\[
D(\omega, k) = 0. \quad (IV.254)
\]

Then a plasma is called \textit{linearly unstable}, if the dispersion Equation (IV.254) has a solution for \( \omega \) with a negative imaginary part for any real value of \( k \). On the other hand, evidence for stability is given, when \( \omega \) is real for all values of \( k \). But there are naturally certain defects of a linear theory which cause a loss of information. In general the linear description may be sufficient, with some reservation, for a study of the regions of existence of instabilities. For a quantitative description of the amplitudes and growth rates, however, the consideration of the full nonlinear process is indispensable.

Though the whole field of plasma instabilities is still expanding, surveys on the topic are already contained in a number of reviews and monographs e.g. by Briggs (1964), Lehnert (1967, 1972), Wentzel and Tidman (1969), Mikhailovskij (1970, 1971), Hasegawa (1975), and Cap (1976). Furthermore many books on plasma physics contain more or less extensive representations of plasma instabilities, e.g. Cap (1970, 1972), Krall and Trivelpiece (1973), and Kadomtsev (1976). Here we can only try to give a concise extract of the matter mainly under the point of view of some applications to solar radio astronomy.

### 4.7.2. Classifications of Plasma Instabilities

According to the large number of degrees of freedom in a plasma many types of waves, oscillations, and fluctuations are to be considered which arise singly or by combination as coupled or uncoupled phenomena. Correspondingly also many types of instabilities exist which can be classified under quite different aspects listed below.

Concerning the character of the approximation made in the basic equations two large groups of instabilities are to be distinguished, viz. \textit{MHD instabilities} and \textit{kinetic instabilities}. The MHD treatment is justified for time scales greater than the order of \( v_{\text{coil}}^{-1} \).
A somewhat similar distinction can be made concerning macroinstabilities and microinstabilities.

The former are due to macroscopic nonequilibrium conditions in the configuration space while the latter are connected with deviations of the particle energy distribution from an isotropic Maxwell distribution, i.e. unequilibria in the velocity space.

We further mention the labels explosive instability and nonexplosive instability. An explosive instability is obtained when the growth rate $\gamma$ is an increasing function of time.

Two other important types of instability can be distinguished according to their space-time characteristics: absolute instabilities and convective instabilities. If in an infinite system a pulse disturbance of initially finite spatial extent is growing in time at every point in space, the instability is called 'absolute'. Otherwise, if it propagates in the coordinate system with increasing and decreasing amplitudes at any fixed point in space, it is called 'convective'. In other words, if a spacelike wave packet associated with a certain mode of instability is not a timelike packet, then the instability is absolute (nonconvective). If, on the other hand, a spacelike packet associated with a mode of instability is also a timelike packet, the instability is called convective (Sturrock, 1961b).

Instabilities can be further divided into the following two classes: electrostatic instabilities and electromagnetic instabilities. Electrostatic instabilities are characterized by the conditions $\text{curl} \mathbf{E} = 0$, $\mathbf{E} = -\nabla \phi$ (i.e. the electric field can be derived from a scalar potential $\phi$), whereas for electromagnetic instabilities one finds $\text{curl} \mathbf{E} \neq 0$.

Though there are still other possibilities of classifications and subclassifications of plasma instabilities (for details cf. e.g. Lehnert, 1972, Figures 2 and 3, and the Thesaurus of the Plasma Physics Index, monthly published by the Max-Planck-Institut fur Plasmaphysik (Garching/Munich)), we conclude our brief summary. A short list of some important groups of instabilities is given in Table IV.14. Some of them will be discussed in the next Section.

4.7.3. SOME IMPORTANT INSTABILITIES

a. Two-Stream Instabilities

The two-stream instabilities probably have a great relevance to solar physics. They belong to the oldest known category of plasma instabilities and are often used as an example to demonstrate the action of a plasma instability in general. The subject is well investigated and covered by reviews and monographs (cf. e.g. Briggs, 1964).

According to various conditions two-stream instabilities can occur in different forms and are to be treated either kinetically or by means of MHD methods. The simplest case of a two-stream instability may be realized by a uniform stationary infinite plasma which is passed by a stream of electrons with a certain velocity $v_D$. If the stream becomes unstable, a number of different oscillations and waves can be driven (beam–plasma instability). The instability can be interpreted as the conse-
Macroinstabilities (mainly MHD)  Current-pinched instabilities, flute or interchange instabilities, thermal instabilities, Rayleigh-Taylor instabilities.

Microinstabilities (mainly kinetic)  Two-stream and beam-plasma instabilities, Harris-type (velocity anisotropy) instabilities, loss-cone instabilities, cyclotron instabilities, ion-wave instabilities.

Electromagnetic
Collision-free shock instabilities, resistive tearing-mode instabilities, sausage instabilities, drift-wave instabilities, collisionless tearing-mode instabilities.

Relaxation of a coupling between a ‘negative-energy wave’ represented by the stream and, e.g., an electrostatic wave in the background plasma.

In a frequency range $\omega \gg \omega_{pe}$ the ion dynamics can be neglected. If $v_{th} \approx v_D$ or $v_{k,j}$, a kinetic treatment is the adequate way of description. Otherwise, considering a cold plasma, the fluid description would be sufficient. In the following we sketch some points following the treatment of Simon (1969).

Aiming at electrostatic waves, a linearized Vlasov equation can be derived from the perturbation ansatz

$$f(v) = f_0(v) + f_1(v), \quad (IV.255)$$

where $|f_0(v)| \gg |f_1(v)|$, and combined with Poisson’s equation. The zero-order solution refers to the state of equilibrium. The first-order solution may be given by an expression containing the permittivity $\varepsilon$ from which the dispersion relation $\varepsilon(\omega,k) = 0$ results, which in our special case is of the fourth order in $\omega$. The region of occurrence of the instability follows from the dispersion relation for the fastest growing mode yielding

$$kv_D \leq \omega_{pe} \quad (IV.256)$$

with $v_D \gtrsim v_{Te}$.

In addition ion-acoustic waves, i.e. low-frequency electrostatic waves, also result.
A growth is obtained for

\[ v_D > (KT_e/m_e)^{1/2} \]  

(IV.257)

and \( T_i \ll T_e \).

In a magnetized plasma additional effects occur (cf. e.g. D'Angelo, 1972). An important consequence of such an electron-ion two-stream instability is the generation of an electric-field component parallel to the magnetic field which is produced in connection with a field-aligned current. Further modifications arise by the action of inhomogeneous magnetic fields (trapping of particles, effects of magnetic mirrors). Beside the electrostatic waves also other waves, i.e. transverse modes can be driven by two-stream instabilities.

b. Velocity-Anisotropy Instabilities

For the evaluation of microinstabilities the special form of the energy distribution function plays a dominant role. A particular class of microinstabilities is due to anisotropies of the energy (velocity) distribution of the electron and ion components of a plasma. Clearly such anisotropies can arise under the influence of external magnetic fields, if \( v_{\text{coll}} \ll v_H \), which is realized, e.g., in active regions of the Sun. The velocity-anisotropy instabilities are in some respect closely related to the two-stream instabilities discussed above.

A typical distribution function of interest may be given in the form

\[ f_0(v_{\parallel}, v_{\perp}) = \frac{1}{(2\pi)^{3/2} v_{th,\parallel} v_{th,\perp}^2} \exp \left( -\frac{v_{\parallel}^2}{2v_{th,\parallel}^2} - \frac{v_{\perp}^2}{2v_{th,\perp}^2} \right) \]

\[ \sim \exp \left\{ -\frac{m}{2K} \left[ \frac{v_{\parallel}^2}{T_{\parallel}} + \frac{v_{\perp}^2}{T_{\perp}} \right] \right\} , \]  

(IV.258)

which is a bi-Maxwell distribution. Here \( v_{th,\parallel} \) and \( v_{th,\perp} \) are the thermal velocities parallel and perpendicular to \( \mathbf{H} \), respectively. Anisotropy arises for

\[ v_{th,\parallel} \neq v_{th,\perp} \]

and the instabilities thus arising have attained much interest (cf. e.g. Crawford, 1968; Harris, 1969). Two general cases may be distinguished theoretically, namely \( T_{\perp} < T_{\parallel} \) and \( T_{\perp} > T_{\parallel} \). Both cases lead to instabilities. Electrostatic instabilities are generated for \( T_{\perp} > T_{\parallel} \). Electromagnetic instabilities can occur in both cases \( T_{\perp} \gtrless T_{\parallel} \).

The electrostatic instabilities produced by energy distributions of the type given in Equation (IV.258) \( (v_{h,\parallel} > v_{th,\parallel}) \) were first considered in some detail by Harris (1959, 1961) and hence, are called ‘Harris instabilities’. In that type of instability a coupling of different cyclotron harmonics is involved. A condition for instability is

\[ T_{\parallel}/T_{\perp} < 1/(2s) \]  

(IV.259)

where the unstable frequencies are distributed near \( \omega \sim (s - 1/2) \omega_H \) with \( s = 1, 2, 3, \ldots \) (positive integer), (Soper and Harris, 1965; Karpman et al., 1973). This result is in nice contrast to the case of a ring distribution, where the instability
occurs near the frequencies $\omega \sim \omega_H$. The ring distribution is given by

$$f_0(v_\perp, v_\parallel) = \frac{1}{(2\pi v_{0,\perp})} \delta(v_\perp - v_{0,\perp}) \delta(v_\parallel), \quad (IV.260)$$

representing an extreme case of anisotropy. It describes electrons, which move only in the directions perpendicular to the external magnetic field being uniformly distributed on a circle with the radius $v_{0,\perp}$ in the velocity space. This case, similar to the other extremum represented by electrons moving only in directions parallel to $H$, embedded in a background plasma, would refer to two-stream instability.

If the wavelength of an excited perturbation is of the order of a characteristic scale length of local plasma inhomogeneities, additional effects come into play (cf. e.g. also Hasegawa, 1975):

Firstly, nonuniformities of the plasma (i.e. the presence of gradients in $H$, $N$, or $T$, etc.) are leading to particle drifts, drift waves, and drift-wave instabilities.

Secondly, bounce motions of trapped particles in a magnetic mirror configuration can lead to parametric effects, when the bounce frequency becomes comparable with the perturbation frequency. Furthermore, particles leaving the magnetic bottle (pitch-angle diffusion) produce a loss-cone distribution, which again is anisotropic and leads to instabilities.

c. Tearing-Mode Instabilities

The tearing-mode instability can be considered as an example of a macroscopic instability. It may be related perhaps to special stages of the development of solar flares as well as to certain processes in the magnetospheric tail (cf. Section 5.6). The instability is connected with a sheet current (e.g. along a neutral sheet in a magnetic field configuration) in a resistive plasma (or collisionless plasma as a second case) subject to instability (cf. Dungey, 1958; Furth et al., 1963; Furth, 1969).

The driving force of the instability is given by a nonuniformity of the magnetic field developing e.g. in the initial stages of a $\theta$-pinch configuration. The instability occurs for wavelengths greater than the thickness of the current sheet. It is typical for this kind of instability, that X-shaped neutral points arise, which tear the current sheet into smaller segments. In this way, the structure of the magnetic field is reduced into smaller pieces (‘crumbled’), thus becoming ‘digestible’ and being transformed into kinetic energy of particle acceleration. A great number of papers is devoted to these questions which will be touched once more in Section 5.6.3 in connection with a discussion of possible flare mechanisms.

4.7.4. AMPLIFICATION OF ELECTROMAGNETIC WAVES

a. Negative Absorption of Radio Waves

With regard to radio waves the study of instabilities starts with a consideration of the absorption coefficient, which becomes negative for amplified radiation. Such a treatment was first proposed by Twiss (1958), who investigated the reabsorption of synchrotron radiation using the quantum method of the Einstein probabilities (an alternative, almost equivalent approach would consist in the application of the classical kinetic treatment, cf. e.g. Zheleznyakov, 1972). The results of Twiss were improved
by Bekefi et al. (1961), Wild et al. (1963), and Smerd (1965) obtaining
\[
\chi_{\omega,j} = -\frac{2\pi^2 c^2}{\mu_j^2 \omega^2} \int_0^E dE \left[ \frac{F(E)}{E^2} \right] E^2 Q_{\omega,j}(E) dE
\]
(IV.261)
which yields, on integration by parts,
\[
\chi_{\omega,j} = \frac{2\pi^2 c^2}{\mu_j^2 \omega^2} \int_0^E dE \frac{F(E)}{E^2} \left[ E^2 Q_{\omega,j}(E) \right] dE,
\]
(IV.262)
where \(\mu_j\) is the real part of the complex refractive index \(n_j = \mu_j + i\gamma_j\), \(F(E)\) is the (isotropic) energy distribution function, and \(Q_{\omega,j}(E)\) denotes the mean emissivity for synchrotron radiation of one single electron in a wave mode \(j\) at the energy \(E\) and unit frequency interval of \(\omega\). The resulting instability of the synchrotron radiation was discussed by numerous authors (Zheleznyakov, 1966a, 1967a, 1972; Fung, 1968a, b, 1969a, c; Zheleznyakov and Suvorov, 1968; Sazonov, 1969c).

From Equation (IV.261) it follows, that the synchrotron radiation cannot be amplified in vacuum. For relativistic electrons pervading a cold background plasma however, \(\chi_{\omega}\) becomes negative, if
\[
\left( \frac{\omega_p^2}{\omega} \right)^2 \gamma^2 \gg 1
\]
(IV.263)
and
\[
\gamma^2 > \frac{2\omega_p \sin \theta \omega_p^2}{\omega^3}.
\]
(IV.264)
In this case, as well as for low gyro-harmonic radiation under special circumstances (beam parallel to \(\mathbf{H}\), velocity anisotropy) an amplification of the radiation also turns out to be possible (cf. e.g. Smerd, 1968).

More generally, without regard to one single emission mechanism, Equation (IV.261) can be written
\[
\chi_{\omega,j} = -\frac{2\pi^2 c^2 N_e}{\mu_j^2 \omega^2} \int_0^E dE \frac{\partial F(E)}{\partial E} Q_{\omega,j}(E) g(E) dE
\]
(IV.265)
where \(g(E)\) is the statistical weight of the continuous energy levels from which the volume emissivity is derived from the single-particle emissivity by
\[
\eta_{\omega,j} = N_e \int_0^E F(E) Q_{\omega,j}(E) g(E) dE.
\]
(IV.266)
Hence it is quite obvious that two necessary conditions must be simultaneously fulfilled for amplification of radiation in any region of \(E\):
\[
dF(E)/dE > 0
\]
(IV.267)
and
\[
d/dE \left[ Q_{\omega,j}(E) g(E) \right] < 0.
\]
(IV.268)
The first condition characterizes an overpopulation of the higher energy levels, i.e. a state of disequilibrium. The second condition (IV.268) depends on the special emission mechanism requiring the existence of 'resonance' peaks or suitable gradients of the quantity $Q_{\omega}(E) g(E)$ on the energy axis.

It should be remarked that any linear theory as applied above cannot reproduce the development of instabilities and therefore fails to describe the stabilization processes and limiting amplitudes. A first nonlinear approximation is given by the quasi-linear theory leading to a plateau formation of a formerly double-humped energy distribution function. Higher approximations are mathematically formidable and only accessible by numerical methods. For this reason quantitative comparisons between theory and observations are as yet in the stage of more or less rough estimations only.

b. Induced Scattering of Coherently Generated Plasma Waves

In several cases, e.g. considering solar decimetric and metric type IV burst emissions, the direct generation of radio waves (coherently or incoherently) is felt to be less effective than the indirect production of radio waves by mode conversion (Kuijpers, 1974; Benz and Tarnstrom, 1976). Here especially the induced scattering of plasma waves turns out as one of the most promising mechanisms (Tsytovich, 1967).

Coherent plasma waves may arise from a loss-cone or bi-Maxwell distribution by Harris-type instabilities at multiples of the gyrofrequency in magnetically trapped regions. Two parameter ranges were tested in concrete models, $\omega_H/\omega_p \lesssim 1$ (Mollwo, 1971, 1973) and $\omega_H/\omega_p \ll 1$ (Kuijpers, 1974). Table IV.15 summarizes qualitatively some important instabilities for longitudinal and transverse wave modes with respect to the angles $\theta$ and $\phi$.

The longitudinal waves may be subject to induced scattering, i.e. the conversion of the longitudinal into transverse (electromagnetic, wave modes is stimulated by already existing transverse waves (similar to a paramagnetic oscillator).

It is a remarkable fact that the amplitudes or the temperature

$$T_{en}(k) = (N(k)/K) \hbar \omega(k)$$  

of the converted waves can almost reach that of the original waves. The process is

\[
\text{TABLE IV.15} \\
\text{Summary of some important actions of instabilities} \\
\begin{array}{|c|c|c|}
\hline
\text{Velocity direction} & \text{Instability direction} & \text{Instability direction} \\
\hline
\vertset H(\phi = 0) & \vertset H(\phi = 0) & \text{longitudinal waves} \\
'beam' & \text{longitudinal waves} & \text{transverse waves} \\
\hline
\perpset H(\phi = 90^\circ) & \perpset H(\phi = 90^\circ) & \text{transverse waves} \\
'gyrating motion' & \text{transverse waves} & \text{longitudinal waves} \\
\hline
\end{array}
\]
described by the first term of the right-hand side of the kinetic equation

\[ \frac{\partial N_i(k)}{\partial t} = N_i(k) \sum \int u_{x,l \rightarrow l'}(p, k, k') h(k - k') \cdot \frac{\partial f_x(p)}{\partial p} N_l(k') \frac{d^3p}{(2\pi)^3} + \]

\[ + \sum \int u_{x,l \rightarrow l'}(p, k, k') f_x(p) N_l(k') \frac{d^3p}{(2\pi)^3} - \]

\[ - N_i(k) \sum \int u_{x,l \rightarrow l'}(p, k, k') f_x(p) \frac{d^3p}{(2\pi)^3}. \]  

(IV.270)

where \( u_{x,l \rightarrow l'} \) is the transition probability for particles of species \( x \) to scatter a plasma wave with wave vector \( k' \) into an electromagnetic wave with a wave vector \( k \) (Tsytovich, 1967).
In this chapter we will consider some implications of solar radio physics (theory and observations) in the contemporary picture of solar physics as a whole. Solar radio waves carry much information about solar phenomena, processes, and parameters, which, to a certain extent, are difficult to obtain by other methods. On the other hand, it is sometimes difficult to quickly and easily use this information: Main difficulties consist e.g. of insufficient angular resolution of observations and of the complexity of theoretically treating instationary, nonthermal, and nonlinear models of radiative processes in a warm or hot plasma. Thus we are often confronted with the following restrictions:

(a) The number of physical parameters exceeds the number of independently observed quantities; and

(b) the evaluation of physical parameters strongly depends on the invoked working hypotheses or model assumptions.

To avoid these restrictions, work is progressing along the following general lines:

(1) Adoption of information from other (nonradio) methods;

(2) successive refinement of the radio observations; and

(3) successive improvement of the applied models and theoretical tools of radio and plasma physics.

Having these restricting remarks in mind, some possible conclusions on solar plasma parameters by different indicators (observations) are sketched in Table V.1. It is obvious that the conclusions are most valid where sufficient observations and reliable physical models exist. This may be the case for the quiet Sun, the S-component, and the microwave bursts. The deduction of physical quantities from different type IV burst and noise storm phenomena, which in principle should be very promising because of detailed information contained in the fine structures, has been omitted from Table V.1, since the physical models to be applied are not yet adequate.

5.1. Estimation of Solar Plasma Parameters

5.1.1. Particle Density and Magnetic Field

Two of the most important plasma parameters required to be accurately known are the electron density and the magnetic field strength, which can be obtained by several
methods. A sketch of the density and the magnetic field versus height in the solar atmosphere expressed by the plasma frequency and gyrofrequency is shown in Figure V.1 as an example (distribution over the center of a strong active region). In the shaded area of Figure V.1 the ratio $\omega_p/\omega_H$ is smaller than unity for high solar activity. For medium and small activity, ratios $\omega_p/\omega_H$ greater or much greater than unity would be obtained. Correspondingly those regions, where $\omega_p = \omega_H$ which may play a key role in the interpretation of some plasma processes (e.g., of noise storms, cf. Mollwo, 1970), are likely to occur only in major active regions.

Using the distributions of $\omega_p$ and $\omega_H$, for each electromagnetic wave frequency a trajectory can be drawn in a parameter diagram where $\omega_H/\omega$ is plotted versus $\omega_p/\omega$ (Figure V.2). In such a representation waves at any given frequency are propagating along these trajectories from the upper-right to the lower-left side, in principle corresponding to the Sun–Earth direction. In this connection two points are to be mentioned:

(a) The conditions really existing at the Sun cover only a restricted range of the full parameter diagram. Thus, not all known wave modes existing in the full region (e.g. CMA-diagram, cf Figure IV.10) may apply to solar physics.

(b) Only those waves which either ‘leap’ over the stop bands of the diagram (especially the barrier of the refractive index for the extraordinary electromagnetic wave mode) or which are simply generated in front of these barriers can reach

<table>
<thead>
<tr>
<th>Phenomenon</th>
<th>Indicator</th>
<th>Process (model)</th>
<th>Parameters</th>
<th>Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiet Sun</td>
<td>Flux spectrum, center-to-limb variation, basic component and coronal holes</td>
<td>Thermal bremsstrahlung</td>
<td>$N, V, T_e$</td>
<td>Accurate absolute calibration over long periods</td>
</tr>
<tr>
<td>S-component, $\mu$-bursts</td>
<td>Spectrum and time variations of flux density, polarization, brightness distribution, oscillations</td>
<td>Gyro-synchrotron radiation, bremsstrahlung, magneto-ionic wave propagation, heat conduction, radiation and collision damping</td>
<td>$N, V, f (E), H \sin \theta, \langle T \rangle, \text{sign} (\sin \theta), L, \sigma$</td>
<td>cm-mm heliography and spectrography, warm-plasma theory of non-thermal gyro-magnetic absorption</td>
</tr>
<tr>
<td>Slow-drift bursts</td>
<td>Dynamic spectrum and source positions (herringbone structure and band splitting)</td>
<td>MHD shock waves</td>
<td>$p, H^2, 8\pi, H, \rho$</td>
<td>Nonlinear warm-plasma theory of type II burst emission</td>
</tr>
<tr>
<td>Fast-drift bursts</td>
<td>Dynamic spectrum and source positions, polarization, harmonic structure, frequency extent</td>
<td>Plasma-wave hypothesis</td>
<td>$N_e (\Omega_h), T_1, T_2 (\Omega)$, $H (\Omega)$</td>
<td>Improved theory of type III, V bursts, in situ measurement of the exciters</td>
</tr>
</tbody>
</table>
Fig. V.1. Mean distributions of the plasma frequency and the gyrofrequency in the solar atmosphere.
the observer. Examples for the first possibility (i.e. passing the stop bands by mode transformations) may be realized in emissions of type I, II, III, IVdm, and IVmB bursts as well as noise storms. Examples for the latter possibility are given by Coulomb bremsstrahlung and emissions at the harmonics of the gyrofrequency referring to the quiet Sun, the S-component, microwave bursts, and probably also to type IVm and type IVmA bursts.

5.1.2. ENERGY CONTENT

Though energetically negligible, the output of radio emission depends on the energy released and can be used as an important tool for a study of the energy release in different phenomena of solar activity.

At first it may be remarked that solar activity in general provides only a small modulation ($<1\,^\circ$) of the total permanent energy outflow from the Sun. The per-
### TABLE V.2
Energetics of the solar wind (partly after Hundhausen, 1972)

<table>
<thead>
<tr>
<th></th>
<th>Low-speed</th>
<th>High-speed</th>
<th>Flare-induced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow speed</td>
<td>300–400 km s⁻¹</td>
<td>600–700 km s⁻¹</td>
<td>500–1000 km s⁻¹</td>
</tr>
<tr>
<td>Kinetic energy flux density</td>
<td>2.2 × 10⁻³ erg cm⁻² s⁻¹</td>
<td>≈ 1 erg cm⁻² s⁻¹</td>
<td>(shock wave)</td>
</tr>
<tr>
<td>Magnetic energy flux density</td>
<td>3 × 10⁻³ erg cm⁻² s⁻¹</td>
<td>≈ 10⁻² erg cm⁻² s⁻¹</td>
<td>≧ 1 erg cm⁻² s⁻¹</td>
</tr>
<tr>
<td>Proton temperature</td>
<td>4 × 10⁷ K</td>
<td>3 × 10⁷ K</td>
<td>—</td>
</tr>
<tr>
<td>Electron temperature</td>
<td>1.5 × 10⁵ K</td>
<td>2 × 10⁵ K</td>
<td>—</td>
</tr>
<tr>
<td>Total energy flux</td>
<td>10²⁻ erg s⁻¹</td>
<td>2 × 10²⁵ erg s⁻¹</td>
<td>10²⁸ erg s⁻¹</td>
</tr>
<tr>
<td>Total energy flux (27 days)</td>
<td>10¹⁴ erg</td>
<td>5 × 10³¹ erg</td>
<td>10³¹–5 × 10³² erg per event</td>
</tr>
</tbody>
</table>

Permanent energy output per day in the optical spectral range originating in the photosphere is of the order of 10³⁸ erg per day nearly independently of solar activity. In comparison to this figure the total energy release even of the largest flares is smaller by five orders. The energies emitted in the radio region by the quiet Sun and the S-component are both of the order of about 10²⁵ erg per day, which is comparable also with the magnitude of large radio bursts. Therefore, the effectiveness of the radio emission does not consist in the amount of energy transported by it, but rather in its content of information about physical processes and conditions referring to the exciters of the radiation.

The energy output of the solar particle radiation is listed in Table V.2 for comparison. From a consideration of this table the predominance of the quiet, undisturbed energy flux over the slowly varying and sporadic fluxes of particles becomes apparent.

Tables V.3 and V.4 contain estimations of the energy ranges released by different types of flare and burst components. Roughly speaking, the energy is distributed into three main parts: Shock waves, optical electromagnetic radiation, and particle emission.

More detail will be discussed in the next section.

### 5.2. The Flare Phenomenon

#### 5.2.1. The Low-Temperature Flare

Since the whole flare phenomenon covers a wide range of wavelengths (from about 2 × 10⁻³ Å up to ≥ 10 km) and emission heights in the solar atmosphere (photosphere – corona), there is a wide range of temperature and energy distributions belonging to different flare components. In principle three characteristic energy regions can be roughly distinguished, which are attributed to: the low-temperature flare, the high-temperature flare, and the (nonthermal) high-energy flare. (Additionally, for completeness beyond others a (nonthermal) low-energy flare could be introduced in order to describe some radio burst components (cf. Table V.6).)
### TABLE V.3
Estimated mean energy content of strong flare radiations

<table>
<thead>
<tr>
<th>Hz</th>
<th>Optical, UV other lines (Lx)</th>
<th>continuum</th>
<th>X-rays hard</th>
<th>X-rays soft</th>
<th>Microwave bursts impulsive</th>
<th>Microwave bursts gradual</th>
<th>Type IV bursts IVμ</th>
<th>Type IV bursts IVmA,F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle energy $E$ [erg]</td>
<td>$10^{-12}$–$10^{-11}$</td>
<td>$10^{-12}$–$10^{-10}$</td>
<td>$10^{-10}$–$10^{-8}$</td>
<td>$10^{-8}$–$10^{-6}$</td>
<td>$10^{-9}$–$10^{-10}$</td>
<td>$10^{-9}$–$10^{-10}$</td>
<td>$10^{-7}$–$10^{-5}$</td>
<td>$10^{-7}$–$10^{-5}$</td>
</tr>
<tr>
<td>Kinetic energy $(E \times f:\nu)$ [erg cm$^{-3}$]</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$–$10^{-1}$</td>
<td>$10^{-1}$–$10$</td>
<td>$10^{-5}$–$10^{-1}$</td>
<td>$10^{-1}$–$10$</td>
<td>$10^{-4}$–$10^{-1}$</td>
<td>$10^{-5}$–$10^{-2}$</td>
</tr>
<tr>
<td>Total energy $(E \times N_e \times \times V)$ [erg]</td>
<td>$10^{31}$</td>
<td>$4 \times 10^{31}$</td>
<td>$5 \times 10^{31}$</td>
<td>$10^{27}$–$10^{30}$</td>
<td>$10^{29}$–$10^{31}$</td>
<td>$10^{24}$–$10^{29}$</td>
<td>$10^{29}$–$10^{30}$</td>
<td>$10^{26}$–$10^{27}$</td>
</tr>
<tr>
<td>Radiated energy (total) [erg]</td>
<td>$10^{31}$</td>
<td>$4 \times 10^{31}$</td>
<td>$5 \times 10^{31}$</td>
<td>$10^{24}$–$10^{29}$</td>
<td>$10^{26}$–$10^{30}$</td>
<td>$10^{22}$–$10^{24}$</td>
<td>$10^{23}$–$10^{24}$</td>
<td>$\leq 10^{30}$</td>
</tr>
<tr>
<td></td>
<td>$\leq 10^{32}$</td>
<td>$\leq 10^{30}$</td>
<td>$\leq 10^{30}$</td>
<td>$\leq 10^{30}$</td>
<td>$\leq 10^{30}$</td>
<td>$\leq 10^{30}$</td>
<td>$\leq 10^{30}$</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE V.4
Tentative estimations of the total energy content of some indirectly generated radio burst types

<table>
<thead>
<tr>
<th>Energy [erg]</th>
<th>Type I</th>
<th>Type II</th>
<th>Single type III</th>
<th>Type III storm</th>
<th>Type IV dm</th>
<th>Type IV mB</th>
<th>Type I storm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exciter</td>
<td>$10^{21}$–$10^{25}$</td>
<td>$10^{30}$–$10^{32}$</td>
<td>$10^{24}$–$10^{28}$</td>
<td>$10^{28}$–$10^{32}$</td>
<td>?</td>
<td>$10^{29}$–$10^{30}$</td>
<td>$10^{26}$–$10^{31}$</td>
</tr>
<tr>
<td>Plasma-wave source</td>
<td>?</td>
<td>$10^{30}$–$10^{32}$</td>
<td>$10^{23}$–$10^{27}$</td>
<td>$10^{27}$–$10^{31}$</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Radio waves</td>
<td>$10^{18}$</td>
<td>$10^{22}$–$10^{23}$</td>
<td>$10^{21}$</td>
<td>$10^{25}$</td>
<td>$10^{22}$–$10^{24}$</td>
<td>$10^{23}$</td>
<td>$10^{23}$–$10^{24}$</td>
</tr>
</tbody>
</table>
The low-temperature flare corresponds to that optical part of the flare radiation, which, consisting of the line emissions from H (Hδ mainly), is naturally restricted to temperatures below the ionization temperature of H which is about $10^4$ K. Thus the conditions where the low-temperature flare component develops are not directly comparable with those of the generation of the radio emission, which refers to high-temperature and high-energy flare plasmas. Nonetheless, as a consequence of local, small-scale inhomogeneities (by cooling mechanisms or ejecta from cooler and denser parts of the solar atmosphere and/or as an envelope of high-temperature regions) the low-temperature flare is intimately related to the high-temperature and high-energy parts of a flare. Moreover, the hitherto much better angular resolution of the optical flare pictures may supply useful information about source structure and positions relevant to a greater flare volume. From optical observations of the low-temperature flare a number of characteristics are to be noted which may be important for the study of the whole flare phenomenon:

(a) Flares occur most likely in strong, complex magnetic regions indicated e.g. by the presence of intense spot groups. However, simple bipolar configurations do not seem to be avoided by flares. (Fine structures of magnetic fields below 10" and in greater than photospheric heights escaped hitherto a direct observation.)

(b) The projected flare areas tend to avoid a complete coverage of sunspots unless they belong to exceptionally strong events (Dodson and Hedeman, 1960).

(c) The brightness is not uniformly distributed over the whole flare area or a major part of it: There is evidence of the occurrence of (nonthermal) bright flare kernels and (thermal) flare knots (De Jager, 1967; Vorpahl and Zirin, 1970).

(d) Flares are typically situated at opposite sides of the zero line of the longitudinal magnetic field component.

(e) Especially large flares exhibit a characteristic double-ribbon structure which marks the foot-points of a system of tunnel-like magnetic field arches (Figure V.3). This field structure shows an expansion during the lifetime of a flare indicated by a separation of the flare ribbons with velocities ranging roughly between 1 and 50 km s$^{-1}$.

Fig. V.3a,b. Magnetic field configuration of the flare of August 7, 1972.
(f) Flares tend to occur preferably in active regions which show fast changes of its magnetic field structure with time. Magnetic field variations as a direct consequence of a flare event are difficult to detect.

(g) The electron density in low-temperature flare regions is about two orders of magnitude higher than in the corresponding undisturbed levels.

Though there is a good correlation on the average, a number of low-temperature flares occurs evidently without association of a strong high-temperature or high-energy flare component and vice versa (Hudson et al., 1969; Drake, 1971; Thomas and Teske, 1971). The low-temperature flare can be regarded either as a more independent phenomenon or as a by-product of a high-temperature or a high-energy flare, depending on the height range of the actual flare volume and the resulting energy distribution.

From the same material, however, Švestka (1976) concludes that almost every Hα-flare would be found to be accompanied by a soft X-ray burst should the X-ray detector be sensitive enough. On the other hand, not every X-ray burst finds its counterpart in a well-reported flare or subflare, but it may quite well correspond to flare-like brightenings which are too small to be reported by the observing stations. Nevertheless, a large scattering of the intensity ratio between Hα and soft X-ray radiation as well as microwave radiation remains to be noted.

5.2.2. THE HIGH-TEMPERATURE FLARE

High-temperature flare phenomena are displayed by soft X-ray, EUV, and microwave burst emissions. A clear distinction between the 'high-temperature' flare and the 'high-energy' flare (as well as the 'low-temperature' flare) components is sometimes difficult to achieve in particular cases.

We consider by definition all flare processes which in essence may correspond to a Maxwellian-like energy distribution referring to temperatures above the ionization temperature of hydrogen as the 'high-temperature' part of a flare. In comparison to this all those flare processes which are essentially determined by a nonthermal part of an energy distribution would be considered as belonging to the 'high-energy' flare.

Like the other flare components the high-temperature flare may also form a spatially bounded part of a flare and it may also represent a certain stage of the temporal development of a complex flare event. In some cases it may also exist as an isolated, independent phenomenon. An outline of the different main stages and components of complex flare events is shown in Table V.5.

The following features of the high-temperature flare are to be noticed:

(a) Photographs of soft X-ray flares reveal a loop-like structure with a maximum brightness at the top of this structure.

(b) The emission height of soft X-ray bursts scatter from about $10^4$ to $10^5$ km above the photosphere, with a maximum below $5 \times 10^4$ km. Typical source diameters are of the order of $10^4$ km.
TABLE V.5

<table>
<thead>
<tr>
<th>Flare component</th>
<th>Indicator</th>
<th>Stage</th>
<th>Stage</th>
<th>Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>(energy range)</td>
<td></td>
<td>‘Gradual phase’</td>
<td>‘Impulsive phase’</td>
<td>‘Explosive Phase’</td>
</tr>
<tr>
<td>Low-temperature flare</td>
<td>Hydrogen lines (Hα)</td>
<td>slow rise of line width</td>
<td>flash phase</td>
<td>(‘Y’-phase (double-ribbon structure))</td>
</tr>
<tr>
<td>High-temperature flare</td>
<td>Soft X-rays, nonhydrogen lines (e.g. in UV), Radio waves</td>
<td>gradual burst (preheating)</td>
<td>impulsive burst</td>
<td>—</td>
</tr>
<tr>
<td>High-energy flare</td>
<td>Radio waves, hard X-rays, particles (protons)</td>
<td>—</td>
<td>impulsive burst, hard X-ray phase</td>
<td>type IVμ burst (?)</td>
</tr>
</tbody>
</table>

(c) The flux of soft X-ray bursts is composed of a continuum (> 90%) and line emissions of highly ionized atoms. The time profiles of soft X-ray burst fluxes exhibit gradual and impulsive forms.

(d) The peak temperatures of the soft X-rays range are typically about (2–4) × 10^7 K, the emission measures reach values of 10^{48}–10^{49} cm^-3 and more in exceptional cases.

(e) The duration of soft X-ray bursts exceeds that of the corresponding optical and radio (microwave) emission.

(f) The emission mechanism of the solar soft X-ray continuum is assumed to be thermal or quasi-thermal bremsstrahlung (free–free transitions) and/or radiative recombination (free–bound transitions).

Concerning the origin of the high-temperature flare, there are two groups of possible processes: The first is the production of mere thermal or quasi-thermal energy by heating. The second would be a source of nonthermal energy which produces heat by thermalization e.g. via collisional Coulomb interactions. There is strong evidence that both kinds may be realized on the Sun: A strong argument for the first possibility is the fact, that pure ‘thermal’ flare components (believed to be partly represented by gradual soft X-ray and microwave bursts) can occur without any – or at least with retarded – nonthermal phenomena.

On the other hand, also without doubt, nonthermal flare processes do exist in other cases, which must give rise to dissipative thermalization effects (cf. Section 5.2.3). In this way, both thermal and nonthermal processes are involved in solar flares and the share of the one or the other process may vary from one event to the other.

Finally, it should be mentioned, that the impulsive radio burst has a position somewhat in between thermal and nonthermal flare characteristics. It seems to be related to both types of processes (or both Maxwellian and nonthermal parts of the energy-distribution function) as it is indicated by its relation to both the soft and
hard X-ray burst phenomena. This conclusion is not astonishing since, due to the
generation mechanism (primary dependence on the magnetic field by the
gyromagnetic emission), the frequency separation of thermal and nonthermal
contributions in the radio emission is not as strongly expressed as is the case for the X-rays.

5.2.3. THE HIGH-ENERGY FLARE

The high-energy flare comprises all electromagnetic flare radiations which refer to a
nonthermal electron population above the level of the high-temperature flare. It is
displayed by the occurrence of hard X-ray burst emissions ($\lambda \leq 1 \ \mu m, \ v > 10 \ \text{keV}$) and
different types of radio bursts.

Beside the above mentioned high-energy flare components (referring to the radiation flare – cf. also Section 5.3.2) still some other nonthermal parts of a flare
can be recognized, e.g. the dynamic flare, consisting of shock waves (e.g. Moreton
waves, blast waves) and plasma ejecta (sprays, surges, etc.) – cf. DeFeiter (1975),
the particle flare consisting of fast protons and electrons, and the nucleonic flare,
which occurs very rarely in cases of exceptionally strong events (Chupp et al., 1973;
Ramaty et al., 1975).

Detailed reviews and results of recent studies are contained in Kane (ed.) (1975)
and Švestka (1976). In the following we summarize some basic properties of the hard
X-ray bursts and their relation to the radio bursts, in particular microwave bursts.

Records of solar hard X-ray and microwave burst fluxes often exhibit a remarkable
correspondence even of certain details (Figure V.5b). These features are in favor of a
unique interpretation of both hard X-ray and microwave bursts as originating in
nearly identical source regions. First attempts of such an interpretation led to
discrepancies of the required electron content for both components by several
orders of magnitude due to an erroneous estimation of the radio emission (cf. Section
3.3.5), but a more detailed discussion removes the original discrepancy and makes
the reconciliation of both emissions principally possible (Takakura, 1973; Böhme
et al., 1976, 1977). It must be taken into account that the X-ray emission comes from
a more extended source volume (due to its low optical depth) than the microwave
emission, which is assumed to originate at distinct low-harmonic gyro-resonance
levels with a higher optical thickness.

Comparing hard and soft X-ray fluxes it can be stated that practically each hard
X-ray burst is connected with a corresponding soft X-ray event, but there are many
soft X-ray bursts without any association of a detectable hard X-ray burst. Furthermore,
in the case of correlated events, the increase of the soft X-ray flux often precedes
the well defined (more or less steep) onset of the hard X-ray burst (Figure V.5a). This
feature gives a strong argument against the idea that the proper origin of a flare
event may be situated in the hard X-ray source (or flare kernels). Obviously there
are several stages of the development of flares (gradual, impulsive, explosive), whereas
the gradual and the impulsive stages may occur either almost independently of each
other or related, depending on the special case. But evidently the later stages comprising
the high-energy flare occur as a consequence of the former ones. Analogously
a nucleonic flare only develops on the basis of extraordinarily strong explosive
events.
It should be noted that the terms ‘gradual’ and ‘impulsive’ flare (burst) component do not necessarily seem restricted to a special energy or wavelength range and must not be interchanged simply with the terms ‘high-temperature flare’ and ‘high-energy flare’, respectively. In particular, impulsive flare (burst) components are observed in all energy ranges: the low-temperature, the high-temperature, and the high-energy domain.

Another, somewhat open point is the questionable association of the type IV\(\mu\) burst component with hard X-rays. Though there is sometimes a small contribution of a hard X-ray burst emission during the period of the type IV\(\mu\) burst (or ‘explosive’) phase (cf. Figure V.4 and also Frost, 1969), there remains a considerable lack of hard X-ray emission in comparison to the accompanying type IV\(\mu\) burst radiation, if the latter is interpreted by the same electron population producing both hard X-ray and radio emission via gyro-synchrotron radiation. Thus it may be argued, that there is either a contribution of some other mechanism producing radio waves, (and) or there are very inhomogeneous source structures, which prohibit an estimation of the outcoming radiation fluxes by means of simple geometric models.

Now we summarize some further properties of hard X-ray bursts, which should be noticed in an interpretation of the high-energy flare:

Hard X-ray bursts have a relatively short duration of a few tens of a second up to a few minutes of time. The impulsive increase of the radiation flux is sometimes intersected by a complex structure (occurrence of short-lived spikes or ‘elementary flare...
Fig. V.5a. Time profiles of the August 7, 1972, flare recorded at different X-ray channels demonstrating different onset and decline characteristics for soft and hard X-rays.
Fig. V.5b. Same event as Figure V.5a; comparison between X-ray and microwave fluxes and polarizations (after Křivský et al., 1976).
bursts' in a time scale of one or a few seconds (Van Beek et al., 1974b). Pulsations should not to be excluded, but yet it seems difficult to distinguish between quasi-periodic and pulse-like flux variations. In general the hard X-ray peaks precede the corresponding maxima of the Hx-radiation by an interval of up to a few minutes.

The (continuous) spectrum of the hard X-ray bursts extends up to energies of some hundreds of keV for strong events (extreme values were reported as 0.6 MeV in the events of July 7, 1966, and about 2 MeV in the event of August 4, 1972). Beside this, in rare cases γ-ray lines at 0.5 MeV and 2.2 MeV are superimposed on the hard X-ray continuum.

The observed hard X-ray spectrum fits rather well a power law (cf Sections 4.1.2.c and 5.3.3)

\[ I(\epsilon) = a\epsilon^{-\lambda} \quad \text{(V.1)} \]

(\(\epsilon\)-photon energy). Typical values of the exponent \(\lambda\) are 3–6. For higher photon energies a steepening of the spectrum can be observed. During the decay phase of a hard X-ray burst the spectrum is typically softening. Drastic changes of the photon spectrum with a time scale of a few seconds are quite possible especially during the rise phase of a burst event. The photon spectrum corresponds to a power-law velocity distribution

\[ f(v) = A(v_s/v)^{\gamma} \quad \text{(V.2)} \]

where \(A = (\gamma - 3)N/(4\pi v_s^3), \gamma = 2\lambda\), \(v\) is the velocity above which the distribution can be well represented by a power law. A spectrum of the form of Equation (V.2) is a rather simple description and may be more likely than a thermal interpretation by a heterogeneous multi-temperature plasma exceeding \(10^8\) K (Milkey, 1971; Chubb, 1972) which theoretically would also be possible.

The sizes of the sources of the hard X-ray bursts are probably much smaller than those of the soft X-ray emission (and also smaller than the Hx-flare regions). A core-halo structure seems to be appropriate to describe the sizes of the hard and soft X-ray burst sources, respectively. From various lines of evidence values of less than 0.5 min of arc can be concluded for the core diameters of the hard X-ray radiation. An association with the small bright flare kernels visible in Hx (De Jager, 1967; Vorpahl and Zirin, 1970) seems very probable.

In some cases there is a good coincidence between the occurrences of hard X-ray bursts and white-light flares. Both phenomena are believed to be initiated by streams of particles accelerated at nearly the same place of origin.

Beyond other reasons the occurrence of polarized X-ray radiation can be regarded as further evidence for the action of a nonthermal, directive acceleration process. The polarization of solar X-ray bursts was detected by Tindo et al. (1970, 1972a, b), in the 0.6 to 1.2 Å band. These results were later questioned by Brown et al. (1974) but confirmed by Nakada et al. (1974). Interesting enough, the polarization is not sharply restricted to the impulsive rise of a burst, but also lasts for a short time after the burst maximum (cf. Figure V.5) in nice resemblance to the polarization of the accompanying microwave burst emission (cf. also Fürst et al., 1973 and Tindo et al., 1973).
Though a detailed discussion of the X-ray polarization features depends on a number of unknown parameters and therefore is somewhat complicated (Korchak, 1967, 1971; Elwert and Haug, 1971; Beigman, 1974), it can be assumed that the nonthermal acceleration process does in fact last a longer period than simply the impulsive rise time, thus supporting a certain post-maximum supply of fast particles.

5.3. Particle Acceleration and Energy Release

5.3.1. Acceleration Mechanisms

a. General Concepts

Generally three groups of energy conversion processes are of interest with regard to the generation of excessive solar electromagnetic radiations, among them the radio emission. They are plasma heating processes, particle acceleration processes, and turbulent wave generation.

All these types of processes are interrelated and linked together. They lead *inter alia* either directly (heating and acceleration) or indirectly (plasma turbulence) to the emission of radio waves. The interrelations are schematically demonstrated in the flow diagram of Figure V.6. The heating and acceleration processes refer to the thermal and nonthermal parts of the particle energy distribution function, respectively. Excessive heating can lead to the onset of particle acceleration by instabilities. The turbulent wave modes contribute to the radio emission by different mode transformation processes, but may also cause a particle acceleration (and subsequent heating) in a plasma (Kaplan and Tsytovich, 1969).

Thus in accordance with Figure V.6 we state once more two basic classes of processes (cf. Section IV 4.2.1) leading to radio emission which are principally in competition with each other:

(1) particle acceleration and heating  \[\rightarrow\] ('direct') generation of RF waves
   \[\rightarrow\] generation of plasma waves

(2) plasma wave turbulence  \[\rightarrow\] ('indirect') generation of RF waves
   \[\rightarrow\] particle acceleration and heating.

Fig. V.6. Basic types of flare-related energy conversion processes leading to radio emission.
The first class of processes is related to the primary emission mechanisms whereas 
the second class comprises the secondary generation of radio emission (cf. Section 
4.2.1b).

Now let us summarize the major requirements to be posed on solar particle 
acceleration processes, which mainly refer to an interpretation of the impulsive and 
explosive flare phases, given by Lin (1974):

(a) The acceleration occurs typically during a period of the order of 10 s to a few 
minutes, most likely in groups of short pulses (‘elementary acceleration 
processes’).
(b) The time scale of a short pulse is typically < 1 s.
(c) The total amount of energy transformed by the particle acceleration reaches 
an appreciable fraction of $10^{32}$ erg in strong events.
(d) Electrons are typically accelerated in impulsive events to energies of 5–100 keV 
varying from event to event.
(e) Proton events are much rarer reaching energies of 10–60 MeV as typical 
for events exhibiting an explosive phase. Consequently, the acceleration occurs 
most likely as a two- (or more-?) step process with different energy outputs 
referring to the impulsive and explosive flare-burst stages.

The latter idea of a two-step acceleration was originally suggested by De Jager 
(1969) assuming a pre-acceleration to particle energies of about 100 keV during the 
flash phase providing the injection necessary for the action of the second-step 
acceleration, which was thought to be accomplished e.g. through a Fermi-process in 
shock waves.

In the following we consider different groups of acceleration processes.

b. Acceleration by Electric Fields

The classical acceleration mechanisms of potential interest for solar flares can be 
divided into electric and electromagnetic processes. The first attempts to explain 
solar particle acceleration by means of electric fields (‘discharge theory’) go back to 
several authors (Swann, 1933; Giovanelli, 1946, 1948; Dungey, 1958). The high 
conductivity of a fully ionized plasma, however, rules out a simple application of 
an acceleration by electrostatic forces in its original form (Sweet, 1958; Parker, 1960). 
But the observational evidence for the occurrence of strong electric currents in flare 
plasmas has stimulated a renewed discussion on the subject (Wentzel, 1963; Carl­
quist, 1969).

In the model of Alfvén and Carlquist (1967) the process of current interruption 
causes a space-charge concentration of high impedance. For a current of e.g. $3 \times 
10^{11}$ A in a plasma of $N = 10^8$ cm$^{-3}$ and $T = 10^6$ K an energy of $E \lesssim 10^{32}$ erg 
would be released, theoretically, in a period as short as $\lesssim 7 \times 10^2$ s, in so far as no 
other faster developing instability (e.g. ion-sound instabilities) would prevent or 
suppress the effective acceleration by the current interruption (Smith and Priest, 1972). 
Unless the latter restrictions are sufficiently quantitatively explored (theoretically 
and experimentally) and the transport quantities are precisely known in solar flare 
plasmas, it is difficult to estimate the real importance of the current-interruption 
process (and herewith also of other mechanisms invoking electric-field actions) 
for the interpretation of acceleration processes in solar flares.
c. The Fermi–Parker Mechanism

The Fermi–Parker mechanism is one of the often cited processes of particle acceleration in connection with solar flares. It is based on the assumption of temporally changing magnetic fields reflecting charged particles running against them like a tennis ball at a tennis racket (Fermi, 1949, 1954).

The reflection is due to the adiabatic invariance of the magnetic moment

$$\mu = \frac{mv^2}{2H},$$

which is proportional to the momentum $p$ of the Larmor motion of a charged particle (Hertweck and Schlüter, 1957). Hence the reflection condition

$$\sin^2 \phi / H \approx \text{const},$$

(5.4)

(where $\phi$ is the pitch angle) is obtained when the value $\sin \phi = 1$ is attained for a special sufficiently high value of $H$. Encounters with such ‘magnetic walls’ moving with a velocity $w$ in the configuration vector space cause an acceleration or deceleration of the reflected particles, if they have a component of their velocity $v$ directed oppositely or in line with the direction of $w$, corresponding to head-on or overtaking collisions, respectively. Repeated collisions, e.g. by approaching magnetic structures, decrease the pitch angle $\phi$, so that the particles can escape in the direction of the magnetic field and are lost for a further, subsequent acceleration. For this reason two conditions must be realized to make the acceleration process efficient: Firstly, the head-on collisions must prevail over the overtaking collisions; and secondly, a permanent redistribution of the pitch angles $\phi$ is required.

Special realizations of these requirements were proposed by Parker (1958), Takakura (1961a), and Wentzel (1963). There are further numerous modifications of the mechanism, e.g. invoking a randomization of the pitch angle distribution by turbulence (Hall and Sturrock, 1967), resonant wave-particle interactions (Kulsrud and Ferrara, 1971; Cheng, 1972a; Melrose, 1974a), etc. Though the Fermi–Parker mechanism would be principally capable of providing an efficient acceleration, through its step-like action requiring a succession of repeated reflections, it has the basic disadvantage that it acts too slowly. Therefore, the mechanism can hardly explain the fast acceleration of the impulsive flare phase, so that it comes into consideration at best only for the second-stage acceleration during the explosive flare phase.

d. Other Electromagnetic Acceleration Mechanisms

Theoretically, the Fermi–Parker mechanism is only one among a great variety of possible acceleration processes. Other types of electromagnetic acceleration mechanisms are e.g., the magnetic pumping or the betatron process which are characterized by a cyclic action of the acceleration. The starting point is the principle that an increase of the magnetic field strength causes an enhancement of the kinetic energy of the Larmor motion according to

$$p^2 \sin^2 \phi \sim H,$$

which again is a consequence of the adiabatic invariance of the magnetic moment of the Larmor motion. Application is made in the betatron acceleration by taking
the magnetic field strength as proportional to the particle density in a first approxi-
imation, which provides an estimation of an upper limit of the efficiency of the
mechanism (Wentzel, 1964). However this mechanism is not well favored in com-
parison to other mechanisms.

Another approach consists of a general estimation of the anticipated particle
acceleration by Faraday’s induction law
\[
\oint E_{\text{ind}} \, ds = \frac{\delta}{\delta t} \int H \, d\Sigma
\]
where the path s encloses the region \(\Sigma\) (cf. De Jager, 1965a). A deeper considera-
tion of the problem of particle acceleration on the Sun in connection with a possible
conversion of magnetic field energy is involved in the different flare theories. This
will be discussed in Section 5.6.

In essence, electromagnetic acceleration processes seem to be principally ca-
pable of explaining a second-stage acceleration, but their action depends on the presence
of a suitable injection of particles, which could be produced by some kind of turbulence
due to plasma instabilities.

5.3.2. ENERGY RELEASE BY DIFFERENT MODES OF PLASMA TURBULENCE

After considering the classical electromagnetic acceleration processes the treatment
of plasma turbulence brings new aspects to the question of the energy release and
acceleration in astrophysical plasmas (Tsytovich, 1971; Kaplan and Tsytovich,
1972).

In principle, turbulent fields accelerating particles may be present either in the
form of more slowly enhanced turbulence in solar active regions heating the corona
(Pneuman, 1967; Schatzman, 1967), or in the form of rapid instabilities connected
with impulsive flare events (Sturrock, 1966, 1968, 1974; Smith, 1974a).

Attempts to explain the acceleration of the impulsive flare phase by the action
of microinstabilities (e.g. two-stream electron-ion instability) were made e.g. by
Friedman and Hamburger (1969) and Coppi and Friedland (1971). These instabilities
would be connected with the process of magnetic field reconnection producing
intense currents and high-frequency electric fields. According to Sturrock (1974)
such a process would be likely to occur during the first stage of particle acceler-
ation (impulsive phase) in a flare. Such a mechanism would be consistent with the empirical
fact, that impulsive events are mainly connected with an acceleration of electrons
rather than of protons. For second- or third-stage acceleration sometimes a mech-
nanism is expected which acts in association with the occurrence of a MHD shock
front. Here the general possibility of a stochastic particle acceleration is to be con-
sidered, which also comprises the Fermi–Parker mechanism as a particular case
(Hall and Sturrock, 1967; Newman, 1973). A stochastic acceleration according to
MHD turbulence would be in favor of a resulting power-law particle-energy spectrum.
Special estimations on this point were made by Sturrock (1974). However, it remains
questionable whether processes after the formation of a shock wave are sufficient
to explain the whole explosive phase acceleration. It seems more plausible that both
<table>
<thead>
<tr>
<th>Heating</th>
<th>first acceleration</th>
<th>second acceleration</th>
<th>third (post-shock) acceleration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradual flare phase</td>
<td>impulsive flare phase</td>
<td>explosive flare phase</td>
<td>post-explosive flare phase</td>
</tr>
<tr>
<td>Low-temperature flare</td>
<td>High-temperature flare</td>
<td>[&quot;Low-energy flare&quot;]</td>
<td>[&quot;Very high-energy flare&quot;]</td>
</tr>
<tr>
<td>( (H_\alpha, L_\alpha \ldots) )</td>
<td>( \text{(thermal)} ) ( \text{(nonrelativistic)} )</td>
<td>( \text{(High-energy flare, nonthermal)} )</td>
<td>( \text{(High-energy post flare, relativistic)} )</td>
</tr>
<tr>
<td>( \text{(Soft X-ray and microwave bursts)} )</td>
<td>( \text{(Hard X-ray and microwave bursts, type III/V bursts, nonrelativistic electron events)} )</td>
<td>( \text{(Type IV/II bursts, bursts, relativistic particle events, electrons and protons)} )</td>
<td>( \text{(White-light flare, ( \gamma )-ray flare, cosmic-ray flare (protons and neutrons))} )</td>
</tr>
</tbody>
</table>

**TABLE V.6**  
Survey of different stages of energy release and corresponding flare phases
particle acceleration and the generation of a shock wave are products of an instability triggered in one and the same stage of the flare development, the explosive phase.

At the end of this section we try to summarize in the form of Table V.6 the different stages of flare heating and acceleration together with their connection to the resulting energy ranges of the exciters of different flare- and flare-like radiations and morphological forms. The aim is to point out in a simplified manner the complex interrelations between different actions of the radiation flare, dynamic flare, and particle flare.

The quantities in brackets, added in Table V.6 for completeness, express the personal view of the author and have not yet been generally introduced in the literature.

5.3.3. RELATION BETWEEN ELECTRON ENERGY SPECTRUM AND EMITTED PHOTON SPECTRUM

Apart from more or less rough estimations direct quantitative evidence for the particle-energy spectra in solar source regions by radio methods alone can be obtained only in very particular cases. Sometimes an indirect way is followed by adopting the energy spectra derived from X-ray observations or also direct measurements in space and checking the compatibility of these data with suitable radio models.

In such a way one obtains the photon spectrum from observations of soft X-rays

\[ I(\epsilon) = h \epsilon^{-3.2} \exp\left(-\epsilon/(KT)\right) \]

\[ = 1.05 \times 10^{-42} Y \epsilon^{-3.2} \exp\left(-\epsilon/(KT)\right) \]

[photons s\(^{-1}\) cm\(^{-2}\) keV\(^{-1}\)] (V.6)

(\(\epsilon\) = photon energy, \(Y = \int \nu N_\nu \, d\nu\) = emission measure) yielding the temperature \(T\) and integral electron content of the emitting region.

In the case of an additional nonthermal (hard) X-ray burst component the observed photon spectrum can be fitted by a power law in a certain energy range \(\epsilon > \epsilon_0\)

\[ I(\epsilon) = a \epsilon^{-\gamma} \] (V.7)

which corresponds to an electron energy spectrum

\[ N(E) \, dE = k E^{-\gamma} \, dE \] (V.8)

(cf. Section 4.1.2.c) or differential spectrum

\[ dN(E)/dE = c E^{-\gamma'} \]

(V.9)

where \(\gamma' = \gamma - 1\).

Corresponding power-law energy spectra were in fact obtained by direct observations of electrons in the interplanetary space (cf. the following section). Comparisons with the resulting microwave emission spectrum are generally not possible in an analytical form thus requiring numerical calculations (cf. Sections 3.3.5 and 4.3.2.b).

Nevertheless, a direct analytical connection between radio and particle-energy spectral indices could be established in the case of an ultra-relativistic isotropic synchrotron radiation (cf. Section 4.4.2.e), where it turned out that the intensity of synchrotron radiation without reabsorption is proportional to \(\nu^{-7/2}\). In the case of strong reabsorption no dependence from the exponent \(\gamma\) can be stated.
5.4. Particle Radiation and Radio Waves

5.4.1. The Solar Wind

Since there are close interrelations between the solar particle emission and the radio emission, a brief summary of some of the main facts concerning solar particles in space, so far as it may be of interest for radio astronomy, will be given.

Spacecraft observations have revealed the presence of a continuous flow of plasma from the Sun known as solar wind. Reviews on this topic were presented by Brandt (1970), Mackin and Neugebauer (1966), Hundhausen (1972), and Veselovskij (1974).

The whole field of solar wind research is very extensive now and its thorough description would require its own series of monographs. It touches a multitude of interesting questions, e.g. propagation of different kinds of waves, fields, and particles in a plasma, instabilities and MHD discontinuities, etc. A wealth of in situ observations is available by space probes and satellites, so that the solar wind and the interplanetary medium have become at present the most extensively directly probed astrophysical plasma. Solar wind phenomena exhibit many variations of physical parameters with different time scales.

A detailed classification of solar wind phenomena has been proposed e.g. by Burlaga and Ness (1968), Burlaga (1969), and Hundhausen (1972). Here we mention only the following main phenomena:
(a) structureless ('quiet') low-speed solar wind;
(b) persistent solar wind from localized regions or sectors;
(c) flare-produced interplanetary solar wind disturbances.

The low-speed solar wind component is characterized by the following properties (Hundhausen, 1972):

- Flow velocity, radial component: $300-325 \text{ km s}^{-1}$
- Nonradial component: $8 \text{ km s}^{-1}$
- Proton density, electron density: $8.7 \text{ cm}^{-3}$
- Average electron temperature: $1.5 \times 10^5 \text{ K}$
- Average proton temperature: $4 \times 10^4 \text{ K}$
- Magnetic field strength: $5\gamma$
- Proton flux density: $2.4 \times 10^8 \text{ cm}^{-2} \text{s}^{-1}$
- Kinetic energy flux density: $0.22 \text{ erg cm}^{-2} \text{s}^{-1}$

Models to describe the feature of a steady, spherically symmetric coronal expansion were made on the basis of one-fluid or two-fluid theories. Effects of hydromagnetic waves, heat conduction, viscosity, and noncollisional energy exchange have been taken into account.

In practice the 'quiet' structureless coronal expansion is rarely seen in the solar wind observations. It is mixed with slowly varying high-speed plasma streams, which are related to unipolar regions known as magnetic sector structure. The properties of the high-speed solar wind component can be summarized as follows: (i) Enhancement of the flow speed up to $\approx 600-700 \text{ km s}^{-1}$; (ii) enhancement of the density (in particular at the leading stream edge) by several times the quiet level followed by a
rare-faction; and (iii) enhancements of the proton temperature and of the magnetic field in connection with flow-speed variations.

Concerning the regions of origin of the high-speed solar wind component two extreme possibilities have been discussed:

As a first possibility the solar wind is assumed to originate in widespread areas of coronal expansion referring to sector structures ('mapping hypothesis'). The other possibility consists in the alternative assumption of an origin in a restricted number of highly inhomogeneously distributed discrete sources ('nozzle hypothesis').

The observed relationship between the high-speed interplanetary plasma streams and magnetic sector structures seems to be a strong argument for the mapping hypothesis. Similar arguments result from the attempts to identify the M-regions of recurrent geomagnetic activity with specific solar features, whereas no clear association with single features of solar activity could be established. On the contrary, a cone of avoidance of the particle emission could be suggested on the base of the steeper temperature gradients present in solar active regions (Billings and Roberts, 1964; Parker, 1965).

On the other hand, there are certain links between active regions and the sector structure, which are manifested by the existence of active longitudes, i.e. the locations of active regions with a strong source of the S-component, high flare rates, and strong noise-storm activity.

Regarding the latter point connections between noise storms and the solar particle emission are an interesting feature (cf. e.g. Martres et al., 1970; Sakurai and Stone, 1971). The currently most probable geometric configuration describing the observations was proposed by Wilcox (1968) and Sakurai and Stone (1971). A combined version of the pictures given by these authors is sketched in Figure V.7.

---

![Schematic representation of different solar-wind outflow regions in relation to the sector boundary (vertical dashed line) and the position of a type I noise-storm region. Horizontally dashed lines refer to constant temperature.](image-url)
The third large component of solar particle emission which is connected with the flare phenomenon will be considered in the next sections.

5.4.2. **Electron Events**

Radio and X-ray observations provide indirect evidence for the presence of accelerated electrons in the flare-burst plasma on the Sun. If these electrons travel into the interplanetary space, direct proof of the particle components, as well as conclusions on related physical processes, become possible by spacecraft observations.

Electron events observed in the interplanetary space reveal a wide range of electron energies. It is convenient to distinguish nonrelativistic energies from relativistic electron energies ranging from 1 to 100 keV and from 100 keV to 100 MeV, respectively. Reviews on these matters were given by Lin (1974) and Simnett (1974).

The first observation of relativistic electrons in space was not until 1960, when the galactic component of the cosmic rays was investigated in this respect, initiated by predictions due to early radio observations (Earl, 1961; Meyer and Vogt, 1961; cf. also Alfvén and Herlofson, 1950; Kiepenheuer, 1950). Later the relativistic electrons from the Sun were detected at balloon altitudes, the existence of which was concluded earlier by radio investigations (Boischot and Denisse, 1957).

Nonrelativistic solar electrons were first observed by the space probe Mariner 4 (Van Allen and Krimigis, 1965). Since that time many flare-produced electron events have been observed, in particular by the IMP (Interplanetary Monitoring Platform) spacecraft series.

In the following we summarize some important aspects of nonrelativistic and relativistic electron events. The nonrelativistic electron component is mainly connected with small and moderate flare events. The relativistic electron component is only present in cases of large flare events and exhibits a violent increase of energetic electrons in space.

a. **Nonrelativistic Electrons**

The occurrence of nonrelativistic electrons in space corresponds well with impulsive microwave and hard X-ray bursts of moderate strength. Obviously a certain amount of the nonrelativistic electrons accelerated on the Sun during flares is escaping into the interplanetary space. In contrast to the relativistic particles which undergo a diffusive propagation, the nonrelativistic electrons are characterized by large (scatter-free) mean free paths (of the order of 1 AU).

Flare-produced nonrelativistic electron events show the following characteristics:

(a) The time profile is in general consistent with an impulsive flare-related particle injection on the Sun.

(b) Depending on the (energy-dependent) amount of scattering the sharp impulsive onset of an electron event can be flattened.

(c) There is a dispersion in energy space.

(d) The transit times to the Earth orbit are less than 30 min.
(e) Electron events in space are typically associated with impulsive microwave and X-ray bursts and type III bursts.

Most nonrelativistic electron events are related to minor flares (often subflares) without associated relativistic electron events. Only 2.5% of all flares have been found to be associated with nonrelativistic electron events in space, whereas 0.4% of all flares were accompanied by relativistic electron events.

The exponents of the nonrelativistic electron energy spectra range from 2 to 5. In the case of an absence of related relativistic electrons a rapid dropping of the spectrum near about 100 keV is to be noticed. Also at energies below 5 keV the spectrum departs from a power law.

In the cases of mixed events consisting of nonrelativistic and relativistic electrons and protons the nonrelativistic electrons are observed simultaneously or before the onset of the relativistic electrons and protons. It may be concluded that the nonrelativistic electrons are released from the Sun some time (~10 min) earlier than the relativistic particles accelerated in the explosive flare phase.

Furthermore the presence of type I bursts seems to indicate situations where electrons are emitted from the Sun in a relatively broad cone of longitudes. These so-called co-rotating events form a separate class of electron events apart from the impulsive type. For the interpretation either a continuous, locally extended acceleration zone at the Sun, and/or a particle storage with a long-period leakage are required.

b. **Relativistic Electrons**

Beside the ‘pure’ electron events in the nonrelativistic energy range the solar events in the relativistic range are to be noted as a physically different class, which is typically associated with proton events. The most important features of these relativistic electron events are as follows:

(a) The time profile of an impulsive-diffusive event displays rise times of typically 1–4 h followed by a slow decay lasting one or two days.

(b) Departures from a classical impulsive-diffusive time profile occur due to propagation effects outside a direct magnetic connection between the observer and the flare site.

(c) In some cases co-rotating (sometimes recurrent) events are observed covering periods longer than one week with almost symmetric time profiles not identifiable with one particular optical flare on the visible hemisphere of the Sun. These events are thus in favor of a storage of electrons in the solar corona which may be related to noise-storm activity.

(d) The spectral index of relativistic electron events is typically about 3 with a more or less small scatter between 2 and 5 (or even steeper). Co-rotating events exhibit a larger scatter of the spectral index than flare-associated events. Sometimes the spectrum becomes steeper towards higher energies above 10 MeV.

(e) The time delay between the optical flare onset and the first arrival of the relativistic electrons at about 1 AU from the Sun is about 30 min.

(f) Beside the impulsive-diffusive and co-rotating events there also exist so-called quiet-time electron increases of 1 to 2 weeks’ duration, which may be possibly due to a varying input of galactic electrons modulated by the Sun.
5.4.3. PROTON EVENTS

In conjunction with the occurrence of solar relativistic electrons energetic protons are observed in interplanetary space. In contrast to the electron-energy spectrum which is almost constant for flare-produced events the proton-energy spectrum varies much more. Consequently, the electron-to-proton ratio also varies by more than two orders of magnitude for different events.

Differing from solar electrons, which can be detected only in space, the solar proton events can be divided into the following classes:

(a) *Ground-level effects* (GLE), which are very rare (20 events between 1942 and 1972) requiring energies above 500 MeV according to ‘cosmic-ray flares.’

(b) *Polar-cap absorptions* (PCA) corresponding to energies in excess of 10 MeV recorded via cosmic radio noise absorption at the Earth’s polar caps by riometers. This effect is due to an anomalous ionization of the polar ionospheric D-layer by the impinging protons.

(c) *Satellite-sensed events* (SSE) corresponding to energies in excess of 0.3 MeV.

Commonly the term ‘proton flare’ is used for proton events with energies in excess of 10 MeV, but sometimes it is extended also to SSEs. A collection of proton flares is contained e.g. in the Catalogue of Solar Particle Events edited by Švestka and Simon (1975).

In summary, the following properties of proton flares may be noted:

The time delay between the flare onset and the arrival of particles at 1 AU as well as other characteristics (e.g. the time difference between the onset and maximum of proton flux) are strongly dependent on the flare position at the Sun. The time differences have a minimum for flare longitudes of about 40° W.

There are several lines of evidence that protons must be stored near the Sun for several hours or days, but it is still difficult to understand the actual mechanism.

The spectral index varies between 1.3 and about 5 in the 20 to 80 MeV region. The hardness of the spectrum is not necessarily proportional to the total number of particles leaving the Sun.

Proton flares are typically accompanied by type II, III, and IV bursts. For the related type IV bursts the combination of $IV_{\mu}$ and $IVmF(A)$ components is very characteristic, evidently indicating the acceleration and release of particles, whereas the escape of electrons of lower energy is indicated by repeated groups of type III bursts superimposed upon the type IVmF (or IVmA) burst. The storage of particles seems to be associated with the subsequent formation of a type IVmB burst component.

It is very likely, but not generally accepted, that the associated centimetric and metric type IV burst components are the product of two different acceleration regions corresponding to a two-step acceleration as originally suggested by De Jager (1969). As already mentioned before, several authors ascribe the secondary accele-
ration taking place during the explosive phase to post-shock processes. But principally there is also the alternative possibility of interpreting the occurrence of shock waves as a result of the explosive phase. In the latter case the shock wave would occur after the acceleration (and release) of the bulk of the energetic particles and produce only a tertiary acceleration (cf. Section 5.3.2).

5.5. Shock Waves and Magnetospheric Disturbances

5.5.1. Flare-produced Interplanetary Shock Waves

The connection between the occurrence of geomagnetic storms and major flares on the Sun has been recognized for a long time. In particular the sudden commencement (sc) of geomagnetic storms is attributed to the passage of an interplanetary shock wave expelled from the Sun. From the average delay time between the flare onset and the sc of about 55 h a mean shock speed of roughly $730 \text{ km s}^{-1}$ can be inferred.

The high correlation with type IV$\mu$ and moving type IV bursts indicates that the interplanetary shock wave can be regarded as a direct continuation of the exciters of the radio bursts in space. This has been proved by spaceborne measurements tracking the type II burst through the interplanetary medium (cf. Figure III.22). It should be mentioned, however, that not all geomagnetic storms and sc's are caused by flare-produced hydromagnetic shock waves: Tangential discontinuities of the solar wind without distinct shock fronts may also cause a number of preferably weaker sc's and recurrent geomagnetic storms (cf. Gosling et al., 1967).

Together with the passage of an interplanetary shock front a number of variations in the particle flux is to be noted:

(a) Behind the shock a plasma cloud is moving outwards observable as a solar-wind enhancement lasting for several hours after the shock passage. It consists of a shell of compressed ambient solar wind surrounding a blob of flare ejecta.

(b) Low-energy particles (<20 MeV) are swept ahead of the shock front so that an increase of the particle flux up to 1 h in advance can announce the subsequent arrival of an interplanetary shock front.

(c) A propagating shock shifts and deforms the interplanetary magnetic field lines thus displacing the path of the high-energy particles in space.

(d) An interplanetary shock causes deflections of the galactic cosmic radiation displayed by a decrease of the ground-based neutron-monitor counts known as the Forbush effect.

Morphologically the shock waves can be classified into two main types labeled ‘R’ and ‘F’ events, which are characterized by a more continuous rise and an abrupt jump of the flow speed followed by a steady fall, respectively. These two types may correspond to theoretical models of ‘driven’ waves and ‘blast’ waves (Hundhausen, 1972).
5.5.2. ANALOGIES BETWEEN SOLAR AND MAGNETOSPHERIC PROCESSES

Obviously there is a certain correspondence between the flare phenomenon at the Sun and some magnetospheric processes. Special attention has been paid to the consideration of analogies between solar flares and magnetospheric substorms (called also 'auroral flares'), which are basically expressed by similar magnetic field configurations (helmet structure – magnetospheric tail). Though the dimensions and scales of the physical parameters may differ by some orders of magnitude, the similarities between the solar and magnetospheric phenomena are rather striking (Alfvén, 1950; Piddington, 1969). These topics are subject to efforts of interdisciplinary studies putting together both solar and magnetospheric physicists (Flare Build-up Study, cf. De Feiter, 1975; Obayashi, 1975; Nagata, 1975; Dungey, 1975).

Looking into the details, similarities may be noted with respect to the following points:

1. Storage of the main part of energy by magnetic fields;
2. Subsequent conversion into kinetic particle energy by acceleration and heating;
3. Analogies in the morphological development of both solar and auroral flares:
   (a) preheating (pre-flash phase – growing phase),
   (b) flash or impulsive phase – expansion phase, and
   (c) recovery;
4. Possibility of reconnection processes of magnetic field lines;
5. Generation of plasma and electromagnetic waves;
6. Occurrence of nonlinear wave–wave and wave–particle interactions;
7. Occurrence of field-aligned currents, dissipation or electromagnetic energy, and precipitation of particles; and
8. Occurrence of hydromagnetic shock waves triggering instabilities.

Since the auroral flare is observable by in situ measurements, one can hope to gain useful hints also for solar flare physics from magnetospheric measurements in spite of the fact that there may also be great differences between both phenomena (cf. below). In an auroral flare intense currents are observed to flow along the geomagnetic field lines causing a substorm in the polar regions of the Earth. Westward and eastward currents belonging to bands of the electron and proton aurora, respectively, lead to the geomagnetic bay effects in opposite directions. Simultaneously with the rapid onset of the expansion phase ('auroral break up') a number of associated effects can be observed, viz.: ionospheric substorms displayed by cosmic-noise absorption (CNA) effects; sudden increase of the VLF hiss emission followed by VLF chorus; enhancement of the ULF activity corresponding to the occurrence of magnetic pulsations of the PiB type followed by PiC-type pulsations; and X-ray substorm due to impacts of auroral electrons with neutral particles.

The VLF hiss emission can be interpreted probably as Čerenkov radiation and/or gyro-resonance emission directly produced by auroral electrons with energies as
low as 1 to 10 keV precipitating through the magnetospheric plasmasphere (and magnetotail). It is followed by the auroral VLF chorus emission which is related to plasmaspheric electrons of higher energies (several tens of keV) trapped in closed magnetic fields and may be explained, in principle, by some kind of pitch-angle instability. The PiB and PiC pulsations, characterized by periods of about 5 and 10 s, respectively, are closely related to the auroral X-ray pulsations which may be due to precipitating electron beams.

The VLF emissions have been ascribed to ion-cyclotron resonance phenomena caused by injected protons. It can be hoped that the detailed study of magnetospheric processes, in particular of those connected with the substorms, will provide an important opportunity for a contribution to a deeper understanding of the basic physical processes related to the flare problem and vice versa.

But there are several specific differences between the physical conditions on the Sun and the Earth, which cannot be overlooked, e.g.:

1. In the solar atmosphere H is the major constituent while in the magnetosphere N₂ and O prevail;
2. Different ranges of the released energy ( < 10^{32} \text{ erg} \text{ in comparison to } < 10^{22} \text{ erg});
3. Differences in the magnitude and details of the configuration of the magnetic fields in complex solar active regions and in the magnetosphere;
4. Different causes of magnetic field changes (penetration of new emergent magnetic flux from subphotospheric regions at the Sun and the drag of the solar wind from outward on the geomagnetic tail);
5. Differences of certain other plasma parameters such as particle density, emitted frequencies, and the character of shock waves;
6. Different time scales of the development of solar and auroral flares;
7. Differences in some details of certain flare-burst components and the components of a substorm; and
8. To a certain extent there are also entirely different methods of observation of solar and magnetospheric phenomena yielding different observed quantities.

For all these reasons an oversimplified translation from solar to terrestrial conditions and vice versa appears to be dangerous.

5.6. Burst Origin and Flare Theories

5.6.1. Basic Problems

The problem of the origin of the different radio burst emissions is closely related to, and a part of, the general problem of the origin and ‘mechanism’ of the whole flare phenomenon comprising all its different components. Actually the ‘flare problem’ exists since the first solar flare observations of Carrington in 1859, but even now it is not yet completely solved. The problem can be divided into a number of fundamental
questions, e.g.:

(a) What is the source of the flare energy?

(b) How and where is the energy stored and which are the basic flare build-up processes in an active region?

(c) What is happening during the pre-flare phase?

(d) How is the energy released in the impulsive flare phase and where is the location of the primary instability?

(e) What are the basic processes during the explosive and post-explosive flare phases?

(f) How is the energy transported in the flare volume and which means of communication are effective combining different components of a flare plasma?

a. The Energy/Time Problem

How can an energy as large as $< 10^{33}$ erg be released in a time as short as about $10^3$ s? From the classical hydromagnetic diffusion equation for a stationary conducting fluid

$$4\pi \frac{\partial B}{\partial t} = (1/\sigma) \nabla^2 B \quad \text{(V.10)}$$

($\sigma$ - electric conductivity) one obtains the dissipation time of magnetic fields

$$t_d = 4\pi L^2 \sigma \quad \text{(V.11)}$$

($L$ - characteristic length) yielding much too long dissipation times ($10^3$ yr) for a highly conducting plasma and reasonable extensions of the flare volume (e.g. $L \approx 10^{10}$ cm). Hence the necessity of reducing either the dimensions of the dissipation region (and) or of the electric conductivity follows. Special realizations of these requirements have been proposed by various authors in various ways, e.g. invoking the action of: plasma waves (Scarf et al., 1965); instabilities e.g. tearing mode (Furth et al., 1963) and finite conductivity (Jaggi, 1963); MHD waves (Petschek, 1964); filamentary structures (Wentzel, 1964); neutral atoms (Gold and Hoyle, 1960); tensor character of the electric conductivity and boundary layers (Piddington, 1967); and stochastic plasma turbulence (Rädler, 1968; Romanchuk and Krivodubskij, 1974).

b. The Mass Problem

The mass problem was formulated by Bruzek (1967). The number of particles involved in the flare process can be estimated as being of the order of $N = 10^{41}$. From this number the part $10^{40}$ may be ejected. This corresponds to an output of $10^{23}$ particles per cm$^2$, but normally only $10^{19}$ cm$^{-2}$ are available in the solar corona, which seems to indicate a particle supply from deeper levels.

c. The Spatial Communication Problem

In the solar atmosphere the regions of maximum energy storage (by magnetic fields) do not seem to be identical with the regions of maximum energy release. This poses the question of a sufficient fast energy transport within the flare volume and also of the
transport of certain trigger actions for different flare components. Potential means of such a communication are shock waves, electric currents, different kinds of plasma waves, particle and mass transport, heat conduction, and electromagnetic waves.

An increasing number of flare models dealing with these questions stress special aspects of the points listed above. Reviews have been given e.g. by Sweet (1969), De Jager (1969), Švestka (1972), and Vasyliunas (1975).

5.6.2. Possible Sources of the Flare Energy

a. Energy Storage by Particles and Nonelectromagnetic Force Fields

In principle there is little doubt that the energy converted by solar flares essentially goes back to an origin in the fusion reactions in the interior of the Sun. The subsequent stages of the flare energy, however, up to the storage in active regions and the sudden release are not so clear. Though today it is more and more generally accepted that the flare energy is most likely stored in magnetic fields of active regions, a number of interesting proposals were made differing from that general assumption. Such a proposal invokes a storage of kinetic energy of high-energy (up to 0.5 MeV) protons in the corona, which would hardly be detected by $\gamma$-rays, neutrons, or other emissions prior to the energy release by particle ejection (Warwick, 1962; Elliot, 1964, 1969). The accumulation of the energy should be continuously acting by a slow-acting acceleration process which was specified by Schatzman (1967), where again transformations of magnetic energy come into play.

Another, in some respect similar model, was proposed by Carmichael (1964) assuming a temporary store of mechanical (solar wind) energy in trapping magnetic fields. In spite of the acceptability of the storage of mechanical energy from the physical point of view, there is a serious lack of evidence which could support the idea.

A further also interesting but even more questionable suggestion is based on the action of gravitational forces expressed in the inversion model of Sturrock and Coppi (1964).

b. Energy Transport by Hydromagnetic Waves

Energy fluxes from subphotospheric layers may also be present in the form of hydromagnetic waves. Then the presence of magnetic fields in stronger active regions has essentially two effects: making the regions 'transparent' for the passage of MHD waves which otherwise are strongly attenuated at the photospheric level (Osterbrock, 1961) and confining of MHD waves (in particular Alfvén waves and slow magneto-acoustic waves) in closed magnetic configurations and dissipation therein.

These waves generated in the convection zone below the photosphere may possibly contribute to solar flares in two alternative ways:

i. The flare energy is supplied immediately during the progress of a flare event. Thus a direct subphotospheric origin of the flares should be assumed in this case, which can hardly be checked by observations (Piddington, 1973).

ii. The flare energy emerges in the form of MHD waves more or less continuously during the pre-flare stage providing an energy storage above the photosphere (Pneuman, 1967; cf. also Wentzel, 1964; Parker, 1964a).
In principle, an influence of the above described processes (especially of the latter one) cannot be excluded. However, it remains doubtful, whether hydromagnetic waves will be sufficient to explain the essence of the flare phenomenon. Thus they may contribute to some heating processes in active regions but their proper role in flare events remains open.

c. Electromagnetic Flare Build-Up Processes

Considering all possible energy sources it turns out that the bulk of the flare energy is most probably explained by an intermediate storage, in the form of magnetic fields. There are many theories as to how this storage and release of the magnetic energy can be realized by processes connected with the penetration of a magnetic field into a plasma.

The energy supplied by magnetic fields of active regions deliver an almost force-free pattern characterized by

$$\nabla \times \mathbf{H} = \alpha \mathbf{H}. \quad (V.12)$$

But evidently not all of the magnetic field energy is available for a conversion into kinetic and wave energy by the flare process. This corresponds to the fact that the gross magnetic field structure of an active region caused by subphotospheric processes is not essentially altered by dissipative field changes. Several authors considered processes to furnish stored magnetic field energy in the solar atmosphere for dissipative processes which are characterized by departures from a simple potential field which represents the minimum-energy state without extractable energy. Such a storage can be established by a twisting of magnetic field lines which is described by a variation of the parameter $\alpha$ in Equation (V.12) and the presence of field-aligned currents

$$\mathbf{j} = \frac{c}{4\pi} \text{curl}\mathbf{B}. \quad (V.13)$$

A first proposal for a detailed mechanism of such a build up of flare energy by the rotational motion of sunspots was made by Stenflo (1969) essentially based on earlier statements of Alfvén (1963), who pointed out that field-aligned currents should be produced by photospheric motions if the integral along a magnetic filament $F$ is

$$\int_F (\mathbf{v} \times \mathbf{B}) \cdot d\mathbf{s} \neq 0. \quad (V.14)$$

As mentioned by Sturrock (1966) the non-current-free state does not correspond to minimum energy conditions thus leading to the principal possibility of the development of instabilities and energy dissipation.

Almost similarly the flare build up by sheared magnetic fields was considered by Nakagawa and co-workers (Nakagawa et al., 1971; Raadu and Nakagawa, 1971; Nakagawa et al., 1973; Tanaka and Nakagawa, 1973).

Another approach to the question of flare energy build-up processes by force-free magnetic fields was proposed by Low (1973). Here the change of $\alpha$ was obtained by the assumption of the action of a resistive magnetic field diffusion in a passive medium, i.e. a tenuous compressible medium being free to move to accomodate the changing magnetic field configuration. Such a situation leads spontaneously to steep magnetic
field gradients and instability. A generalization of this discussion on the basis of the existence properties of the corresponding set of equations was made by Birn et al. (1977).

5.6.3. Energy release in the hydrodynamic flare stage

a. Current-Sheet Models (General)
Proposing an origin of the flare energy in a dissipation of magnetic fields, a reconnection of field lines is expected near neutral points of the magnetic field forming a current sheet. Originally two basic types of a macroscopic field configuration were suggested as being favorable for a magnetic field annihilation: The classical current sheet near an X- or Y-shaped neutral point (Sweet, 1958) and twisted magnetic fields (Gold and Hoyle, 1960).

Starting from these model assumptions a great number of variants have been attempted. As an example Barnes and Sturrock (1972) presented a model demonstrating how a current sheet might be built up from a force-free magnetic field configuration.

The hitherto most detailed concrete realizations of magnetic field annihilation processes go back to Syrovatskij’s mechanism of dynamic field dissipation (Syrovatskij, 1966a) and Petschek’s mechanism invoking the action of a shock wave (Petschek, 1964) which will be considered in the following subsections. Reviews on these matters were given by Vasyliunas (1975) and Syrovatskij (1975).

In summary, the main features invoked by hydrodynamic models of a magnetic field annihilation are: (1) Approaching magnetic field patterns or twisting of fields; (2) existence of current sheets near a neutral line of magnetic fields; and (3) action of hydromagnetic waves.

But it must be remarked, that the above mentioned macroscopic, hydrodynamic models can never be exhaustive in describing all features involved in the flare phenomenon. Hydrodynamic processes refer rather to a special group of flare processes realized in the hydrodynamic part or stage of a flare. Microscopic processes are likely to be involved forming a kinetic stage of the flare development (cf. Section 5.6.4).

In order to make a magnetic field ‘digestible’ for an annihilation process a shift from larger- into smaller-scale processes is anticipated, i.e. a reduction to smaller structure elements coming into the range of microinstabilities.

b. Dynamic Magnetic Field Dissipation
The central point of any flare theory invoking an active role of the magnetic field is the finding of a real mechanism for a transformation of the magnetic energy into kinetic and wave energies comprising the production of accelerated particles, macroscopic plasma motions, heat, and different wave modes.

The basic principles of a magnetic field reconnection (annihilation) have already been established by Dungey (1953), Sweet (1958), and Parker (1963). In the picture of a two-dimensional representation magnetic field lines of opposite direction are assumed to be carried together in the vicinity of an X-shaped neutral point by a plasma flow of a velocity $v_p$ (Figure V.8). There arise a diffusion region and current sheet where the magnetic flux is assumed to be annihilated partly through Ohmic dissipation.
(heat) and partly through acceleration (kinetic energy of the plasma). Considerable progress in this question was achieved by Syrovatskij (1966a, ff.) who presented a mechanism of collisionless dynamic field dissipation directly transforming the magnetic energy into kinetic energy of accelerated particles in the vicinity of a magnetic neutral line. Considering the MHD flow near such a neutral line represented as a neutral line between two parallel currents, solutions are obtained if the currents change, corresponding to approaching magnetic field structure by small displacements $\delta$. The latter may be realized by new magnetic fluxes emerging into a previously existing field structure of opposite polarity. Under special conditions the solution has the form of a converging cylindric wave leading to a cumulative effect with a strong increase of the field gradients towards the neutral line. The ratio of the electric current density $j$ to the plasma density $N$ grows up to high values. This indicates that the MHD condition of frozen-in magnetic fields breaks down and the magnetic

Fig. V.8. Idealized picture of the magnetic field configuration near an X-type neutral point undergoing a displacement $\delta$ leading to a MHD plasma flow (after Syrovatskij, 1966).
field changes into an inductive electric field which directly accelerates charged particles.

The width of the current sheet increases with time up to a certain value. Plasma is squeezed out of the sheet at the edges and becomes compressed in two ropes along the neutral sheet furnished by a corresponding plasma flow towards the sheet from the outer regions.

In the above described way two effects are the preconditions necessary for a proper action of the mechanism: A strong compression of the magnetic field and an extreme rarefaction of the plasma near the neutral sheet. More detailed numerical computations revealed a number of difficulties for meeting favorable conditions, which, however, can clearly be overcome (Anzer, 1973; Syrovatskij, 1975). A special point requiring further consideration is the development of plasma turbulence in the neutral sheet.

In order to explain the impulsive flare phase the process of current interruption similar to the proposal of Alfvén and Carlquist (1967) can be adopted. Such a current-sheet interruption may arise if the ratio $j/N$ exceeds a certain critical value necessary to maintain the current. Then plasma instabilities may set in and an additional effective acceleration is expected to occur. Though there are theoretical objections against this process (Smith and Priest, 1972) experimental results seem to support the possibility of such a process. However, there are still a number of open points in the whole mechanism. Some of those questions are the following: (1) Action of plasma instabilities and quantitative evaluation of the involved nonlinear processes; (2) more exact determination of the cause, topology, and temporal development of magnetic field changes (both theoretically and experimentally); and (3) comparison with real flare observations, e.g. explanation of flare loops and the morphology of different flare-burst components, etc.

c. The Petschek Mechanism

An alternative model of the processes taking place at the vicinity of a neutral sheet was proposed by Petschek (1964). Petschek’s model was the first approach with a sufficiently fast magnetic field annihilation as required for solar flare processes. The model invokes the action of a MHD slow-mode shock wave going out from the diffusion region leading to a maximum reconnection rate. Since the model assumes a plasma flow into the field reversal region, the magnetic field lines are refracted at the wave front toward the wave-normal direction (Figure V.9). This reduces the magnetic field and the plasma flow is accelerated along the wave front. In order to obtain a stationary state the wave propagation must be balanced by the plasma flow. It is important to note that the wave velocity and plasma-flow speed are independent of the resistivity and can be much larger than the speed for magnetic field diffusion. The dominating influence of the diffusion is expected to be restricted to a relatively small region near the neutral line.

The proposed process of the magnetic field reconnection (merging) can be interpreted simply as a collision of two plasma flows (jets) carrying oppositely directed magnetic fields (Vasiliunas, 1975). They give rise to slow shocks which remain attached to the diffusion region since they cannot propagate perpendicular to the magnetic field.
Based on this general principle a number of modifications and extensions have been made e.g. allowing for rotational discontinuities of the magnetic field (Kantrowitz and Petschek, 1966; Petschek and Thorne, 1967) and alternative solutions due to changed configurations (Sonnenrup, 1970; Yeh and Axford, 1970; Yeh and Dryer, 1973; Cowley, 1974; Priest and Cowley, 1975; Priest and Soward, 1975).

Comparing Petschek’s model with Syrovatskii’s model, several differences can be noted (cf. also Syrovatskii, 1975):

(a) In the center of Petschek’s diffusion region the current density is a minimum compared with the boundary region. On the other hand, in the center of the current sheet of Syrovatskii’s model the current density becomes a maximum.

(b) In Petschek’s model the width of the diffusion region decreases with increasing conductivity, whereas in the case of a neutral current sheet it should increase.

(c) In Petschek’s model the parameter \( P/(H^2/(8\pi)) \) must be sufficiently high, but in the theory of neutral sheets it should be \( \ll 1 \).
Further detailed differences in different models concern the special form of the adopted magnetic field model (e.g. homogeneity) and the resulting plasma flow (e.g. stationarity).

Until now different laboratory experiments seem to support (to a certain extent) the dynamic dissipation and also the field-line merging process by a Petschek wave. It appears, therefore, that a synthesis of both mechanisms cannot be totally excluded as appropriate for a wide range of realizations.

5.6.4. **Kinetic stages of the flare—energy release**

a. **Analogies to Laboratory Experiments**

It was already mentioned in Section 5.6.3.a that the hydrodynamic stage of the flare seems to be insufficient to describe the *totality* of all flare phenomena and processes. Analogies to laboratory experiments may help to discern what may happen in the kinetic stage of a flare (Baum and Bratenahl, 1974).

In experiments on the dense plasma focus a (z-) pinch discharge can be referred to as the magneto-hydrodynamic stage (cf. e.g. Maisonnier *et al.*, 1971; Newman and Petrosian, 1975). From the pinch discharge a small X-ray and neutron burst can be observed. But this pinch is only a first and very transient stage before the focus phase sets in. The plasma column resulting from the z-pinch is immediately disrupted by MHD instabilities. There follows a characteristic interruption of the X-ray and neutron emissions called the *dark pause* (of about 50 ms duration in this particular experiment), during which all energy is stored internally in the magnetic field formerly ordered but now ‘mixed’ with the plasma by the action of turbulence resulting from the instability. The turbulent interaction of the magnetic field and the plasma produces an acceleration of high-energy particles, which is displayed by the laboratory experiments (Johnson, 1974; Newman and Petrosian, 1975; Gribkov, 1975). As a consequence of that acceleration a second (strong) X-ray burst and neutron burst is observed. Beside these emissions an enhanced level of plasma waves can be observed at the fundamental and first harmonic of the plasma frequency. Finally a thermalization of the accelerated particles follows, resulting in a heating of the plasma.

As supported by the laboratory experiments the solar flare phenomenon also comprises a number of consecutive processes and developing instabilities, which correspond to different flare stages and components. Regarding the microinstabilities which are presumably forming an essential part in the chain of consecutive processes, the main work has yet to be done.

b. **Deficiencies of Previous Flare Theories**

The main difficulties for a quantitative interpretation of the essential parts of the flare process consist of the need of a highly nonlinear mathematical description. There is a considerable number of spirited attempts to tackle the problem; in general, however, the inclusion of the kinetic stage of a flare seems not yet sufficiently treated in contrast to the fruitful approaches by the hydrodynamic models.

On the other hand, the facilities for checking special models of the Sun are rather limited since a direct probing is not possible. But also indirect methods are still
<table>
<thead>
<tr>
<th>Approach</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invocation of a current sheet near a neutral line and subsequent particle acceleration</td>
<td>Dungey (1953, 1958).</td>
</tr>
<tr>
<td>Reduction of the dissipation time (electric conductivity) e.g. by</td>
<td>Sweet (1958, 1969), Parker (1963), Takakura (1961a).</td>
</tr>
<tr>
<td>- tearing-mode instability</td>
<td>Furth et al. (1963).</td>
</tr>
<tr>
<td>- plasma waves</td>
<td>Scarf et al. (1965).</td>
</tr>
<tr>
<td>- neutral atoms (and annihilation of twisted magnetic fields)</td>
<td>Gold and Hoyle (1960).</td>
</tr>
<tr>
<td>- tensor character of the conductivity and boundary effects</td>
<td>Piddington (1967).</td>
</tr>
<tr>
<td>- current instability in reconnecting current sheets</td>
<td>Smith (1976).</td>
</tr>
<tr>
<td>Pinch effect in neutral points of the magnetic field</td>
<td>Severnij (1958a, b), Severnij and Shabanskij (1960, 1961), Syrovatskij (1962).</td>
</tr>
<tr>
<td>Thermal run-away as trigger mechanism</td>
<td></td>
</tr>
<tr>
<td>Opening of a magnetic bottle in the high corona</td>
<td></td>
</tr>
<tr>
<td>Storage and release of gravitational potential energy</td>
<td>Sturrock and Coppi (1964).</td>
</tr>
<tr>
<td>Unstable arch model</td>
<td>Spicer (1977a, b).</td>
</tr>
<tr>
<td>Approach</td>
<td>References</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Nuclear reactions in neutron flares</td>
<td>Lingenfelter and Ramaty (1967).</td>
</tr>
<tr>
<td>Action of short-lived magnetohydrodynamic vortices from the solar interior; Subphotospheric magnetic field twist</td>
<td>Nakagawa et al. (1973), Komelkov (1962), Piddington (1973, 1974).</td>
</tr>
<tr>
<td>Photospheric dynamo action with energy store in Hall currents; Energy storage in sheared force-free magnetic fields; Inclusion of type III burst acceleration by collisionless tearing-mode instability in a neutral current sheet</td>
<td>Sen and White (1972), Zirin and Tanaka (1973), Tanaka and Nakagawa (1973), Priest and Heyvaerts (1974).</td>
</tr>
<tr>
<td>Invocation of hydrodynamic and kinetic stages in analogy to dense plasma focus experiments; Laboratory experiments simulating flare phenomena;</td>
<td>Kleczek et al. (1976).</td>
</tr>
<tr>
<td>Stage</td>
<td>Energy</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>'Quiet' Sun</td>
<td>(Nuclear)</td>
</tr>
<tr>
<td>Active region build-up</td>
<td>kinetic (turbulence),</td>
</tr>
<tr>
<td></td>
<td>magnetic subphotospheric</td>
</tr>
<tr>
<td></td>
<td>currents</td>
</tr>
<tr>
<td></td>
<td>magnetic (currents above the</td>
</tr>
<tr>
<td></td>
<td>photosphere)</td>
</tr>
<tr>
<td>Flare build-up</td>
<td>quasi-thermal</td>
</tr>
<tr>
<td>Flare triggering</td>
<td>nonthermal kinetic,</td>
</tr>
<tr>
<td>Flare release</td>
<td>plasma turbulence,</td>
</tr>
<tr>
<td>a) MHD stage</td>
<td>nonthermal/thermal</td>
</tr>
<tr>
<td>b) 'kinetic' stages</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
incomplete. Possibly a good deal of our unsatisfactory knowledge about solar flare processes is due to the lack of flare pictures in the microwave region providing sufficient temporal, spatial, and spectral resolution. It would be a unique opportunity to observe magnetic-field controlled radiation from the central regions of the impulsive and explosive flare phases.

We cannot delve into all details of special flare theories since the field is rather extended now and already beyond the scope of solely radio physics. Instead of this, we try to summarize in Table V.7 concisely a number of approaches, which may help to enter into the special literature.

5.6.5. SUMMARY AND PROSPECTS

Now we shall briefly recapitulate some major points concerning the solar flare phenomenon which comprises also the main part of solar radio astronomy. With regard to the different components of solar radio-burst emissions we have distinguished the following main phases: Pre-heating, impulsive phase, explosive phase, and post-explosive phase.

In this way it can be concluded that solar flares consist of a series of consecutive physical processes which, only in very gross structures, can be described by the MHD approximation. It is to be expected that after a MHD-determined instability a decay of the Maxwellian distribution follows and a development of smaller-scale instabilities accessible to kinetic theory sets in. Obviously the supposed sequence of instabilities can be quite different in different cases as individual forms of the development of particular flare events show. The later stages, in particular, may require a triggering of instabilities in greater heights of the solar atmosphere. Table V.8 summarizes in a very tentative form a rough scheme of anticipated processes. It is to be anticipated that in due time details of this picture will become successively clearer.
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**LIST OF SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>vector potential</td>
</tr>
<tr>
<td>$A(z)$</td>
<td>aerial pattern</td>
</tr>
<tr>
<td>$A_e$</td>
<td>effective area</td>
</tr>
<tr>
<td>$A_p$</td>
<td>physical aperture</td>
</tr>
<tr>
<td>$\mathbf{B}, \mathbf{H}$</td>
<td>magnetic field vector</td>
</tr>
<tr>
<td>$B_x(T)$</td>
<td>Kirchhoff–Planck function</td>
</tr>
<tr>
<td>$B_0$</td>
<td>heliographic latitude</td>
</tr>
<tr>
<td>$c$</td>
<td>velocity of light in vacuum</td>
</tr>
<tr>
<td>$D$</td>
<td>directivity</td>
</tr>
<tr>
<td>$\mathbf{D}$</td>
<td>electric induction</td>
</tr>
<tr>
<td>$e$</td>
<td>elementary charge (electron)</td>
</tr>
<tr>
<td>$e_z$</td>
<td>charge of a particle of sort $z$</td>
</tr>
<tr>
<td>$E$</td>
<td>energy (particles)</td>
</tr>
<tr>
<td>$\mathbf{E}$</td>
<td>electric field vector</td>
</tr>
<tr>
<td>$f(v)$</td>
<td>(velocity) distribution function</td>
</tr>
<tr>
<td>$F(E)$</td>
<td>isotropic energy distribution</td>
</tr>
<tr>
<td>$g_{r,s}$</td>
<td>statistical weight</td>
</tr>
<tr>
<td>$g$</td>
<td>Gaunt factor</td>
</tr>
<tr>
<td>$g(z, \beta)$</td>
<td>aerial gain</td>
</tr>
<tr>
<td>$G$</td>
<td>receiver gain</td>
</tr>
<tr>
<td>$G_j$</td>
<td>(longitudinal) wave polarization coefficient</td>
</tr>
<tr>
<td>$h$</td>
<td>height, scale height</td>
</tr>
<tr>
<td>$h = 2\pi\hbar$</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>$i$</td>
<td>inclination</td>
</tr>
<tr>
<td>$i$</td>
<td>imaginary unit</td>
</tr>
<tr>
<td>$I_v, I_o$</td>
<td>intensity (brightness) of radiation</td>
</tr>
<tr>
<td>$I, Q, U, V$</td>
<td>Stokes parameters</td>
</tr>
<tr>
<td>$I_{iq}$</td>
<td>polarization tensor</td>
</tr>
<tr>
<td>$j$ (subscript)</td>
<td>number of wave mode</td>
</tr>
<tr>
<td>$\mathbf{j}$</td>
<td>current density</td>
</tr>
<tr>
<td>$k, k_j$</td>
<td>wave vector ($k =</td>
</tr>
<tr>
<td>$k_D$</td>
<td>Debye wave number</td>
</tr>
<tr>
<td>$K$</td>
<td>Boltzmann’s constant</td>
</tr>
<tr>
<td>$l_D$</td>
<td>Debye length</td>
</tr>
<tr>
<td>$L$</td>
<td>characteristic length</td>
</tr>
<tr>
<td>$L_0$</td>
<td>heliographic longitude</td>
</tr>
</tbody>
</table>
\(m, m_e\) electron mass
\(m_0\) rest mass of electron
\(m_z\) mass of a particle of sort \(z\)
\(M\) Mach number
\((M) = M_{mn}\) instrumental matrix
\(n, n_j\) refractive index
\(N\) number density, e.g.:
\(N_e, N_i\) electron, ion density
\(N_k\) plasmon density
\(N_R\) noise factor
\(p\) axial ratio of the polarization ellipse
\(\mathbf{p}\) momentum
\(P, P_\vartheta\) gas pressure
\(P_k\) kinetic pressure
\(P_m\) magnetic pressure
\(P, P\) beam pattern
\(P\) ray parameter
\(P, P\) power
\(P_R\) receiver noise power
\(\mathbf{P}\) dielectric polarization vector
\(Q_\varphi, Q_\varphi\) electron emissivity
\(R, r, \vartheta, \varphi\) spherical coordinates
\(r\) degree of ionization
\(r_H\) gyroradius
\(R\) radius \((R_\odot - \text{solar radius})\)
\(R\) sunspot number
\(R\) directivity factor
\(R_j\) (transverse) wave polarization coefficient
\(s\) ray path length
\(s\) harmonic number
\(S_\varphi, S_\varphi\) flux density
\(t\) time
\(t_c\) self-collision time
\(t_d\) duration, dissipation time
\(t_D\) deflection time
\(t_{eq}\) equipartition time
\(t_E\) energy exchange time
\(t_s\) slowing-down time
\(T\) temperature
\(T_a\) effective aerial temperature
\(T_b\) brightness temperature
\(T_e, T_{eff}\) apparent disk temperature, effective temperature
\(T_e\) electron temperature
\(T_i\) ion temperature
\(T_R\) noise temperature
\(T_u\) temperature of undisturbed Plasma
\( T \) period, e.g.

\( T_{syn} \) synodic rotation period

\((T) = T_{mn}\) transmission matrix

\( u_r \) partition function of \( r \)-times ionized atoms

\( u_v, u_{\omega} \) spectral energy of waves

\( u_{\sigma}, u_k \) transition (emission) probabilities

\( v = |\mathbf{w}|, w = \mathbf{w} \) velocity

\( v_A, v_a \) Alfvén wave velocity

\( v_e \) electron speed, exciter speed

\( v_i \) ion speed

\( v_g \) group velocity

\( v_k \) phase velocity

\( v_T, v_{th} \) thermal velocity

\( v_s \) sound velocity

\( v_{II} \) type II burst exciter velocity

\( v_{\parallel} \) \( v \cos \theta \)

\( v_{\perp} \) \( v \sin \theta \)

\( V \) volume

\( W_j \) energy density of a wave mode \( j \)

\( W_{k,j}, W_{\omega,j} \) spectral densities of a wave mode \( j \)

\( x, y, z \) Cartesian coordinates

\( X = (\omega_p/\omega)^2 \)

\( Y = \omega_H/\omega \)

\( Z = \omega_{coll}/\omega \)\( \}

\( Y_T = Y \sin \theta \)

\( Y_L = Y \cos \theta \)

\( Y \) emission measure

\( z \) charge number

\( \alpha \) force-free field parameter

\( \alpha, \beta \) position angles

\( \alpha_v, \alpha_{\omega,j} \) absorption coefficient

\( \alpha_{\sigma \rightarrow j} \) wave mode conversion coefficient

\( \alpha(\text{subscript}) \) sort of particles

\( \beta \) \( v/c (\beta_T = v_T/c) \)

\( \beta_{\sigma} \) wave mode transformation coefficient

\( \gamma \) exponent of power-law distributions

\( \gamma \) polytropic exponent

\( \gamma \) growth rate of instabilities

\( \gamma^* \) Lorentz factor

\( \gamma^+ \) Euler's constant

\( \delta(x) \) delta function

\( \varepsilon \) photon energy

\( \varepsilon \) electric permittivity, \( \varepsilon_{dil} \) dielectric tensor

\( \varepsilon_A \) aperture efficiency

\( \varepsilon_B \) beam efficiency

\( \varepsilon_L \) loss efficiency
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \zeta )</td>
<td>angular velocity</td>
</tr>
<tr>
<td>( \eta )</td>
<td>electric resistivity</td>
</tr>
<tr>
<td>( \eta_v, \eta_a )</td>
<td>(volume) emissivity, ( \eta_k ) – emissivity in the wave vector space</td>
</tr>
<tr>
<td>( \theta )</td>
<td>( \theta (k_j, v_{g,j}) ), angular velocity</td>
</tr>
<tr>
<td>( \theta )</td>
<td>stereo angle</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>wavelength</td>
</tr>
<tr>
<td>( \lambda_f )</td>
<td>mean free path</td>
</tr>
<tr>
<td>( \Lambda )</td>
<td>Coulomb logarithm for electron-ion collisions</td>
</tr>
<tr>
<td>( \mu )</td>
<td>magnetic moment</td>
</tr>
<tr>
<td>( \mu_j )</td>
<td>real part of the refractive index</td>
</tr>
<tr>
<td>( \nu )</td>
<td>wave frequency</td>
</tr>
<tr>
<td>( \nu_{\text{coll}} )</td>
<td>collision frequency</td>
</tr>
<tr>
<td>( \nu_H )</td>
<td>gyrofrequency</td>
</tr>
<tr>
<td>( \nu_p )</td>
<td>plasma frequency</td>
</tr>
<tr>
<td>( \nu_c )</td>
<td>critical frequency of synchrotron radiation</td>
</tr>
<tr>
<td>( \rho )</td>
<td>degree of polarization</td>
</tr>
<tr>
<td>( \rho_l )</td>
<td>degree of linear polarization</td>
</tr>
<tr>
<td>( \rho_c )</td>
<td>degree of circular polarization</td>
</tr>
<tr>
<td>( \rho )</td>
<td>mass density</td>
</tr>
<tr>
<td>( \rho )</td>
<td>charge density</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>electric conductivity</td>
</tr>
<tr>
<td>( \sigma = \cot , p )</td>
<td>polarization parameter</td>
</tr>
<tr>
<td>( \tau_v, \tau_{\omega} )</td>
<td>optical depth</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>angle of incidence = ( \vartheta (k_j, r) )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>( \vartheta (v_c, B) ) (pitch angle)</td>
</tr>
<tr>
<td>( \phi )</td>
<td>heliographic latitude</td>
</tr>
<tr>
<td>( \phi )</td>
<td>phase angle</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>(scalar) potential</td>
</tr>
<tr>
<td>( \chi )</td>
<td>orientation angle</td>
</tr>
<tr>
<td>( \chi_{r,s} )</td>
<td>ionization energy</td>
</tr>
<tr>
<td>( \chi_j )</td>
<td>absorption index</td>
</tr>
<tr>
<td>( \psi )</td>
<td>( \vartheta (v_p, k_j) )</td>
</tr>
<tr>
<td>( \omega = 2 \pi \nu )</td>
<td>angular wave frequency</td>
</tr>
<tr>
<td>( \omega_{\text{uh}} )</td>
<td>upper hybrid frequency</td>
</tr>
<tr>
<td>( \omega_{pe} )</td>
<td>electron plasma frequency</td>
</tr>
<tr>
<td>( \omega_{\text{He}} )</td>
<td>electron gyrofrequency</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>longitude of the ascending mode</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>solid angle</td>
</tr>
<tr>
<td>( \Omega_A )</td>
<td>beam solid angle</td>
</tr>
<tr>
<td>( \Omega_M )</td>
<td>main beam solid angle</td>
</tr>
<tr>
<td>( \Omega_\odot )</td>
<td>solid angle of the optical Sun seen from Earth.</td>
</tr>
</tbody>
</table>
absolute instability 240
absorption coefficients
  for bremsstrahlung 194
  for gyro-synchrotron radiation 202ff.
  method of Einstein 169
  negative 169, 243ff.
  for t-t transformation 101, 102
  for radio waves (general) 200
absorption edges of fiber bursts 150
absorption index 194
acceleration mechanisms 261ff.
active longitudes 12, 268
active regions 6, 127
adiabatic invariance of magnetic moment 263
advancing fronts 121
aerial patterns 20ff.
Alfvén velocity 111, 152, 165
Alfvén waves 62, 136, 231, 232, 233
Alouette I, II 90, 91
amplification of electromagnetic waves 243
annihilation of magnetic fields 278
aperture efficiency 23
aperture-synthesis method 52
apparent disk temperature 20
Appleton–Hartree formula 183
arch–filament system (AFS) 12
astronomical unit (AU) 3, 13
auroral flare 273
basic component 54, 55, 60
Baumbach–Allen formula 6
beam efficiency 23
beam–plasma instability 240
Bernstein waves 153, 227ff., 233
betatron acceleration 263
bi-Maxwell distribution 242
blackbody radiation 19
Boltzmann equation 220
bremsstrahlung, nonthermal effects 196
brightness of radiation 18
brightness temperature 19
bright points 6
broad-band absorptions 149, 153
butterfly diagram 7
Carrington’s coordinates 15
Cartesian coordinates 111, 176, 190
Čerenkov effect 169, 198, 217ff., 227
Čerenkov radiation 99, 112, 137, 171, 196, 219
chains of type I bursts 133
characteristic length 157
chromosphere 4ff.
chromospheric flares 9
CMA-diagram 186, 248
course mottling 4
cohherent emission mechanisms 168, 238ff.
cohherent radiation fields 168
cold-plasma approximation 177, 208
collective processes 196, 222
collision frequency 156, 193
collision parameter 193
combination frequencies 173
combination scattering 99, 101, 234
complex bursts 74
compound interferometer 50
Compton interferometer 234
conductivity tensor 174
conservation of energy and momentum (of interacting waves) 175
continuity equation 221
continuous radio emission 74, 168
continuum radio bursts 73, 113
continuum storm 124
convective equilibrium 3, 4
convective instability 240
convective zone 3, 5
core–halo structure 260
corona 5ff.
coronal condensations 9, 63
coronal holes 6, 12
co-rotating electron events 270
cosmic-ray flares 265, 271
Coulomb bremsstrahlung 68, 80, 170, 192
Coulomb logarithm 193
critical frequency of synchrotron radiation 209
critical Mach number 111
cross-type interferomer 49
Culgoora radioheliograph 28, 50ff., 120
  –observations 124, 138
current interruption 262, 280
current–sheet models 278
cyclotron emission 197 (cf. gyromagnetic or
gyro-synchrotron radiation)
cyclotron harmonic waves 227ff., 233
dark pause 282
Debye length 157, 221
Debye wave number 196
deflection time 165
degree of ionization 4, 157
degree of polarization 33, 195
dense plasma focus 282
depolarization, instrumental 181
deviating region 182
Dicke-type receiver 31, 32
differential scattering 235
diffraction pattern 21
direct generation of radio waves 261
directivity of an aerial 21
disparition brusque 12
dispersion relations 183, 226, 232, 239
dispersion, spatial 188
dispersive medium 188, 189
dissipation of magnetic energy 278
Doppler effect 197, 198
drift bursts 73
drift-pair bursts 85
drift waves 172, 243
dynamic flare 256
dynamic magnetic field dissipation 278
dynamic spectrum 40, 80
effective aerial temperture 24
effective area 22
effective temperature 20
Effelsberg radio telescope 29
Einstein coefficients 169, 215
ejected plasma blobs 121
electric conductivity 166
electron-beam stabilization 99
electron density distribution (in solar atmosphere) 157, 247ff.
electron events 269
electromagnetic acceleration mechanisms 263ff.
electromagnetic instabilities 240
electromagnetic waves 16, 172, 173
electrostatic instabilities 240
electrostatic waves 173
elementary acceleration process 262
elementary flare burst 257
emerging flux regions (EFR) 7
emission coefficients
  for bremsstrahlung 102, 200
  for gyro-synchrotron radiation 202ff.
  for radio waves (general) 101
emission equation 197
emission level scale 95
emission probability 226
emission processes
  direct 170, 261
  indirect 170, 171, 261
  primary 170, 262
  secondary 262
emissivity 200
energy distribution 159, 260, 266
energy exchange time 165
energy release 250, 265, 278
equation of energy balance 207
equation of motion 176
equation of radiative transfer 188, 190
equation of time 14
equatorial system 14
equipartition time 165
eruptive prominences 12, 108
EUV-flares 143
evolving magnetic regions (EMR) 7
excess group delay 103
explosive flare phase 12, 75, 116, 255, 257, 262, 270
explosive instability 240
exponential distribution 159
extraordinary wave mode 179
extrapolation of magnetic fields 163
fast-drift bursts 80, 81ff., 143 (see also type III bursts)
directivity 92
exciter source 99
fine structure 84
gross structure 81
harmonic emission 88, 92, 103
hectometer range 92
plasma-wave source 99
radio-wave propagation 103
radio-wave source 100
fast Fourier transform (FFT) spectrograph 42
fast magnetic sound waves 232, 333
Faraday effect 180, 190
F-corona 5
Fermi-Parker mechanism 263
fiber bursts 150
field-aligned currents 242, 277
filaments 11, 66, 90, 128
first and second part events 116
flare build-up processes 277
Flare Build-Up Study (FBS) 273
flare-burst phenomenon 11, 73, 127, 251ff., 274
flare continuum 115
flare kernels 260
flare loops 121
flare phases 265
explosive, see explosive flare phase
impulsive, see impulsive flare phase
gradual 255, 265
‘flare problem’ 11, 274ff.
flare stars 11
flash phase 74, 116, 255, 273
fluctuations, radio 142
Forbush effect 272
force-free fields 163
free-bound emission 69, 255
INDEX

free-free emission 68, 69, 170, 192, 255
free-path length 157, 193

gamma-ray lines 260
gyromagnetic pulsations 273
gyromagnetic storms 272ff.
gradient bursts 74, 255, 257
granulation 4
grating interferometer 48
ground-level effects (GLE) 271
group delay 103, 109
group velocity 188, 225
growth rate of instability 239

gyrofrequency 156, 169, 197
gyro-magnetic radiation, gyro-synchrotron emission 68, 80, 170, 197ff.
correction terms 205
energy ranges 199, 208
time dependencies 80, 206
gyroradius 209
gyro-resonance absorption 202, 222

Hall conductivity 166
Hz 9, 66, 70, 74, 79, 107, 121, 161, 253, 260
Hanle effect 161
hard X-ray burst 80, 256ff.
hard X-ray phase 74, 116
harmonic patterns 150
Harris instabilities 242
Harvard-Smithsonian Reference-Atmosphere 4
heating 226, 255, 261
Heinrich-Hertz-Institute 64, 77
Helios A, B 91
helmet structure 273
herring-bone structure 87, 109
high-energy cutoff 159
high-energy flare 256
high-temperature flare 254
horizontal system 13
'hot' plasma 221
hydromagnetic flare stage 278
hydromagnetic waves 173, 229ff.
fast and slow 231

ideal plasma 177
impulsive bursts 74, 255, 269
impulsive–diffusive electron events 270
impulsive flare phase 74, 116, 257, 262, 264, 273
incoherent emission mechanisms 168
incoherent radiation fields 168
indirect generation of radio waves 261
induced emission 169
induced scattering 245
integral scattering 245
intensity interferometer 47
intensity of radiation 18
intermediate drift bursts 150

International Geophysical Year (IGY) 2, 55
International Years of the Quiet Sun (IQSY) 2
instabilities 169, 226, 238ff.
instrumental matrix 37
ionosphere 1, 17
ion-sound waves 172, 232, 233
isolated sources of moving type IV bursts 121
jet 121
J–type bursts 82
K–corona 5
kinetic flare stages 282
kinetic instabilities 239
kinetic theory 176, 220
Kirchhoff–Planck function 188
Kirchhoff's law 188, 193
Kraus-type radio telescopes 25

Landau damping 171, 197, 219, 227
Langmuir waves 226ff., 233
large-scale magnetic fields 127, 163
L-corona 5
leading spot hypothesis 78
leading spot polarity 9
linear polarization (solar observations) 89
line emission, solar radio 62, 170
'linear' waves 226
local thermodynamic equilibrium (LTE) 57, 59, 62, 158, 169
long-baseline interferometry 47, 67
longitudinal waves 186
loop-prominence systems (LPS) 12
Lorentz factor 203
loss-cone distribution 43
loss-cone instability 153
low-noise amplifiers 33
low-temperature flare 251

Mach number 111
macroinstabilities 240
magnetic arches, expanding 121
magnetic bremsstrahlung, see gyro-magnetic radiation
magnetic fields
empirical distribution 161, 247
extrapolation 163
models 163
structure 137, 138
magneto-ionic parameters 177
magneto-ionic theory 176, 177, 208
magnetospheric substorms 273
Maxwell distribution 159, 201, 202, 222, 229, 242
mean free path 157, 193
medium-band absorptions 149
MHD-approximation 176, 221
MHD-instabilities 239
microinstabilities 240, 264
microwave bursts 73, 143
association with other phenomena 79
models 80
morphology 74ff.
polarization 78
source structure 78
spectral characteristics 77
mildly relativistic energy range 208
moderate turbulence 174
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multi-temperature plasma 260
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noise storms 54, 87, 126ff., 150, 268
burst component 131
continuum 74, 128
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related phenomena 128
type III storms 137
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nonrelativistic electrons 269
nonrelativistic energy range 208
nonresonant emission processes 169
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normal mode analysis 239
nozzle hypothesis 68
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occultation of cosmic radio sources 62
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optical radiation
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particle acceleration 261
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particle radiation 127, 251, 267ff.
Pederson conductivity 166
Petschek's mechanism 278, 280ff.
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phase space 220
phase-switched interferometer 45
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photon spectrum 266
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pitch-angle diffusion 243
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plasmons 224, 226, 232
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poles of the refractive index 185
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</tr>
<tr>
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