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Preface                                                                     
Polarimetric detection, characterization,         
and remote sensing 

Michael Mishchenko1*, Yaroslav S. Yatskiv2, Vera K. Rosenbush2,               
and Gorden Videen3 

1 NASA Goddard Institute for Space Studies, 2880 Broadway, New York, NY 10025, USA 
2 Main Astronomical Observatory of the National Academy of Sciences of Ukraine, 27  

Akademika Zabolotnoho St., 03680 Kyiv, Ukraine  

3 Army Research Laboratory, 2800 Powder Mill Road, Adelphi, Maryland, 20783, USA 

The NATO Advanced Study Institute (ASI) on “Special Detection Technique 
(Polarimetry) and Remote Sensing” took place in Kyiv, Ukraine, 12–25 
September 2010. The main focus of the meeting was photopolarimetry, a rapidly 
developing, multidisciplinary topic with numerous military, ecological remote-
sensing, astrophysical, biomedical, and technological applications [1–9]. Typical 
remote-sensing instruments measure the total intensity of the light scattered by a 
system of interest. Although the results of such measurements can be extremely 
valuable, they carry only a fraction of potentially useful information contained in 
the scattered light. The remaining information is coded in the polarization state of 
the light. As the need for accurate optical characterization and diagnostic tech-
niques is increasing, it is important to find improved ways of extracting the addi-
tional information contained within the polarization state of the measured light. 
Advanced polarimetric methodologies are currently being used to 

• detect the presence of biological-warfare-agent aerosols that may threaten 
military and civilian populations,  

• monitor environmental effects and climate of our own planet Earth,  
• detect the extent of cancerous regions within the human body,  
• characterize nano-structures on substrates, and  
• characterize structural elements of astrophysical bodies like comets and 

satellites.  
Various polarization techniques have largely been developed independently 

by small research groups within specific scientific disciplines. Because the field is 
extremely interdisciplinary and the number of research groups actively utilizing 
polarization information often represents only a small fraction of the scientists 
within a remote-sensing, in situ, or laboratory optical-characterization discipline, 

–––––––––––––––––––– 
* Corresponding author. E-mail: mmishchenko@giss.nasa.gov 
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no single conference or workshop had been organized to address this field in gen-
eral. With any interdisciplinary field, it is important for the players to meet and in-
teract, so that they can discuss and build on the methods that were successful, and 
especially to teach students these techniques. It was, therefore, anticipated that 
bringing this diverse group of scientists together to teach and discuss different as-
pects of this one specific topic would encourage future collaborative efforts 
among scientists working on similar problems in different fields of research who 
otherwise would not have this opportunity. 

The ASI was organized in such a way that much of the key research was pre-
sented by experts most familiar with the respective major topics. Additional con-
tributed presentations dealing with aspects related to the feature talks were made 
by scientists and students having deep working knowledge of the particular nu-
ances. As with any new interdisciplinary line of research, it was anticipated―  

 

 
The conference venue: resort Koncha-Zaspa located in the                           

picturesque and quiet “green zone” of Kyiv. 
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ASI Director Yaroslav Yatskiv welcomes the participants                             

at the Main Astronomical Observatory. 

 
The conference facility of the resort Koncha-Zaspa. 

correctly― that some of the key barriers in one discipline had been worked out in 
other disciplines. This made the specific ASI format especially appropriate and ex-
tremely beneficial to all participants. We then identified and discussed the key 
common problems that we are trying to solve in this field along with what re-
search needs to be performed to acquire the knowledge and research techniques to 
solve these problems.  

While the formal lectures, shorter oral talks, and three poster sessions were 
key components of the ASI, another critical component was providing opportuni-
ties for direct personal interactions. Not only was this important for lecturers to 
further clarify key points of their tutorials and provide detailed explanations on a 
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more personal level, but it was also imperative to provide ample time for commu-
nications and exchanges of ideas that could ultimately lead to long-term collabora-
tions helping advance the field into the future. The Local Organizing Committee 
(LOC) of the ASI worked hard to arrange such activities, which included an open-
ing reception, two formal conference dinners, a field trip to the Main Astronomi-
cal Observatory (MAO), a JQSRT Session and Reception, and two tours of Kyiv.  

It was especially appropriate that this meeting took place in Ukraine. First of 
all, the 2010 ASI built on the great success of the 2003 ASI on “Photopolarimetry 

 
NATO ASI poster. 
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The official ASI logo and book of abstracts. 

in Remote Sensing” convened in Yalta [3,4]. Second of all, Ukrainian astrophysi-
cists  have performed pioneering research in both measuring and interpreting pho-
topolarimetric signals from remote astronomical objects [9]. These techniques 
have subsequently been extended to numerous other fields, including environ-
mental remote-sensing of aerosol loading and terrestrial changes, such as the ef-
fects of pollution, erosion, and desertification. In this regard, the field trip to 
MAO, concluded by a lively picnic, was particularly instructive and productive.  

In summary, the goal of the ASI was to present high-level tutorial courses on 
the most recent advances in polarimetric detection, characterization, and remote 
sensing, including military and environmental monitoring as well as terrestrial, 
atmospheric, and biomedical characterization. We discussed and taught techniques 
developed in various disciplines to acquire information from the polarization sig-
nal of scattered electromagnetic waves. We identified techniques that have been 
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Gorden Videen, Hal Maring, and Pinar Mengüç (from left to right) enjoy their time         

in Kyiv. 

 
Michael Mishchenko, Nikolai Khlebtsov, and Vera Rosenbush (from left to               
right) discuss planetary opposition phenomena during the picnic at MAO. 

 

especially successful for various applications and the future needs of the research 
communities. It is hoped that the inclusion of researchers from various disciplines 
will lead to cross-pollination of ideas and foster collaborations that will improve 
research efficiency. We did our best to provide the necessary elements to com-
mence fruitful collaborations, i.e., food, drink, and discussion, and are confident 
that the participants were able to turn this great opportunity to their advantage. 

An integral part of the ASI was the presentation of two memorable peer 
awards. The first one, the Special Prize of the LOC, was given to Professor Jim 
Hough for his exceptional lecture course on high-sensitivity polarimetry and its 
applications. The second one, the Young Scientist Award of the Journal of Quan-
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titative Spectroscopy and Radiative Transfer (JQSRT) was presented to Dr. Pavel 
Litvinov for his outstanding contributions to the field of electromagnetic scattering 
by particles. We wholeheartedly congratulate both awardees on the well-deserved 
distinctions. The award ceremony was part of the second conference dinner, which 
also featured an utterly brilliant and rousing concert given by the enthusiastic 
members of the Ukrainian Folk Band of the Kyiv Taras Shevchenko National 
University.  

Given the growing importance of polarimetry and the large amount of useful 
material presented at the ASI, it was essential to archive the well-established and 
new knowledge in the form of appropriate publications available to the entire sci-
entific community. By its very design, this volume contains only tutorial reviews 
of specific fields of research, with a minimum of original material. Recent original 
results as well as a few additional reviews will be published in a special issue of 
JQSRT in the form of full-size peer-reviewed papers.    

We thank all lecturers for the willingness to contribute their time and exten-
sive knowledge and to provide instructive and illuminating tutorials that formed 
the backbone of this ASI. We also thank all the student participants (ranging from 
actual PhD students to senior researchers) for their energy and enthusiasm without 
which this ASI would not have happened. Special recognition is owed to the MAO 
research staff who were responsible for all aspects of local organization, overcame 
numerous obstacles, and made possible all the good things that happened during 
the two memorable weeks in Kyiv. We also thank the management and staff of the 
resort Koncha-Zaspa for fine cooperation and warm hospitality at their beautiful 
facility. Last but not least, we thank all contributors to this volume for providing 
outstanding chapters and responding to our numerous editorial requests in a timely 
manner. 
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The second conference dinner featured Ukrainian folk dances and songs. 

  
The lively JQSRT reception sponsored by Elsevier. 
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Stellar spectropolarimetry: basic principles,    
observing strategies, and diagnostics                  
of magnetic fields  

Stefano Bagnulo* 

Armagh Observatory, College Hill, Armagh BT61 9DG, Northern Ireland, UK 

Abstract. A large fraction of night-time astronomical polarimetric measurements 
is aimed at the detection of stellar magnetic fields. These kinds of measurements 
are often performed at the limit of instrumental capabilities, and it is of paramount 
importance to employ observational and data-reduction techniques that allow one 
to reach the highest possible precision. This chapter is a review of these tech-
niques ranging from the basic principles to the presentation of recent results. I will 
start with the definition of the Stokes parameters and with an analytical characteri-
zation of the optical devices that are most commonly used to measure the polari-
zation of light for objects of astrophysical interest. I will then discuss the observa-
tional and data-reduction techniques that help minimize the instrumental effects, 
allowing one at the same time to perform basic quality checks of the measured 
signals. Next, I will recapitulate the Zeeman effect and show how analyses of 
Stokes-parameter profiles can be exploited for the detection and modeling of stel-
lar magnetic fields. Lastly, I will describe a method for field detection based on 
high-resolution spectropolarimetry and a method based on low-resolution spectro-
polarimetry. 

Keywords: polarization, spectropolarimetry, stellar magnetic fields 

1.  Introduction 

The study of stellar magnetism through circular spectropolarimetry is by far 
the most common application of polarimetric techniques to astronomical objects. 
The high-resolution spectropolarimeters ESPaDOnS of the 4-m Canada–France–
Hawaii Telescope (CFHT), its twin Narval† of the 2-m Bernard Lyot Telescope of 

and imager (Appenzeller et al. 1998) of the 8-m ESO Very Large Telescope 
(VLT) are currently the workhorse instruments for this kind of studies. The high-
resolution HARPS instrument (Mayor et al. 2003) of the ESO’s 3.6-m telescope 
–––––––––––––––––––– 
* Corresponding author. E-mail: sba@arm.ac.uk 
† Both the ESPaDOnS and Narval instruments are described at http://www.ast.obs-mip.fr/projets/ 

espadons/espadons.html 

the Pic-du-Midi Observatory (France), and the low-resolution FORS spectrograph 
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has been recently equipped with polarimetric optics, and its commissioning data 
have already shown that the instrument will be able to deliver high-quality results 
(Snik et al. 2010). During the last 10 years, about 1000 h of telescope time have 
been allocated for the investigation of stellar magnetic fields with the FORS in-
strument, while the ESPaDOnS and Narval instruments are currently employed for 
similar purposes at the rate of a few hundred hours per year. While the time dedi-
cated to polarimetry represents a tiny fraction of all astronomical observations, 
whenever a photon travels across polarimetric optics of an astronomical spectro-
graph, the chances are that it will eventually be used to study the magnetic field of 
a star. 

Magnetic fields are present in a large variety of stars across the entire 
Hertzsprung–Russell (HR) diagram and play a fundamental role during the vari-
ous evolutionary stages, from the collapse of the proto-stellar material through the 
end of the star’s life either as a white dwarf or a neutron star.  

In low-mass main-sequence stars (up to ~1.5 solar masses), the presence of a 
magnetic field is often inferred from observations of solar-like-activity phenom-
ena, such as dark spots and prominences. Magnetic fields are thought to be nearly 
ubiquitous in low-mass stars and originate within the star’s convective envelopes 
through a dynamo process. Among higher-mass stars, magnetic fields are more 
rarely observed, but when present, they often have a higher strength and a simpler 
morphology than in lower-mass stars. The dynamo hypothesis is hardly consistent 
with the observed high strengths, with the fact that only few early-type stars are 
magnetic, and with the lack of any obvious correlation between field strength and 
rotation rate. Therefore, the presence of a magnetic field in intermediate- to high-
mass stars is commonly interpreted in terms of the fossil theory, according to 
which the observed fields are the remnants of a field existing in the earlier stages 
of stellar evolution: either a weak interstellar field present where the cloud was 
collapsing into a proto-star, or a field generated by a dynamo when the star was in 
the pre-main-sequence phase. The fact that no correlation exists between the rota-
tion period and the magnetic field and that only a small percentage of upper-main-
sequence stars is magnetic is naturally explained in terms of the amount of flux 
trapped during the star formation or early evolution. It is clear that understanding 
the role of magnetic fields in stellar evolution requires observational constraints 
everywhere in the HR diagram, a goal toward which much important progress has 
been achieved during the last decade. 

The current state of our knowledge of stellar magnetism is thoroughly re-
viewed by Donati and Landstreet (2009), while a deep theoretical background is 
presented by Mestel (1999). This chapter is an introduction to the theoretical con-
cepts, the astronomical instrumentation, and the observing and modeling tech-
niques for the studies of stellar magnetic fields intended for a reader familiar with 
the use of linear polarimetry as a remote-sensing tool for the study of planetary 
surfaces and particles, but less familiar with the astrophysical application of cir-
cular spectropolarimetry. This review is limited to the remote-sensing techniques 
developed for the study of magnetic fields of non-degenerate stars. The Sun is a 
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well studied magnetic star, but the respective observing and modeling techniques 
differ from those commonly applied to stars; therefore, solar spectropolarimetry 
will be left outside the scope of this review. 

I will start with the definition of the Stokes parameters (Section 2), summarize 
the basic principle underlying the measurement of polarized radiation (Section 3), 
and show how the analysis of the Zeeman effect on the Stokes-parameter profiles 
of the spectral lines allows one to detect and model magnetic fields of non-degen-
erate stars (Section 4). Finally, I will review the diagnostic techniques introduced 
over the last few decades (Section 5). This chapter cannot deal with all theoretical, 
instrumental, and observational details, but is intended to give a fairly complete 
overview of the relevant key points. Selected references to the literature will help 
to refine the general picture. 
 
2.  Definition of the Stokes parameters 

The measurement of polarimetric quantities lacks a well-established stan-
dardization. While there is little risk of ambiguity in the definition of the fraction 
of linear polarization, ambiguities in the definition of its position angle and of all 
the Stokes parameters except the intensity are more the rule than the exception. 
These ambiguities are discussed in some detail, e.g., by Clarke (1974), Landi 
Degl’Innocenti et al. (2007), and Bagnulo et al. (2009). In the following, I will re-
call the definitions that are most commonly adopted in night-time optical astron-
omy. 

Defining the Stokes parameters requires a preliminary choice of the reference 
direction x pertaining to the plane perpendicular to the direction of the propagation 
of the radiation. This choice is somewhat arbitrary, yet its definition is crucial for 
linear-polarization measurements. In stellar astronomy, it is common to choose the 
reference direction x as the celestial meridian passing through the observed object. 
In solar observations one can adopt the direction of the tangent to the solar limb 
(for prominence observations) or the direction passing through the observed point 
and the center of the solar disk (for sunspots observations). For observations of as-
teroids and other objects of the solar system, it is common to adopt the normal to 
the scattering plane (identified by the great circle passing through the object itself 
and the Sun).  

We then consider a right-handed reference system (x, y, z) with the z-axis di-
rected along the direction of propagation of the electromagnetic wave. It is possi-
ble to define the Stokes parameters following two different approaches. In the first 
one, the Stokes parameters are expressed as statistical averages of bilinear prod-
ucts of the components of the electric field vector along two perpendicular axes x 
and y. Rigorous definitions are given, e.g., in Landi Degl’Innocenti and Landolfi 
(2004). The second approach is based on the concept of ideal filters for linear and 
circular polarization (e.g., Shurcliff 1962). Both definitions are consistent with the 
schematic visualization in Fig. 1. The Stokes parameter Q is the difference be-
tween the intensity of the radiation with the electric field vector oscillating along 



4 S. BAGNULO 

Q = − U = −

x

R
e

fe
re

n
c
e

 d
ir
e

c
ti
o

n
0o 135o90o 45o

Positive, right

handed: (I+V)/2
Negative, left

handed: (I−V)/2

V = −

 

Fig. 1. Geometrical visualization of the definition of the Stokes parameters according to 
Shurcliff (1962) and Landi Degl’Innocenti and Landolfi (2004). The observer is looking 
toward the source. 

the x-axis and that with the electric field oscillating along the y-axis. The Stokes 
parameter U is the difference between the intensity of the radiation with the elec-
tric field oscillating at 45° and that with the electric field oscillating at 135° with 
respect to the reference direction x (angles are reckoned counterclockwise from 
the reference direction when looking at the source). The fraction of linear polari-
zation is given by  
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and the position angle Θ  is obtained by inverting the relationships  
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Inverting Eq. (2) requires some attention, and the position angle should be calcu-
lated as  
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where Θ 0 = 0 if Q > 0 and U ≥ 0; Θ 0 = π  if Q > 0 and U < 0; Θ 0 = 2π  if Q < 0‡.  
The Stokes parameter V is given by the difference between the right-handed 

and left-handed circular polarizations, defined so that at a fixed point in space, the 
tip of the electric field vector carried by a beam having positive circular polariza-

–––––––––––––––––––– 
‡ Some programming language routines include the function atan2, which accepts two argu-

ments, and should correctly include the constant Θ 0. 
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tion rotates clockwise, as seen by an observer looking at the source of radiation. 
Conversely, the tip of the electric field vector carried by a beam having negative 
circular polarization rotates counterclockwise, as seen by an observer looking at 
the source. 

In the majority of applications, it is customary to normalize the Stokes pa-
rameters Q, U, and V to I, and adopt the reduced parameters ,IQPQ = =UP  

,IU  and .VQPV =   
The Stokes parameters provide a full description of the ellipse drawn by the 

tip of the electric field vector in the plane perpendicular to the direction of wave 
propagation. In particular, the position angle Θ  of Eq. (3) is the angle that the ma-
jor semi-axis of the ellipse forms with the reference direction x, reckoned counter-
clockwise; the ellipse’s major and minor semi-axes a and b, expressed in dimen-
sionless units, are given by (e.g., Landi Degl’Innocenti et al. 2007)  
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3.  Measurement of the Stokes parameters in night-time optical astronomy 

Polarimeters include one or more modulators (retarder wave plates or Fresnel 
rhombs) that can be either rapidly rotated or put in a series of fixed positions. 
Modulators are followed by a linear polarizer, typically a Wollaston prism.  

In this section, I will first introduce the properties of the individual optical 
elements in the ideal case, following the approach of Landi Degl’Innocenti and 
Landolfi (2004). Then I will present the actual scheme that is most commonly 
adopted in imaging polarimeters and spectropolarimeters currently used in night-
time astronomy. For a wider overview of the different techniques and instrument 
setups employed in astronomy see, e.g., Tinbergen (1996), Hough (2005, 2011), 
and references therein. 

Waveplates are optical elements with two principal axes, one called the fast 
axis and the other one called the slow axis, characterized by two different refrac-
tive indices. The refractive index of the fast axis is smaller than the refractive in-
dex of the slow axis, so that linearly polarized light with its electric field vector 
parallel to the fast axis travels faster than linearly polarized light with its electric 
field vector parallel to the slow axis. A quarter-wave plate and a half-wave plate 
produce a phase retardation between the components of the electric fields along 
the fast and slow axes equal to 2π  and π, respectively. Wave plates are made of 
birefringent crystals (e.g., calcite); the birefringence properties depend on the 
wavelength and on the thickness of the crystal. Fresnel rhombs produce similar re-
sults as quarter-wave plates. The phase retardation is not due to the birefringence 
properties of the material, but rather is introduced by a double internal reflection. 
Fresnel rhombs can operate over a wider wavelength range than retarder wave 
plates.  
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A filter for linear polarization (called polarizer) is a device that can be inter-
posed along a radiation beam and which, by definition, is totally transparent to the 
component of the electric field along a given direction perpendicular to the direc-
tion of propagation (the transmission axis of the polarizer), and totally opaque to 
the component of the electric field in the orthogonal direction. 

Ideally, linear polarization can be measured using a polarizer set at different 
position angles on the sky (0° and 90° for the Stokes parameter Q; 45° and 135° 

for the Stokes parameter U ). A filter transmitting positive circular polarization can 
be realized with the combination of a quarter-wave plate followed by a polarizer 
whose transmission axis is rotated counterclockwise (looking at the source of ra-
diation) by an angle of 45° with respect to the direction of the fast axis of the 
plate. A transmitting negative circular polarization has a quarter-wave plate fol-
lowed by a polarizer whose transmission axis is rotated by an angle of −45°. Ob-
viously, when the linear analyzer is aligned in the reference direction, a filter 
transmitting positive circular polarization is obtained by setting the fast axis of the 
retarder wave plate at an angle of −45° with respect to the reference direction, 
looking at the source of radiation, and a filter transmitting negative circular polari-
zation is obtained by setting the fast axis of the retarder wave plate at an angle of 
+45° with respect to the reference direction. 

Instead of a linear polarizer, it is often advantageous to use a Wollaston prism, 
which can be thought as a combination of two linear polarizers: the incoming ra-
diation is split into two beams which define an exit plane, or principal plane. The 
two beams are polarized, one in the direction parallel to that plane (which we will 
call the parallel beam) and one in the direction perpendicular to it (which we will 
call the perpendicular beam). In principle, linear polarization can be measured us-
ing only a Wollaston prism and rotating the Wollaston or the entire instrument, but 
this will not be convenient for observations of extended sources. A linear polarizer 
filter is more conveniently realized by using a rotatable half-wave plate followed 
by a Wollaston prism.  

For an arbitrary configuration of the polarimetric optics, in the geometrical 
scenario of Fig. 2, a detector that follows a retarder wave plate and a linear polar-
izer will measure the following signal (Landi Degl’Innocenti and Landolfi 2004):  

 
],sin)22(sin

cos)22(sin)2cos2sin(

)22(cos)2sin2cos([),,(
2
1

γαβ
γαβαα

αβααγβα

−+
−−−

−++∝

V
UQ

UQIS

 (5) 

where α as the angle between the reference direction and the fast axis of the re-
tarder wave plate, measured counterclockwise from the reference direction; β  is 
the position angle of the transmission axis of the linear polarizer measured conter-
clockwise from the reference direction; and γ  is the phase retardance introduced 
by the retarder wave plate. If the analyzer is a Wollaston prism then this will be 
inserted into the beam in such a way that its parallel beam is parallel to the refer-
ence axis. In this way, the principal beam and the perpendicular beam will be as-
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Fig. 2. Schematic representation of an ideal polarimeter (from Landi Degl’Innocenti and 
Landolfi 2004). 

sociated with the β values 0° and 90°, respectively. 
We define G (α, γ ) as the ratio of the difference and the sum of the signals 

corresponding to the parallel and perpendicular beams measured with the retarder 
wave plate with a retardance phase γ at a position angle α :  
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The measurement of the reduced Stokes parameter PQ = IQ  can ideally be 
performed by setting the position angle α  of the retarder wave plate to 0° or to any 
multiple of 45°, whereas the measurement of the reduced Stokes parameter 

IUPU =  can be performed by setting the angle α  to 22.5° or to any angle differ-
ing from 22.5° by a multiple of 45°. The measurement of the reduced Stokes pa-
rameter IVPV =  can be performed by setting the angle α  to −45° or to any an-
gle differing from −45° by a multiple of 90°: 
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Equation (5) may be regarded as the analytical description of an “ideal po-
larimeter” realized with a retarder wave plate (or a Fresnel rhomb) and a Wollas-
ton prism, while Eqs. (7) give the simplest observing recipes. In all practical ap-
plications, the behavior of a “real polarimeter” will deviate from the ideal case for 
a number of reasons. The three most important effects to be considered are the fol-
lowing: 
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Fig. 3. Left-hand panel: position angle of the fast axis of the half-wave plate of the ESO 
VLT FORS instrument (set arbitrarily to zero for λ = 6000 Å) as measured in the labora-
tory. Right-hand panel: the position angle of the standard star for linear polarization Ve 6-
23 observed with the FORS, obtained using Eq. (8) and without correcting for the chroma-
tism of the retarder wave plate. 

1. The transmission function in the principal beam will differ from the trans-
mission function of the perpendicular beam, even for an unpolarized 
source. Accurate flat-fielding can mitigate this problem, but experience 
shows that it is hard to achieve accuracy better than 2% − 3%. 

2. Both the retardance angle and the position angle of the retarder wave plate 
depend on the wavelength and may deviate from the nominal values up to 
several degrees. As an example, the left-hand panel of Fig. 3 shows the po-
sition angle of the fast axis of the half-wave plate of the FORS instrument 
as a function of wavelength, arbitrarily setting to zero the value assumed at 
λ = 6000 Å. 

3. In spectropolarimetric measurements, a less-than-perfect wavelength cali-
bration of the two beams split by the Wollaston prism will introduce a spu-
rious signal of polarization in spectral lines. As an example, let us consider 
an unpolarized spectral line approximated by a Gaussian curve. Suppose 
that the wavelength calibration introduces a spurious offset equal to 101  of 
its FWHM between the parallel and perpendicular beams, which is proba-
bly not common but still represents a realistic scenario. Figure 4 shows that 
while the two Gaussian curves are nearly overlapping, the reduced Stokes-
parameter profiles obtained with Eqs. (7) would show a spurious polariza-
tion signal of a ~10% amplitude.  
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Fig. 4. Two Gaussian curves offset by 0.1 FWHM (top curves) and their difference divided 
by their sum (bottom curve, offset by +0.3 for display purposes). 

These three problems are largely overcome by combining observations ob-
tained with the retarder wave plate set to at least two different position angles. 
There exist two methods, “the difference method” and the “ratio method”, which 
are both based on the same observing recipes: circular polarization measurements 
should be obtained with the quarter-wave plate at position angles turned in steps 
of 90° starting from α = −45°; linear polarization measurements should be ob-
tained with the half-wave plate turned in steps of 22.5° starting from α = 0°. De-
noting by ||f  the flux measured in the parallel beam (β = 0°) and by ⊥f  the flux 
measured in the perpendicular beam (β = 90°), following the difference method, 
the reduced Stokes parameters are then obtained as 
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Following the ratio method, the reduced Stokes parameters are calculated as  
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In both Eqs. (8) and (9), for X = Q, α j  belongs to the set {0°, 90°, 180°, 270°} and 
Δα = 45°; for X = U, α j  belongs to the set {22.5°, 112.5°, 202.5°, 292.5°} and 
Δα = 45°; for X = V, α j  belongs to the set {−45°, 135°} and Δα = 90°. N repre-
sents the number of pairs of observations obtained at two different position angles.  

Bagnulo et al. (2009) have analytically shown that the two methods give iden-
tical results to the first order. For circular polarization measurements, both meth-
ods allow one to cancel out the spurious effects introduced by deviations of the 
angles α, β, and γ  from their nominal values, as well as by imperfections of the 
flat-fielding corrections and changes of the sky transparency. For linear polariza-
tion measurements, both methods compensate for deviations of the angles β and γ  
from their nominal values, as well as for differences in the transmission functions 
of the two beams and changes in sky transparency. However, it is still necessary to 
correct for the deviations of the position angle of the retarder wave plate, α, from 
its nominal value. Assuming, for instance, that the position angle of a linearly po-
larized source is constant with wavelength, the position angle obtained from ob-
servations reduced either with Eq. (8) or (9) will be wavelength-modulated in the 
same way as the curve of the half-wave plate position angle, and centered about 
the real value of the position angle of the star’s polarization. The right-hand panel 
of Fig. 3 shows the position angle of the standard star for linear polarization 
Ve 6−23, observed with the FORS instrument, and obtained using the “difference 
method”. More details are given in Bagnulo et al. (2009) and Fossati et al. (2007).  

Potentially, either the difference or the ratio method permits one to measure 
the Stokes parameters up to 10 − 4 accuracy even when the instrument is not fully 
characterized (which is common for the currently available facilities). However, 
there are still a number of additional instrumental effects that cannot be easily cor-
rected. For instance, the ratio between the transmission functions of the two beams 
may vary when the modulator is rotated at different angles (especially in the case 
of fiber-fed instruments). This will introduce a spurious, although nearly feature-
less, polarization signal. If this is the case, polarimetric measurements of stellar 
spectral lines can still be achieved by assuming that the continuum is not polarized 
(which is generally true for the spectra of non-degenerate stars) and performing a 
kind of “rectification” of the Stokes-parameter profiles. For measurements of po-
larization in the continuum, a fiber-fed instrument is less suitable than a slit spec-
tropolarimeter. Other unwanted effects include fringing introduced by the retarder 
wave plate (Aitkin and Hough 2001), which is largely mitigated by the use of 
Fresnel rhombs; the cross-talk from linear to circular polarization (or vice versa), 
which is typically introduced by the optics preceding the polarimeter, such as the 
instrument collimator, or the atmospheric dispersion corrector (e.g., Bagnulo et al. 
2009); the fact that the slit jaws may absorb light polarized parallel to the jaws 
more efficiently than light polarized perpendicularly to the jaws, or that the grism 
transmission function may depend on the polarization of the incoming light. For a 
more thorough discussion of these and other effects, see Keller (2002).  

In the majority of the astronomical observatories, the full characterization and 
correction of all these “minor” effects is generally neglected, since it would re-
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Fig. 5. Observed reduced Stokes-parameter profiles of HD 215373. Solid and dashed 
curves refer to the measurements obtained with the 0° and 90° instrument position angles 
on the sky, respectively. The observations were performed with grisms 300V and 300I. 

quire a huge investment in terms of technical resources, compared to a relatively 
small pressure from the user side. Astronomers should check the instrument per-
formance through observations of well known polarized and unpolarized standard 
stars. For point sources that do not vary on a short-time scale, a simple observing 
strategy that may help to assess the reliability of a polarimetric measurement is to 
repeat the same observations setting the instrument at different position angles on 
the sky. The reduced Stokes parameters ,QP′  ,UP′  and VP′  measured at a position 
angle on the sky χ should be obtained from the reduced Stokes parameters ,QP  

,UP  and VP  measured with the instrument position angle aligned to the North ce-
lestial pole using the following relationships:  
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Any deviation from this prediction will point to instrument problems. Figure 5 
shows the Stokes-parameter profiles of the star HD 215377, from which we expect 
a small signal of linear polarization and a zero signal of circular polarization. This 
star was observed for a technical test with the FORS2 instrument of the ESO VLT 
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while setting the instrument at position angles 0° and 90° on the sky. In the ideal 
case, we would expect:  
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Figure 5 shows that the PQ profile obtained with the instrument set at 90° on 
the sky is clearly not symmetric about zero with respect to the profile obtained 
with the instrument set at 0°. This phenomenon can be explained by a (small) in-
strumental polarization in Q that depends on the instrument position angle, at the 
level of ~0.2%. As a consequence, the measured fraction of linear polarization 
depends on the instrument position angle. Figure 5 shows also that the PV profiles 
observed at the two different position angles on the sky are roughly symmetric 
about zero. This is qualitatively consistent with the hypothesis that the observed 
small signal of circular polarization is due to a cross-talk from linear to circular 
polarization. The source has an intrinsic signal in Q a small fraction of which is 
transformed into V by the optics preceding the polarimeter. When the instrument 
is rotated by 90°, the incoming linear polarization reverses its sign and is partially 
transformed into a V signal with the opposite sign to that in the previous case. This 
cross-talk problem is discussed in more detail by Bagnulo et al. (2009). 

In conclusion, extreme care has to be taken in the interpretation of unexpected 
small circular polarization signals in the source that are intrinsically linearly po-
larized. For the circular polarization of spectral lines due to the presence of a mag-
netic field, the cross-talk problem works in the other direction. The intrinsic circu-
lar polarization signal in a spectral line due to a magnetic field is usually much 
larger than then the intrinsic linear polarization; hence the observed Stokes pa-
rameters Q and U may be potentially polluted by instrumental cross-talk from the 
Stokes parameter V.  

 
4.  The Zeeman effect on Stokes-parameter profiles of spectral lines 

The main diagnostic tool for the detection of magnetic fields in non-degener-
ate stars is the analysis of the Zeeman effect on the Stokes-parameter profiles of 
spectral lines, which I will quickly and qualitatively illustrate in this section. The 
Zeeman effect is properly explained in terms of quantum mechanics, and its de-
scription can be found in numerous textbooks and reviews (see, e.g., Eisberg and 
Resnick 1974; Donati and Landstreet 2009). However, the classical approach 
adopted in this section has the advantage of offering a simpler and more intuitive 
visualization and is probably more suitable in the context of this review. 

Note that above the critical regime of ~1 MG, the quadratic Zeeman effect be-
comes important, and line formation can be explained only in quantum-mechani-
cal terms. For B > 50 MG, the magnetic field and Coulomb forces are of compara-
ble strengths, and only a few numerical calculations have been performed to ex-
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plore the physics of line formation in this regime. These complications should be 
taken into account for objects such as (some) magnetic white dwarfs or cataclys-
mic variables, but can be safely neglected in non-degenerate stars. 

The process of line formation in a magnetic atmosphere can be classically in-
terpreted in terms of an atomic oscillator in the presence of a magnetic field. Ob-
served from the direction perpendicular to the magnetic field vector, the motion 
can be decomposed into three oscillations, one equal to the natural frequency ν0 of 
the oscillator (the π  component), and two at the frequencies ν0 ± νL (the σ  com-
ponents), where νL is the Larmor frequency. The oscillations are linear, the π com-
ponent is parallel to the magnetic field vector, and the σ components are per-
pendicular to the magnetic field vector. When observing in the direction parallel to 
the magnetic field vector, the frequency of the oscillator appears split into two σ 
components, in circular and opposite motions, and at frequencies ν0 ± νL, respec-
tively. Figure 6 shows how this manifests in terms of Stokes-parameter profiles of 
a spectral line formed in presence of a magnetic field. Let us recall that the radia-
tion field, proportional to the vector products r × (r × a) (where r is the unit vector 
that points from the observer to the oscillator and a is the acceleration vector of 
the charged particle), has the same direction as the particle acceleration, and that 
an absorption line is polarized in the opposite direction to that of an emission line. 
If the magnetic field is perpendicular to the line of sight then the spectral line ap-
pears split into a π component polarized in the direction perpendicular to the mag-
netic field, and into two σ  components at frequencies ν0 ± νL polarized in the di-
rection parallel to the magnetic field. The circular polarization is zero. If the x-axis 
of the reference system is taken along the direction of the magnetic field, all linear 
polarization is represented by the Stokes parameter Q §, while its profile is positive 
in the σ components and negative in the π component. A spectral line formed in 
the presence of a magnetic field parallel to the line of sight will be split into two σ 
components at frequencies ν0 ± νL, circularly polarized in opposite directions, and 
the linear polarization is zero. For an arbitrarily oriented magnetic field vector, the 
line components are elliptically polarized. 

This quick summary suggests that, roughly speaking, the Stokes parameter I is 
mainly sensitive to the magnetic field strength, the Stokes parameters Q and U are 
sensitive to the transverse components of the magnetic field, and the Stokes pa-
rameter V is sensitive to the longitudinal component of the magnetic field. 

Figure 6 refers to the contribution to the Stokes-parameter profiles of a spec-
tral line given by a single element of the stellar surface. The stellar case is more 
complicated, as one has to integrate the contributions from all stellar surface ele-
ments, taking into account a magnetic field that changes across the visible stellar 
disk, and (usually) a Doppler shift between surface elements. The polarization 
signal is noticeably diluted, since the contributions coming from different stellar 

–––––––––––––––––––– 
§ We neglect here the so called magneto-optic effects (e.g., Landolfi and Landi Degl’Innocenti 

1982) which are responsible for a signal in the Stokes parameter U also for a magnetic field 
parallel to the reference direction x.  
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Fig. 6. The classical interpretation of the Zeeman effect and the process of line formation in 
a magnetic atmosphere. The left-hand middle panel shows the Stokes-parameter profiles of 
the transverse field, the right-hand middle panel refers to the longitudinal field, and the bot-
tom right-hand panel refers to a magnetic field oriented as shown in the bottom left-hand 
panel.  

regions tend to cancel each other. Furthermore, stars rotate, and rotational broad-
ening tends to wash out the Zeeman effect. In unpolarized light, line splitting is 
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observed only in stars with low v sin i (the projected equatorial velocity) and a 
strong magnetic field. The rule of thumb is that Zeeman splitting in the Stokes pa-
rameter I can be detected when the average field modulus, expressed in kG, is 
greater than v sin i, expressed in kms−1. Rotational broadening is less critical for 
the Stokes parameters Q, U, and V, and a magnetic field with a strength of a few 
hundred G can still be detected in circular polarization even in stars with v sin i up 
to several tens of kms − 1. So far, the fastest rotating non-degenerate star in which a 
field has been detected is the B2 variable-type HD 142184, with a mean longitudi-
nal field varying between −2kG and −1kG and v sin i = 270 kms− 1 (Grunhut et al. 
2010b), yet detections in stars with v sin i > 100 kms − 1 are much less common 
than in more slowly rotating stars. Finally, another effect that dilutes the polariza-
tion signal of a stellar line is the finite spectral resolution of the instrument em-
ployed for the observations. Metal lines have generally widths of the order of 10− 1 
Å, and for their spectropolarimetric observations an instrument with a resolving 
power of several tens of thousands is required. Instead, a spectral resolution of 
about 1000 will be sufficient to detect circular polarization in the hydrogen 
Balmer lines which extend for several tens of Å.  

Figure 7 shows the Stokes-parameter profiles predicted for a synthetic strong 
metal line in a star with v sin i = 10 kms− 1, with a 10 kG dipolar field tilted at 45° 
with respect to the rotation axis, and displayed without taking into account the 
blurring introduced by the instrument profile. At zero phase, when the dipole axis 
is directed toward the observer, both the field modulus and the longitudinal field 
strength, averaged over the visible stellar disk, are highest. The Stokes parameter I 
shows a broadening due to both the Doppler and the Zeeman effect, the latter be-
ing responsible for a hint of line splitting. At a 0.25 phase, when the magnetic axis 
is perpendicular to the line of sight, the mean field modulus is minimal and the 
mean longitudinal field is zero. Rotational broadening of the Stokes parameter I 
dominates over Zeeman splitting. Note that even if the mean longitudinal field is 
zero, the Stokes parameter V still shows a non-zero profile. This is explained by 
the fact that the contributions to the line profile originating in the regions around 
the north magnetic pole are red-shifted, while the contributions from the regions 
formed close to the negative magnetic pole (opposite in sign) are blue-shifted by 
the Doppler effect, hence their contributions to the Stokes parameter V do not can-
cel each other. This phenomenon is called the “cross-over” effect, and was first 
observed in a magnetic star by Babcock (1951). Finally, note that in the example 
of Fig. 6, the amplitude of the Stokes-parameter Q and U profiles are less than half 
the amplitude of the Stokes-parameter V profiles. For a more complex magnetic 
configuration, the linear polarization signal, which depends on the components of 
the magnetic field perpendicular to the line of sight, becomes substantially smaller 
than the circular polarization signal and, as a matter of fact, is only rarely detected 
in real stars. 

The Stokes-parameter profiles of Figs. 6 and 7 were synthesized using the ana-
lytical solution given by Unno (1956) for a Milne−Eddington atmosphere. This is 
a simplified approach to a very complex problem. Even when the presence of a 
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Fig. 7. Predicted Stokes profiles of a synthetic metal line (normal Zeeman triplet) for a star 
rotating with v sin i = 10 km s– 1 and with a dipolar magnetic field. The star’s rotation axis 
is perpendicular to the line of sight, and the dipole axis is tilted at 45° with respect to the 
rotation axis. The field strength at the magnetic poles (red-whitish area) is 10 kG, and it is 
half this value at the magnetic equator (dark blue regions). From top to bottom, panels refer 
to rotation phases 0.000, 0.125, and 0.250, respectively. 
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magnetic field represents the only departure from the simple plane-parallel atmos-
phere model, a proper synthesis of Stokes-parameter profiles requires the use of 
sophisticated model atmospheres, using realistic values of stellar parameters (such 
as effective temperature and gravity), and possibly taking into account inhomoge-
neous distributions of the chemical elements. This “direct” problem, i.e., the cal-
culation of Stokes-parameter profiles given a certain model of a magnetic star, is 
relatively well understood and may be solved under a certain number of realistic 
assumptions. Atmosphere modeling and radiative transfer in a magnetic stellar 
atmosphere are topics that are covered in a vast literature ranging from textbooks 
with the basic physical principles to advanced scientific papers presenting sophis-
ticated mathematic algorithms. Having in mind practical applications, a possible 
starting point to get a deeper insight of these themes is the review and comparison 
of three radiative codes presented by Wade et al. (2001).  

Finally, in the presence of a relatively strong magnetic field (typically at least 
10 kG), the Paschen–Back effect may affect the Stokes-parameter profiles of cer-
tain spectral lines, increasing the equivalent width of the Stokes parameter I and 
weakening the Q, U, and V profiles. For more details see Landolfi et al. (2001), 
Kochukhov (2008), and Stift et al. (2008). 

In the next section I will discuss the challenging inverse problem, i.e., the re-
covery of information about a stellar magnetic morphology from a series of obser-
vations of Stokes-parameter profiles.  

 
5.  Detection and modeling of stellar magnetic fields 

Before describing the techniques for the detection and modeling of stellar 
magnetic fields, it is useful to make a preliminary note. Observations of stellar 
magnetic fields are strongly biased toward a relatively small fraction (5% to 10%) 
of A- and B-type stars that are chemically peculiar. Because of diffusion processes 
(Michaud 1970), the photospheric abundances of some elements (mainly iron peak 
elements and rare-earths) differ, in some case dramatically, from the values meas-
ured for the Sun (e.g., Preston 1974). These stars are commonly referred to as Ap 
and Bp stars. They tend to rotate much more slowly than the “chemically normal” 
A- and B-type stars, some of them having a rotation period of weeks, months, 
years, or even decades (e.g., Stępień 2000). Most Ap and Bp stars exhibit the 
presence of a magnetic field organized at a large scale, stable at least over a time-
scale of several decades, and with a typical strength between a few tens and a few 
tens of thousand of Gauss. Their magnetic field is not symmetric about the rota-
tion axis, so that the observer sees a magnetic configuration that changes with time 
according to the period of the star’s rotation (measured, e.g., via photometric tech-
niques). 

The physics of the atmospheres of Ap and Bp stars is probably just an impor-
tant niche of stellar astrophysics, but their magnetic nature makes them a labora-
tory of great importance for the study of stellar magnetism. By comparison, late 
M-dwarf stars are faint objects, and their spectra are dominated by molecular lines 
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which are still difficult to model theoretically in the presence of a magnetic field; 
solar-type stars have a magnetic field concentrated in relatively small spots of op-
posite polarity: integrated over the visible stellar disk, the polarization signal is 
very weak and difficult to measure; massive stars (early B- and O-type stars) pos-
sess much weaker magnetic fields than Ap stars, rotate very fast, and the shape of 
their spectral lines is often distorted by the presence of stellar winds, which further 
hampers the detection and modeling of their magnetic fields. It does not come as a 
surprise that the first star other than the Sun for which a magnetic field was de-
tected for the first time was an Ap star (Babcock 1947), and that Ap and Bp stars 
are still the primary objects outside the solar system where the magnetic field is 
best observed and studied. Mainly in the last decade, our knowledge of the stellar 
magnetic fields has tremendously expanded to include virtually every other object 
of the HR diagram, mostly thanks to the introduction of highly efficient instru-
ments and new sophisticated methods for data analysis. Of particularly great sci-
entific impact are the current studies of magnetic fields in massive stars (O- and 
B-type, see Wade et al. 2010) and M-type stars (Morin et al. 2010; Donati et al. 
2006).  

Stellar magnetic fields are usually detected via observations of either high- or 
low-resolution polarized spectra. High-resolution spectropolarimeters (e.g., ES-
PaDOnS, Narval, and HARPS) have typically a spectral resolution λλ Δ=R  be-
tween 60 000 and 100 000 and allow one to detect spectral signatures of individual 
metal lines. Low-resolution spectropolarimeters (such as FORS) have a spectral 
resolution of the order of few hundreds to few thousands and are more suitable for 
the detection of the broad H and He lines, as shown in Fig. 8. Alternative detection 
methods are based either on the measurement of Zeeman splitting in the Stokes 
parameter I observed in slowly rotating magnetic stars (e.g., Babcock 1960; Ma-
thys et al. 1997); on narrow-band spectropolarimetry of H Balmer lines (Angel 
and Landstreet 1970; Borra and Landstreet 1980); on broadband linear polariza-
tion measurements (Leroy 1995); and on measurements of the Zeeman broadening 
of spectral lines observed in unpolarized light (Preston 1971; Robinson 1980; Ma-
thys 1995). 

It is natural to classify the observing programs aimed at the study of stellar 
magnetism into two broad categories: surveys and single-target oriented. Surveys 
are aimed at generally assessing the occurrence of magnetic fields in a certain 
class of stars. The target list of a survey consists of a fairly large number of stars 
that will be observed two or three times using circular spectropolarimetry. Ideally, 
data analyses will reveal whether magnetism plays an important role in the physics 
of a certain class of stars. Two or three observations will not tell much about the 
magnetic morphology of individual stars. A detailed modeling requires at least a 
dozen of full sets of high-resolution Stokes-parameter I, Q, U, and V profiles sam-
pling the entire star’s rotation cycle. Low-resolution spectropolarimetric data do 
not provide sufficient details to allow proper modeling. 

Regardless of the adopted technique, stellar magnetic field measurements tend 
to be time consuming. For a quantitative estimate, it is necessary to specify what 
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Fig. 8. The low-resolution polarized spectrum of the magnetic Ap star HD 94660 obtained 
with the ESO VLT FORS1 instrument (after Bagnulo et al. 2002). The Stokes parameter I 
is normalized to the pseudo-continuum for display purposes. 

accuracy is required, the target magnitude, the telescope mirror size and tele-
scope–instrument efficiency, and the type of stellar spectrum, i.e., whether it is 
rich in spectral lines, and how rotational broadening compares to Zeeman broad-
ening. The key point is that the error bars of Stokes-parameter profiles are given 
by the inverse of the signal-to-noise ratio (SNR), and that we typically aim at 
measuring features of Stokes-parameter Q, U, and V profiles with an amplitude of 
the order of 10− 3 (or smaller). Practically speaking, one needs to collect spectra 
with a SNR of at least a few hundreds per spectral bin, and to use special tech-
niques to combine the information from several spectral lines and further increase 

time, we are speaking about 0.5 h (including overheads) to measure, with a few G 
error bar, the longitudinal field of a bright star, a couple of hours for a complete 
Stokes-parameter I ,Q ,U ,V set for a not-so-bright star, and up to several hours for 

the “effective” SNR up to values of one thousand or more. In terms of telescope 
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extreme cases of a very weak field or very faint stars. Performing an accurate 
modeling of a couple of stars is likely to require roughly the same amount of tele-
scope time as a reasonably broad survey. 
 
5.1.  Field detection 

For survey purposes, one is generally interested in translating the observed 
Stokes-parameter profiles into a simple number that gives an indication about the 
overall field strength.  

Linear polarization is sensitive to the averages of the two components of the 
magnetic field perpendicular to the line of sight. The contributions to the Stokes-
parameter Q and U profiles from the various regions of the stellar disk tend to can-
cel each other more readily than the contributions to the Stokes parameter V, 
which is sensitive to the longitudinal component only. Therefore, the linear polari-
zation signal of a magnetic star is substantially weaker than the circular polariza-
tion signal. Even if linear polarization is detected, it is impossible to infer infor-
mation about the global structure of the magnetic field without a model of the field 
morphology. Therefore, magnetic field surveys of non-degenerate stars are gener-
ally based on observations of Stokes-parameter I and V profiles only.  

The theory of radiative transfer in a magnetic atmosphere provides us with a 
couple set of equations that relate some features of the Stokes-parameter profiles I 
and V to the so called mean longitudinal magnetic field ,〉〈 zB  i.e., the component 
of the magnetic field along the line of sight, averaged over the stellar disk. One 
equation tells us that the mean longitudinal field is proportional to the first-order 
moment of the Stokes parameter V about the line center (or, in a mathematically 
equivalent way, to the splitting of the same spectral line observed in left- and 
right-hand circular polarization):  
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where geff  is the effective Lande factor, Cz = 4.67×10− 13 A−1G−1, Ic is the intensity 
in the continuum, and λ0 is the central wavelength of the spectral line. The second 
equation tells us that the longitudinal field is proportional to the ratio of the Stokes 
parameter V to the derivative of the Stokes parameter I with respect to wave-
length:  
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For more details on how Eqs. (12) and (13) are derived, see, e.g., Mathys (1989). 
Equation (12) is generally applied to metal lines observed with high resolu-

tion, while Eq. (13) is generally applied to hydrogen (or helium) Balmer lines ob-
served with low-resolution spectropolarimetry. Figure 9 shows how Eq. (13) can 
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Fig. 9. Examples of application of Eq. (13) to the H Balmer lines for three early-type stars. 
The top panels show the spectral region around Hβ. The mean longitudinal magnetic field is 
obtained by applying the least-square technique to the various spectral bins around the H 
Balmer lines (bottom panels). From the left-hand to the right-hand panel, the measured 
longitudinal field is 2429±110 G, −257±58 G, and −48±53 G, respectively. After Bag-
nulo et al. (2006). 

be used to determine the longitudinal field via a least-square technique. Both Eqs. 
(12) and (13) have the advantage of being very simple and the disadvantage of be-
ing strictly valid only under a certain number of assumptions that in fact are gen-
erally not satisfied. The main assumptions are that the observed spectral line is 
very weak, or that the Zeeman splitting is much smaller than the intrinsic line 
broadening; for a typical metal line, this means that the field strength at the stellar 
surface is <<1 kG. However, numerical simulations have shown that both formulas 
retain a statistical value, i.e., they still provide a reasonable estimate of the longi-
tudinal field when it is inferred from a fairly large amount of spectral lines. For 
hydrogen lines, the weak-field-regime approximation holds for field strength up to 
~10 kG; therefore, Eq. (13) could in principle provide a reasonable estimate of the 
longitudinal field even when applied to one Balmer line only. However, the valid-
ity of Eq. (13) rests on a description of the line formation accounting only for the 
Zeeman splitting of the atomic levels, whereas in the formation of the H Balmer 
lines there are also significant contributions from the linear Stark effect due to the 
surrounding charged particles and from the Lorentz effect due to the thermal mo-
tion of the hydrogen atoms in the magnetic fields (Mathys et al. 2000). The valid-
ity of Eq. (13) applied to H Balmer is supported mainly by the rough consistency 
with the field estimates obtained by applying Eq. (12) to metal lines.  
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Donati et al. (1997) introduced a kind of cross-correlation technique dubbed 
Least Square Deconvolution (LSD). This technique, normally applied to circular-
polarization spectra, is based on the approximation of Eq. (13) and on the as-
sumption that the Stokes parameter I has the same shape for all lines (this ap-
proximation is strictly true in the optically thin case, but is reasonable for many 
photospheric lines). By combining several spectral lines (typically >100), one ob-
tains the mean profile of the Stokes parameters I and V, with a SNR approximately 
scaling with the square root of the number of spectral lines used for the deconvo-
lution. The longitudinal field is then measured from the LSD profiles of a single 
“deconvolved” line via Eq. (12). This technique represents a break-through diag-
nostic tool for weak stellar magnetic fields, since it allows one to firmly detect cir-
cular polarization signals even when the Stokes-parameter V profiles of individual 
lines are indistinguishable from noise. LSD is nowadays routinely applied to all 
data acquired with high resolution. Further theoretical considerations and devel-
opments of this technique have recently been presented by Semel et al. (2009) and 
Kochukhov et al. (2010). 

Surveys based on Eq. (12) applied to a number of spectral lines observed with 
high resolution include, e.g., a general catalogue of magnetic stars by Babcock 
(1958) and a survey of Ap stars by Mathys (1991). Surveys based on Eq. (13) ap-
plied to low-resolution data include, for instance, those of open-cluster Ap stars 
(Bagnulo et al. 2006), Herbig Ae/Be stars by Wade et al. (2007), central stars of 
planetary nebulae (Jordan et al. 2005), hot sub-dwarfs (O’Toole et al. 2005), and 
RR Lyrae stars (Kolenberg and Bagnulo 2009). The surveys based on LSD tech-
niques include, e.g., searches for magnetic fields in A-, B-, and F-type stars (Shor-
lin et al. 2002), M-type stars (Donati et al. 2008; Morin et al. 2008), slowly pulsat-
ing B, β Cephei, and B-type emission-line stars (Silvester et al. 2009), and late-
type supergiant stars (Grunhut et al. 2010a).  

 
5.2.  Field modeling 

Until a few years ago, the great majority of model simulations of stellar mag-
netic fields were mostly based on the interpretation of the longitudinal field meas-
urements as a function of the star’s rotation phase, with no attempt to reproduce 
the Stokes-parameter profiles which were generally observed with a relatively low 
SNR. Stibbs (1950) first explained the observed variability of the longitudinal 
field in terms of the so-called oblique rotator model, i.e., a star with a dipole field 
titled at an angle with respect to the star’s rotation axis, like the one in Fig. 7. The 
observed magnetic field curve is interpreted using the following formula:  
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where Bd is the field strength at the positive pole of the dipole, i is the tilt angle of 
the rotation axis with respect to the line of sight, β is the inclination of the dipole 
with respect to the rotation axis, u is the limb-darkening coefficient (typically 
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~0.5), and f is the rotation phase, defined such as f = f0 when the positive pole of 
the dipolar field points toward the observer (for a full characterization of the 
oblique rotator model including a dipole and an arbitrarily oriented planar quadru-
pole, see Landolfi et al. 1998). The inversion problem, if based on longitudinal 
field measurements only, is ill posed, but the inclination angle i can be obtained 
independently of the magnetic field curve if v sin i, the star’s rotation period, and 
the star’s radius are known. In this case, the best model fit to the longitudinal field 
curve based on the first-order Fourier expansion allows one to obtain Bd and β. 
Examples of systematic applications of this method are, for instance, the studies 
by Borra and Landstreet (1980) and Hubrig et al. (2011). A catalogue of magnetic 
field curves gathered from the literature is given in Bychkov et al. (2005).  

The longitudinal field curve is mainly sensitive to the dipolar component of 
the magnetic field. A quadrupole, if present, would give a contribution as small as 

101  of the dipolar contribution (Schwarzschild 1950; Landolfi et al. 1998), and 
the contributions from higher order terms would be even smaller. Modeling based 
on longitudinal field measurements, even when formally accounting for contribu-
tions of a higher order than the dipole, allows one to characterize only the dipolar 
component of the star’s magnetic field. From the analysis of longitudinal field 
measurements only, one is strongly tempted to conclude that the great majority of 
magnetic fields of early-type stars are well represented by a dipole, which is not 
confirmed by more refined analyses, as I will discuss later. The results of the mod-
eling of the longitudinal field may be useful at best if one is interested in the stel-
lar magnetosphere, where the dipole contribution dominates over those of higher-
order terms. The modeling results may be used for instance to study the interaction 
between the magnetic field and stellar wind in O-type stars, but they are inade-
quate to characterize the field in the stellar photosphere, e.g., to study the role of 
the magnetic field in the diffusion of the chemical elements in the photosphere of 
Ap and Bp stars.  

More sophisticated modeling can be performed by including additional kinds 
of magnetic observables when available, such as, e.g., the mean field modulus 
measured from the Zeeman splitting of spectral lines. The earliest attempts in that 
direction made, e.g., by Wolff and Wolff (1970), Preston (1970), and Huchra 
(1972) pointed already at the conclusion that the simple dipolar model is not suffi-
cient to represent the magnetic morphology of Ap stars. A more recent example is 
given in Fig. 10, which shows the results of modeling of the longitudinal field and 
field modulus of the magnetic Ap star 53 Camelopardalis (Bagnulo et al. 2001) 
obtained under the assumption that the magnetic field is represented by a second-
order multipolar expansion (i.e., the superposition of an arbitrarily oriented dipole 
and planar quadrupole). Although in this case the fit to the magnetic observables is 
reasonably good, the best-fit model predictions for the detailed Stokes-parameter 
profiles still do not agree satisfactorily with the observed Stokes-parameter pro-
files (Bagnulo et al. 2001). 

During the last decade, the quality of spectropolarimetric observations has im-
proved substantially, and the modeling of the observed Stokes-parameter profiles 
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Fig. 10. Observations of the mean longitudinal field modulus (top panel) and mean field 
modulus (bottom panel) of the magnetic Ap star 53 Cam. Different symbols correspond to 
different observing sets gathered from the literature, as summarized in Bagnulo et al. 
(2001). The solid curves represent the best fit to the observations obtained assuming that 
the field is represented by the superposition of a dipole and a quadrupole. 

(or their LSD profiles) has become routine. The simplest modeling approach is 
similar to that used for the modeling of the magnetic quantities, that is, to assume 
a parametrized model for the magnetic field and find the best-model parameters by 
applying the least-square technique to the observed Stokes-parameter profiles (in-
stead of the magnetic observables). The inversion technique may be pretty robust, 
but the parameterization may be inadequate to describe the complexity of a real 
stellar magnetic configuration. An alternative, more successful approach consists 
of interpreting the observations without making any a priori assumption on the 
magnetic configuration and using a regularization function to converge toward a 
stable solution. An example of this “Magnetic Doppler Imaging” (MDI) has been 
presented by Piskunov and Kochukhov (2002) and Kochukhov and Piskunov 
(2002) and applied to several magnetic Ap stars, e.g., by Kochukov et al. (2004) 
and Kochukov and Wade (2010). A similar modeling technique, generally called 
“Zeeman Doppler Imaging”, implemented by Donati (2001) and based on earlier 
studies by Brown et al. (1991) and Donati and Brown (1997), involves the decom-
position of the field into poloidal and toroidal components which are both ex-
pressed as spherical harmonic expansions. Numerous applications include, e.g., 
studies of the magnetic topologies of mid and late M-type stars (Morin et al. 2008, 
2010) as well as G-type stars (e.g., Petit et al. 2005), and the modeling of the re-
cently discovered magnetic field in the A-type star Vega (Petit et al. 2010). 
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Fig. 11. Observed (diamonds) and modeled (curves) Stokes-parameter I , Q , U , V profiles 
of three spectral lines of the magnetic Ap star 53 Cam, normalized to the continuum inten-
sity. The blue curves represent the best-fit model obtained assuming that the magnetic con-
figuration can be described by the superposition of a dipole and a quadrupole. The thin red 
curves represent the best-fit model obtained with the MDI assuming a homogeneous Fe dis-
tribution. The thick black curves represent the best-fit model obtained with MDI by letting 
the Fe distribution vary over the stellar surface. The star’s rotation phase is given on the 
right-hand side of the panels. The bars at the lower left of each panel show the horizontal 
and vertical scale (1 Å and 5% of the Stokes continuum intensity I, respectively). After Ko-
chukhov et al. (2004). 
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Figure 11 shows the Stokes-parameter profiles of three spectral lines observed 
in the Ap star 53 Cam, the best-fit model profiles obtained under the assumption 
that the magnetic field be represented by a second-order multipolar expansion, and 
the best-fit model profiles obtained with the MDI. Note, however, that, while it is 
clear that the MDI delivers much better results than the technique based on a pa-
rametrized model, it is more prone to interpret systematic data errors in terms of 
physical features rather than returning a poor fit to the observations.  

Simultaneously with the magnetic configuration, the MDI can reconstruct the 
surface distribution of the chemical elements, which is often found to be inhomo-
geneous in early-type magnetic stars. In some respect, spectropolarimetry and the 
MDI allow one to observe stellar disks with a spatial resolution enormously higher 
than what could be obtained with any modern interferometric technique.  

 
6.  Conclusions 

Just over a decade ago, spectropolarimetric studies of stellar magnetic fields 
were still a somewhat limited niche of stellar astrophysics. For a long time, mag-
netism had been generically considered an important physical agent in several 
phenomena of astrophysical interest, but the characterization of its detailed role 
was lacking a comparison with the observations. This is no longer true. New effi-
cient instruments and new detection and modeling techniques make it now possi-
ble to perform “laboratory experiments”. Stars provide an enormous variety of dif-
ferent physical conditions, and polarimetric observations of these objects provide 
much stronger constraints on models than simple flux measurements.  

The current studies of magnetic fields will play a fundamental role as bench-
marks for further applications of spectropolarimetric techniques. Spectropo-
larimetry is a promising technique for the characterization of exoplanets (e.g., 
Stam 2008) and may even reveal itself as an important tool for the search of ex-
traterrestrial life (Sparks et al. 2009; Sterzik et al. 2010). These new and exciting 
branches of astrophysical research will strongly benefit from the experience ac-
quired and from the techniques developed for the detection and modeling of stellar 
magnetic fields. 
 
References 

Aitken, D. K., and J. H. Hough, 2001: Spectral modulation, or ripple, in retardation plates 
for linear and circular polarization. Publ. Astron. Soc. Pacific 113, 1300−1305.  

Angel, J. R. P., and J. D. Landstreet, 1970: Magnetic observations of white dwarfs. Astro-
phys. J. 160, L147−L152.  

Appenzeller, I., K. Fricke, W. Fürtig, et al., 1998: Successful commissioning of FORS1 − 
the first optical instrument on the VLT. Messenger 94, 1−6.  

Babcock, H. W., 1947: Zeeman effect in stellar spectra. Astrophys. J. 105, 105−119.  
Babcock, H. W., 1951: The magnetically variable star HD 125248. Astrophys. J. 114, 1−36.  
Babcock, H. W., 1958: A catalogue of magnetic stars. Astrophys. J. Suppl. Ser. 3, 141−210.  
Babcock, H. W., 1960: The 30 kiloGauss magnetic field of HD 215441. Astrophys. J. 132, 

521−532.  



 Stellar spectropolarimetry and detection of magnetic fields 27 

Bagnulo, S., T. Szeifert, G. A. Wade, et al., 2002: Measuring magnetic fields of early-type 
stars with FORS1 at the VLT. Astron. Astrophys. 389, 191–201.  

Bagnulo, S., G. A. Wade, J.-F. Donati, et al., 2001: A study of polarized spectra of mag-
netic CP stars: predicted vs. observed Stokes IQUV profiles for β CrB and 53 Cam. 
Astron. Astrophys. 369, 889−907.  

Bagnulo, S., J. D. Landstreet, E. Mason, et al., 2006: Searching for links between magnetic 
fields and stellar evolution. I. A survey of magnetic fields in open cluster A- and B-type 
stars with FORS1. Astron. Astrophys. 450, 777−791.  

Bagnulo, S., M. Landolfi, J. D. Landstreet, et al., 2009: Stellar spectropolarimetry with re-
tarder waveplate and beam splitter devices. Publ. Astron. Soc. Pacific 121, 993−1015.  

Borra, E., and J. D. Landstreet, 1980: The magnetic fields of the AP stars. Astrophys. J. 
Suppl. Ser. 42, 421−445.  

Brown, S., J.-F. Donati, D. E. Rees, and M. Semel, 1991: Zeeman−Doppler imaging of so-
lar-type and AP stars. IV − Maximum entropy reconstruction of 2D magnetic topolo-
gies. Astron. Astrophys. 250, 463−474.  

Bychkov, V. D., L. V. Bychkova, and J. Madej, 2005: A catalog of stellar magnetic rota-
tional phase curves. Astron. Astrophys. 430, 1143−1154.  

Clarke, D., 1974: Polarimetric definitions. In T. Gehrels, Ed., Planets, Stars, and Nebulae: 
Studied with Photopolarimetry (University of Arizona Press, Tucson, AZ), pp. 45−53.  

Donati, J.-F., 2001: Imaging the magnetic topologies of cool active stars. Lect. Not. Phys. 
573, 207−231.  

Donati, J.-F., and S. F. Brown, 1997: Zeeman−Doppler imaging of active stars. V. Sensi-
tivity of maximum entropy magnetic maps to field orientation. Astron. Astrophys. 326, 
1135−1142.  

Donati, J.-F., and J. D. Landstreet, 2009: Magnetic fields of nondegenerate stars. Annu. 
Rev. Astron. Astrophys. 47, 333−370.  

Donati, J.-F., M. Semel, B. D. Carter, et al., 1997: Spectropolarimetric observations of ac-
tive stars. Mon. Not. R. Astron. Soc. 291, 658−682.  

Donati, J.-F., T. Forveille, A. Collier-Cameron, et al., 2006: The large-scale axisymmetric 
magnetic topology of a very-low-mass fully convective star. Science 311, 633−635.  

Donati, J.-F., J. Morin, P. Petit, et al., 2008: Large-scale magnetic topologies of early M 
dwarfs. Mon. Not. R. Astron. Soc. 390, 545−560.  

Eisberg, R., and R. Resnick, 1974: Quantum Physics of Atoms, Molecules, Solids, Nuclei 
and Particles (Wiley, New York).  

Fossati, L., S. Bagnulo, E. Mason, and E. Landi Degl’Innocenti, 2007: Standard stars for 
linear polarization observed with FORS1. In C. Sterken, Ed., The Future of Photomet-
ric, Spectrophotometric and Polarimetric Standardization (Astronomical Society of 
Pacific, San Francisco), pp. 503−507.  

Grunhut, J. H., G. A. Wade, D. A. Hanes, and E. Alecian, 2010a: Systematic detection of 
magnetic fields in massive, late-type supergiants. Mon. Not. R. Astron. 408, 
2290−2297.  

Grunhut, J. H., G. A. Wade, T. Rivinius, et al., 2010b: Discovery of the most rapidly-rotat-
ing, non-degenerate, magnetic massive star by the MiMeS collaboration. 
arXiv:1009.3246.  

Hough, J. H., 2005: Polarimetry techniques at optical and infrared wavelengths. In 
A. Adamson, C. Aspin, C. J. Davis, and T. Fujiyoshi, Eds., Astronomical Polarimetry: 
Current Status and Future Directions (Astronomical Society of Pacific, San Francisco), 
pp. 3−14.  



28 S. BAGNULO 

Hough, J., 2011: High sensitivity polarimetry: techniques and applications. In M. I. 
Mishchenko, Ya. S. Yatskiv, V. K. Rosenbush, and G. Videen, Eds., Polarimetric De-
tection, Characterization, and Remote Sensing (Springer, Berlin), pp. 177–204. 

Hubrig, S., I. Ilyin, M. Schoeller, et al., 2011: First magnetic field models for recently dis-
covered magnetic beta Cephei and slowly pulsating B stars. Astrophys. J. 726, L5−L9.  

Huchra, J., 1972: An analysis of the magnetic field of 53 Camelopardalis and its implica-
tions for the decentered-dipole rotator model. Astrophys. J. 174, 435−438.  

Jordan, S., K. Werner, and S. J. O’Toole, 2005: Discovery of magnetic fields in central 
stars of planetary nebulae. Astron. Astrophys. 432, 273−279.  

Keller, C. U., 2002: Instrumentation for astrophysical spectropolarimetry. In J. Trujillo-
Bueno, F. Moreno-Insertis, and F. Sánchez, Eds., Astrophysical Spectropolarimetry 
(Cambridge University Press, Cambridge, UK), pp. 303−354.  

Kochukhov, O., 2008: The Paschen−Back effect in the Li I 6708 Å line and the presence of 
lithium in cool magnetic Ap stars. Astron. Astrophys. 483, 557−566.  

Kochukhov, O., and N. Piskunov, 2002: Doppler Imaging of stellar magnetic fields. II. 
Numerical experiments. Astron. Astrophys. 388, 868−888.  

Kochukhov, O., and G. A. Wade, 2010: Magnetic Doppler imaging of α2 Canum Venati-
corum in all four Stokes parameters. Unveiling the hidden complexity of stellar mag-
netic fields. Astron. Astrophys. 513, A13.  

Kochukhov, O., S. Bagnulo, G. A. Wade, et al., 2004: Magnetic Doppler imaging of 53 
Camelopardalis in all four Stokes parameters. Astron. Astrophys. 414, 613−632.  

Kochukhov, O., V. Makaganiuk, and N. Piskunov, 2010: Least-squares deconvolution of 
the stellar intensity and polarization spectra. Astron. Astrophys. 524, A5.  

Kolenberg, K., and S. Bagnulo, 2009: Observational constraints on the magnetic field of 
RR Lyrae stars. Astron. Astrophys. 498, 543−550.  

Landi Degl’Innocenti, E., and M. Landolfi, 2004: Polarization in Spectral Lines (Kluwer 
Academic Publishers, Dordrecht).  

Landi Degl’Innocenti, E., S. Bagnulo, and L. Fossati, 2007: Polarimetric standardization. In 
The Future of Photometric, Spectrophotometric and Polarimetric Standardization (As-
tronomical Society of Pacific, San Francisco), pp. 495−502.  

Landolfi, M., and E. Landi Degl’Innocenti, 1982: Magneto-optical effects and the determi-
nation of vector magnetic fields from Stokes profiles. Solar Phys. 78, 355−364.  

Landolfi, M., S. Bagnulo, and M. Landi Degl’Innocenti, 1998: Modelling of magnetic 
fields of CP stars. I. A diagnostic method for dipole and quadrupole fields from Stokes 
I and V observations. Astron. Astrophys. 338, 111−121.  

Landolfi, M., S. Bagnulo, M. Landi Degl’Innocenti, and E. Landi Degl’Innocenti, 2001: 
The Paschen−Back effect on fine and hyperfine structure: iImpact on polarized spectra 
of Ap and Bp stars. In G. Mathys, S. K. Solanki, and D. T. Wickramasinghe, Eds., 
Magnetic Fields Across the Hertzsprung−Russell Diagram (Astronomical Society of 
Pacific, San Francisco), pp. 349−352.  

Leroy, J.-L., 1995: Linear polarimetry of AP stars. V. A general catalogue of measure-
ments. Astron. Astrophys. Suppl. Ser. 114, 79−104.  

Mathys, G., 1989: The observation of magnetic fields in nondegenerate stars. Fund. Cosmic 
Phys. 13, 143−308.  

Mathys, G., 1991: Spectropolarimetry of magnetic stars. II − The mean longitudinal mag-
netic field. Astron. Astrophys. Suppl. Ser. 89, 121−157.  

Mathys, G., 1995: Spectropolarimetry of magnetic stars. V. The mean quadratic magnetic 
field. Astron. Astrophys. 293, 746−763.  



 Stellar spectropolarimetry and detection of magnetic fields 29 

Mathys, G., S. Hubrig, J. D. Landstreet, et al., 1997: The mean magnetic field modulus of 
AP stars. Astron. Astrophys. Suppl. Ser. 123, 353−402.  

Mathys, G., C. Stehlé, S. Brillant, and T. Lanz, 2000: The physical foundations of stellar 
magnetic field diagnosis from polarimetric observations of hydrogen lines. Astron. As-
trophys. 358, 1151−1156.  

Mayor, M., F. Pepe, D. Queloz, et al., 2003: Setting new standards with HARPS. The Mes-
senger 114, 20−24.  

Mestel, L., 1999: Stellar Magnetism (Clarendon, Oxford).  
Michaud, G., 1970: Diffusion processes in peculiar stars. Astrophys. J. 170, 641−658.  
Morin, J., J.-F. Donati, P. Petit, et al., 2008: Large-scale magnetic topologies of mid M 

dwarfs. Mon. Not. R. Astron. Soc. 390, 567−581.  
Morin, J., J.-F. Donati, P. Petit, et al., 2010: Large-scale magnetic topologies of late M 

dwarfs. Mon. Not. R. Astron. Soc. 407, 2269−2286.  
O’Toole, S. J., S. Jordan, S. Friedrich, and U. Heber, 2005: Discovery of magnetic fields in 

hot subdwarfs. Astron. Astrophys. 437, 227−234.  
Petit, P., J.-F. Donati, and M. Aurière, 2005: Large-scale magnetic field of the G8 dwarf ξ 

Bootis A. Mon. Not. R. Astron. Soc. 361, 837−849.  
Petit, P., F. Lignières, G. A. Wade, et al., 2010: The rapid rotation and complex magnetic 

field geometry of Vega. Astron. Astrophys. 523, A41.  
Piskunov, N., and O. Kochukhov, 2002: Doppler imaging of stellar magnetic fields. I. 

Techniques. Astron. Astrophys. 381, 736−756. 
Preston, G. W., 1970: The large magnetic field of HD 126515 and its implication for the 

rigid-rotator model of magnetic stars. Astrophys. J. 160, 1059–1070. 
Preston, G. W., 1971: The mean surface fields of magnetic stars. Astrophys. J. 164, 

309−315.  
Preston, G. W., 1974: The chemically peculiar stars of the upper main sequence. Annu. Rev. 

Astron. Astrophys. 12, 257−277.  
Robinson, R. D., Jr., 1980: Magnetic field measurements on stellar sources − a new 

method. Astrophys. J. 239, 961−967.  
Schwarzschild, M., 1950: Zeeman shifts for stellar dipoles and quadrupoles with inclined 

axes. Astrophys. J. 112, 222−223.  
Semel, M., J. C. Ramírez Vélez, M. J. Martínez González, et al., 2009: Multiline Zeeman 

signatures through line addition. Astron. Astrophys. 504, 1003−1009.  
Shorlin, S. L. S., G. A. Wade, J.-F. Donati, et al., 2002: A highly sensitive search for mag-

netic fields in B, A and F stars. Astron. Astrophys. 392, 637−652.  
Shurcliff, W. A., 1963: Polarized Light: Selected Reprints (American Institute of Physics, 

New York).  
Silvester, J., C. Neiner, H. F. Henrichs, et al., 2009: On the incidence of magnetic fields in 

slowly pulsating B, β Cephei and B-type emission-line stars. Mon. Not. R. Astron. Soc. 
398, 1505−1511.  

Snik, F., O. Kochukhov, N. Piskunov, et al., 2010: The HARPS polarimeter. 
arXiv1010.0397.  

Spark, W. B., J. H. Hough, L. Kolokolova, et al., 2009: Circular polarization in scattered 
light as a possible biomarker. J. Quant. Spectrosc. Radiat. Transfer 110, 1771−1779.  

Stam, D. M., 2008: Spectropolarimetric signatures of Earth-like extrasolar planets. Astron. 
Astrophys. 482, 989−1007.  

Stępień, K., 2000: Loss of angular momentum of magnetic Ap stars in the pre-main se-
quence phase. Astron. Astrophys. 353, 227−238.  



30 S. BAGNULO 

Sterzik, M., S. Bagnulo, A. Azua, et al., 2010: Astronomy meets biology: EFOSC2 and the 
chirality of life. The Messenger 142, 25−27.  

Stibbs, D. W. N., 1950: A study of the spectrum and magnetic variable star HD 125248. 
Mon. Not. R. Astron. Soc. 110, 395−404.  

Stift, M. J., F. Leone, and E. Landi Degl’Innocenti, 2008: Modelling the incomplete 
Paschen−Back effect in the spectra of magnetic Ap stars. Mon. Not. R. Astron. Soc. 
385, 1813−1819.  

Tinbergen, J., 1996: Astronomical Polarimetry (Cambridge University Press, Cambridge, 
UK).  

Unno, W., 1956: Line formation of a normal Zeeman triplet. Publ. Astron. Soc. Japan 8, 
108−125.  

Wade, G. A., S. Bagnulo, O. Kochukhov, et al., 2001: LTE spectrum synthesis in magnetic 
stellar atmospheres. The interagreement of three independent polarised radiative trans-
fer codes. Astron. Astrophys. 374, 265−279.  

Wade, G. A., S. Bagnulo, D. Drouin, et al., 2007: A search for strong, ordered magnetic 
fields in Herbig Ae/Be stars. Mon. Not. R. Astron. Soc. 376, 1145−1161.  

Wade, G. A., E. Alecian, D. A. Bohlender, et al., 2010: The MiMeS project: overview and 
current status. arXiv1009.3563. 

Wolff S. C., and R. J. Wolff, 1970: The magnetic field of β Coronae Borealis. Astrophys. J. 
160, 1049−1058.  

 

     
From left to right: Matthew Berg, Stefano Bagnulo, and Pavel Litvinov 

 

 
From left to right: Anatoli Borovoi, Nikolai Rogovtsov, Victor Tishkovets,                      

and Oleg Dubovik. 



31  

Reflection symmetry of a sphere’s internal field 
and its consequences on scattering: behavior  
of the Stokes parameters 

Matthew J. Berg* 

Mississippi State University, Department of Physics & Astronomy, Mississippi State,  
MS 39762, USA 

Abstract. In this chapter we examine the reflection symmetries of the field inside 
a spherical particle. Consequences of this symmetry are identified that relate to the 
angular behavior of the far-field scattered wave’s polarization state. To do this, a 
connection between the internal and scattered waves is developed in terms of a 
microphysical model in which each volume element in a particle is associated with 
a wavelet contributing to the scattered wave. The influence of the symmetry mani-
fests through cancellation between vector-components of the wavelets at points in 
the planes defining the symmetry. Thus, a conceptual explanation emerges ac-
counting for aspects of the angular structure of the polarization state. The utility of 
this explanation is demonstrated by predicting features in the polarimetric behav-
ior of nonspherical particles, even though such particles are beyond the mathe-
matical scope of the initial analysis. Specifically, the angular degree of linear po-
larization is shown to differ from that of the incident wave for a Rayleigh-sized, 
absorbent, spheroidal particle provided that its orientation breaks the reflection 
symmetry present for a spherical particle. If however, this same particle is sym-
metrically oriented, the degree of linear polarization does not change. 

Keywords: symmetry, Stokes parameters, Rayleigh scattering, Mie theory, internal field, volume 
integral equation 

1.  Introduction 

The concept of symmetry is fundamental to many areas of science, and can be 
useful to understand the nature of some physical phenomena. For example, so-
called dipole transitions between quantum states in single-electron atoms can be 
allowed or prohibited depending on the spatial symmetry, or parity, of the associ-
ated wavefunctions; this, in-part, leads to an explanation of the emission spectra of 
elemental gasses like hydrogen (Bransden and Joachain 2003). In electromagnetic 
scattering, the symmetry of a particle’s shape influences the spatial structure of the 
fields internal and external to the particle. Describing this connection – between 
–––––––––––––––––––– 
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Fig. 1. Scattering arrangement. Shown at the tip of r is the scattered electric field Esca along 
with its polarization ellipse, which is discussed in Section 4. 

particle symmetry and scattering – is hardly a new enterprise and many excellent 
references exist showing various derivations and applications of this connection, 
see, e.g., van de Hulst (1981), Baum and Kritikos (1995), Hovenier (1969, 1970), 
Hovenier and Mackowski (1998), Hu et al. (1987), Nghiem et al. (1992), Ren et 
al. (1994), Schultz et al. (1999), Waterman (1971), and Yueh et al. (1994). 

The purpose of this chapter is to revisit the basic problem of scattering from a 
spherical particle and examine the polarization state of the scattered wave. Unlike 
previous work on this topic, this will be done from an uncommon microphysical 
perspective where the particle’s internal wave is regarded as the source of the scat-
tered wave (Mishchenko et al. 2002; Tyynela et al. 2007; Berg 2008; Berg et al. 
2010). As a consequence, the particle symmetry is connected to features in the an-
gular structure of the polarization state through a concept-based model involving 
wave interference. This model leads to predictions regarding similar behavior that 
should be observed in nonspherical particles. Using the Discrete Dipole Approxi-
mation (DDA), these nonspherical particles are investigated and found to display 
the suspected polarimetric behavior.  
 
2.  Scattering arrangement 

To begin, consider a uniform sphere of radius R and refractive index m located 
at the origin and surrounded by vacuum. A linearly polarized plane wave of wave-
length λ  traveling along the z-axis in the incn̂  direction is incident on this parti-
cle. The wave number is λπ2=k  and the polarization direction is along the x-
axis, see Fig. 1. The electric and magnetic fields of the incident wave at the obser-
vation point r are 

 ,ˆ )ˆˆexp(i  )( incinc
0

inc xnrrE ⋅= krE  (1) 



 Reflection symmetry of a sphere’s internal field 33 

 ,)(ˆ  )( incincinc rEnrB ×=
ω
k  (2) 

respectively, where inc
0E  is the real-valued wave amplitude and i = ( – 1)1/2. All 

field quantities in this work share the same harmonic time dependence ),iexp( tω−  
where ,kc=ω  and 21

00 )( −= μεc  is the speed of light with 0ε  and 0μ  being the 
permittivity and permeability of free space, respectively. For conciseness, this 
time dependence is suppressed. 

The so-called “scattering arrangement” referred to throughout this work is de-
fined as the geometric configuration formed by the particle, the polarization, and 
the propagation directions of the incident wave. The particle’s surface S  separates 
space into two volumes, those internal and external to the surface, denoted intV  
and ,extV  respectively. The particle is surrounded by a large imaginary spherical 
surface lS , also centered on the origin. The observation point r  is restricted to 
points on lS , and it is assumed that the size of ,lS  given by its radius ,lR  is large 
enough that r satisfies the far-field conditions of Mishchenko (2006). The scat-
tered wave will then be an outward-traveling, transverse, spherical wave, the po-
larization of which can be described by the conventional Stokes parameters. 

 
3.  Reflection symmetry of the internal field 

The Mie internal fields can be cast into a form that readily displays their re-
flection symmetry. First, the electric field inside the particle is expressed as 

 int

1

int      ,)](i)([  )( VdcE
n

nnnnn ∈−= ∑
∞

=
rrNrMrE  (3) 

and the magnetic field follows as 

 .     ,)(1  )( intintint V∈×∇−= rrErB
ω

 (4) 

In Eq. (3), ])1([)12(i inc
0 ++= nnnEE n

n  and the functions nM  and nN  are vec-
tor spherical wave functions. These functions are usually formulated in spherical 
coordinates and explicit expressions for them are given in Bohren and Huffman 
(1983). The expansion coefficients nc  and nd  are determined by the boundary 
conditions at S  and depend only on the sphere’s size parameter kR  and refractive 
index .m  Because of their independence on ,r nc  and nd  are not explicitly given 
here. The connection between intE  and intB  allows one to consider only the elec-
tric field when analyzing the waves, and thus no further mention of the magnetic 
field will be made.  

The internal electric field can be expressed in Cartesian coordinates by first 
defining the radial, polar and azimuthal functions 

 ,ˆ)](i)([  )( rrNrMr ⋅−= nnnnnn dcER  (5) 

 ,ˆ)](i)([  )( θrNrMr ⋅−= nnnnnn dcEΘ  (6) 
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Fig. 2. Diagram showing the Πx, Πy, and Πz planes and the Ch and Cy contours. 

 ,ˆ)](i)([  )( φrNrMr ⋅−= nnnnnn dcEΦ  (7) 

respectively. Then, the rectangular functions ,nX  ,nY  and nZ  are defined as 

 ,sin)(coscos)(cossin)(  )( φΦφθΘφθ rrrr nnnn RX −+=  (8) 

 ,cos)(sincos)(sinsin)(  )( φΦφθΘφθ rrrr nnnn RY ++=  (9) 

 ,sin)(cos)(  )( θΘθ rrr nnn RZ −=  (10) 

Equations (8) –(10) now give the internal field in Cartesian coordinates, 

 .]ˆ )(ˆ )(ˆ )([  )(
1

int ∑
∞

=
++=

n
nnn ZYX zryrxrrE  (11) 

To describe the reflection symmetry of intE  and of the scattering arrangement, let 
,xΠ ,yΠ  and zΠ  denote the y−z, x−z, and x−y planes through the origin, respec-

tively. The intersection of lS  with the xΠ  and yΠ  planes defines the horizontal 
hC  and vertical vC  contours. These contours often have practical significance: in 

simple scattering measurements, the detector is confined to one of these contours, 
which then reside in the so-called horizontal and vertical scattering planes (Chu 
1991; Hovenier 2000). Figure 2 shows this configuration of planes and contours, 
and inspection of this figure demonstrates that the scattering arrangement is in-
variant under reflection about xΠ  and .yΠ  It is not, however, invariant under re-
flection about zΠ  because of the propagation direction of the incident wave.  

By expressing r in Cartesian coordinates, the reflection symmetry of intE  is 
revealed through the behavior of the rectangular functions ,nX ,nY  and nZ  under 
the transformations xx −→  and .yy −→  Upon making these transformations in 
Eqs. (8) –(10), one can show that 
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 ),,,(),,(  ),,( zyxXzyxXzyxX nnn −=−=  (12) 

 ),,,(),,(  ),,( zyxYzyxYzyxY nnn −−=−−=  (13) 

 ).,,(),,(  ),,( zyxZzyxZzyxZ nnn −=−−=  (14) 

Because the components of the field must be continuous inside of the particle, 
Eqs. (13) and (14) provide the additional conditions that 

 ,y xYn 0or 0for    ,0)( ===r  (15) 

 .0for    ,0)( == xZn r  (16) 

Equation (12) shows that the x-component of the internal field is invariant under 
reflection about xΠ  and ,yΠ  whereas Eq. (13) shows that the y-component of 
the field switches sign upon reflection about these planes. Equation (14) demon-
strates that the z-component of the field is invariant under reflection about ,yΠ  
but switches sign about .xΠ  Equations (15) and (16) show that the y-component 
vanishes at points on xΠ  and ,yΠ  while the z-component vanishes in ;xΠ  this 
means that the field can have only an x-component in the xΠ  plane. Moreover, 
owing to Eq. (12), the field magnitude must have reflection symmetry about the z-
axis in this plane. To demonstrate all of these symmetries, a numerical implemen-
tation of the Mie solution is used to generate the plots in Fig. 3, which show the 
normalized field magnitude and direction in the ,xΠ ,yΠ  and zΠ  planes for a 
spherical particle with 12=kR  and .0i33.1 +=m   
 
4.  A microphysical model 

The scattered electric field scaE  at observation points in the far-field zone is 
formally related to intE  through the Volume Integral Equation (VIE), 

 ∫ ′⋅′−′⋅⊗−−=
int

,d )ˆ iexp()()ˆˆ)(1(
4

)iexp(  )( int2
2

sca

V

kmk
r

kr rrrrErrIrE
I

π
 (17) 

where I
I

 is the Cartesian identity dyad and rr ˆˆ ⊗  is the dyad formed by the dy-
adic product of r̂  with itself (Mishchenko et al. 2006). 

Because the far-field scattered wave is transverse, the magnetic field is then 
given by  

 ),(ˆ  )( scasca rErrB ×=
ω
k  (18) 

and thus both scaE  and scaB  are tangent to the imaginary surface .lS  The electric 
field is then fully described by its projections along the θ̂  and φ̂  unit vectors at 

.r  In general, the polarization state is elliptical, meaning that the tip of the scaE  
vector will trace out an ellipse, the polarization ellipse, in time at r, recall Fig. 1 
(Jackson 1999; Born and Wolf 1999). This ellipse graphically describes the po-
larization state and is characterized by three quantities: its ellipticity, defined as 
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Fig. 3. Electric field inside and surrounding a spherical particle. The size parameter and re-
fractive index are kR = 12 and m = 1.33 + i0, respectively. Panel (a) shows the normalized 
field-magnitude in the Πx plane. No field vectors are shown here since the field is normal to 
this plane, see Eqs. (15) and (16). Panels (b) and (c) show the field in the Πy and Πz planes, 
respectively. 

the ratio of its minor and major axes, its orientation in the θ̂ - φ̂  plane, and the 
sense of rotation of scaE  in time, i.e., either right or left-handed with respect to the 
direction of propagation (Mishchenko et al. 2002). 

Now, consider dividing the sphere into many infinitesimal volume elements 
,ΔV  located at .ir  The size of an element is taken to be sufficiently small that the 

electric field throughout it is uniform. Then from Eq. (17) 
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where the sum runs over the locations ir  of every volume element in the sphere. 
Next, let π4/Δ)1( 22

o Vmkc −=  and define the following quantities: 

),ˆ iexp( }sin )(cos]sin )(cos )({[  )ˆ( intintint
o rrrrrr ⋅−−+= iiziyixi kEEEcz θθφφθ  (20) 

and 

 ),ˆ iexp( ]sin )(cos )([  )ˆ( intint
o rrrrr ⋅−−= iixiyi kEEcz φφφ  (21) 

where ,int
xE ,int

yE  and int
zE  are the Cartesian components of the internal field. 

These quantities, θiz  and ,φiz  in Eqs. (20) and (21) have physical significance 
(discussed below) and yield the following form for the scattered field: 

 . ]ˆ )ˆ( ˆ )ˆ([)iexp(  )(sca ∑ +=
i

ii zz
r

kr φrθrrE φθ  (22) 

Equation (22) reveals the meaning of the far-field form of the VIE (Mishchenko 
2006): the internal electric field within a volume element acts as the source of an 
outward-traveling transverse spherical wave, or wavelet for short. The amplitudes 
of the vector components of the field of the thi  wavelet are given by the complex-
valued quantities θiz  and ,φiz  which depend on the location of the volume ele-
ment ir  and the direction to the observation point .r̂  The scattered field is then 
the superposition of all the wavelet fields radiated out to ,r  i.e. Eq. (22). This 
wavelet-based description of the field forms the basis for a microphysical perspec-
tive of the scattering process. One can think of this model essentially as Huygens’ 
principle, except formulated in exact full-vector form. 
  
5.  Consequences of the symmetry 

Consider placing the observation point somewhere on the hC  contour. With r  on 
this contour, the azimuthal angle can have two values, 2πφ =  and ,23πφ =  
and one finds from Eq. (20) that 

 ),ˆ iexp( ]cos )(sin )([  )ˆ( intint
o rrrrr ⋅−−= iiyizi kEEcz θθθ ∓  (23) 

and from Eq. (21), 

 ),ˆ iexp( )(  )ˆ( int
o rrrr ⋅−= iixi kEcz ∓φ  (24) 

where the top and bottom signs in Eq. (23) correspond to 2πφ =  and  ,23πφ =  
respectively. Next, the sum over the sphere’s volume in Eq. (22) for the -θ com-
ponent of the field is split in two. One sum covers the hemisphere for internal 
points with 0≥x  and the other sum covers the hemisphere with ,0<x  i.e., 
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Fig. 4. Hemispheres used to derive Eqs. (27) and (32). The sphere is separated to delineate 
the hemispheres. The internal locations rj and rk are mirror points about (a) the Πx plane  
and (b) the Πy plane. 

where the points jr  and kr  are mirror points about ,xΠ  see Fig. 4. From Eqs. 
(13) and (14) one sees that the y and z-components of the internal field appearing 
in Eq. (23) change sign upon reflection about .xΠ  This means that the sums over 
the hemispheres in Eq. (25) cancel each other term-by-term, i.e., 

 , )ˆ(  )ˆ( rr <≥ −= x
j

x
j zz θθ  (26) 

where ≥x
jz θ  and <x

jz θ  represent the phasors associated with the hemisphere sums in 
Eq. (25). Then from Eqs. (22) and (24), 
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where the top and bottom signs correspond to 2πφ =  and ,23πφ =  respec-
tively.  

Equation (27) shows that for observation points on the hC  contour, the scat-
tered wave is determined solely by the x-component of the sphere’s internal elec-
tric field. The symmetry of the field leads to the cancellation of the θ -components 
of the wavelet amplitudes, which carry the dependence on the other Cartesian 
components of the field. Moreover, the direction of the scattered field for observa-
tion points on this contour is only along ,φ̂  which is parallel or antiparallel to the 
x̂  direction on hC . This demonstrates that the scattered wave for points on hC  
has the same (linear) polarization state as the incident wave.  

Next consider the observation point on the vC  contour. Here 0=φ  and 
=φ .π  Now Eqs. (20) and (21) become 
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and 
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where the top and bottom signs in Eqs. (28) and (29) correspond to 0=φ  and 
,πφ =  respectively. 

The sum in Eq. (22) is again split in two as above, except here the hemi-
spheres correspond to 0≥y  and ,0<y  see Fig. 4. Then, for the -φ component, 
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where jr  and kr  are now mirror points about .yΠ  From the behavior of the 
-y component of intE  in Eq. (13) and with Eq. (29), one finds that 
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x
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which, from Eqs. (22) and (29), demonstrates that there is no contribution to the 
scattered field on vC  from the y-component of the internal field. Then, 
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  (32) 
where again the top and bottom signs correspond to 0=φ  and ,πφ =  respec-
tively. This result demonstrates that the scattered field on vC  has only a θ -
component and hence is linearly polarized. 

Using the Stokes-parameter formalism, the polarization state of the scattered 
wave is expressed below in terms of the wavelet amplitudes, Eqs. (20) and (21). 
These parameters consist of four quantities ,I ,Q ,U  and V  having units of 
power and can thus be directly measured. Explicit expressions for the parameters 
and a description of their measurement are given in Mishchenko et al. (2006). The 
quantity I  describes the intensity of the scattered wave and the overall size of the 
polarization ellipse; whereas, Q  and U  collectively describe its orientation and 
ellipticity, and V  describes the sense of rotation of the field vector.  

In casting the Stokes parameters in terms of Eqs. (20) and (21), one obtains a 
double sum over the sphere’s volume. To explicitly build the symmetries of the in-
ternal field into these parameters, the double sums are separated into component 
sums covering volume elements contained in the four regions of the sphere's inte-
rior bounded by the intersection of the xΠ  and yΠ  planes with the sphere's sur-
face. These wedge-shaped regions, or quadrants for short, are labeled by the Ro-
man numerals I – IV and the volume of each is denoted .VV IVI −  

Using Eqs. (12) –(14), the double sums over the four quadrants are reduced to 
a single double-sum over only the first quadrant .VI  To explain how this is done, 
consider two arbitrary volume-element locations (I)

jr  and (I)
kr  in .VI  Let ,(II)

jr  
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, , (IV)(III)
jj rr  and (IV)(III)(II)  , , kkk rrr  be the locations obtained in the remaining three 

quadrants by performing successive reflections of (I)
jr  and (I)

kr  about the xΠ  and 
yΠ  planes. Next, let (I)(I)(I)(I)  , , , φθφθ kkjj zzzz  be the wavelet amplitudes of Eqs. (20) and 

(21) evaluated at the points (I)
jr  and ,(I)

kr  respectively. Lastly, let , , (II)(II)
φθ jj zz  

(IV)(IV)  , ... φθ kk zz  be the wavelet amplitudes θjz  and φjz  evaluated at the reflected 
points , , , (IV)(III)(II)

jjj rrr  and similarly for the k  subscript terms. Because the points 
in the IVII VV −  quadrants are related to the points in the IV  quadrant through the 
same reflection operations that define the symmetry of the internal field, the wave-
let amplitudes in the IVII VV −  quadrants are directly related to the amplitudes in 
only the IV  quadrant. With these considerations, the Stokes parameters can be 
expressed as Eqs. (33) –(36) below as double sums over only the IV  quadrant, 
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where },IVIII,II,I,{ , ∈βα  and the notation )I(Σ  means that the sum covers the 
first quadrant IV  only, and *[...]  denotes complex conjugation.  

By making the transformations φπφ −→  and φπφ −→ 2  in Eqs. (33) –(36), 
which describe the reflection of the observation point about the xΠ  and yΠ  
planes, respectively, one can show that 

 , )2,( ),(  ),( φπθφπθφθ −=−= III  (37) 

 , )2,( ),(  ),( φπθφπθφθ −=−= QQQ  (38) 

 , )2,( ),(  ),( φπθφπθφθ −−=−−= UUU  (39) 

 ).2,( ),(  ),( φπθφπθφθ −−=−−= VVV  (40) 

The symmetry conditions Eqs. (37) –(40) result from the term-by-term equality in 
Eqs. (33) –(36) under the reflection transformations. That this is so is a direct con-
sequence of the internal field’s reflection symmetry. Equations (39) and (40) and 
the requisite continuity of the Stokes parameters provides the extra conditions  

 , 0)2/3,(),( )2/,(  )0,( ==== πθπθπθθ UUUU  (41) 

 . 0)2/3,(),( )2/,(  )0,( ==== πθπθπθθ VVVV  (42) 

Equations (37) –(42) are also obtained in Hovenier (1970), Yueh et al. (1994), and 
van de Hulst (1981) except using different methods. There the analysis concerns 
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Fig. 5. Polarization state of the scattered wave for a spherical particle with kR = 4 and m =  
1.25 + i0. The plot shows the polarization ellipses at various points on Sl. The thick dashed 
ellipses correspond to left-handed rotation of the field; whereas, thin solid ellipses corre-
spond to right-handed rotation. The ellipticity is indicated by gray shades on Sl. Darker 
(lighter) shades indicate more circular (linear) polarization. 

either the scattered field’s structure only or the elements of a matrix transforma-
tion that maps the incident onto the scattered wave. Notice that Eqs. (41) and (42) 
reveal that the scattered wave is linearly polarized in the planes of reflection 
symmetry. Moreover, these properties of the Stokes parameters require all of the 
reflection symmetries of the internal field derived in Section 3. Therefore, at least 
from a mathematical viewpoint, this polarimetric behavior relates only to spherical 
particles and is not necessarily expected to apply to more arbitrary situations, e.g., 
nonspherical particles. Section 8 however will demonstrate otherwise.  
 
6.  Illustration of the polarimetric effect of reflection symmetry 

Here the polarization state for a spherical particle with 4=kR  and m = 
1.25 + i0 is examined to demonstrate graphically the effect of the symmetries dis-
cussed above. The size and refractive index of the sphere is chosen such that the 
polarimetric structures are not too complicated to examine. Other kR  and m  val-
ues have been investigated and give the same qualitative results.  

Figure 5 shows the polarization state of the scattered wave on the imaginary 
surface lS  over mostly the backscattering directions. Lighter shades correspond to 
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Fig. 6. Intensity, ellipticity, and rotation of the scattered wave. The intensity is normalized 
to the forward direction θ = 0 and gray shades are assigned in log scale as indicated. The 
sphere is the same as in Fig. 5. 

more linear polarization; whereas, darker shades correspond to more circular. Po-
larization ellipses are shown for various points on lS  to aid interpretation. The 
left-handed rotation of an ellipse is indicated by a thick dashed line and the right-
handed rotation is indicated by a thin solid line. Inspection of this figure shows 
that the wave is linearly polarized along the hC  and vC  contours as indicated by 
Eqs. (27) and (32). 

Figure 6 displays the intensity, ellipticity and rotation of the scattered wave on 
lS  for the same particle as in Fig. 5, except all directions are shown. The intensity 

displays reflection symmetry about both xΠ  and ,yΠ  recall Fig. 2. Notice from 
Fig. 5 that the scattered wave is, in general, elliptically polarized in all directions 
except those contained in the xΠ  and yΠ  planes. The ellipticity displays reflec-
tion symmetry about these planes and shows that the wave is more linearly polar-
ized in the forward directions as compared to the backward directions. The plot of 
the rotation reveals that it changes sense upon reflection about either plane. More-
over, the angular distribution of the rotation-sense appears to be conserved in that 
for each region of right-handed rotation, there is another region that is the mirror 
image to the former about xΠ  or yΠ  that shows left-handed rotation.  

Every reflection symmetry in Figs. 5 and 6 is explained by the analysis in Sec-
tion 5. Among other things, these figures show that the scattered wave is linearly 
polarized along the hC  and vC  contours. This can be understood from Eq. (42), 
where 0=V  for directions lying in the xΠ  and yΠ  planes. Moreover, the orien-
tation of the (linear) polarization ellipse is along either the -θ̂  or -φ̂ direction, 
since 0=U  from Eq. (41). Figure 6 shows that the intensity of the wave is invari-
ant upon reflection about xΠ  and ,yΠ  which is due to the invariance of Eq. (37) 
upon reflection. The change in the wave’s rotation and the orientation of its po-
larization ellipse between directions reflected about xΠ  and yΠ  is accounted for 
by the negative sign appearing in Eqs. (39) and (40). 
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Fig. 7. Illustration of the wavelet-component cancellation concept. Internal mirror-points rj 
and rk about the Πx plane are shown along with an example of the internal field vectors 
Eint(rj) and Eint(rk) that satisfy the symmetry conditions of Eqs. (12) –(16). Each of these 
internal wavelets contribute Ej and Ek to the scattered field where the cancellation of their 
θ-components yields the observed linear polarization. 

Comparing the rotation and ellipticity in Fig. 6 reveals that the wave becomes 
linearly polarized where angular regions of opposing rotation meet. There are also 
distinct points where the ellipticity becomes circular. These points of circular po-
larization and the lines of linear polarization appear to be examples of the so-
called “ -C points” and “ -L lines,” respectively, of  Nye (1983, 1997).  
 
7.  Interpretation 

As is seen above, the microphysical perspective afforded by the VIE is able to 
connect the reflection symmetries of the internal field to the structure of the po-
larization state. This connection can be given a clearer physical meaning by re-
membering that the quantities θiz  and φiz  represent the amplitudes of the θ  and 

-φ components of each wavelet’s contribution to the scattered wave. For example, 
suppose that the observation point resides on the hC  contour as shown in Fig. 7. 
Here, two wavelet locations at points jr  and kr  are shown where the points are 
mirror-image twins about .xΠ  The electric field vectors shown at the points, 

)(int
jrE  and ),(int

krE  obey the symmetry properties of Eqs. (12) –(16). The con-
tributions to the scattered field from these wavelets are shown at r  and labeled 

jE  and ,kE  respectively, along with their projection onto .θ̂  These projections 
are given by θjz  and ,θkz  except for a factor of rkr /)iexp(  which is a constant 
on .hC  The figure demonstrates that these components of the wavelet's contribu-
tion to the scattered field are opposed and thus cancel each other; it is only the φ-
components then that contribute to the scattered wave, and these in turn depend 
only on the x-component of the internal field. A similar cancellation concept can 
be used to explain the linear polarization state observed on the vC  contour.  
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Fig. 8. Symmetry breaking and its effect on the polarization state. In (a) the particle’s ori-
entation forms a scattering arrangement with the same planes of reflection symmetry as the 
spherical particles above; recall Fig. 2. The insets show the particle in these orientations. 

From this wavelet-cancellation viewpoint, one can now understand that the el-
lipticity of the polarization state is due to the break in symmetry of the scattering 
arrangement that results from taking the observation point off the hC  or vC  con-
tours. This break in symmetry prevents the delicate cancellation of wavelet-
components that otherwise gives rise to linear polarization and introduces a rela-
tive phase shift between the components.  

 

8.  Implications 

Although the analysis above relates specifically to spherical particles, the con-
clusions derived from the wavelet-cancellation concept have broader implications. 
First, consider a nonspherical particle such as the star-shaped one shown in Fig. 8. 
This particle shape has multiple planes of reflection symmetry, and depending on 
its orientation with respect to the incident wave, these planes can be degenerate 
with those associated with the spherical particles above. If this is the case then the 
wavelet-cancellation concept must apply even though the particle is nonspherical, 
and hence, is beyond the mathematical scope of the proceeding analysis. Given 
that the scattering arrangement’s reflection symmetry is the same as the spherical 
particles, the scattered wave will be linearly polarized along hC  and .vC  The rea-
son for this is the same as earlier: each differential volume element in the particle 
can be paired with its mirror-image twin across a reflection plane and the vector 
components of the associated wavelets exactly cancel via destructive interference, 
except along the polarization direction of the incident wave. If however, the orien-
tation of the particle is changed such that its planes of reflection symmetry no 



 Reflection symmetry of a sphere’s internal field 45 

longer coincide with xΠ  and ,yΠ  this cancellation will not occur. Consequently, 
the scattered wave can become elliptically polarized.  

Figure 8 shows an example of the effect that this orientation-induced break in 
symmetry can have on the polarization state. The star-shaped particle is shown in 
two orientations, (a) and (b). Here the scattered wave is calculated using the DDA, 
see, e.g. Yurkin and Hoekstra (2007) and Berg (2008). In (a), the particle’s planes 
of reflection symmetry are degenerate with those in the spherical-particle ar-
rangement. Consequently, the polarization is linear along hC  and vC , as predicted 
by the wavelet-cancellation model. By rotating the particle in (b), the reflection 
symmetry of the arrangement is broken and one can see that the polarization state 
becomes elliptical along these contours.  

Another implication of the wavelet-cancellation concept regards the effect of 
absorption in small particles. Provided that kR << 1, the field inside a spherical or 
spheroidal nonabsorbing particle will be uniform and directed along the polariza-
tion direction of the incident wave.† This is an example of the so-called Rayleigh 
limit and is independent of the orientation of the particle (Bohren and Huffman 
1983). Equations (20), (21), and (36) show that for such a case, i.e., ,ˆintint xE xE=  
where int

xE  is a constant, the handedness of the wave vanishes for all directions. 
This means that the scattered wave is linearly polarized in all directions; a result 
familiar from dipole radiation, which is essentially what the Rayleigh limit repre-
sents. Figure 9a demonstrates this behavior for a small prolate-spheroidal particle 
in an orientation without reflection symmetry. The particle’s aspect ratio – the ra-
tio of its major to minor axes – is 0.5 and its size parameter and refractive index is 

1.0=kR  and ,0i25.1 +=m  respectively. As with the star-shaped particle, the 
scattered wave is calculated using the DDA.  

If the particle is absorbing, the internal field is nonuniform. Compared to its 
nonabsorbing counterpart, absorption causes the field to become more tangential 
to the particle’s inner surface and to decay in magnitude with distance from the 
geometrically illuminated side (Jackson 1999). This effect is schematically de-
picted in Fig. 9b along with the polarization state for the same spheroidal particle 
as in Fig. 9a, except here the refractive index is 75.0i25.1 +=m  and the particle 
is oriented with its axis of rotational symmetry along .ˆ incn  This orientation yields 
a scattering arrangement with the same reflection symmetry as the star-shaped 
particle in Fig. 8a. As before, a consequence of this symmetry should be linear po-
larization of the scattered wave along the hC  and vC  contours. The polarization 
plot in Fig. 9b shows that this is indeed case.  

Now suppose that this Rayleigh-sized absorbing particle is rotated to break the 
reflection symmetry of the scattering arrangement. This means that the wavelet-
component cancellation no longer occurs for points on the hC  and vC  contours 
and the scattered wave will become elliptically polarized. This situation is shown 
in Fig. 9c where the same absorbing particle in Fig. 9b is used but rotated to break 

–––––––––––––––––––– 
† Note that the internal field is necessarily uniform only for spherical and spheroidal particles, 

and in general depends on particle shape even in the Rayleigh limit, see Stratton (1941).  
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Fig. 9. Polarimetric influence of absorption in the Rayleigh limit. The particle here is a 
prolate spheroid with an aspect ratio of 0.5 and size parameter of kR = 0.1. In (a), the parti-
cle is nonabsorbing with a refractive index of m = 1.25 + i0 and is in an orientation that 
breaks the reflection symmetry of the scattering arrangement. The reflection symmetry is 
restored in (b) and the particle is now absorbing with m = 1.25 + i0.75. This absorbing par-
ticle is then rotated in (c) to again break the reflection symmetry of the scattering arrange-
ment. 

the symmetry. Qualitatively, this reorientation causes the attenuated internal field 
to skew asymmetrically as depicted. This asymmetry causes an imbalance in the 
wavelet-component cancellation that would otherwise be responsible for linear po-
larization along hC  and .vC  

The polarimetric behavior seen in Fig. 9 is surprising because one would typi-
cally expect particle-shape related effects to disappear in the far-field as the size 
parameter shrinks to the Rayleigh limit: the scattered and incident waves should 
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share the same polarization state due to the dipole-like character of scattering by 
particles in the Rayleigh regime. Although it is perhaps obvious that the internal 
field becomes nonuniform in an absorbing spheroidal particle, it is less clear how 
this nouniformity affects the polarization state, if it does so at all. Figure 9 reveals 
that it is not the nouniformity of the internal field alone that accounts for the ap-
pearance of elliptical polarization, but that the reflection symmetry of the scatter-
ing arrangement must also be broken. 

 
9.  Conclusion 

By regarding the wave inside of a spherical particle as the source of the scat-
tered wave, this work connects the particle’s reflection symmetry to general fea-
tures in the angular structure of the far-field polarization state. This is done by ex-
pressing the scattered wave as the superposition of wavelets originating from the 
differential volume elements in the particle, in close analogy to Huygens’ princi-
ple. The result is a so-called microphysical model that can relate particle shape to 
features in the polarization state by revealing special cancellation effects between 
the wavelets. For example, provided that the incident wave is linearly polarized, 
one finds that the scattered wave is also linearly polarized in directions contained 
in the planes of reflection symmetry. This is independent of the particle size or re-
fractive index. In other directions however, the wave is elliptically polarized due 
to relative phase-shifts between the wavelets introduced by the break in symmetry 
caused by taking the observation point off of the symmetry planes. Moreover, 
some components of the internal field are shown to make no direct contribution to 
the scattered wave for certain high-symmetry directions.  

All of the polarimetric symmetry-related properties found in this work have 
been previously described by others, although without any mention of the role of 
the internal wave. The true utility of this work, however, derives from an intuition 
engendered by the microphysical model allowing one to understand the origin of 
features in the polarimetric profile for spherical particles. As a consequence, one is 
able to predict the appearance of similar features for nonspherical particles without 
recourse to any calculation or simulation.  
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Abstract. The scattered field for a large faceted particle, that is, a particle 
bounded by a set of plane surfaces, is expanded in a series over multiplicity of re-
flection/refraction events inside the particle. As a result, the scattered field is rep-
resented as a set of plane-parallel beams in the near zone of the particle. Then 
every beam is easy to describe analytically at an arbitrary distance from the parti-
cle. In particular, the beams undergo the Fraunhofer diffraction in the wave zone. 
In the far zone, a simple relationship between the geometric-optics and physical-
optics Mueller matrices is considered that allows one to use both of them. In the 
majority of problems of practical interest, only one or a small number of the 
beams makes the main contribution to the measured quantities. In these cases, the 
geometric-optics and physical-optics Mueller matrices can be calculated either 
analytically or numerically by means of appropriate fast codes. In particular, it is 
shown that for particles with a refractive index of about 1.3 such as ice crystals, 
the main contribution to the phase function for randomly oriented particles is 
caused by the beams with one internal reflection. This fact allows us to param-
eterize the phase function for ensembles of such particles. Furthermore, the nature 
of the backscattering peak well-known for ice crystal clouds is discussed in the 
framework of the geometric-optics Mueller matrix. Finally, an efficient algorithm 
for the calculation of diffraction near the forward-scattering direction for ensem-
bles of faceted particles is developed which corresponds to the physical-optics ap-
proximation. 

Keywords: light scattering, Fraunhofer diffraction, backscatter, ice crystals 

1.  Introduction 

The challenging problem of light scattering by nonspherical and large, relative 
to the incident wavelength, particles has been attacked over the previous decades 
from two opposite perspectives. The first approach is to solve the Maxwell equa-
tions directly by means of a numerical computer code. Here, the T-matrix, finite-
difference time-domain (FDTD), discrete dipole approximation (DDA), and other 
methods have been widely explored (e.g., [15,16,21]). For all these methods, there 
are applicability limits on maximal particle sizes depending on the computer 
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power. At present, this limit is reached at, say, x ~ 20, where x = (particle size) /  
(incident wavelength). 

However, not all particles of practical interest obey this condition. In the case 
of x >> 1, another approach largely insensitive to particle size is well known, viz., 
the method of geometric optics. However, in spite of its intuitive obviousness and 
simplicity, this approximation proves to be computationally demanding as well 
(see, e.g., [11]).  

Among the particle types to which the geometric-optics approximation has 
been applied, ice crystals seem to be of particular practical importance because 
cirrus clouds consisting of such particles affect significantly the radiation balance 
of the Earth and, consequently, its climate. In general, a theory of light scattering 
by a large faceted particle, i.e., a particle bounded by a set of plane faces such as a 
crystal, is independent of the specific particle shape. Therefore, theoretical equa-
tions considered in this chapter are applicable to any faceted particle, but actual 
numerical results are presented only for ice crystals. 

Our approach to light scattering by a large faceted particle is based on a series 
expansion of the scattered field in a set of beams formed in the near zone of the 
particle. Then the beams propagate away from the particle, forming the Fraun-
hofer diffraction patterns. Each beam is described analytically at an arbitrary dis-
tance from the particle. In numerous problems of practical interest, only one type 
of beam (or a small number of types) provides the dominant contribution. In these 
cases, we do not need to take into account the rest of the beams, and the problem 
is solved by deriving simple analytical equations that can be handled with efficient 
numerical algorithms.  

In general, geometric optics represents the electromagnetic field as a set of ray 
trajectories allowing one to treat the electromagnetic field from the corpuscular 
point of view. In this treatment, photons propagate along a ray trajectory, and their 
polarization can be characterized by the Stokes parameters. We should emphasize 
that the term “photon” is used here only for brevity and intuitive consistency simi-
larly, for example, to quantum mechanics wherein high-energy particles are often 
treated as corpuscles. The concept of a photon in the physical sense of quantum 
electrodynamics is not implied in any way. The corpuscular treatment is also con-
venient for the development of fast and efficient computer codes simulating vari-
ous light propagation and scattering processes. This technique is referred to as ray 
tracing.  

Numerous papers have been devoted to calculations of the scattering (Muel-
ler) matrix for ice crystal particles by use of the ray tracing technique 
[5,7,9,12−14,17−20,22,23]. Here, every ray undergoing several refractions and/or 
reflections is characterized by the Stokes parameters or, more generally, by the 
4 × 4 Mueller matrix. Then the Mueller matrices for all the rays leaving a crystal 
in the same direction are added. Such a matrix obtained for the whole particle is 
hereinafter referred to as the geometric-optics matrix. 

A shortcoming of the geometric-optics matrix is that it ignores completely the 
wave nature of light. In other words, the geometric-optics matrix neglects such ba-
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sic phenomena of physical optics as diffraction and interference. Therefore, there 
is a need to develop a physical-optics approximation defined as an approach 
wherein the diffraction and interference concepts are accounted for in a rigorous 
and consistent way. A purpose of this paper is to consider certain steps in this di-
rection. In particular, we demonstrate that the physical-optics approximation is 
easily derived for faceted particles. 

It is worthwhile to note that the majority of authors calculating the Mueller 
matrices for ice crystals with ray tracing algorithms have included the wave phe-
nomena into consideration by using various, generally rough, approximations. 
Since these authors were interested in the case of randomly oriented particles, 
these approximations were justified by the assumption that averaging over particle 
orientations would essentially extinguish the interference phenomenon. In par-
ticular, the simplest approximation for the inclusion of the wave phenomena has 
been to replace the delta-function peak of the geometric-optics approach appearing 
in the forward-scattering direction. This delta-function peak is caused by two 
physical phenomena. The first one is diffraction by the particle projection taking 
place for particles of arbitrary shapes. The second one is the diffraction caused by 
parallel facets of pristine crystals. The parallel facets are equivalent to a plane-
parallel plate resulting in the propagation of certain outgoing rays in exactly the 
forward direction. The simplest way to include this diffraction is to replace the 
delta function by the well-known Fraunhofer diffraction pattern from a certain cir-
cle [7,9,14,19,22]. The area of the diffraction circle is usually assumed to be the 
area of the particle projection on the plane normal to the forward scattering direc-
tion. 

A more rigorous treatment of the wave phenomena in the scattering problem 
demands more sophisticated approaches. For this purpose, one needs to abandon 
the corpuscular treatment of radiation and associate the geometric-optics rays di-
rectly with the electromagnetic field. Undoubtedly, it is not difficult to character-
ize theoretically a ray trajectory by the electric and magnetic field vectors rather 
than the Stokes parameters, or by the complex-valued 2 × 2 amplitude (Jones) ma-
trix rather than the 4 × 4 Mueller matrix. However, such simulations of the elec-
tromagnetic field require much increased computer resources and have not been 
possible so far. Still, some earlier publications considered the implementation of 
the Jones-matrix formalism for a ray trajectory. In particular, Cai and Liou [7] 
used this approach to simplify their theoretical considerations, while still obtaining 
numerical results via the use of conventional algorithms based on the corpuscular 
treatment of radiation. Similarly, Takano and Jayaweera [22] applied the Jones 
matrices in order to prove symmetry relations for the geometric-optics Mueller 
matrix.  

An obvious approach is to divide the light scattering problem into two steps. 
The first one is to find the scattered field either inside the particle or at a surface 
surrounding it. This surface can coincide with the particle boundary or can be an 
arbitrary surrounding surface located in the near zone of the particle, i.e., at a dis-
tance R << .2 λa  Here, a is the typical particle size and λ is the wavelength. Since 
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the scattered field in the wave zone R >> λ2a  is of conventional interest, the sec-
ond step is the calculation of the wave-zone field. It is well known that for a given 
near-zone field, the wave-zone field can be rigorously calculated as a convolution 
of the near-zone field with the Green function of the Maxwell equations. If one 
uses the near-zone field determined inside the particle, this convolution is an inte-
gral over the particle volume with the volume Green function; otherwise one deals 
with an integral over a surface with the surface Green function.  

Now, turning back to the first step, one can state that, for large particles, the 
near-zone field can be calculated approximately, but to a good accuracy, within 
the framework of geometric optics only. Further, in this approach, the near-zone 
field splits into two parts. One of them is formed by the refracted and reflected 
rays, and the other part is the shadow-forming field created by a jump of the inci-
dent radiation along the particle contour. This approach is quite general and obvi-
ous, and its implementations can be found in various fields of optics, radiophysics, 
etc. For example, one of the present authors (A.B.) has successfully used these 
ideas to treat the problems of both single and multiple scattering of light by at-
mospheric precipitation, by an ensemble of closely packed large particles, etc. [1]. 

As to the problem of light scattering by large crystal particles, Muinonen [17] 
was the first to propose the above-mentioned ideas. He called this approach the 
Kirchhoff approximation because he considered the convolution of the near-zone 
field with the surface Green function in the form of the Kirchhoff equation. At the 
same time, his computer algorithm did not allow him to calculate the near zone 
field, and he eventually reduced his numerical calculations to a convolution of the 
geometric optics Mueller matrix with the Fraunhofer diffraction pattern for a cir-
cle with an area equal to the area of the particle projection. A similar procedure 
was applied by him with coauthors [18] to the special cases of near-forward and 
near-backward scattering. 

The paper by Yang and Liou [24] was the first wherein the near-zone and 
wave-zone fields were calculated numerically for large ice crystal particles in a 
physical-optics approximation. The authors considered theoretically the electro-
magnetic field at the particle surface by the use of ray trajectories and the respec-
tive Jones matrices. Then the field was transformed into surface currents by means 
of rather cumbersome formulas and, finally, these currents were transformed into 
the wave-zone field using an exact electrodynamics equation known as the elec-
tromagnetic equivalence theorem. They validated their technique against the con-
ventional finite-difference-time-domain method for two-dimensional (2D) and 
three-dimensional (3D) randomly oriented particles. More recently, these authors 
reported another method [25], the ray-by-ray integration algorithm, wherein they 
used a 3D convolution of the near-zone field with the volume Green function to 
obtain the wave-zone field; the near-zone field inside a crystal was derived, as be-
fore, by means of the Jones matrices for ray trajectories. It seems clear that both 
methods calculating the scattered electromagnetic field or, equivalently, the Jones 
scattering matrix for the whole particle, require much more computer resources 
than the conventional ray-tracing method. Moreover, in [24,25] the authors repre-
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Fig. 1. Facet tracing by a hexagonal column. 

sented numerically the near-zone field as a set of ray tubes called wavelets or lo-
calized waves. In this way, they had to choose the transverse sizes of the tubes as 
small as .2πλ  This algorithm was found to be computationally costly, not to 
mention uncertain shapes of the ray tubes discussed in [25].  

In our treatment of the problem of light scattering by large faceted particles, 
we represent the near-zone field at or near the surface of a faceted particle as a set 
of plane-parallel beams leaving the particle [2]. Here, unlike [24] and [25], every 
beam is a clearly defined physical object with a finite transverse size and known 
shape and spatial location. Specifically, any beam is produced, at the first step, by 
reflection or refraction of the incident light by a whole illuminated particle facet. 
In this case, we apply the conventional geometric optics concepts to the beam. In 
particular, the beam is refracted and propagated inside the particle according to 
Snell’s law and Fresnel’s coefficients, its transverse shape being determined by 
the projection of the whole crystal facet on the plane normal to the propagation di-
rection. At the second step, this beam is split by one or several other crystal facets 
into more reflected and refracted beams, etc. (Fig. 1). 

Our facet-tracing algorithm allows us to obtain directly all the beams exiting 
the crystal. For the beams thus obtained, the problem of taking into account both 
the diffraction and interference for the wave-zone field becomes obvious. In fact, 
we arrive at a well studied problem of the Fraunhofer diffraction for a plane-par-
allel beam of a polygonal shape that has been solved analytically [8]. 

 
2.  Series expansion of scattered fields into geometrical trajectories 

2.1.  Near zone (R << )2ak  

In the general problem of light scattering by large particles, a distinctive fea-
ture of faceted particles as compared to nonspherical particles of arbitrary shape is 
that in the obvious expansion of the scattered electromagnetic field over multi-
plicity of reflection/refraction events, every term of the series becomes a plane-
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Fig. 2. Examples of ray trajectories. 

parallel beam that can be readily described analytically. These analytical expres-
sions are summarized below. 

The total electric field E(r) in the near zone of a crystal becomes a superposi-
tion of the incident wave and the outgoing plane-parallel beams:  

 ,)()()( 0 ∑+=
j

j rErErE  (1) 

where ),,( zyx=r  is the position vector of the observation point, and the incident 
plane wave with an amplitude E0 and wavelength λ  is assumed to propagate 
along, say, the positive z-axis: 

 ),iexp()( 0
0 zkErE =  (2) 

with i = (–1)1/2 and λπ2=k  being the wave number.  
Each plane-parallel beam Ej(r) in Eq. (1) is characterized by the following pa-

rameters: 
1. the ray trajectory, i.e., if all facets are numbered as 1, 2, 3, … then the sub-

script j means a sequence of arbitrary length of the numbers like 2132… 
describing the trajectory. An example of such trajectories is shown in Fig. 
2; 

2. the propagation direction n j. This direction is the same for all rays forming 
the beam; 

3. the beam shape (including its location on the particle surface). The beam 
shape can be determined by the shape function )(ρjη  defined in any plane 
perpendicular to n j as 

 
⎩
⎨
⎧= otherwise.   0

beam,theinside1)(ρjη  (3) 

These shapes are always polygons. Examples of shapes of outgoing beams 
are presented in Fig. 3. It is worthwhile to note that Eq. (3) is valid only for 
non-absorbing particles. Otherwise the function )(ρjη  is variable across 
the beam instead of being given by Eq. (3); 

4. the complex-valued 2D amplitude jE  describing polarization. jE  is de-
fined in a plane perpendicular to the direction n j. Note that the vector jE  
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Fig. 3. Ray trajectories and associated plane-parallel beams. 

is exactly the same for all the rays constituting the beam because of the 
beam plane-parallel nature. Examples of ray trajectories and their plane-
parallel beams are shown in Fig. 3. 

The polarization of each beam jE  is described analytically as follows. Let an 
incident ray with the amplitude 0E  propagate along the direction n 0. Choose a 3D 
right-handed orthogonal coordinate system with axes 1, 2, and 3, in which axis 3 
is directed along the vector n 0 and the corresponding orthogonal components of 
the amplitude 0E  are denoted by subscripts 1 and 2. If the ray impinges on a plane 
with a normal n then it produces, in the reference plane (n0, n) through the vectors 
n 0 and n, two rays called reflected and refracted rays. The propagation directions 
of these new rays are defined by the well-known Snell’s law. Introduce similar 3D 
right-handed coordinate systems for each of these rays, wherein axes 3 correspond 
to their propagation directions, a common axis, say axis 2, is perpendicular to the 
reference plane, and the parallel axes 1 are found according to the right-hand rule 
for each coordinate system. In these reference-plane coordinate systems, a reflec-
tion/refraction event is described by a diagonal matrix 

 ,)(0
0)(

2

1
⎥⎦
⎤

⎢⎣
⎡= β

β
F

FF  (4) 

where F1 and F2 are the Fresnel reflection/refraction coefficients for the parallel 
and perpendicular components, respectively, depending on the incidence angle β 
and the refractive index. Finally, the amplitude of a ray after a reflection/refract-
ion event is described by the product ,0ELFE =′  where  

 ⎥⎦
⎤

⎢⎣
⎡
−= αα

αα
cossin
sincosL  (5) 

is the rotation matrix transforming the vector 0E  from an initial coordinate system 
to the appropriate reference-plane coordinate system; α is the angle between, say, 
planes (1,3) for the incident and refracted rays. 

If an exiting ray undergoes p reflection/refraction events, its polarization is 
described by a sequential product 
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 11221 ... LFLFLFLP pppj +=  (6) 

called the polarization matrix. Here, the last rotation matrix Lp+1 transforms a 2D 
vector from the last reference-plane coordinate system to the scattering-plane co-
ordinate system. By analogy with the former, the latter corresponds to the scatter-
ing plane (n 0,n j) containing the initial n 0 and outgoing n j directions. We also de-
note the parallel and perpendicular components relative to the scattering plane by 
subscripts 1 and 2, respectively.  

In addition to the matrices transforming the polarization of the electromag-
netic wave along a trajectory, we need to take into account the optical path along 
the trajectory. We determine a phase shift ξ j = klj relative to a reference trajectory 
(say, a trajectory which connects a point light source in the direction −n0 with the 
center of the crystal and then propagates in the direction n j), and lj is the optical 
path for this reference trajectory, i.e., lj is the geometrical length of the internal 
part of the trajectory multiplied by the refractive index. Finally, the outgoing beam 
is described by 

 .)()i(exp)( 0EPρrE jjjj ηξ=  (7) 

Equation (7) depends explicitly on the amplitude of the incident wave .0E  It 
is more convenient to omit the vector 0E  and to characterize the beam in terms of 
the 2×2 amplitude (Jones) matrix j j defined by the following equations: 

 ,0EjE jjj η=  (8) 

 .)i(exp jjj Pj ξ=  (9) 

Equation (8) describes both the rays and plane-parallel beams that are formed by 
reflection/refraction events on the particle surface. In addition, there is one more 
plane-parallel beam that must be included in the superposition of Eq. (1). Specifi-
cally, the total field E(r) should include the so-called shadow-forming plane-par-
allel beam [1,2,17] given by  

 
⎩
⎨
⎧−= otherwise.         0

shadow,theinside)()( 0 rErEsh  (10) 

The direction of propagation of the shadow-forming beam is given by the propa-
gation direction n 0 of the incident plane wave, and its shape function corresponds 
(with a multiplicative factor of −1) to the crystal projection on the z = constant 
plane. 

Note that refraction events can also create plane-parallel beams E j(r) that 
propagate in the direction n 0. These beams appear when two opposite facets corre-
spond to a part of a plane-parallel plate relative to the incident wave. However, the 
shadow-forming beam of Eq. (10) appears independently of such beams. It is 
caused only by the particle contour, i.e., by the break of the amplitude of the inci-
dent plane wave along the particle contour. As an additional illustration of the ex-
istence of the shadow forming field, let us mention a well-known fact that the ex-



 Light scattering by large faceted particles 57 

tinction cross section for a large particle is equal to twice its geometric cross-sec-
tional area. Indeed, according to the energy conservation law, the normalized en-
ergy flux of all the reflected/refracted beams, i.e., the geometric-optics scattering 
cross section, is obviously equal to the area of the particle projection on the plane 
z = constant, provided that there is no absorption inside the particle. It is just the 
shadow-forming beam of Eq. (10) that adds the same quantity to the total extinc-
tion cross section. As a consequence, the extinction cross section turns out to be 
equal to twice the area of the particle projection. 

Polarization can be equivalently described in the language of the Stokes vec-
tors and Mueller matrices. Indeed, any 2×2 matrix A transforming a transverse 
electromagnetic wave E is converted into an equivalent 4×4 matrix A~  for the re-
spective Stokes vectors via the equation 

 ,)(~ 1−∗⊗= ΓΓ AAA  (11) 

where ⊗ denotes the Kronecker matrix product, the asterisk denotes a complex-
conjugate value, and the matrix Γ is given by 
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Instead of Eqs. (6) and (9), the change of light polarization along a ray trajectory 
can be described by the following successive product:  

 ,~~...~~~
111 LFLFLm pppj +=  (13) 

where F~  and L~  are the appropriate matrices of Eq. (6) transformed by means of 
Eq. (11):  
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Denoting the Stokes vectors I = [I Q U V ]T of the incident and scattered fields as 
I0(r) and I(r), respectively, with T standing for “transposed”, we obtain an equa-
tion similar to Eq. (8): 

 .)()( 0ImρrI jjj η=  (16) 
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It worthwhile to note that there is a difference between the conventional ray-
tracing procedures and our Eq. (16). Indeed, the former usually include the energy 
conservation law in each refraction event [5,7,9,11−14,17−20,22,23]. This can be 
done readily by an additional multiplicative factor ββ coscos ′  for each refrac-
tion event, where β and β ′ are the incident and refraction angles, respectively. In 
fact, this factor takes into account the change of cross sections for a ray tube. Such 
an approach allows one to reduce the computer time significantly. On the other 
hand, one loses the information on beam shapes, and the problem of a rigorous 
consideration of diffraction, for example, proves to be overwhelming. On the con-
trary, our Eq. (16) is based on rigorous wave equations and does not necessitate 
any additional factors. 

To conclude this subsection, let us briefly discuss the domain of applicability 
of the primordial plane-beam representation of the near-zone field. Are there ad-
ditional physical-optics phenomena that could cause significant corrections to the 
plane-beam representation? Two phenomena could be of importance. First of all, 
one could consider the diffraction of the plane-parallel beams when they propa-
gate from one facet to another inside the crystal. However, such diffraction phe-
nomena are usually negligible for simple particle shapes, wherein longitudinal and 
transverse typical sizes do not differ much. Another typical physical-optics feature 
is an evanescent wave created by a sharp corner and or rib. It is unlikely that eva-
nescent waves can cause any significant contribution on top of the plane-parallel-
beam background. Moreover, in practice, there is a substantial uncertainty in the 
knowledge of sizes and shapes of actual faceted particles that smoothes out any 
weak effects. Therefore, the plane-parallel representation of the near-zone field 
appears to be a reasonably simple, reliable, and adequate approximation for the 
case of large faceted particles (a >> ).λ  

 
2.2.  Far zone (R >> a) 

In the preceding subsection, we have determined the scattered wave in the 
near zone R << .2ak  As the scattered wave propagates away from the particle, it 
undergoes specific transformations with distance R. In this subsection, we con-
sider the wave in the far zone determined by the condition R >> a.  

In general, any scattered field at a large distance from the particle evolves into 
a diverging spherical wave, its Stokes parameters decreasing as ,1 2R  i.e., 

 ,, 2RR )(=)( nDnI  (17) 

where .∞→R  Here, the Cartesian coordinates ),,( zyx=r  are replaced by 
spherical coordinates (R,n) originating inside the particle, R is the distance to the 
far-zone observation point, and n is the unit vector in the direction of the observa-
tion point. In the far zone, the scattered wave at any spatial point propagates in 
just one scattering direction n. In Eq. (17), the vector-parameter D(n) describes 
the distribution of the Stokes parameters over the scattering directions n. Any so-
lution of the wave scattering problem involves the calculation of the function 
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Fig. 4. Example of the geometric-optics Mueller matrix for a fixed particle orientation. 

D(n). It is convenient to relate the Stokes parameters of the incident, I0, and scat-
tered, D(n), waves by a 4×4 matrix M called the scattering or Mueller matrix:  

 .0InMnD )(=)(  (18) 

In our case of plane-parallel beams, the propagation direction of a beam in the 
near zone n j proves to be the scattering direction in the far zone. Replacing the 
Cartesian coordinates r of the near zone by the spherical coordinates (R,n) of the 
far zone, Eq. (16) is transformed into the following equation: 

 ,)(),( 20 RsR jjjj ImnnnI −= δ  (19) 

where δ  is the angular delta function and s j is the area of the transverse section of 
the beam: 

 .)( ρρ ds jj ∫= η  (20) 

As a consequence, the Mueller matrix for a faceted particle in the far zone is a su-
perposition of delta-function contributions: 

 ).()( jj
j

js nnmnM −=∑ δ  (21) 

Equation (21) solves the problem of the analytical description of far-zone scatter-
ing in terms of the parameters of the near-zone scattered field. The matrix of Eq. 
(21) is called the geometric-optics Mueller matrix and is exemplified in Fig. 4. 

 
2.3.  Wave zone (R >> )2ak  

In reality, any plane-parallel beam formed in the near zone is transformed dur-
ing its propagation away from the scattering particle. As is well known, at a dis-
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tance 2akR ≈  it undergoes the Fresnel diffraction, wherein the beam edges be-
come smoothed. Then, at a distance R >> ,2ak  the Fraunhofer diffraction takes 
place which is characterized by a steady angular pattern of the width of about 

.aλ  In the preceding subsection, we defined the far zone by the condition R >> 
a, wherein the diffraction phenomena were neglected. Now we define the concept 
of the far zone more precisely by the following inequality: 2ak >> R >> a. 

In the wave zone R >> ,2ak  the scattered field is a diverging spherical wave 
given by second term on the right-hand side of the formula for the total field: 

 ),()iexp()iexp(),( 0 nEEnE s

R
RkzkR +=  (22) 

where the center of the particle is assumed to coincide with the origin r = 0 of the 
Cartesian coordinate system ),,,( zyx=r  and n is the scattering direction. In Eq. 
(22), the scattering or Jones matrix J of the whole particle transforms the ampli-
tude E 0 of the incident field into the amplitude sE  of the spherical scattered 
wave:  

 .)()( 0EnJnE =s  (23) 

The 2D amplitude sE  is conventionally found in the 3D right-handed scattering-
plane coordinate systems defined previously. Recall that the scattering plane 
(n0,n) contains both the incidence, n0, and the scattering, n, direction, axis 3 cor-
responds to the scattering direction, and components 1 and 2 describe the parallel 
and perpendicular components of the vector sE  relative to the scattering plane, 
respectively.  

In the wave zone, unlike in the geometric-optics approach presented in the 
previous subsection, the propagation direction of a near-zone beam n j becomes the 
center of a diffraction pattern of the scattered field E j. The diffracted field is de-
termined by the vector Fraunhofer diffraction equation (see Eq. (9.96) of [10]): 
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π

 (24) 

where n is the scattering direction. The scalar factor in Eq. (24) is the well-known 
scalar Fraunhofer diffraction pattern 
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 (25) 

Let us define a right-handed triplet of unit vectors nft =×  on a unit sphere of 
scattering directions n. These vectors are as follows:  
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where θ and φ are the zenith and azimuth angles in a spherical coordinate system, 
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respectively, while the vectors t and f are directed along meridians and parallels 
on the sphere, respectively. Assume that the geometric-optics scattering direction 
n j is described by its zenith and azimuth angles Θ and Φ corresponding to the trip-
let of similar unit vectors: 
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Then the expression in the square brackets in Eq. (24) can be rewritten as follows: 
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Finally, we derive the following equation for the Jones matrix: 

 ).()()( njQnJnJ j
j

jj
j
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Equation (29) solves the problem of an analytical expression of the scattered field 
in the wave zone of a faceted particle in terms of the parameters of near-zone 
plane-parallel beams.  

While the Jones matrices are more physically transparent and convenient for 
theoretical derivations, experimentally measured quantities are usually described 
by Stokes vectors and, consequently, by Mueller matrices. The Mueller matrix for 
a whole particle in the wave zone is readily obtained from of Eqs. (11) and (12): 

 .)](*)([)( 1−⊗= ΓΓ nJnJnM  (30) 

For a given Jones matrix, the matrix of Eq. (30) is referred to as a pure Mueller 
matrix. We split the pure Mueller matrix into two components: 

 ,)()()( nMnMnM erindif t+=  (31) 

where 
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It is obvious that the first component takes into account only the diffraction of the 
initial near-zone plane-parallel beams and will be called the diffraction Mueller 
matrix. In Eq. (32), m j turns out to be the Mueller matrix of a near-zone beam de-
termined by Eq. (13). Consequently, the second component describes contribu-
tions created by the interference among the diffracted beams; it is called for brev-
ity the interference Mueller matrix.  

As is well known, diffraction is significant within a cone of angles about aλ  
wide. If a detector does not resolve such angles, the diffraction can be ignored. In 
this case we can replace 
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(a) 

(b) 

Fig. 5. Examples of geometric-optics Mueller matrices for hexagonal ice columns averaged 
over random horizontal orientations: (a) Parry or 1D orientation; (b) 2D orientation. 

 ),(|)(| 2
jjj sf nnn −≈ δ  (34) 

so the diffraction Mueller matrix of Eq. (32) becomes equal to the geometric-op-
tics Mueller matrix determined by Eq. (21), while the interference matrix of 
Eq. (33) vanishes. 
 
2.4.  Averaging over particle orientations 

In the preceding subsections, we considered light scattering by a particle hav-
ing a fixed orientation. For the geometric-optics Mueller matrix, a change of the 
particle orientation results in a shift of the dots such as those shown in Fig. 4. Dur-
ing the process of averaging over particle orientations, these delta functions can be 
either smoothed into a regular function, or certain singularities can survive in dis-
crete directions and/or along curves on the sphere of scattering directions. For ex-
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Fig. 6. Particle orientation. 

ample, Fig. 5 shows the geometric-optics Mueller matrix for a hexagonal ice col-
umn with its main axis (i.e., the straight line connecting both centers of the hexa-
gons) directed horizontally and the entire column rotated about the vertical direc-
tion. In Fig. 5a, the column is rotated only about the vertical direction (so called 
Parry orientations). As a result, every beam draws a curve on the scattering-
direction sphere, and the Mueller matrix is singular along these curves. In Fig. 5b, 
the column is rotated additionally about its main axis. We see that some curves of 
Fig. 5a are smoothed into regular functions of the scattering direction, but other 
singularities survive.  

Let us now consider the averaging of the Mueller matrix over an arbitrary dis-
tribution of particle orientations in space. In general, the spatial orientation of a 
particle is described by three independent variables, for example the Euler angles 
α (azimuth angle), β (zenith angle), and γ  (rotation angle), as shown in Fig. 6. 
Note that although Fig. 6 depicts a hexagonal column, all formulas are valid for 
any particle shape. 

If the incident wave propagates along the positive z-axis, the scattering direc-
tion n is conveniently determined by the zenith, θ, and azimuth, ϕ, angles relative 
to the +z and +x axes, respectively. Formally, the Mueller matrix M of Eq. (30) 
becomes a function of five variables: ).,,|,( γβαϕθM  However, the rotation of a 
particle around the z-axis described by the orientation azimuth angle α does not 
change the scattering process directly but leads to rather simple analytical trans-
formations. Therefore, we can exclude the variable α by means of analytical equa-
tions, and the scattering process can be described numerically as a function of four 
variables.  

To separate the analytical dependence on α, it is convenient to introduce the 
Mueller matrix μ  corresponding to the case of α = 0: 

 .),,0|,(),|,( γβαϕθγβϕθ =≡ Mμ  (35) 

For an arbitrary azimuth angle α, the Mueller matrix is expressed through the re-
duced Mueller matrix via a shift by ϕ − α, like a scalar function: 
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 ).,|,(),,|,( γβαϕθγβαϕθ −= μM  (36) 

Thus, it is the reduced Mueller matrix of four variables ),|,( γβϕθμ  that contains 
all essential information about the scattering action. 

The probability distribution ),,( γβαP  over particle orientations should be 
conventionally normalized to unity: 
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where 1),,( =γβαP  for randomly oriented particles. The averaging of Eqs. (35) 
and (36) results in the following equations:  
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where the conventional decomposition of the probability distribution ),,( γβαP  
into the probability distribution over the azimuth angle )(αp  and the conditional 
distribution ),( γβαp  over the angles β and γ  at a given α is used: 
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In the particular case of random 3D orientations, ,1),()(),,( === γβαγβα αppP  
and the average Mueller matrix becomes a function of only the zenith scattering 
angle θ : 
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It is the function 〉〈 )(θM  that has been presented in numerous papers. 
The statistical average of the geometric-optics Mueller matrix of Eq. (21) for 

any scattered beam can be found analytically, as we demonstrate below. Denote 
the Mueller matrix of a beam as follows: 

 ).|()(),|,( Bnμnnmμ jjjjj s ≡−= δγβϕθ  (42) 

Formally, the set of orientation parameters ),( γβ=B  corresponds to the surface 
of a unit sphere such as the scattering-direction sphere n = (θ,ϕ). A change of the 
variables B leads to a movement of the point n j on the sphere n accompanied by a 
change of the values sj and mj. Thus, during a change in the particle orientation, a 
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beam maps the surface B onto the surface n. The probability distribution over the 
surface B corresponds to the conditional probability P(B) = pα(β,γ ) of Eq. (40) 
with the following normalization:  
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Omitting the subscript α for brevity, we obtain: 
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Thus, the average reduced Mueller matrix for a beam at an arbitrary point n turns 
out to be a product of three factors. The first one is the matrix sjmj for the particle 
orientation corresponding to the scattered beam appearing at the point n. The sec-
ond factor is the probability density P (B) for this orientation. And the third one is 
the scaling factor nB dd  of the mapping in the vicinity of this orientation; it was 
moved into the denominator for convenience only. 

While sjmj and P(B) are usually smooth functions of the scattering direction 
n, the factor Bn dd  can sometimes vanish, thereby resulting in singularities of a 
Mueller matrix along certain curves on the sphere n. Well-known examples of 
such singularities are the halos observed in atmospheric optics. 

Let us proceed to the physical-optics Mueller matrix of Eqs. (30)−(33). Here, 
upon the statistical averaging of Eq. (44), the delta function should be replaced by 
the Fraunhofer diffraction function 2|)(| jjf nn − . This implies that for a fixed jth 
beam, the diffraction Mueller matrix is a convolution of the geometric-optics 
Mueller matrix with a certain diffraction matrix: 

 .)(),()( ∫ ′〉′〈′=〉〈 nnMnnFnM dGdif  (45) 

This equation is valid for scattering directions in which only one or a few beams 
provide the dominant contribution. As for the interference matrix of Eq. (33), it 
depends on pairs of beams, and so Eq. (45) becomes more complicated. 
 
3.  Randomly oriented particles 

3.1.  Statistical approach to light scattering by convex ice crystals 

Direct calculations of scattering matrices for ensembles of faceted particles 
with various shapes, sizes, and orientations meet two difficulties. First, if the par-
ticle shape differs from the simplest one like, for example, a hexagonal column or 
plate, the calculation of the scattering matrix becomes costly and involved. Sec-
ond, our knowledge of real shape distributions is, as a rule, poor. Therefore, in-
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stead of direct calculations, a statistical approach to the problem of light scattering 
may be more promising. Such an approach is described in this section. 

In the geometric optics approximation, if absorption is neglected, the scatter-
ing cross section is equal to the area s of the particle projection onto the plane 
normal to the direction of the incident light. After averaging over random particle 
orientations, s is replaced by the average area ,〉〈s  and the distribution of the scat-
tered energy over scattering directions is described by the phase function p(θ), 
where θ is the angle between the incidence and scattering directions (i.e., the scat-
tering angle). We assume the following normalization:  

 .1sin)(2
0

=∫
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The basis for our statistical approach is a series expansion of p(θ) over the 
multiplicity of internal reflections inside the particle: 
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By use of the ray-tracing or facet-tracing codes, the series (46) is easy evaluated 
numerically. The index m in Eq. (46) is interpreted as the number of internal colli-
sions of a photon. Thus, am means the probability for every photon hitting a crystal 
to exit it after m internal collisions. The case m = 0 corresponds to the immediate 
reflection from any facet without penetration inside the particle. Then, for exam-
ple, the case m = 2 means a refraction through the first facet followed by a reflec-
tion from the second facet followed by a refraction exit through the third facet. 
The partial phase function pm describes the probability density for a photon to exit 
the particle at the scattering angle θ after m internal collisions. 

Since the physical reason for creating photons with a given multiplicity m is 
the same for any crystal shape, the partial phase functions pm(θ) should be similar 
for differently shaped randomly oriented crystals and should depend weakly on 
the crystal shape. Indeed, for the m = 0 photons, it can be easily proven that the re-
flection from any convex randomly oriented particle does not depend on the parti-
cle shape. These photons correspond exactly to those reflected from a sphere, and 
the function p0(θ) is determined by the Fresnel reflection coefficients for a plane 
surface. The respective probability a0  is equal to 6.29%, and the value a0p0(θ) is 
shown in Fig. 7. Here, the refractive index is assumed to be 1.31. 

As is seen in Fig. 7, for crystals with the refractive index 1.31, m = 1 photons 
dominate since they constitute up to 70% of the scattered light. These photons 
correspond to traversing a wedge determined by the dihedral angle iα  between 
the first and second facets encountered by a photon. For a given crystal shape, the 
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Fig. 7. The top panel depicts the phase function for a randomly oriented hexagonal ice plate 
with a height-to-diameter ratio of 1/2 (solid curve) and its components with zero (dashed 
curve) and two (dotted curve) internal collisions of photons. The lower panel uses finer ver-
tical resolution scale to show the cumulative contribution from photons with three and 
more collisions. 

set of dihedral angles iα  is known. It is convenient to expand the partial phase 
function p1(θ) according to the set of dihedral angles :iα  

 ,)()( 11 ∑=
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where  
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Here, like in Eq. (46), bi means the probability for a photon to traverse the ith di-
hedral angle. As is well known, the photons transmitted through a randomly ori-
ented unbounded wedge are distributed within a narrow angular peak called the 
halo. For an ice crystal, the wedges have finite sizes, thereby causing a depend-
ence of the halos p1i(θ) on the particle shape. However, this dependence is rather 
weak, as illustrated in Fig. 8 for the traditional case of hexagonal columns and pla-
te, where  

 DHQ =   

is the aspect ratio, H being the distance between the hexagonal bases and D being 
their diameter. Thus, we conclude that it is the coefficients ai and bi rather than the 
partial phase functions that depend significantly on the crystal shape. We note that 



68 A. G. BOROVOI and N. V. KUSTOVA 

 
Fig. 8. Partial phase functions of the 22° and 46° halos ( p11(θ) and p12(θ), respectively) for 
hexagonal ice columns and plates. 

the case of =0α 0° corresponding to parallel plane facets is also included in Eq. 
(47). In this case, p10 (θ) is not a halo but rather a delta function in the forward di-
rection. 

It is obvious that the coefficients bi are related to the weights wi of the dihedral 
angles determined, for a given crystal shape, by the formula 
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where N is the number of crystal facets, Sk is the area of the kth facet, and the first 
sum gathers all the terms corresponding to the same dihedral angle. For ensembles 
of crystals with various shapes, the statistical weights 〉〈 iw  can also be calculated. 
The set of weights 〉〈 iw  is an effective means of characterizing such ensembles in 
lieu of shape descriptions. The details of the relationship between the coefficients 
bi and weights 〉〈 iw  have not been calculated yet.  

The photons with higher orders of collisions can be expected to “forget” the 
shape of the crystal. Indeed, the partial phase function p2(θ) reveals a relatively 
smooth dependence on the scattering angle, as shown in Fig. 7. As to the cumula-
tive contribution  
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it is small and approximately constant, as illustrated in the lower panel of Fig. 7. 
We note that Fig. 7 is a traditional histogram calculated with a bin width of 
Δθ = 1°. Here, the forward peak described by the delta function and coefficient b0 
is omitted. The use of the linear rather than the conventional logarithmic scale for 
the vertical axis is intended to emphasize negligible differences between the phase 
function and P≥ 3(θ) as well as the relatively small magnitude of the function 
P≥ 3(θ). We also mention that the function P≥ 3(θ) has a singularity in the backward 
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Table 1. Cumulative probabilities (in %) for photons to 

exit ice crystals of different shapes after m internal  

collisions 

0.1  0.5 1 5Q 

  

A0 6.29 6.29 6.29 6.29 6.29 6.29

A1 75.47 55.10 56.67 66.70 73.36 75.46

A2 87.03 89.33 87.27 82.91 84.95 83.36

A3 91.09 94.16 93.47 89.38 87.92 88.89

A4 93.78 96.06 95.31 94.54 92.50 92.67

A5 95.63 96.92 97.21 97.08 94.71 94.34

A6 96.85 97.75 98.27 98.14 96.96 96.18

2.5 1.5

 

direction θ = 180° revealed in the histogram as a sharp peak with an angular width 
≈ 0.5°. However, these photons constitute less than 1% of all the scattered pho-
tons, and their role is negligible in the overall radiation balance. This backscat-
tering peak is omitted in Fig. 7 but is discussed in the following section.  

Table 1 lists the cumulative probabilities ∑ == m
n nm aA 0  calculated for hex-

agonal ice columns and plates as well as for a droxtal (tapered column). The main 
conclusion following from Table 1 is that about 90% of photons exit a crystal af-
ter the zeroth, first, and second internal collisions. Higher orders of collisions 
m ≥ 3 account for only ~10% of the scattered photons. The second conclusion is 
that the majority of the scattered photons undergo only one internal collision: the 
probability a1 is ~70% for the majority of particle shapes, although it decreases to 
~50% for hexagonal columns with an aspect ratio of ~1. For hexagonal columns 
and plates, these one-internal-collision photons are represented by only three 
terms: b0 corresponds to the passage through parallel plane facets =0(α 0°, 
θ0 = 0°), while b1 and b2 correspond to traversing the =1α 60° and =2α 90° 
wedges causing the θ1 ≈ 22° and θ2 ≈ 46° halos, respectively.  

Thus, our statistical approach [3] largely relies upon the fact that the main fea-
tures of the phase function are caused by beams with one internal reflection. Then 
these features are modeled adequately. In particular, light scattering by randomly 
oriented ice crystals is reduced to the calculation or modeling of the coefficients 
am and bi, while the functions pm (θ) and p1i(θ) are assumed to be known reasona-
bly well (Fig. 8). As to the inverse scattering problem, it is expedient to retrieve 
just the coefficients am and bi from the experimentally measured phase functions 
because of their transparent physical meaning.  
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Fig. 9. Mapping of orientation coordinate lines β = const onto the scattering-direction 
sphere (θ = 180° is the exact backscattering direction). 

3.2.  Backscattering peak for hexagonal ice crystals 

Many authors have calculated the Mueller matrix for hexagonal ice crystals 
using either ray-tracing or facet-tracing techniques and obtained a sharp phase-
function peak in the backward direction. The reason for this is that a hexagonal 
crystal is equivalent to a 2D corner reflector owing to the 90° dihedral angle. 

By use of our computer code, we have decomposed the backscatter into con-
stituent ray trajectories and demonstrated that only four types of ray trajectories 
are responsible for the backscattering peak [2,4 ,6]. Two of these trajectories 
shown in Fig. 3 give the main contribution. Figure 9 depicts a mapping of such a 
trajectory on the scattering-direction sphere. Here, the angle γ  is scanned con-
tinuously, while the angle β takes discrete values. We see that all curves converge 
at the exact backscattering direction forming a straight line .2πϕ ±=  Thus, in 
the vicinity of backscatter we obtain 

 .sin)2(),( θπϕδϕθ ±=〉〈 Cm  (49) 

Then the total Mueller matrix 〉〈 )(θM  is readily found after the integration over 
the orientation azimuth angle α  according to Eq. (41):  

 .
sin2

)(
θπ

θ
CM =〉〈  (50) 

Thus, only the constant matrix C needs to be calculated numerically, and the req-
uisite analytical description of the backscattering peak reduces to the singular 
function .sin1 θ  Note that this singularity was also mentioned by Muinonen et al. 
[18]. 

The Mueller matrix of Eq. (50) describes the scattered light at an arbitrary ob-
servation point except that in the exact backward direction θ = 0, where the scat-
tered intensity becomes infinite. Furthermore, there is an uncertainty in the orien-
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tation of the scattering plane at this point. Nevertheless, these circumstances are 
not obstacles for the interpretation of experimental data because, in practice, the 
receiver of a lidar system detects a certain integral of the Mueller matrix of Eq. 
(50) over a cone Δθ  around the backward direction. In this case, we have to re-
place the Mueller matrix of Eq. (50) by the average matrix 
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where A is constant diagonal matrix expressed in terms of the matrix C as follows: 

 .

000
0)(00

00)(0

000

44

3322

3322

11

2
1

2
1

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−

−
=

C
CC

CC

C

A  (52) 

Thus, only three quantities must be calculated numerically.  
In lidar measurements, the linear depolarization ratio ||/ II⊥=∆  is often used 

assuming that the incident light is fully linear polarized; then ∆ is the ratio of the 
cross- and co-polarized components of the scattered intensity. For the conven-
tional case of Eq. (52), we have: 
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The depolarization ratio found numerically proves to be too large compared to ex-
perimental data. We explain this by the fact that the interference among the beams 
is not accounted for in the geometric-optics matrix. Ways to correct for this defi-
ciency in the framework of the physical optics formalism are under consideration. 
 
3.3.  Diffraction of shadow-forming beams 

At present, the physical-optics Mueller matrix of randomly oriented crystals 
cannot be calculated yet for all scattering directions because of excessive con-
sumption of computer resources. Therefore, only scattering directions of practical 
interest should be considered. The simplest case that can be studied is forward 
scattering. Indeed, in the forward direction the shadow-forming beams dominate, 
the shape of each beam being a polygon. As is well known, the Fraunhofer dif-
fraction on a polygon is reduced to the sum of rather simple functions over the 
polygon corners that can be calculated efficiently. Averaging over particle orien-
tation takes into account only the changing shape and area of the particle projec-
tion. However, the computation of the average small-angle scattering phase func-
tion is also computer-intensive because of the large dynamic range of intensity 
values in the diffraction patterns.  

To overcome this problem, we invoke the Fourier transform of the scattering 
phase function, hereinafter called the shadow function. As compared to the scat-
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tering phase function, the shadow function has a number of advantages. First, it 
has an obvious geometrical meaning, which facilitates a visual evaluation of nu-
merical results. Second, this function virtually vanishes outside a finite domain 
with a size equal to the maximal diameter of the particle shadow. Third, the 
shadow function, unlike the small-angle scattering phase function, is a smooth 
function with a small dynamic range of values. And fourth, this function is wave-
length-independent because it is determined by the near-zone scattered field. 

The shadow-forming beam propagating in the direction of the incident plane 
wave is described by Eqs. (3), (10), and (25), where ρ = (x, y) are coordinates in 
the plane normal to the incidence direction; the function η (ρ) will be called the 
shadow indicator. At large distances from the particle, i.e., in the wave zone, this 
field is transformed into a diverging spherical wave distributed over scattering di-
rections according to the so-called scattering amplitude f(n) which, for the 
shadow-forming field, is described by the classical Fraunhofer diffraction equation 
(25). In this section, let us re-write this equation as follows: 

 ,)i(exp)(
i2

)( ∫ ⋅−= ρρνρν dkkf η
π

 (54) 

where ν is the projection of the scattering direction onto the plane normal to the 
incidence direction. The small-angle scattered field deviates from zero noticeably 
only in near-forward directions with |ν | << 1; therefore, the scattering amplitude 
(54) can be formally considered a function defined in the infinite plane of ν val-
ues. Then the energy conservation law is reduced to the Parseval theorem and has 
the following simple form: 

 ,)(|)(| 22 sddf == ∫∫ ρρνν η  (55) 

where s is the area of the particle shadow. The small-angle scattering amplitude 
f (ν) carries full information on the shadow indicator η(ρ) which could be retrieved 
from the experimentally measured scattering amplitude by a trivial 2D Fourier 
transform. However, in real optical experiments, the real-valued quadratic value of 
the field, 

 ,)()( 2νν fI =  (56) 

is commonly measured instead of the complex scattering amplitude f (ν). The )(νI  
is the standard Fraunhofer-diffraction pattern of a hole in a η(ρ)-shaped black 
screen. In terms of the light scattering theory, I (ν) corresponds to the conventional 
scattering phase function ),(νp  differing, as is evident from Eq. (55), only by the 
normalization factor 

 .)()( sIp νν =  (57) 

This poses a question of whether all the information on the shadow shape is re-
tained in the scattering phase function. The answer follows from the Fourier trans-
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form of the phase function or, more conveniently, the diffraction pattern I(ν): 

 ,)i(exp)()( ∫ ⋅= νρννρ dkIS  (58) 

where the inverse Fourier transform yields the initial diffraction pattern: 
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⎞
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π
 (59) 

Substituting Eqs. (54) and (56) into Eq. (58), we obtain the following formula: 

 ,)()()( ∫ ′−′′= ρρρρρ dS ηη  (60) 

which has a clear geometrical meaning of an autocorrelation of the shadow indi-
cator. It is this function that will be referred to as the shadow function.  

Thus, if what is measured experimentally is the scattering phase function 
rather than the scattering amplitude then we can retrieve only the smoother auto-
correlation or shadow function but not the initial shadow indicator. Let us reca-
pitulate the main properties of the shadow function (60). First, it reaches a maxi-
mum in the center, ρ = 0, the maximum value being equal to the shadow area: 

 .)0( sS =  (61) 

Then it decreases rapidly, vanishing at a distance from the center equal to the 
shadow diameter in the given direction on the ρ plane. If the shadow shape is con-
vex, then the shadow function decreases monotonically in any direction. At ρ = 0 
it has a singularity in the form of a sharp peak. Here the directional derivative ex-
periences a jump and a reversal of sign, since S(ρ) = S(–ρ). The integral of the 
shadow function over the plane is equal to the square of the shadow area: 

 .)( 2sdS =∫ ρρ  (62) 

Let us compare the properties of scattering phase functions with those of 
shadow functions. A small-angle scattering phase function is formally defined by 
Eqs. (54) –(57) in the unlimited plane of ν values. Although it deviates from zero 
only in the central spot with |ν | ≤ ,dλ  there are also side diffraction lobes rapidly 
decreasing in magnitude and carrying additional information on the shadow shape. 
Therefore, the proper choice of a limited area in the ν plane, where the phase func-
tion is calculated, and cell sizes is always complicated. Moreover, the choice de-
pends on the wavelength, which must be fixed in the calculations. None of the 
above-mentioned problems appear in numerical calculations of shadow functions. 

Moreover, note that the scattering phase function for nonspherical particles is 
a complex and oscillating function of two variables. Therefore, a particle with a 
complex shape is usually approximated by a simplified one, most often a sphere. 
In the domain of scattering phase functions, fitting phase-function parameters for 
different particle shapes numerically is a formal and ambiguous procedure. Thus, 
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another advantage of shadow functions over scattering phase functions is that the 
former makes the substitution of one particle shape for another (e.g., using a sim-
pler shape or a superposition of shapes) a geometrically descriptive and physically 
justified procedure. 

The above-introduced functions )(ρη  and )(ρS  depend on geometrical sizes 
and shapes of particles. It is convenient to exclude the trivial size dependence and 
consider only the shape dependence. To this end, we switch from the dimensional 
variable ρ to a dimensionless one R defined as 

 ,21sRρ =  (63) 

where .Rρ dsdydxd ==  The shadow indicator, written in terms of these vari-
ables, 

 ),()( 21
0

−= sρR ηη  (64) 

will be called the reduced shadow indicator. Since )(0 Rη  identifies a unit area on 
the R plane, it is the reduced shadow indicator )(0 Rη  that characterizes the parti-
cle shape. The absolute particle size can be introduced easily by returning to the 
variable ρ. The autocorrelation (60) of the shadow indicator (64) yields the re-
duced shadow function: 

 ,)()()()( 21
000 ssSdS −=′−′′= ∫ ρRRRRR ηη  (65) 

which is defined only by the shadow shape and has the following properties: 

 ,1)0(0 =S  (66) 

 .1)(0 =∫ RR dS  (67) 

In optics of scattering media, the usual subject of study is not a single particle 
but a statistical ensemble of particles having certain sizes, shapes, and spatial ori-
entations. In this case the detector sums up the diffraction patterns (56) formed by 
different particles. If N is the number of particles then the detector reading is given 
by ,)( 〉〈 νIN  where 〉〈 )(νI  is the ensemble average of the single-particle diffrac-
tion pattern possessing the following properties: 

 ,)( 〉〈=〉〈∫ sdI νν  (68) 

 ,)0( 22 λ〉〈=〉〈 sI  (69) 

〉〈s  and 〉〈 2s  being the mean area and the mean squared area of the shadow, re-
spectively. The Fourier transform (58) of the diffraction pattern 〉〈 )(νI  yields the 
shadow function 

 ∫∫ ′〉−′′〈=⋅〉〈=〉〈 ρρρρνρννρ ddkIS )()()iexp()()( ηη  (70) 

possessing the following properties: 



 Light scattering by large faceted particles 75 

 
Fig. 10. Shadow functions for horizontally oriented hexagonal crystals. 

 ,)0( 〉〈=〉〈 sS  (71) 

 .)( 2〉〈=〉〈∫ sdS ρρ  (72) 

To exclude absolute particle sizes, one defines the specific shadow function for 
the statistical ensemble via Eq. (65), where the shadow area is replaced by the 
mean area 

 .)()( 21
0 〉〈〉〉〈〈= − ssSS ρR  (73) 

The normalization condition (66) still holds for this reduced function, while the 
condition (67) is replaced by the equation 

 .)( 22
0 〉〈〉〈=∫ ssdS RR  (74) 

In certain cases, faceted particles can have preferential spatial orientations. 
For example, plate-like ice crystals are horizontally oriented, with a probable 
spread of deviations from the horizontal plane not exceeding 5°. The principal 
axes of ice columns also lie in the horizontal plane while having a random azi-
muth-angle distribution; if a pair of side faces of a column is also horizontally ori-
ented then the column is called Parry-oriented. It is horizontally oriented ice crys-
tals that cause a number of halos well known in atmospheric optics. 

Consider the simplest case of light normally incident on a hexagonal Parry-
oriented column. Its shadow indicator is a rectangle. For a random horizontal ori-
entation of a column, the shadow function must be averaged over the azimuth an-
gle, resulting in a one-argument function ),(0 rS  where r is the distance from the 
center R = 0. Figure 10 shows the shadow functions (73) calculated for different 
aspect ratios Q; obviously, the circle shadow function, also shown in Fig. 10 for 
comparison, represents the limiting case. 
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Fig. 11. Relative dispersion of the shadow area for randomly oriented hexagonal columns 
and plates. 

The greater the aspect ratio of a column, the greater the deviation of its 
shadow function from that for a circle. As is seen from Fig. 10, the shadow func-
tion for a horizontally oriented hexagonal plate essentially coincides with that for 
a circle. Note that since the particle shadow area remains constant during the 2D 
orientation averaging, all functions in Fig. 10 satisfy Eqs. (66) and (67). 

In the case of a uniform 3D orientation of a particle, the area of its projection 
changes with orientation, and the reduced shadow function satisfies Eq. (54). The 
values of the integral parameter Q of shadow functions calculated for hexagonal 
columns and plates are given in Fig. 11. One can see that the cube-like shape of 
crystals with Q ≈ 1 represent an extremum. Here, the particle shape is most close 
to that of a sphere and, consequently, the parameter 22 〉〈〉〈= ssμ  is very close to 
unity. For plates (Q < 1), μ increases and approaches the limiting value 341 =μ  
corresponding to infinitesimally thin plates, which is easily demonstrated analyti-
cally. For elongated columns (Q > 1), μ increases and approaches its limiting value 
μ 2 ≈ 1.08, which can be also be shown analytically. 

The shadow functions of randomly oriented hexagonal crystals are shown in 
Fig. 12. Note the qualitative difference between the shadow-function profiles for 
columns and plates. The shadow functions of hexagonal plates are close to that of 
a circle up to r ≈ 0.6. The excess over the latter observed at 1.6 > r > 0.6 fills a nar-
row gap between the shadow functions for a circle and an infinitesimally thin plate 

).0( →Q  Note that this excess corresponds to the above-mentioned increase of 
the parameter μ. 

For hexagonal columns with Q >>1, μ is not large. Therefore, a change in the 
shadow function profile with increasing Q causes first a decrease in )(0 rS  com-
pared to the shadow function of a circle at r ≤ 1, followed by an excess over the 
shadow function of a circle at r > 1.  

In summary, small-angle phase functions have been calculated by other au-
thors only for specific particle shapes and fixed wavelengths. The formalism of 
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(a)               (b) 

Fig. 12. Shadow functions for randomly oriented hexagonal crystals: (a) plates; (b) col-
umns. 

shadow functions outlined above has a number of important advantages over the 
direct calculation of diffraction patterns and, therefore, can be applied efficiently 
to various problems of small-angle scattering. Furthermore, the procedure of re-
placing a complex particle shape with a simpler one becomes physically justified 
and transparent. The formalism developed should be especially useful in solving 
practical problems of aureole scattering and laser sensing of cirrus clouds. 
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Regularization of inverse problems                    
in atmospheric remote sensing  
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Germany 

Abstract. In this chapter we present the basic concepts of numerical regularization 
theory. We analyze direct and iterative methods for solving nonlinear ill-posed 
problems in a general framework. From the category of direct methods we choose 
the method of Tikhonov regularization, while from the category of iterative meth-
ods we pay attention to the iteratively regularized Gauss–Newton method and the 
regularizing Levenberg–Marquardt method. For the Tikhonov regularization, we 
discuss the practical aspects of the regularization parameter choice methods, 
which are decisive for obtaining a reliable solution of the inverse problem. The ef-
ficiency of the regularization methods is analyzed from the numerical point of 
view by considering several test problems of atmospheric remote sensing.  
Keywords: atmospheric remote sensing, inverse problems, regularization methods 

1.  Introduction 

In atmospheric remote sensing, the relationship between the physical state pa-
rameters x and the collected observations making up some set of data y is de-
scribed by a forward model F. This encapsulates a radiative transfer model and an 
instrument model, and formally, we write  

.)( yxF =  

The task of computing the data y given the physical state parameters x is called the 
forward problem, while the mathematical process of retrieving x given y is called 
the inverse problem. Atmospheric remote sensing deals with the inverse problem. 
In fact, inverse problems are ubiquitous challenges in almost any field of science 
and engineering, from astrophysics, helioseismology, geophysics, quantum-me-
chanical scattering theory, and materials science to medicine with its large diver-
sity of imaging and tomographic techniques.  

The forward model is closely connected with the actual observation being per-
formed and mirrors the physics of the measurement process. In contrast the ap-
proach to solve the inverse problem is (to some extent) independent of the physi-
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cal process, and so the methods developed throughout this chapter can be applied 
to inverse problems in other fields as well. 

In the general framework, the data y  may be a function of frequency (or 
wavelength) or they may be a collection of discrete observations. In the former 
case, the problem is called a continuous problem, while in the latter case it is 
called a semi-discrete problem. When both x  and y  are discrete, the correspond-
ing problem is a discrete problem. In order to avoid possible confusion, vectors 
will be denoted by bold upright letters, e.g., x  is a vector of state parameters or 
simply a state vector, while x  is a state parameter function. As any measurement 
system can deliver only a discrete, finite set of data, the problems arising in at-
mospheric remote sensing are semi-discrete. Moreover, due to the complexity of 
radiative transfer, the forward model has to be computed by a numerical algo-
rithm, which, in turn, requires a discretization of the state parameter function. For 
these reasons, the atmospheric inverse problems we are dealing with are discrete.  

An important issue is that actual observations contain instrumental or meas-
urement noise. We can thus envision data δy  as generally consisting of noiseless 
observations y  from a “perfect” instrument plus a noise component ,δ  i.e., 

.δyy +=δ  

Due to the instrumental noise, the retrieval problems arising in atmospheric re-
mote sensing belong to the class of so-called discrete ill-posed problems. These 
problems are unstable under data perturbations, and can be solved by numerical 
regularization methods whereby the solution is stabilized by taking additional in-
formation into account.  

The goal of this chapter is to present the fundamentals of numerical regulari-
zation methods for solving inverse problems, and in particular of those arising in 
atmospheric remote sensing. The chapter is organized as follows. In Section 1 we 
clarify the concept of ill-posedness, while in Section 2 we discuss practical aspects 
of the method of Tikhonov regularization for solving linear inverse problems. 
These results are extended, in Section 3, to the case of nonlinear inverse problems. 
As an alternative to the method of Tikhonov regularization, we present in Section 
4 two important iterative regularization methods, namely, the iteratively regular-
ized Gauss–Newton method and the regularizing Levenberg–Marquardt method. 
For an exhaustive analysis of other regularization methods such as, for example, 
the Newton–CG method, the regularized total least-squares method, and mollifier 
methods, we refer the reader to the recent monograph by Doicu et al. [5]. 

Our presentation is mainly focused on practical aspects of numerical regulari-
zation theory and not on the theoretical aspects associated with the proof of con-
vergence and convergence rate results. To interested readers we mention that the 
mathematical fundamentals of regularization theory can be found in the books by 
Engl et al. [6] and Rieder [29], the mathematical foundation of iterative regulari-
zation methods is the subject of the book by Kaltenbacher et al. [20], and the state 
of the art in numerical regularization can be found in the book by Hansen [16].  
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2.  Ill-posedness of linear problems 

Inverse problems typically involve the estimation of certain quantities based 
on indirect measurements of these quantities. The inversion process is often ill-
posed in the sense that noise in the data gives rise to significant errors in the esti-
mate. In this section we introduce the concept of ill-posedness and analyze the 
solvability and ill-posedness of linear discrete equations. Our analysis is focused 
on the classical example in atmospheric remote sensing, namely, the temperature 
retrieval by nadir sounding. In a continuous setting, this retrieval problem is mod-
eled by a Fredholm integral equation of the first kind, which is the prototype of ill-
posed problems. 

 
2.1.  Continuous, semi-discrete, and discrete problems 

In a plane-parallel atmosphere and under the assumption that the background 
contribution from the surface can be neglected, the diffuse radiance at the top of 
the atmosphere maxzz =  and in a direction with zero scan angle is given by the 
Schwarzschild equation 

,d),()](,[)(
max

0
zz

z
zTBI

z

ννν
∂
∂= ∫ Τ  

where B  is the Planck function, T  is the temperature, and T  is the transmission 
function of the atmosphere. In the infrared and microwave regions, the Rayleigh–
Jeans approximation allows the following representation of the Planck function: 

),(2)](,[ 2 zTckzTB Bνν =  

where c  is the speed of light and Bk  is the Boltzmann constant. Moreover, ne-
glecting the temperature dependence of the transmission yields 

 ,d)(),()(
max

0
zzTzkI

z
νν ∫=  (1) 

with  

),(2),( 2 z
z

ckzk B ννν
∂
∂= T  

being the kernel function. Equation (1), which we rewrite in the generic form 
Iy =(  and )Tx =  

],,[,d)(),()( maxmin
0

max
ννννν ∈= ∫ zzxzky

z
 

is a Fredholm integral equation of the first kind and represents the mathematical 
model of a continuous problem. We introduce the linear operator =XK :  

]),([]),0([ maxmin
2

max
2 ννLYzL =→  by the relation  
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zzxzkKx
z

d)(),(
max

0
⋅= ∫  

and express the integral equation as  

,yKx =  

K being a bounded and compact operator. 
A spectral instrument cannot measure a continuous signal, and so the data are 

always a collection of discrete observations. The radiances 

),()( ii Iy νν =  

with mii ,1}{ =ν  being an equidistant set of points in the spectral interval ,[ minν  
],maxν  represent the data, and the equation to be solved takes the form  

.,,1,d)(),()(
max

0
mizzxzky i

z

i …== ∫ νν  

The semi-discrete equation is a mathematical model for discrete observations of a 
physical process and can be expressed in compact form as 

.mm xK y=  

The data my  is a vector with entries ),(][ iim y ν=y ,,,1 mi …=  and mK  is a lin-
ear operator acting between the Hilbert space X  and the finite-dimensional 
Euclidean space :mR  

.d)(),())((][
max

0
zzxzkKxxK i

z

iim νν ∫==  

The discretization approach which transforms a continuous equation into a semi-
discrete equation is known as the collocation method. 

For a complete discretization, we consider the subspace XX n ⊂  with the 
(not necessarily orthonormal) basis njnj ,1}{ =Φ  and define the interpolant Xxn ∈  
of x as the solution of the equation  

.mnm xK y=  

Representing nx  as a linear combination of basis functions, 

,
1
∑

=
=

n

j
njjnx Φξ  

we obtain the system of equations  

 .,,1,d)(),()(
1 0

max
mizzzky j

n

j
nji

z

i …=⎥
⎦

⎤
⎢
⎣

⎡=∑
=
∫ ξΦνν  (2) 

In the matrix form, Eq. (2) can be written as 
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,mnmn yxK =  

where T
nn ],,[ 1 ξξ …=x  (T stands for “transposed”) is the coordinate vector and 

the matrix ,mnK  with entries  

,d)(),())((][][
max

0
zzzkKK nji

z

injinjmijmn ΦννΦΦ ∫===K  

is a linear map between the finite-dimensional Euclidean spaces nR  and .mR  The 
discretization approach that transforms a continuous equation into a discrete equa-
tion is called a projection method. 
 
2.2.  Concept of ill-posedness 

The mathematical formulation of inverse problems leads to equations that 
typically are ill-posed. According to Hadamard, the equation  

,yKx =  

with K  being a linear operator acting from the Hilbert space X  into the Hilbert 
space ,Y  is called well-posed provided that 

1. for any ,Yy ∈  a solution x  exists; 
2. the solution is unique; and 
3. the solution is stable with respect to perturbations in y  in the sense that if 

00 yKx =  and yKx =  then 0xx →  whenever .0yy →  
Equivalently, the linear equation is called well-posed if the operator K  is bijec-
tive and the inverse operator 1−K  is continuous. If one of the Hadamard’s condi-
tions is violated, the problem is called ill-posed. Denoting by  

}|{)( XxKxKR ∈=  

the range space of K  and by  

}0|{)( =∈= KxXxKN  

the null space of ,K  it is apparent that 
1. if K  is not surjective ))(( YKR ≠  then the linear equation is not solvable 

for all Yy ∈  (non-existence); 
2. if K  is not injective })0{)(( ≠KN  then the linear equation may have more 

than one solution (non-uniqueness); and 
3. if 1−K  exists but is not continuous, then the solution x  of the linear equa-

tion does not depend continuously on the data (instability). 
Non-existence can occur in practice because the forward model is approxi-

mate or because the data contains noise. Non-uniqueness is introduced by the need 
for discretization and is a manifestation of so-called rank deficient problems char-
acterized by a matrix mnK  with a non-trivial null space. In particular, state vectors 
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0x  that lie in the null space of mnK  solve the equation ,0 0xK =mn  and by super-
position, any linear combination of these null-space solutions can be added to a 
particular solution without changing the fit to the data. Violation of the third Ha-
damard’s condition creates serious numerical problems because small errors in the 
data space can be dramatically amplified in the state space. 

When a continuous ill-posed problem is discretized, the underlying discrete 
problem inherits this ill-posedness, and we say that we are dealing with a discrete 
ill-posed problem. The ill-posedness of a discrete linear problem written in the 
form of a linear system of equations results in a huge condition number of the cor-
responding coefficient matrix. In this regard, the term “ill-conditioned system of 
equations” is also used to describe instability. To stabilize the inversion process, 
one may impose additional constraints that bias the solution, a process that is gen-
erally referred to as regularization.  

 
2.3.  Solvability and ill-posedness 

For an nm×  matrix K  with ,)rank( r=K  the representation  

,TVΣUK =  

where ],[ 1 muuU …=  and ],,[ 1 nvvV …=  are orthogonal mm×  and nn×  matri-
ces, respectively, and Σ  is an nm×  matrix of the form 

,)diag(
⎥⎦
⎤

⎢⎣
⎡= ×

00
0Σ rriσ  

with rri ×)diag(σ  being an rr ×  diagonal matrix, is called the singular value de-
composition (SVD) of the matrix .K  The sets rii ,1}{ =v  and nrii ,1}{ +=v  are or-
thonormal bases of ⊥)(KN  and ),(KN  respectively, i.e.,  

,}span{)(,}span{)( ,1,1 nriirii NN +==
⊥ == vKvK  

while the sets rii ,1}{ =u  and mrii ,1)( +=u  are orthonormal bases of )(KR  and 
,)( ⊥KR  respectively, i.e., 

.}span{)(,}span{)( ,1,1 mriirii RR +=
⊥

= == uKuK  

The solvability of linear equations is stated by the following result: the linear 
equation  

 yKx =  (3) 

with n=)rank(K  is solvable if and only if ),(Ky R∈  and the unique solution is 
given by 

.)(1

1
i

T
i

n

i i
vyux ∑

=
=

σ
t  

The above equation defines a linear operator nm RR →:tK  by the relation  
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R∈=∑

=
yvyuyK

σ
t  

which also allows a representation by an mn×  matrix,  

.1

1

T
ii

n

i i
uvK ∑

=
=

σ
t  

This operator or matrix, which maps )(Ky R∈  onto the solution tx  of Eq. (3), 
i.e.,  

,yKx tt =  

is called the generalized inverse. By convention, the data vector )(Ky R∈  will be 
referred to as the exact data vector and yKx tt =  will be called the exact solution. 

In practice, a noisy data vector δy  is a perturbation of the exact data vector y, 
and we have the representation  

,δyy +=δ  

where δ  is the instrumental noise. In general, ,mR∈δy  and there is no guarantee 
that ).(Ky R∈δ  As a consequence, the linear equation is not solvable for arbitrary 
noisy data, and so one needs another concept of solution, namely, the least squares 
solution. For the noisy data vector, the least squares solution of the linear equation 
is defined by  

.)(1

1
i

n

i

T
i

i
vyux ∑

=
= δδ

σ
 

The least squares solution can be characterized as follows:  
1. the image of δx  under K  is the projection of δy  onto ),(KR  i.e.,  

;)(
1

)( ∑
=

==
n

i
i

T
iRP uyuyKx K

δδδ  

2. δx  has the optimality property 

|;|||minarg Kxyx
x

−= δδ  

3. δx  solves the normal equation 

.δyKxKK TT =  

For discrete ill-posed problems, the following features of the singular values 
and vectors are relevant: 

• as the dimension of K  increases, the number of small singular values also 
increases; 
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• as the singular values iσ  decrease, the corresponding singular vectors iu  
and iv  have more sign changes in their components. 

As a consequence of the oscillatory behavior of the high-order singular vectors, 
the norm of the least squares solution becomes extremely large and δx  is not a re-
liable approximation of .tx  To be more specific, let ∗i  be a large singular-value 
index and let us consider a perturbation of the exact data vector y  in the direction 
of the singular vector ,∗iu  

,∗+= iuyy ∆δ  

with |||| yy −= δ∆  being the noise level. The least squares solution is then given 
by 

,*
*

i
i

vxx
σ
∆δ += t  

and the ratio  

*

1
||||
||||

iσδ

δ

=
−
−

yy
xx t

 

is very large if ∗iσ  is very small. 
 
3.  Tikhonov regularization for linear problems 

The Tikhonov regularization is the most widely used technique for regulariz-
ing ill-posed problems [31,32]. We begin our analysis by formulating the Tik-
honov regularization for linear problems and by making some remarks on the se-
lection of the regularization matrix. We then describe the errors in the state space 
and the data space and analyze regularization parameter choice methods. 

 
3.1.  Formulation  

For the linear data model 

,δKxy +=δ  

the Tikhonov solution δ
αx  satisfies the regularized normal equation 

 ,)( δα yKxLLKK TTT =+  (4) 

and can be expressed as ,δα
δ
α yKx t=  where the matrix  

TTT KLLKKK 1)( −+= αα
t  

is the regularized generalized inverse. The parameter 0≥α  is called the regulari-
zation parameter and L  is known as the regularization matrix. Since LLT  is posi-
tive semi-definite, the spectrum of the matrix LLKK TT α+  is shifted in the posi-
tive direction, and the solution of the regularized normal equation is less sus-
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ceptible to perturbations in the data.  
The Tikhonov regularization can be interpreted as a penalized least squares 

problem, i.e., δ
αx  minimizes the Tikhonov function  

( ) 22 |||||||| LxKxyx αδ
α +−=F  

and vice versa. Minimizing the Tikhonov function means to search for some δ
αx  

providing at the same time a small residual |||| Kxy −δ  and a moderate value of the 
penalty term .|||| Lx  If the regularization parameter is chosen too small, Eq. (4) is 
too close to the original problem and we must expect instabilities; if α  is too 
large, the equation we solve has only little connection with the original problem.  

Regularization methods for solving ill-posed problems can be analyzed in a 
deterministic or a semi-stochastic setting: 

• In a deterministic setting, the solution tx  corresponding to the exact data 
vector y  is assumed to be deterministic, and only information on the noise 
level ,∆  defined as ,|||| ∆δ ≤− yy  is available. 

• In a semi-stochastic setting, the solution tx  is deterministic, while the in-
strumental noise δ  is assumed to be an m-dimensional random vector. 
Typically δ  is supposed to be a discrete white noise with zero mean and 
covariance ,2

mIC σδ =  where 2σ  is the noise variance. 
The noise level can be estimated by using the probability distribution of the noise, 
i.e., |}||{| δE=∆  or },|||{| 22 δE=∆  where E  is the expected value operator. These 
estimates can be computed either numerically by generating randomly a sample of 
noise vectors followed by averaging, or analytically, if the explicit integrals of 
probability densities are available. In the case of white noise, the second criterion 
yields 

.22 σ∆ m=  

From a practical point of view, the Tikhonov solution does not depend on which 
setting the problem is treated; differences arise when proving convergence and 
convergence rate results for different regularization parameter choice methods.  
 

3.2.  Regularization matrices 

The penalty term in the expression of the Tikhonov function is called the dis-
crete smoothing norm. The discrete smoothing norm takes into account the addi-
tional information about the solution, and its role is to stabilize the problem and 
single out a useful and stable solution. 

If we intend to control the magnitude of the solution then L  can be chosen as 
either the identity matrix )( 0 nIL =  or a diagonal matrix. 

If the solution should be smooth then we have to use another measure of the 
solution, such as the discrete approximations to derivative operators 
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If we have some knowledge about the magnitude of the state vector and want 
to constrain the solution to be smooth, we can combine several derivative orders 
and determine the regularization matrix by the Cholesky factorization  

,111000 LLLLLL TTT ωω +=  

where 0ω  and 1ω  are positive weighting factors satisfying the normalization con-
dition 

.110 =+ωω  

The regularization matrix can also be constructed by means of statistical in-
formation, that is, L  can be the Cholesky factor of an a priori profile covariance 
matrix. The covariance matrix xC  corresponding to an exponential correlation 
function is given by 

,,...,1,,
||

2exp][][][ aaxxx nji
ll
zz

ji

ji
jijiij =⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

−= xxC σσ  

where ixσ  are dimensionless profile standard deviations and il  are the lengths 
which determine the correlation between the parameters at different altitudes .iz  
To compute the regularization matrix L  we have two options: 

1. If the profile standard deviations are known to a certain accuracy, we set  

.1
x LLC T=−  

2. If the profile standard deviations are unknown, we assume that xx σσ =i  
for all .,,1 ni …=  The covariance matrix can be expressed as =xC  

,nx
2
x Cσ  and we set  

.1
nx LLC T=−  

In the first case, α  can be regarded as a scale factor, and a regularization parame-
ter choice method will yield a value of α  close to one. In the second case, α  re-
produces the profile standard deviation ,xσ  and a regularization parameter choice 
method will yield an estimate for .xσ  
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3.3.  Solution representation 

In the framework of Tikhonov regularization, the regularized solution can be 
expressed in terms of the generalized singular value decomposition (GSVD) of the 
matrix pair ).,( LK  Essentially, the GSVD is a superior numerical tool which 
yields important insights into the regularization problem involving both the Jaco-
bian and the regularization matrices. The use of SVD and GSVD in the analysis of 
discrete ill-posed problems goes back to Hanson [18] and Varah [34]. For easy 
reference, we review this canonical decomposition following the presentation by 
Hansen [16]. 

If K  is an nm ×  matrix and L  is a np ×  matrix with pnm ≥>  and, fur-
ther, if p=)rank(L  then the GSVD of the matrix pair ),( LK  is given by 

,, 1
2

1
1

−− == WVΣLWUΣK  

where 1Σ  and 2Σ  are block matrices of the form 

,])diag([,
)diag(

21 0Σ
00

I0
0

Σ ppipn

ppi

×−

×

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
= μ

σ
 

the matrices mm
m

×∈= R],...,[ 1 uuU  and pp
p

×∈= R],...,[ 1 vvV  are orthogonal, 
and the matrix nn

n
×∈= R],...,[ 1 wwW  is nonsingular. Moreover, ppi ×)diag(σ  

and ppi ×)diag(μ  are pp ×  diagonal matrices whose elements are positive and 
normalized according to 

.,...,1,122 piii ==+ μσ  

The generalized singular values of ),( LK  are defined by  

,
i

i
i μ

σ
γ =  

and we shall assume them to appear in the descending order:  

.01 >≥≥ pγγ …  

As for the ordinary method, the number of small generalized singular values iγ  
increases as the dimension of K  increases, while the singular vectors ,iu  ,iv  and 

iw  have more sign changes in their components as the corresponding generalized 
singular values iγ  decrease. 

In terms of the generalized singular systems of the matrix pair ),,( LK  the 
regularized solution δ

αx  is given by 

∑∑
+==

+
+

==
n

pi
i

T
ii

T
i

i

p

i i

i

11
2

2

,)()(1 wyuwyuyKx δδδ
α

δ
α σαγ

γt  

where the second term,  
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i wyux δδ  

is the component of the solution in the null space of .L  The regularized general-
ized inverse t

αK  can be factorized according to  

,)( 1 TTTT UWΣKLLKKK tt
αα α =+= −  

with  

.
1diag 2

2

⎥
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σαγ
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α
t  

If np =  then the expression of the regularized solution simplifies to 

.)(1

1
2

2

∑
= +

==
n

i
i

T
i

ii

i wyuyKx δδ
α

δ
α σαγ

γt  

 
3.4.  Errors in state space and data space 

An error analysis can be performed in the state space, by evaluating the solu-
tion error ,δ

αxx −t  or in the data space, by estimating the predictive risk .δ
αKxy −  

In fact, an error analysis is not only a tool for characterizing the accuracy of the 
obtained solution; it is also the basis for selecting the optimal solution. 

In the state space, the deviation of the regularized solution from the exact so-
lution is given by 

),()( δ
ααα

δ
α xxxxxx −+−=− tt  

where αx  is the regularized solution for the exact data vector ,y  i.e., 

.yKx t
αα =  

Defining the total error by δ
α

δ
α xxe −= t  and the smoothing and noise errors by 

α
δ
α xxe −= t

s  and ,n
δ
αα

δ
α xxe −=  respectively, we obtain  

.ns
δ
αα

δ
α eee +=  

The smoothing error quantifies the loss of information due to the regularization, 
while the noise error quantifies the loss of information due to inaccurate data. The 
smoothing error can be expressed in terms of the exact data vector y  as 

∑
= +

=−=
n

i
i

T
i

ii1
2s ,)(1)( wyuyKKe

σαγ
α

αα
tt  

and in terms of the exact solution tx  as 
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.)(s
tt xAIxxe ααα −=−= n  

Here, the nn ×  matrix KKA t
αα =  is called the resolution matrix or the averaging 

kernel matrix. The noise error can be expressed in terms of the noise vector ,δ  
i.e.,  

∑
= +

−=−=−=
n

i
i

T
i

ii

i

1
2

2

n .)(1 wδuδKxxe
σαγ

γ
α

δ
αα

δ
α

t  

In a semi-stochastic setting and for white noise, the smoothing error is deter-
ministic, while the noise error is stochastic with zero mean and covariance =enC  

.2 Ttt
αασ KK  The expected value of the total error is given by 

},|||{|||||}|||{| 2
n

2
s

2 δ
αα

δ
α eee EE +=  

whereas the expected value of the noise error is computed as 

∑
=
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σαγ
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The smoothing error 2
s |||| αe  is an increasing function of ,α  while the expected 

value of the noise error }|||{| 2
n
δ
αeE  is a decreasing function of .α  Consequently, 

}|||{| 2δ
αeE  has a minimum for an optimal value of the regularization parameter.  

In the data space, the accuracy of the regularized solution can be characterized 
in terms of the predictive error or the predictive risk, defined as  

.ns
δ
αα

δ
α

δ
α ppKep +==  

The predictive smoothing error is given by  

,)ˆ()(ss yAIyKKIKep αααα −=−== mm
t  

where the mm ×  matrix t
αα KKA =ˆ  is called the influence matrix. We have the 

expansion 

∑
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while for the predictive noise error, 
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The expected value of the predictive error is given by  

},|||{|||||}|||{| 2
n

2
s

2 δ
αα

δ
α ppp EE +=  

with  



A. DOICU, Th. TRAUTMANN, and F. SCHREIER 

  

 

92 

∑
=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
=−=

n

i

T
i

i
m

1

2
2

2
22

s )(||)ˆ(|||||| yuyAIp
αγ

α
αα  

and 

.)ˆˆ(trace}|||{|
2

1
2

2
222

n ∑
=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
==

n

i i

iTE
αγ

γ
σσ αα

δ
α AAp  

As in the state space, the predictive smoothing error 2
s |||| αp  is an increasing func-

tion of ,α  while the expected value of the noise error }|||{| 2
n
δ
αpE  is a decreasing 

function of .α  
 
3.5.  Regularization parameter choice methods 

With too little regularization, reconstructions have highly oscillatory artifacts 
due to noise amplification. With too much regularization, the reconstructions are 
too smooth. Ideally, we would like to select a regularization parameter so that the 
corresponding regularized solution minimizes some indicator of solution fidelity, 
e.g., some measure of the magnitude of the solution error. 

The formulations of regularization parameter choice methods in deterministic 
and semi-stochastic settings are very similar. The reason is that the noise level ∆  
can be estimated as ,22 σ∆ m=  and this estimate can be used to reformulate a “de-
terministic” parameter choice method in a semi-stochastic setting. According to 
the standard deterministic classification, 

1. a regularization parameter choice method depending only on ,∆  ),(∆αα =  
is called an a priori parameter choice method; 

2. a regularization parameter choice method depending on ∆  and ,δy  
),,( δ∆αα y=  is called an a posteriori parameter choice method; and 

3. a regularization parameter choice method depending only on ,δy  
),( δαα y=  is called an a error-free parameter choice method. 

 
4.  A priori parameter choice methods 

In a deterministic setting, an a priori parameter choice method is of the form 
,p∆α ∝  while in a semi-stochastic setting, this selection rule translates into the 

choice pσα ∝  [6,36,29]. In a semi-stochastic setting, we define the optimal regu-
larization parameter for error estimation as the minimizer of the expected error,  

}.|||{|minarg 2
opt

δ
αα

α eE=  

The optimal regularization parameter is not a computable quantity because the 
exact solution is unknown, but we may design an a priori parameter choice 
method by combining this selection criterion with a Monte Carlo technique. The 
resulting algorithm involves the following steps: 
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1. perform a random exploration of a domain in which the exact solution is 
supposed to lie by considering a set of state vector realizations ,}{ ,1 Nii =

tx  
where N  is the sample size; 

2. for each ,tix  compute the optimal regularization parameter for error estima-
tion  

}||)(|{|minarg 2
opt

t
ii E xeδ

αα
α =  

 and determine the exponent 

;
log

log opt

σ
α i

ip =  

3. compute the sample mean exponent 

;1

1
∑

=
=

N

i
ip

N
p  

4. choose the regularization parameter as .e
pσα =  

 
5.  Discrepancy principle 

The most popular a posteriori parameter choice method is the discrepancy 
principle due to Morozov [25]. In this method, the regularization parameter is cho-
sen via a comparison between the residual norm (discrepancy) 

22 |||||||| δ
α

δδ
α Kxyr −=  

and the assumed noise level ,∆  

.1,|||| 22 >= τ∆τδ
αr  

A heuristic motivation for this method is that as long as we have only the noisy 
data vector δy  and know that ,|||| ∆δ ≤− yy  it does not make sense to look for an 
approximate solution δ

αx  with a discrepancy ;|||| ∆δ
α

δ <− Kxy  a residual norm of 
the order of ∆  is the best one should ask for. In a semi-stochastic setting, we have 
the equation 

,|||| 22 στδ
α m=r  

which, in terms of a generalized singular system of ),,( LK  takes the form 
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In Fig. 1 we plot the expected value of the residual norm,  
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Fig. 1. Expected residual (left) and constraint (right) curves for different noise variances. 
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and, for comparison, the expected value of the constraint norm  
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in the case .nIL =  The expected residual is an increasing function of the regulari-
zation parameter and has a plateau at ,)( 2σnm −  while the expected constraint is 
a decreasing function with a plateau in the neighborhood of .|||| 2tx  Roughly 
speaking, the discrepancy principle seeks to locate that point on the curve where 
the residual norm changes to a rapidly increasing function of the regularization pa-
rameter. 
 
6.  Generalized discrepancy principle 

In some applications, the discrepancy principle gives too small a regulariza-
tion parameter, and the solution is undersmoothed. In the generalized version of 
the discrepancy principle [9,28,23], α  is the solution of the equation 

.1,ˆ|||| 22 >=− τ∆τδ
αα

δ
α

δ
α rArr T  

As αÂ  is positive definite, the left-hand side of this equation is smaller than the 
residual 2|||| δ

αr  and, therefore, the regularization parameter computed by the gen-
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eralized discrepancy principle is larger than that corresponding to the ordinary 
method. In a semi-stochastic setting, we have 

=− δ
αα

δ
α

δ
α rArr ˆ|||| 2 T 2στm  

or, explicitly,  
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7.  Unbiased predictive risk estimator method 

The computation of the regularization parameter by analyzing the solution er-
ror is not practical, since the exact solution is unknown. Instead, the predictive er-
ror can be used as an indicator of the solution fidelity, because it can be accurately 
estimated in the framework of the unbiased predictive risk estimator method. This 
approach is also known as the -LC method or the predictive mean square error 
method, and was originally developed by Mallows [24]. The predictive risk esti-
mator is defined through the relation 

,)ˆ(trace2|||| 222 σσπ α
δ
α

δ
α m−+= Ar  

and it can be shown that δ
απ  is an unbiased estimator for the expected value of the 

predictive error, i.e., 

}.|||{|}{ 2δ
α

δ
απ pEE =  

The unbiased predictive risk estimator method chooses the regularization pa-
rameter as 

,minargpr
δ
αα

πα =  

and a computable expression for δ
απ  reads as 

∑ ∑
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Although both have the same expected values, it does not necessarily follow that 
δ
απ  and 2|||| δ

αp  have the same minimizers. The analysis performed by Lukas [23] 
has shown that these minimizers are close provided that these functions do not 
have flat minima.  

The predictive risk estimator possesses a minimum since 2|||| δ
αr  is an increas-

ing function of α  and )ˆ(trace αA  is a decreasing function of .α  However, this 
minimum can be very flat, especially when the trace term is very small as com-
pared to the residual term. Note that 0)ˆ(trace →αA  as ,∞→α  and in the as-
ymptotic limit of large ,α  the predictive risk curve is similar to the residual curve: 
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Fig. 2. Expected predictive risk and its approximation. In the left-hand panel, the curve is 
plotted over the entire domain of variation of the regularization parameter, while in the 
right-hand panel a reduced domain of variation is considered. The curves correspond to 
three values of the noise standard deviation: 0.05 (solid), 0.1 (long dashed) and 0.2 
(dashed). The approximations are marked with circles. 

.}|||{|}|||{| 222 σδ
α

δ
α mEE −≈ rp  

In Fig. 2 we show the expected value of the predictive risk along with its 
asymptotical approximation. The plots illustrate that 22}|||{| σδ

α mE −r  is a good 
approximation of }|||{| 2δ

αpE  for large values of α  (in the rapidly increasing por-
tion of the curve). The expected predictive risk has a flat minimum which moves 
toward large α  with increasing the noise standard deviation, while from the right-
hand panel of Fig. 2 it is also apparent that the flatness of the curves becomes 
more pronounced as σ  decreases. 

 
8.  Generalized cross-validation 

The generalized cross-validation method is an alternative to the unbiased pre-
dictive risk estimator method that does not require the knowledge of .2σ  This 
method was developed by Wahba [37,38] and is a very popular error-free method 
for choosing the regularization parameter. The generalized cross-validation func-
tion can be derived from the “leave one out” principle. In the “leave one out” cross 
validation, models that are obtained by leaving one of the m  data points out of the 
inversion process are considered. The regularization parameter is computed as  
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,minarggcv
δ
αα

α v=  

where the generalized cross-validation function δ
αv  is given by 
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The generalized cross-validation method seeks to locate the transition point where 
the residual norm changes from a very slowly varying function of α  to a rapidly 
increasing function of .α  But instead of working with the residual norm, the gen-
eralized cross-validation method uses the ratio of the residual norm and the degree 
of freedom for noise, which is a monotonically increasing function of .α  

The expected value of the cross-validation function can be expressed as 

,
])ˆ(trace[

)ˆ(trace2}|||{|}{ 2

222
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αδ
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A
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mEvE  

and, since the trace term is small for m >> n, we obtain the approximation 

.}|||{|1}{
2

2
2 m

E
m

vE σδ
α

δ
α +≈ p  

Thus, the minimizer of the expected value of the generalized cross-validation 
function is close to the minimizer of the expected value of the predictive risk. In 
view of this equivalence, the generalized cross validation may suffer from the 
same drawback as the unbiased predictive risk estimator method: the unique 
minimum can be very flat, thus leading to numerical difficulties in computing the 
regularization parameter. In Fig. 3 we plot the expected generalized cross-valida-
tion curve and its approximation. The agreement between the curves is acceptable 
over the entire domain of variation of .α   
 
9.  Maximum likelihood estimation 

Based on a Monte Carlo analysis by Thompson et al. [30], it has been ob-
served that the generalized cross-validation function may not have a unique mini-
mum and that the unbiased predictive risk estimator may result in severe unders-
moothing. The maximum likelihood estimation is equivalent to the maximization 
of the marginal likelihood function when Gaussian densities are assumed, and 
computes the regularization parameter as [3,21] 

,minargmle
δ
αα

λα =  

where δ
αλ  is the maximum likelihood function defined by 
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Fig. 3. Expected generalized cross-validation curve and its approximation. In the left-hand 
panel, the curve is plotted over the entire domain of variation of the regularization parame-
ter, while in the right-hand panel a reduced domain of variation is considered. The curves 
correspond to three values of the noise standard deviation: 0.05 (solid), 0.1 (long dashed) 
and 0.2 (dashed). The approximations are marked with circles. 

The plots in Fig. 4 show that the maximum likelihood function has a more 
pronounced minimum than the predictive risk and the generalized cross-validation 
functions.  

 
10.  Quasi-optimality criterion 

The quasi-optimality criterion is based on the hypothesis of the existence of a 
plateau of |||| txx −δ

α  near the optimal regularization parameter, so that qoα  is cho-
sen as the minimizer of the function 

.
d
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δ
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α
x

=  

This method was pioneered by Tikhonov and Glasko [33] in a slightly different 
form, and has been considered by numerous authors, especially in the Russian lit-
erature [26]. Note that the derivative of the regularized solution can be computed 
by using the relation 
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Fig. 4. The maximum likelihood function (left), the quasi-optimality function (middle), and 
the L-curve (right) for three values of the noise standard deviation. 

In practice, the minimization of the quasi-optimality function is complicated 
because this function has many local minima (see the middle panel of Fig. 4).  

 
11.  L-curve method 

The L-curve criterion advocated by Hansen [15] is based on the L-curve, 
which is a parametric plot of the constraint 2|||| δ

αc  against 2|||| δ
αr  on the log-log 

scale. The corner of the L-curve appears for regularization parameters close to the 
optimal parameter that balances the smoothing and noise errors. The notion of a 
corner originates from a purely visual impression, and it is not at all obvious how 
to translate this impression into mathematics. According to Hansen and O’Leary 
[17], the corner of the L-curve is the point of maximum curvature. Defining the L-
curve components by  

),|||(|log)(),|||(|log)( 22 δ
α

δ
α αα cr == yx  

we select that value of α  that maximizes the curvature function 

,maxarg lclc
δ
α

α
α k=  

where 
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Table 1. Average values of the relative solution errors (in %)

for different regularization parameter choice methods. The noise

standard deviation is 0.1.

Regularization parameter choice method Relative solution error 

Optimal regularization parameter 0.14 

Expected error estimation method 1.23 

Maximum likelihood estimation 1.20 

Discrepancy principle 2.19 

Generalized discrepancy principle 2.01 

Generalized cross-validation 2.68 

Quasi-optimality criterion 3.59 

L-curve method 3.17 
 

 

The L-curve is illustrated in the right-hand panel of Fig. 4. The plots show that 
the corner of the L-curve is more pronounced when the noise standard deviation is 
small. 

 
11.1.  Ozone retrieval test problem 

In this section we analyze the performance of the regularization parameter 
choice methods for an ozone retrieval test problem. The atmospheric ozone profile 
is retrieved from a sequence of simulated limb spectra in a spectral interval rang-
ing from 323 to 333 nm. The number of limb scans is 11 and the limb tangent 
height varies between 14 and 49 km in steps of 3.5 km. The atmosphere is discre-
tized with a step of 3.5 km between 0 and 70 km and a step of 5 km between 70 
and 100 km. The problem is assumed to be nearly linear in the sense that a lineari-
zation of the forward model about the a priori state is appropriate to find a solu-
tion. The forward model assumes piecewise constant interpolation for profile rep-
resentation, while the regularization matrix is the Cholesky factor of a normalized 
covariance matrix with an altitude-independent correlation length of 5.3=l km.  

The exact state vector is chosen as a translated and a scaled version of a cli-
matological profile with a translation distance of 3 km and a scaling factor of 1.3. 
For a fixed value of the noise standard deviation ,σ  we compute the exact data 
vector y and generate the noisy data vector ,ii δyy +=δ

iδ  being a random sample 
of the white noise with the normal distribution ).,( 2

mI0 σN  The number of noisy 
data realizations is 100, and for each ,δ

iy  we determine the regularization parame-
ter iα  by a particular parameter choice method.  

The average values of the solution errors over noisy data realizations are given 
in Table 1, where the optimal regularization parameter for the noisy data vector 

δ
iy  is computed according to  
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.||||minargopt
tt xyK −= δ

αα
α ii  

The results show that for this application, the smallest reconstruction errors corre-
spond to the maximum likelihood estimation and the expected error estimation 
methods. 
 
12.  Tikhonov regularization for nonlinear problems 

The majority of inverse problems arising in atmospheric remote sensing are 
nonlinear. In this section, we discuss the practical aspects of the Tikhonov regu-
larization for solving the nonlinear problem  

,)( yxF =  

where )(xF  is the forward model. As in the linear case, the nonlinear system of 
equations is called a discrete ill-posed problem because the underlying continuous 
problem is ill-posed. 

Nonlinear problems are treated in the same framework as linear problems. The 
right-hand side y  is supposed to be contaminated by measurements errors: 

.δyy +=δ  In a deterministic setting, the data error is characterized by the noise 
level ,∆  while in a semi-stochastic setting, δ  is assumed to be a discrete white 
noise with the covariance matrix .2

mIC σδ =  
The formulation of the Tikhonov regularization for nonlinear problems is 

straightforward: we minimize the objective function  

],||)(||||)(|[|)( 2
a

2

2
1 xxLxFyx −+−= αδ

αF  

where ax  is the a priori state vector, i.e., the best beforehand estimate of .tx  For 
a positive regularization parameter, minimizers of the Tikhonov function always 
exist, but are not unique. 
 
12.1.  Minimization of the Tikhonov function 

The minimization of the Tikhonov function can be formulated as a least 
squares problem, and the regularized solution can be computed by using optimi-
zation methods for unconstrained minimization problems. For this purpose, “step-
length-based-methods” or “trust-region methods” can be employed [4,10]. Non-
linear optimization methods are iterative methods which compute the new iterate 

δ
α 1+kx  by approximating the objective function around the actual iterate δ

αkx  by a 
quadratic model and by imposing the so-called descent condition  

).()( 1
δ
αα

δ
αα kk FF xx <+  

The Gauss–Newton method for least squares problems belongs to the category 
of step-length methods and has an important practical interpretation, which we 
now discuss. At the iteration step ,k  let us consider a linearization of the forward 
model about the actual iterate ,δ

αkx  that is,  
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),()()( δ
αα

δ
α kkk xxKxFxF −+≈  

and let us replace the nonlinear equation δyxF =)(  by its linearization 

,)( a
δ

α kk yxxK =−  

where  

).()( xxKxFyy −+−= δ
αα

δ
α

δδ
kkkk  

Because the nonlinear problem is ill-posed, its linearization is also ill-posed, and 
we solve the linearized equation by means of the Tikhonov regularization. The 
Tikhonov function for the linearized equation takes the form  

],||)(||||)(|[|)( 2
a

2
al 2

1 xxLxxKyx −+−−= αα
δ

α kkkF  

and its minimizer  

,a1
δ

α
δ
α kkk yKxx t+=+  

with  
T

k
T

k
T

kk αααα α KLLKKK 1)( −+=t  

being the generalized inverse at the iteration step ,k  is exactly the new iterate 
computed in the framework of the Gauss–Newton method (with a unit step 
length). Thus, the solution of a nonlinear ill-posed problem by means of the Tik-
honov regularization is equivalent to the solution of a sequence of ill-posed lin-
earizations of the forward model about the current iterate. 
 
12.2.  Parameter choice methods 

As for linear problems, the choice of the regularization parameter plays an 
important role in computing a reliable approximation of the solution. In this sec-
tion, we extend the expected error estimation method to the nonlinear case and 
present selection criteria with variable and constant regularization parameters. In 
the first case, the regularization parameter is estimated at each iteration step, while 
in the second case, the minimization of the Tikhonov function is repeated a few 
times with different regularization parameters.  

As we will see, the regularization parameter choice methods for nonlinear 
problems are natural extensions of the selection criteria for linear problems. This 
fact is a consequence of the equivalence between the error representations in the 
nonlinear and linear cases. Indeed, assuming that the sequence of iterates }{ δ

αkx  
converges to δ

αx  and that F  is continuously differentiable implies that  

,lns
δ
α

δ
αα

δ
α eeee ++=  

where δ
α

δ
α xxe −= t  is the total error in the solution, )()(s ααα xxAIe −−= t

n  is 
the smoothing error, δKe t

α
δ
α −=n  is the noise error, and ),(l

δ
αα

δ
α xxRKe tt−=  is 
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the nonlinearity error. In the above relations, ),( δ
αxxR t  is the remainder term of 

the first-order Taylor expansion of the forward model about ,δ
αx  while t

αK  and 
αA  are the generalized inverse and the averaging kernel matrix evaluated at .δ

αx  
Thus, the error representations in the nonlinear and linear cases are similar, except 
for an additional term representing the nonlinearity error. If the minimizer δ

αx  is 
sufficiently close to the exact solution ,tx  the nonlinearity error can be neglected, 
and the agreement is complete. 
 
13.  A priori parameter choice methods 

In the linear case, the expected error estimation method has been formulated 
as an a priori parameter selection criterion. The idea was to perform a random ex-
ploration of a domain in which the solution is supposed to lie and, for each state 
vector realization ,tix  compute the optimal regularization parameter for error esti-
mation }||)(|{|minarg 2

opt
t
ii E xeδ

ααα =  and the exponent .loglog opt σα iip =  
The regularization parameter is then chosen as ,e

pσα =  where ∑ == N
i ipNp 1)1(  

is the sample mean exponent. 
The expected error estimation method for nonlinear problems can be formu-

lated by representing the expected error at the solution as  

},|||{|||||}|||{| 2
n

2
s

2 δ
αα

δ
α eee EE +=  

where 2
s |||| αe  and }|||{| 2

n
δ
αeE  are expressed in terms of the generalized singular 

values of the matrix pair ).,( LKα  The Jacobian matrix αK  is evaluated at the so-
lution (the generalized singular system depends on ),α  and, as a consequence, the 
optimal regularization parameter for error estimation has to be computed for each 
state vector realization by repeatedly solving the nonlinear minimization problem. 
The resulting algorithm is extremely computationally expensive, and in order to 
ameliorate this drawback we approximate the Jacobian matrix at the solution by 
the Jacobian matrix at the a priori state. The a priori parameter choice method is 
then equivalent to the expected error estimation method applied to a linearization 
of the forward model about the a priori state.  
 
14.  Selection criteria with variable regularization parameters 

As the solution of a nonlinear ill-posed problem by means of the Tikhonov 
regularization is equivalent to the solution of a sequence of ill-posed linearizations 
of the forward model, parameter choice methods for linear problems can be used 
to compute the regularization parameter at each iteration step. 

The errors in the right-hand side of the linearized equation are due to the in-
strumental noise and the linearization error. At an iteration step ,k  the noise level 
can be estimated by the minimum value of the linearized residual corresponding to 
the smallest singular value .|||| minl

δ
kr  A heuristic version of the discrepancy princi-

ple then takes the following form: at the iteration step ,k  compute the regulariza-
tion parameter as the solution of the equation 
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,1,|||||||| 2
minl

2
l >= ττ δδ
α kk rr  

where δ
α

δ
α kkmk yAIr )ˆ(l −=  is the linearized residual vector and kαÂ  is the influ-

ence matrix.  
Due to the difficulties associated with the data error estimation, error-free pa-

rameter choice methods (based only on information about the noisy data) are more 
attractive. In this regard, we mention that the generalized cross validation has been 
applied to the linearized problem by Haber [12], Haber and Oldenburg [13], and 
Farquharson and Oldenburg [8]. Selection of the regularization parameter by using 
the L-curve criterion has been reported by Li and Oldenburg [22], and Hasekamp 
and Landgraf [19]. For the linearized equation, the following parameter choice 
methods can be considered: 

1. the generalized cross-validation method, ,minarggcv
δ
ααα kk v=  with 

;
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2. the maximum likelihood estimation, ,minargmle
δ
αα λα kk =  with 
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3. the L-curve method, ,maxarg lclc
δ
ααα kk k=  with 

,
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),||||(log)( 2
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δ
αα kkx r=    ),||||(log)( 2δ

αα kky c=    and   .δ
α

δ
α kkk yLKc t=  

In practice, the following recommendations for choosing the regularization 
parameter should be taken into account: 

1. in the beginning of the iterative process, large -α values should be used to 
avoid local minima and to get well-conditioned least squares problems to 
solve; 

2. during the iteration, the regularization parameter should be decreased 
slowly in order to achieve a stable solution. 

Numerical experiments have shown that a brute-force use of the regularization 
parameter computed with one of the above selection criteria may lead to an oscil-
latory sequence of -α values. A heuristic formula that addresses this problem has 
been proposed by Eriksson [7]: at the iteration step ,k  the regularization parame-
ter kα  is the weighted sum of the previous regularization parameter 1−kα  and the 
proposed regularization parameter ,α  that is,  

⎩
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Fig. 5. The residual curve, the generalized cross-validation function, the maximum likeli-
hood function, and the L-curve for the ozone retrieval test problem. The curves are com-
puted at the first iteration. 

The residual and the L-curves as well as the generalized cross-validation and 
maximum likelihood functions are shown in Fig. 5. The curves exhibit the same 
behaviors as in the linear case: the generalized cross-validation function has a flat 
minimum, the maximum likelihood function has a distinct minimum and the L-
curve has a sharp corner.  

To examine the efficiency of the Tikhonov regularization, we consider two 
limb retrieval test problems: the ozone retrieval in a spectral interval ranging from 
520 to 580 nm and the BrO retrieval in a spectral interval ranging from 337 to 357 
nm. The limb tangent height varies between 13.6 and 49.9 km in steps of 3.3 km. 
The atmosphere is discretized in 1.75-km steps between 0 and 42 km, a step of 3.5 
km between 42 and 70 km, and a step of 10 km between 70 and 100km. The total 
number of levels is 36, and the spectral resolution is 0.25 nm. 

The solution errors listed in Table 2 show that the Tikhonov regularization 
with variable regularization parameter yields accurate results, and that the maxi-
mum likelihood estimation is superior to the other regularization parameter choice 
methods. 
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Table 2. Relative solution errors (in %) for Tikhonov regularization with variable

regularization parameters corresponding to the following selection criteria:

the discrepancy principle (DP), the maximum likelihood estimation (MLE),

generalized cross-validation (GCV), and the L-curve (LC) method.

Ozone  BrO 

DP MLE GCV LC DP MLE GCV LC

6.01 5.24 5.37 5.64 6.31 6. 26 6 .28 6.22
 

 

15.  Selection criteria with constant regularization parameters 

The numerical realization of these parameter choice methods necessitates the 
solution of the nonlinear minimization problem several times for different regu-
larization parameters. Each minimization is solved with a regularization parameter 
α  yielding a solution .δ

αx   
In the framework of the discrepancy principle, the regularization parameter α  

solves the equation 

.1,||)(|| 22 >=− τ∆τδ
α

δ xFy  

Because, for nonlinear problems, the discrepancy principle equation only has a so-
lution under very strong restrictive assumptions, we use a simplified version of 
this selection criterion, as follows: if }{ iα  is a decreasing sequence of regulariza-
tion parameters, we choose the largest *iα  such that the residual norm is below 
the noise level, i.e., 

.0,||)(||||)(|| *222
* iiii <≤−<≤− δ

α
δδ

α
δ ∆τ xFyxFy  

Error-free methods with constant regularization parameter are natural exten-
sions of the corresponding selection criteria for linear problems. For example, the 
generalized cross-validation and the maximum likelihood functions take the forms 

2
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with ),()( axxKxFyy −+−= δ
αα

δ
α

δδ
α  respectively. Application of the generalized 

cross validation in conjunction with the Tikhonov regularization method for solv-
ing a temperature retrieval problem and an inverse scattering problem have been 
reported by O’Sullivan and Wahba [27] and Vogel [35], respectively.  
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Table 3. Relative solution errors (in %) for Tikhonov regularization with

a constant regularization parameter corresponding to the discrepancy

principle (DP), the maximum likelihood estimation (MLE), generalized

cross-validation (GCV), and the L-curve (LC) method.

Ozone  BrO 

DP MLE GCV LC DP MLE GCV LC

5.99 5.29 5.36 17.32 6.61 6.61  6.61 6.64
 

 

The use of the L-curve for nonlinear problems has been suggested by Eriksson 
[7]. The nonlinear L-curve is the plot of the constraint ||)(|||||| axxLc −= δ

α
δ
α  

against the residual ||)(|||||| δ
α

δδ
α xFyr −=  for a range of values of the regulariza-

tion parameter .α  This curve is monotonically decreasing and convex [11]. In a 
computational sense, the nonlinear L-curve consists of a number of discrete points 
corresponding to the different values of the regularization parameter, and in prac-
tice, the following techniques can be used for choosing the regularization pa-
rameter: 

1. fit a cubic spline curve to the discrete points of the L-curve )},(),({ ii yx αα  
with )|||(|log)( 2δ

αα r=x  and ),|||(|log)( 2δ
αα c=y  and determine the point 

on the original discrete curve that is closest to the spline curve’s corner; 
2. in the framework of the minimum distance function approach [2], compute 

2
lc )(minarg ii d αα =  for the distance function 

,])([])([)( 2
0

2
0

2 yyxxd −+−= ααα  

with )(min0 ii xx α=  and );(min0 ii yy α=  
3. detect the minimum of the logarithmic L-curve rotated by 4π  radians, 

)].()([minarglc iii
yx ααα +=  

The curves corresponding to the nonlinear parameter choice methods with a 
constant regularization parameter are illustrated in Fig. 6. The plots show that the 
maximum likelihood function has a sharper minimum than the generalized cross-
validation function, and that the L-curve corner is not distinctive.  

The solution errors listed in Table 3 indicate that the best results correspond to 
the maximum likelihood estimation, while the worst results correspond to the L-
curve method. Especially noteworthy is the failure of the L-curve method in appli-
cation to the ozone retrieval test problem: the predicted value of the regularization 
parameter is considerably larger than the optimal value, and the retrieved profile is 
close to the a priori profile.  
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Fig. 6. The nonlinear residual curve, the generalized cross-validation function, the maxi-
mum likelihood function, and the L-curve for the ozone retrieval test problem.  

16.  Iterative regularization methods 

Numerical experience shows that the Tikhonov function usually has many lo-
cal minima, and a descent method for solving the optimization problem may tend 
to get stuck, especially for severely ill-posed problems.  

For iterative regularization methods, the number of iteration steps k  plays the 
role of the regularization parameter, and the iterative process has to be stopped af-
ter an appropriate number of steps *k  in order to avoid uncontrollable amplifica-
tion of the noise error. A widely used a posteriori choice for the stopping index 

*k  depending on the noise level and noisy data vector is the discrepancy principle, 
i.e., the iterative process is stopped after *k  steps such that 

,0,||)(||||)(|| *222
* kkkk <≤−<≤− δδδδ ∆τ xFyxFy   

with 1>τ  chosen sufficiently large. 
In this section, we address the practical aspects of Newton-type methods, such 

as the iteratively regularized Gauss–Newton method [1] and the regularizing 
Levenberg–Marquardt method [14]. 

 
16.1.  Iteratively regularized Gauss–Newton method 

The iteratively regularized Gauss–Newton method relies on the solution of 
the linearized equation 
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δ
kk yxxK =− )( a  

by means of the Tikhonov regularization with the penalty term 2
a ||)(|| xxL −  and 

the regularization parameter .kα  The new iterate minimizes the function 

]||)(||||)(||[)( 2
a

2
al 2

1 xxLxxKyx −+−−= kkkkF αδ  

and is given by  

,a1
δδ
kkk yKxx t+=+  

where T
k

T
kk

T
kk KLLKKK 1)( −+= αt  is the regularized generalized inverse at the 

iteration step .k  
At first glance, this method seems to be identical to the Tikhonov regulariza-

tion method with a variable regularization parameter, but the following differences 
do exist: 

• the regularization parameters are the terms of a decreasing sequence satis-
fying the requirements 

;0lim,1,0
1

=≤<>
∞→+

kkk

k
k c α

α
α

α  

• the iterative process is stopped according to the discrepancy principle in-
stead of requiring the convergence of iterates and employing the discrep-
ancy principle as an a posteriori parameter choice method. 

Several strategies for selecting the regularization parameters kα  can be consid-
ered. One may use the selection criterion 

,1−= kkk q αα  

where kq  can be chosen as the ratio of a geometric sequence, i.e., 1<= qqk  is 
constant, or as 

 2

2

|||| δ

∆τ

k
kq

r
=  (5) 

and  

 .
||||

1 2

2

δ

∆τ

k
kq

r
−=  (6) 

With the choice (5) the regularization parameter decreases very quickly at the be-
ginning of iteration, while the scheme (6) permits sufficient regularization to be 
applied at the beginning of iteration and then to be gradually decreased. 

Any iterative method using the discrepancy principle as stopping rule requires 
the knowledge of the noise level or its statistical estimate. Because in many practi-
cal problems arising in atmospheric remote sensing data errors cannot be esti-
mated (due to the forward model errors), we propose the following stopping rules:  
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1. For a geometric sequence of regularization parameters, store all iterates δ
kx  

and require the convergence of the nonlinear residuals |||| δ
kr  within a pre-

scribed tolerance. If |||| δr  is the residual at the last iteration step, choose 
the solution ,*

δ
kx  with *k  being given by 

.1,0,|||||||||||| *222
* ><≤<≤ ττ δδ kkkk rrr  

2. For the selection rules (5) and (6), first estimate the noise level. For this 
purpose, minimize the sum of squares 

2||)(||)(
2
1 xFyx −= δF  

by requiring relative function convergence, compute the equivalent noise 
variance 

,||||1 22
e

δσ r
nm −

=  

where |||| δr  is the residual at the last iteration step, and then set =2∆  
.2

eσm  
The above heuristic stopping rules do not have any mathematical justification but 
work sufficiently well in practice. 

In Fig. 7 we illustrate the solution errors for the iteratively regularized Gauss–
Newton method and the Tikhonov regularization. In the iteratively regularized 
Gauss–Newton method, the exponent p  characterizes the initial value of the regu-
larization parameter, ,0

pσα =  while at all subsequent iteration steps, the regulari-
zation parameters are the terms of a geometric sequence with the ratio .8.0=q  
For the Tikhonov regularization, the error curves posses a minimum, and the mini-
mizers of the solution errors are the optimal values of the regularization pa-
rameters. The plots show that the iteratively regularized Gauss–Newton method 
still yields reliable results for small values of the exponent p  or, equivalently, for 
large initial values of the regularization parameter. Evidently, stronger regulariza-
tion at the beginning of the iterative process requires a larger number of iteration 
steps, as can be seen in the right panels of Fig. 7. The main conclusion that one 
can derive from this numerical simulation is that the iteratively regularized 
Gauss–Newton method is more stable than the Tikhonov regularization with re-
spect to overestimations of the regularization parameter. 

 
16.2.  Regularizing Levenberg–Marquardt method 

In the regularizing Levenberg–Marquardt method, the linearized equation 

,δ
kk rpK =  

where δ
kxxp −=  is the step or the search direction and )( δδδ

kk xFyr −=  is the 
nonlinear residual, is solved by means of the Tikhonov regularization with the 
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Fig. 7. Relative solution errors and the number of iteration steps for different values of the 
exponent p. The results are computed with the iteratively regularized Gauss–Newton 
(IRGN) method and Tikhonov regularization (TR). 

penalty term 2|||| Lp  and the regularization parameter .kα  The Newton step mini-
mizing the Tikhonov function 

( ) ]||||||||[ 22
l 2

1 LppKrp kkkkF αδ +−=  

is given by 

,δδ
kkk rKp t=  

and the new iterate is taken as 

.1
δδδ
kkk pxx +=+  

Evidently, the difference from the iteratively regularized Gauss–Newton method 
consists of the penalty term which now depends on the previous iterate rather than 
on the a priori state. 

The parameter choice rule 1−= kkk q αα  with ,1<kq  designed for the itera-
tively regularized Gauss–Newton method, can be used for the regularizing Leven-
berg–Marquardt method as well. Otherwise, the regularization parameter can be 
selected by applying the discrepancy principle to the linearized equation: if 

,δ
α

δ
α kkk rKp t=  with  
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Fig. 8. Relative solution errors and the number of iteration steps for different values of the 
exponent p. The results correspond to the regularizing Levenberg–Marquardt (LVMR) 
method and the iteratively regularized Gauss–Newton (IRGN) method. 

 

T
k

T
k

T
kk KLLKKK 1)( −+= αα

t  

denoting the minimizer of the Tikhonov function for an arbitrary ,α  then the 
Levenberg–Marquardt parameter kα  is chosen as the solution of the “discrepancy 
principle” equation 

10,|||||||| 22 <<=− θθ δδ
α

δ
kkkk rpKr , 

and the Newton step is given by .δ
α

δ
kk k

pp =  
The regularizing Levenberg–Marquardt method is also insensitive to overes-

timations of the regularization parameter. The results in Fig. 8 show that the regu-
larizing Levenberg–Marquardt method is superior to the iteratively regularized 
Gauss–Newton method: for large initial values of the regularization parameter, 
the number of iteration steps as well as the solution errors are smaller. 

 
17.  Conclusions 

In this chapter we discussed numerical regularization methods for solving ill-
posed problems. The efficiency of the Tikhonov regularization method is affected 
by the selection of the regularization parameter. When reliable information about 
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the instrumental noise is available, it is important to make use of this information, 
and this is the gist of the discrepancy principle and related methods. When no spe-
cific information about the instrumental noise is available or when forward model 
errors are present, the error-free parameter choice methods are a viable alternative. 
In actuality, there is no infallible regularization parameter choice method. This is 
because: 

• the expected error estimation method requires the knowledge of a physi-
cally meaningful solution domain and is time-consuming; 

• the discrepancy principle and its generalized version are sensitive to the se-
lection of the control parameter ;τ  

• the predictive risk, the generalized cross-validation, and sometimes the 
maximum likelihood functions may have very flat minima; 

• the quasi-optimality function has several local minima and sometimes does 
not have a global minimum at all; 

• the L-curve may lose its L-shape. 
As compared to the Tikhonov regularization method, iterative methods are in-

sensitive to overestimations of the regularization parameter. However, they re-
quire the knowledge of the noise level or of an appropriate estimate of the system-
atic and instrumental errors. The latter requirement necessitates an additional 
computational step or the storage of all iterates. 

In this regard, it is advantageous to design a regularization tool incorporating 
various methods and parameter selection criteria and to select an appropriate solu-
tion based on the output of all these strategies. The regularization tool DRACULA 
(aDvanced Retrieval of the Atmosphere with Constrained and Unconstrained 
Least squares Algorithms) which we developed at the German Aerospace Center 
addresses this purpose. With this software package we have been able to retrieve 
atmospheric state parameters, e.g., temperature or constituent concentration, from 
a variety of atmospheric sounding instruments such as, for example, the instru-
ments SCIAMACHY and MIPAS on ESA’s environmental remote sensing satel-
lite ENVISAT, and the spectrometer instruments GOME-2 and IASI on 
EUMETSAT’s MetOp operational meteorological satellite. 
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Kristan Gurton, Konstantin Gilev, and Anton Lopatin (from left to right) enjoying the      
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Olga Kalashnikova, Igor Geogdzhayev, and Larissa Nazarenko. 
 

 
The last night of the ASI. From left to right: Gorden Videen, Vera Rosenbush,            

Tamara Bul’ba, Anatoli Borovoi, Irina Kulyk, and Nikolai Kiselev. 
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Abstract. With the recent progress of metamaterials and nanoscience providing 
encouragement, new avenues of light-scattering research is focusing on particles 
having unconventional optical properties. Light scattered by such particles can 
have interesting features, visible in their resonances or directional scattering, for 
instance. In this chapter we focus on the simple Lorenz−Mie resonances that ap-
pear in light scattering of small particles. By considering a large range of values of 
the electric permittivity and the magnetic permeability, either positive or negative, 
unexpected resonant behavior may be observed. Special attention has been paid to 
the double-negative or left-handed materials.  

Keywords: resonances, left-handed materials, Mie coefficients, nanoparticles, size effects, zero-
backscattering, zero-forward scattering 

1.  Introduction 

Advances in nanophotonics offer new technical possibilities like intra-chip op-
tical communications (Almeida et al. 2004; Engheta 2007; Miller 2010) or bio-
sensors (Anker et al. 2008; Yan et al. 2008, Lin and Chung 2009; Ladd et al. 
2009). To achieve these goals, smaller components with specialized behavior are 
required, such as high optical response or directional control of the light scatter-
ing, i.e., waveguiding. This brought researchers to concentrate on systems much 
smaller in size than those considered a few years ago. Technological advances 
have allowed them to produce well-defined structures and particles in the nanome-
tric range (Sun and Xia 2002; Krasheninnikov and Banhart 2007; Wang et al. 
2007). For such small systems, the scattering cross-section is usually very small, 
which is inconvenient for structures which are supposed to affect or alter the prop-
agation of light. This problem can be overcome if scatterers can sustain reso-
nances that enhance the light-matter interaction. In this context, metallic nanos-
tructures have received a lot of attention due to their ability to confine elec-
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tromagnetic waves to regions in space much smaller than the wavelength by 
means of localized surface plasmons (Prasad 2004). These surface plasmons are 
collective oscillation of the electron plasma at the interface between a metal and a 
dielectric, or in other words, on the surface of a metallic nanostructures. 

Light scattering resonances appear in non-metallic structures and have been 
studied for a long time (Barber and Chang 1988). By considering unusual optical 
properties, Videen and Bickel (1990) were able to derive analytical expressions 
for very small spheres. They analyzed Lorenz−Mie resonances for very small di-
electric (ε > 0, μ= 1) spherical particles and studied resonances as a function of 
particle size and refractive index. As particles are much smaller than the incident 
wavelength, some approximations to Mie theory can be used. The authors showed 
that Mie coefficients of order higher than 2 can be neglected. Furthermore, they 
proposed approximate expressions for the first four Mie coefficients a1, a2, b1, and 
b2. 

On the experimental front, new engineered materials or metamaterials (Smith 
et al. 2002) have extended the range of values that the electric permittivity (ε) and 
the magnetic permeability (μ ) can reach. Special attention has been dedicated to 
the case of negative electric permittivity (ε < 0) and negative magnetic permeabil-
ity (μ< 0). Such materials are referred to as double-negative or left-handed, for 
which light propagation takes on interesting characteristics (Smith et al. 2004). 

Such new materials provide the opportunity to consider arbitrary values of the 
refractive index and hence, different and new scattering behaviors, especially in 
resonant features. In this chapter, we have generalized the analysis of Videen and 
Bickel (1990), removing all restrictions on the particle’s optical properties and we 
study the evolution of these resonances, in particular their position and width, as a 
function of the optical properties and size. 

 
2.  Theoretical model 

2.1.  The Lorenz−Mie theory: scattering coefficients 

The problem of the electromagnetic scattering from a homogeneous sphere of 
arbitrary size was solved by Lorenz and Mie many years ago (Mie 1908; Lorenz 
1890, 1898). The Lorenz−Mie theory considers an isotropic sphere characterized 
by a dielectric constant that could be complex and frequency dependent, immersed 
in a homogeneous and isotropic medium, as shown in Fig. 1 

By means of this theory, the scattered field (Es, Hs) that depends on the inci-
dent field (Ei, Hi), can be expressed as an expansion of the Vector Spherical Har-
monics (VSH) and one may obtain the expansion coefficients using the boundary 
conditions that relate the fields as follows:  
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Fig. 1. Scattering geometry. 
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where i = (–1)1/2, and the superscript (3) means that the radial dependence of the 
generating function is given by hn

(1). The coefficients an and bn are the Lo-
renz−Mie coefficients for the scattered field that can be expressed as (Bohren and 
Huffman 1983): 
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where μl and μ are the magnetic permeability of the sphere and the surrounding 
medium respectively, x is the size parameter and m the relative refractive index 
defined, respectively, as  

 .,2
n
nmRkRx l===

λ
π  (3) 

Here, R is the radius of the sphere, λ is the incident wavelength, and nl and n are 
the refractive index of the sphere and the surrounding medium, respectively.  

In order to simplify the expressions of the Mie coefficients we introduce the 
Riccati−Bessel functions expressed as  
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 ).()(),()( )1( ρρρξρρρψ nnnn hj ==  (4) 

Then the scattering Lorenz−Mie coefficients can be written as 
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where lmm μ=~
 
and μ = 1. 

 
2.2.  Scattering, absorption, and extinction cross sections 

The scattering and absorption cross sections are defined as the ratio of the rate 
at which the electromagnetic energy is scattered (Ws ) or absorbed (Wa ) by an 
imaginary sphere of radius r ≥ R around the particle with respect to the incident ir-
radiance ( Ii ): 
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The extinction cross section is defined as the sum of the scattering and absorption 
cross sections: 
 .scaabsext CCC +=  (7) 

Using the scattering Lorenz−Mie coefficients we can express these parameters as  
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Commonly, the scattering or extinction efficiencies are used. These are defined as  
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where G is the particle cross-sectional area projected onto a plane perpendicular to 
the incident beam. In the case of a spherical particle of radius R, G = πR2. 

 
2.3.  Light scattering by small particles: Rayleigh approximation 

Light scattering from particles of size much smaller that the incident wave-
length is often called Rayleigh scattering and expressions that also refers to the 
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approximations made under such condition. Rayleigh scattering approximation or 
Dipolar approximation requires the following two conditions: 

• the size parameter x must be much smaller than one; and 
• the relative refractive index of the particle m must be small, i.e., |m|x << 1. 

Under these conditions, the electromagnetic scattering is dominated by the 
first term of the Lorenz−Mie expansion. This means that only the first two scat-
tering coefficients (a1 and b1) are not negligible and these can be reduced to the 
following expressions:  
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The light scattered by a particle under these conditions is similar to that emitted by 
an electric or a magnetic dipole. Depending of the values of the electric permittiv-
ity ε  and the magnetic permeability μ one or the other dominates the scattered ra-
diation. In this situation the scattering and extinction efficiencies can be expressed 
as 
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2.4.  Second-order dipolar approximation 

In a previous work, Videen and Bickel (1990) considered light scattering 
when the second Rayleigh condition is relaxed and there is no restriction on the re-
fractive index. They found new resonances and developed approximate expres-
sions for the first four Mie coefficients that could be used for studying the behav-
iour of such resonances as a function of system parameters like the refractive 
index and the radius of the sphere.  

For the case in which the isolated particles show a magnetic response to the 
incident field (μ ≠ 1), the scattering properties are also of interest (Kerker et al. 
1983; Merchiers et al. 2007). With the recent appearance of engineered materials 
whose optical properties can be controlled, known as metamaterials, light scatter-
ing by small particles having exceptional properties, like left-handed properties, is 
receiving significant attention from the scientific community (Soukoulis et al. 
2007; Shalaev 2007; Zheludev 2010). One suggested application is the construc-
tion of optical nanocircuits based on metamaterials for optical communication and 
computing applications (Engheta 2007). 
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We consider a generalized formulation of the Lorenz−Mie coefficients when 
the particles are small, analogous to the study performed by Videen and Bickel 
(1990). Particles for which R << λ, only the first four scattering coefficients (a1, b1, 
a2, and b2) are significant and higher orders are neglected. In this limit, the Ric-
cati−Bessel functions can be expanded and the first few terms are as follows: 
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As we consider x << 1, the sine, cosine and exponential functions whose argument 
is x can be substituted for its power expansion. We have checked that for the 
analysis of the resonance, which is our purpose, only the first two terms of the 
Taylor expansion are sufficient, this is:  
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Substituting these into the Ricatti−Bessel function expansions (12), and then those 
into the general expressions of the scattering coefficients (5) we obtain approxi-
mate expressions for the first four Lorenz−Mie coefficients that are valid for any 
pair of the optical constants (ε ,μ): 
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Due to the spherical symmetry, an and bn are related in the following way 

 ).,,~(),,~1( xmmaxmmb nn =  (15) 

Under this approach, the efficiencies of extinction and scattering are given by 
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In Fig. 2 we show the extinction efficiency Qext in a semi-logarithmic scale as 
function of the electric permittivity for a particle of radius R = 0.01λ with a mag-
netic permeability equal to one (μ = 1). The extinction efficiency is calculated us-
ing three different methods: (i) the exact expressions of Mie coefficients (exact); 
(ii) the approximate coefficients given by Eqs. (14) and (AC1); and (iii) another 
approximation using the first four terms of the Taylor expansion of sine and co-
sine functions. 

 
3.  Light scattering resonances 

3.1.  Mie resonances 

Light scattering by a particle depends on the size, shape and optical properties 
of the scatterer as well as the frequency of the incident wave. In the same way, 
resonances and their spectral properties (peak width and position) depend also on 
particle size and optical properties. From a mathematical point of view, reso-
nances are excited when the denominator of the Mie coefficients, Eq. (5a) or Eq. 
(5b), are zero. For particles in the Rayleigh limit )0( →x  the zeros of the denomi-
nator of an and bn appear when (Bohren and Huffman 1983) 

 ...,2,1,12 =+−= n
n

nm  (17) 

where m is the relative refractive index of the particle. For a non-magnetic particle 
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Fig. 2. Comparative plot of Qext for three different expressions of the Lorenz−Mie coeffi-
cients: the exact one (solid curve), the approximation using Eq. (14) (labeled AC1), and the 
approximation using more coefficients in the sin and cos expansions (labeled AC2) for 
μ = 1. Panels (a) and (b) show the metallic and the dielectric case, respectively. 

(μ = 1) with an electric permittivity ,iεεε ′′+′=  immersed in a medium with a 
nonabsorbing electric permittivity εm, the last condition can be rewritten as  

 .0,2 =′′−=′ εεε m  (18) 

This resonance is known as the Fröhlich resonance or mode of uniform polariza-
tion (Bohren and Huffman 1983). 

A wide variety of resonances can be excited in a particle depending on its size 
and optical properties as was shown by Videen and Bickel (1990). In that work, 
the authors limited their analysis to the case of dielectric and non-magnetic parti-
cles (ε > 0 and μ = 1). Using the scattering coefficients given by Eq. (14), this 
study can be generalized to describe resonant behaviours for almost every combi-
nation of optical properties (García-Cámara et al. 2008a). 

For this study we have calculated the evolution of the extinction efficiency as 
a function of the optical constants and particle size to analyze the main character-
istics (position and width) of the resonant modes.  

Particle sizes have been considered in the range R ∈ [0.01−0.1]λ such that 
particles are finite but still smaller than the incident wavelength. This allows us to 
consider only the first four terms of the Lorenz−Mie coefficients in such a way 
that the extinction efficiency can be written as 
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The expressions used for the scattering coefficients are those described by Eq. 
(14). In what follows, we refer to a1 and a2 as electric terms (dipolar and quadru-
polar, respectively) and b1 and b2 as magnetic terms (dipolar and quadrupolar, re-
spectively). Resonant modes appearing due to zeros in the denominator of one of 
these coefficients also can be referred in the same way. For instance, a mode due 
to a zero in the denominator of a1 will be called dipolar electric resonance. 
 
3.2.  Dependence of Mie resonances on the optical properties 

The purpose of this section is to analyze the dependence of the resonances of a 
small particles on its optical properties. We consider arbitrary values for the elec-
tric permittivity and the magnetic permeability. In Fig. 3 we plot Qext (semi-loga-
rithmic scale) for spherical particles as a function of the optical properties (ε ,μ). 
The particle size is R = 0.01λ and the expressions (14) for the scattering coeffi-
cients reproduce accurately the cross-sections. The values for the electric permit-
tivity were chosen in order to be comparable with those in Videen and Bickel 
(1990).  

For a detailed analysis, we have considered separately four different cases that 
coincide with the four quadrants in the ε − μ  representation: (i) ε > 0 and μ > 0; 
(ii) ε < 0 and μ > 0; (iii) ε < 0 and μ < 0; and (iv) ε > 0 and μ < 0. In the first case, 
the conventional dielectric materials for the visible with ε > 0 and μ = 1 are in-
cluded. The second case includes metallic materials (ε < 0 and μ = 1) while the 
third one represents left-handed materials (ε < 0, μ < 0) and finally the refractive 
index m < 0. This last case does not have any physical interest at present, but we 
include it for completion. 

Case ε > 0 and μ > 0 (Fig. 3b). First, if we restrict the plot to μ = 1 we reproduce 
the typical Lorenz−Mie resonances shown in Fig. 1 of Videen and Bickel (1990). 
In the full surface plot we consider the evolution of the position of these reso-
nances as the magnetic permeability μ changes. We see a series of concentric 
curves that evolve with ε  and μ. In Fig. 4a we can see that the resonances are or-
ganized in branches, each corresponding to a particular Lorenz−Mie coefficient 
being on resonance. These corresponding coefficients are labelled in the figure. 
The evolution of the resonance position is such that as μ increases, the resonance 
appears for smaller values of |ε |.  

Case ε < 0 and μ > 0 (Fig. 3a). In this domain, only the Mie coefficients a1 and a2 
may take high values, which imply that only electric resonances (dipolar and 
quadrupolar) can be excited. The dipolar resonance, associated with maximum 
values of a1, appears around ε ~ − 2. Only when the particle size tends to zero and 
the particle becomes dipole-like, is the resonance position located at exactly 
ε = − 2. This resonance is the Fröhlich resonance described in Eq. (18), which is 
slightly shifted due to the quadrupolar effects (a2). Although the particle size is 
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Fig. 4. Enlargement of two interesting zones of Fig. 3: (a) region with ε > 0, μ > 0; (b) re-
gion with ε < 0, μ < 0. The resonant modes are indicated. 

small, quadrupolar effects can be observed. In this domain an electric quadrupolar 
resonance can be observed at ε ~ −1.5, and it is associated with high values of the 
coefficient a2. Resonances in this domain do not change, or change only slightly, 
their spectral position as the magnetic permeability changes. 

Case ε < 0 and μ < 0 (Fig. 3c). This region has the greatest number of features 
and also corresponds to that of left-handed, or negative-refractive-index, materials 
(Veselago 1968). While these values of the electric permittivity and the magnetic 
permeability have not been found in naturally occurring materials, recent devel-
opments have found their construction to be possible (Smith et al. 2004; Valentine 
et al. 2009; Boltasseva and Shalaev 2008). 

We can distinguish two different behaviors in this quadrant: for low values of 
the modulus of the electric permittivity (|ε | < 102) and for larger values 
(|ε | > 102). The first case is enlarged in Fig. 4b. Here, both electric and magnetic 
resonances can be observed. The electric ones are a continuation of those de-
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scribed in the previous case. The dipolar electric resonance appears at ε ~ − 2 for 
every value of the magnetic permeability, while the quadrupolar electric mode is 
located at ε ~ −1.5, and remains fixed as μ changes. Two additional resonances 
can be observed. These are associated with the magnetic coefficients, b1 and b2. 
The dipolar magnetic mode that corresponds with high values of b1 appears at 
μ ~ − 2 and the quadrupolar one, associated with b2, at μ ~ −1.5. Only when →R 0 
do resonances appear at the exact values predicted. As happens for the electric 
resonances, these modes remain fixed for every value of the electric permittivity 
in the considered range. An interesting ε −μ symmetry is observed in this domain: 
the values of ε  at which the electric resonances appear, are equal to those values 
of μ at which the magnetic resonances are observed. This symmetry is related to 
that observed for the Mie coefficients under the Rayleigh approximation (10). 
Here, we see that this symmetry is still present when the Rayleigh approximation 
is not strictly valid, and that it can be extended to the quadrupolar terms. The di-
polar resonances, both electric and magnetic, present a particular structure with an 
intense background and a peak that appears at μ = − 5 for the electric case and at 
ε = −5 for the magnetic case, as depicted in Fig. 4b. 

For larger values of the electric permittivity (|ε | > 102), resonances similar to 
those observed for ε > 0, μ > 0 are found. Also, their behaviour as a function of 
magnetic permeability is also very similar to that of the modes in the first case 
(ε > 0, μ > 0): increasing the modulus of the magnetic permeability shifts the po-
sition of each resonance to lower values of the modulus of the electric permittivity 
|ε |. 

Case ε > 0 and μ < 0 (Fig. 3d). This range is the most unusual, since it is not re-
lated with any natural or engineered material. Here, only magnetic resonances are 
excited: the magnetic dipolar resonance, associated with b1 and the magnetic 
quadrupolar resonance associated with b2. These resonances appear as a continua-
tion of the magnetic modes appearing in the previous case. They are located at 
μ ~ − 2 for the dipolar resonances and at μ ~ −1.5 for the quadrupolar resonance. 
However, for high values of the electric permittivity, the behavior of the reso-
nances' positions is more complex. 

Again, a ε −μ symmetry is observed for the electric and magnetic resonances 
in the range (ε < 0, μ < 0) according to the symmetry of the Mie coefficients (10). 
We have already commented that the electric resonances in the second quadrant 
(ε < 0, μ > 0) and the magnetic resonances in this quadrant (ε > 0, μ < 0), are a 
continuation of the symmetric resonances in the negative-refractive-index quad-
rant (ε < 0, μ < 0). A question that has to be raised is whether the electric and 
magnetic resonances of these ranges present a similar ε − μ symmetry. To analyze 
this, we plot in Fig. 5 the extinction efficiency Qext of a spherical particle 
(R = 0.01λ) as a function of the optical properties in these two regions (ε < 0, 
μ > 0 and ε > 0, μ < 0) when over the same range of ε  and μ. It can be seen that 
the behavior is symmetric: the electric resonances in Fig. 5a depend on ε  in the 
same way as the magnetic resonances depends on μ in Fig. 5b. 
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Fig. 5. 3D plots of log(Qext) as a function of the optical properties (ε  and μ ) for two differ-
ent ranges: (a) ε < 0 and μ > 0, (b) ε > 0 and μ < 0 when the range of values of ε  and μ are 
the same.  

 
3.3.  Dependence of Mie resonances on particles size 

In the previous section, we have considered particle sizes that are much 
smaller than the wavelength of the incident radiation. It is evident that the spectral 
behavior of the cross-sections depends on the particle size. The simplicity of the 
expressions introduced in this work for scattering coefficients, a1, a2, b1 and b2, al-
low us to extend our former analysis to other particle sizes and to observe the 
changes in resonances as the particle grows. In Fig. 6 the logarithm of Qext is plot-
ted for several particle sizes and for two different cases: 

1. As a function of the electric permittivity and μ= − 2. In this case, the elec-
tric resonances are excited and the peak associated with the dipolar mag-
netic term b1 is also shown. 
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Fig. 6. Evolution of the extinction efficiency as a function of the electric permittivity in the 
range ε < 0 for different values of particle radius R. The value of the magnetic permeability 
is indicated in the bottom right corner. The resonance modes are indicated. 

2. As a function of the magnetic permeability and ε = − 5. In this case, the 
magnetic dipolar and quadrupolar resonance terms are labeled. 

In Fig. 6a and for very small particles (R = 0.01λ), only dipolar resonances appear: 
the electric one is located at ε ≅ − 2 where high values of a1 are reached, and an-
other peak due to a magnetic contribution is also observed at ε ≅ − 5. As R in-
creases, these two peaks evolve, becoming broader and shifted, Qext takes lower 
values, and new resonances of higher orders appear. In particular, an electric quad-
rupolar resonance, related to high values of a2, is observable at ε ≅ −1.5. For 
higher values of the particle size, the dipolar resonances tend to disappear, be-
coming less sharp until only the quadrupolar resonance remains as a well-defined 
peak for the highest value of R. Similar behavior can be observed for the pure 
magnetic resonances (b1 and b2) in Fig. 6b. As R increases, the modes' position 
shifts while the shape becomes less sharp and broader. For the highest value of R, 
the dipolar resonance has almost disappeared and only the quadrupolar resonance 
is still present. Here, in contrast to the behaviour seen in Fig. 6a, the quadrupolar 
mode is still observed for the lowest value of particles size. Also, as R increases, 
Qext takes higher values in the background, while at the peak it is lower. 



 Light scattering resonances in small particles 131 

 

 
Fig. 7. Evolution of FWHM and position of the resonances as a function of particle size. 

This brief analysis can be expanded using the simple expressions for the Lo-
renz−Mie coefficients introduced in Eq. (14) for a wide range for particle sizes. 
Resonances are often quantified by their position of maximum extinction Qext and 
by their full width at half maximum (FWHM). In Fig. 7, the position and the width 
of the previous resonances are presented as a function of particle size. The posi-
tion of the resonances was analyzed for a permeability μ = − 2 and as a function of 
the permittivity ε  (Figs. 7a and 7b) while that of the magnetic modes was studied 
as a function of the permeability μ at a fixed permittivity ε = − 5 (Figs. 7c and 7d). 
As R increases, the position of the peaks shifts to higher values of |ε | (red shift). 
The shift of the dipolar resonance, Fig. 7a, is from ε = − 2 to ε = − 2.3 while that 
of the quadrupolar resonance, Fig. 7b, is shifted from ε = −1.5 to ε = −1.525. The 
dipolar resonance with a 15% shift is much more sensitive to particle size than the 
quadrupolar mode with a 1.6% shift. 

These results are quite similar to those presented by Meier and Wokaum 
(1983), who explained that the red-shift of the resonances is produced by the dy-
namic depolarization; whereas, the decrease in magnitude and broadening are due 
to radiation damping effects. 

The evolution of the position for the magnetic resonances as the particle size 
increases differs from that of the electric ones. In both cases, for the dipolar mag-
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Fig. 8. Polar diagrams of the scattered intensity for a spherical particles with R = 0.01λ and 
optical constants in the negative–negative range that produce a minimum intensity at cer-
tain scattering angles. The particle is illuminated with a linearly polarized plane wave with 
the electric field perpendicular to the scattering plane (TE polarization). 

netic (Fig. 7c) and the quadrupolar magnetic (Fig. 7d) resonances, as R increases 
the peak tends to lower values of the modulus of the magnetic permeability |μ|. 
The magnetic resonances evolve in the opposite direction as that of the electric 
resonances as the particle size changes. This fact also can be observed in Fig. 6a, 
where the peak associated with the dipolar magnetic term b1 shows a shift opposite 
to that seen for the electric resonances. As in the previous case, the dipolar reso-
nance suffers a larger shift (from μ = − 2.0 to μ = −1.75) than the quadrupolar one 
(from μ = −1.5 to μ = −1.38) as particle size changes from R = 0.01λ to R = 0.1λ. 
However, the difference between the dipolar (12.5%) and the quadrupolar (8%) 
shifts is much smaller than for the electric modes. 

Concerning the FWHM in Figs. 6 and 7, it is clear that for every case we ana-
lyzed, the smaller the particle size, the narrower the resonance peak. In other 
words, the slope of the evolution of the width with particle size is positive for the 
four cases in Fig. 7. It is also interesting to remark from Figs. 6 and 7 that the di-
polar resonances are broader than the quadrupolar ones. The electric quadrupolar 
mode, related to a2, is the narrowest. It is even difficult to observe for particle 
sizes lower than 0.05λ because the FWHM of this resonance is almost zero for 
these values of R. 
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Fig. 9. Spatial distribution of the local field of a dimer with R = 0.01λ and optical constants 
such that one particle scatters mainly in the forward direction [light particle, (ε ,μ)= 
(−2.01 + 0.1i, −2.01 + 0.1i)] and the other particle scatters mainly in the backward direction 
[dark particle, (ε,μ) = (−5 + 0.1i, −1.01 + 0.1i)]. Bright areas correspond to high intensities 
of the local electric field, and dark areas correspond to low values.  The arrow indicates the 
direction of the incident beam. 

4.  Applications of particles with arbitrary optical constants 

Light scattering by particles with arbitrary optical properties, especially in the 
negative-negative range, has been the focus of several recent studies (Engheta 
2007; Alù and Engheta 2009; Smith et al. 2004; Mirin and Halas 2009). Interest in 
such particles with unconventional optical properties lies mainly in the unconven-
tional phenomena they suggest: negative refraction, invisibility cloak, etc. (Hess 
2009; Pendry et al. 2006; Chen et al. 2010). 

The possibility to tune the optical properties of the particle allows also a tun-
ing of their scattering characteristics. In particular, the studies of Kerker et al. 
(1983) to consider directionally scattered light has been generalized and expanded 
(García-Cámara et al. 2010a; García-Cámara et al. 2008b). These directional ef-
fects, that were first proposed for the forward and backward directions and for di-
polar particles, also have been found for finite particles and other scattering angles 
(García-Cámara et al. 2010b), as demonstrated in Fig. 8. 

Aggregates of such particles with directional effects could prove useful for fu-
turistic applications in the field of optical communications (Silveirinha et al. 2008; 
Gaylord et al. 2008; Miller 2010) or even to improve the characteristics of applica-
tions in the fields of nanolithography, microscopy or sensing (Acimovic et al. 
2009; Ueno et al. 2010). For instance, through the interaction between these parti-
cles with unconventional optical properties, enhanced maxima or deep minima can 
be obtained, and resonators or anti-resonators can be designed (Fig. 9). 
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Abstract. The Optical PRoperties of Astronomical and Atmospheric Grains 
(PROGRA2) experiment was developed in 1993 to study the light scattered by 
dust clouds, with an emphasis on its linear polarization. The instrument was pro-
gressively improved. A short description of the PROGRA2-vis instrument operat-
ing in the visible is given in this chapter. In the framework of the experiment, 
solid particles are lifted using two different means: either by reduced gravity con-
ditions during parabolic flight campaigns, or by a nitrogen draught in a ground-
based laboratory setting. The second instrument, PROGRA2-surf, is used to com-
pare the measurements, obtained with the PROGRA2-vis, of the light scattered by 
the same grains but deposited in layers on the ground. The latter configuration al-
lows one to study planetary regolith analogs.  

Various samples studied by each technique are presented and discussed. They 
are characterized by different types of constituent particles, including compact on-
es, either regularly or irregularly shaped, as well as aggregates of micrometer- and 
submicrometer-sized grains. We perform polarimetric comparisons between parti-
cle clouds and deposited layers and identify certain light-scattering tendencies ver-
sus particle size and absorption. Numerical simulations of the light-scattering 
processes allow us to cross-validate the experimental and numerical procedures. 

We compare our laboratory results to those obtained by remote or in situ ob-
servations in order to provide a better understanding of the physical properties of 
solid particles in the Earth’s atmosphere and in the solar system (e.g., cometary 
comae). Examples of such applications are also given. 
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1.  Introduction 

1.1.  Context 

Our knowledge of the physical properties of the solar system dust is limited 
to: 

• Particles captured in space and studied on the ground, such as the Stardust 
particles collected in the coma of comet 81P/Wild 2 (see Science 314 
(2006) for first results), the Hayabusa particles collected on the surface of 
asteroid 25143 Itokawa and delivered in the summer of 2010, and the inter-
planetary dust particles captured in the Earth’s atmosphere at 17−19-km al-
titudes (e.g., Bradley and Brownlee 1986). This latter category contains par-
ticles ejected by comets and asteroids undergoing breakup, e.g., during 
collisions or disruptions (Jewitt et al. 2010). Compact particles have been 
assumed to be of asteroidal origin, but in the Stardust tracks, compact and 
fluffy aggregates were present (Hörtz et al. 2006; Burchell et al. 2008); 

• In situ observations during encounters. The relatively low resolution of ob-
servations does not allow for the complete determination of the structure of 
the particles. Most results of the past missions came from chemical analy-
ses, e.g., using mass spectrometers, like CHON measured by PUMA/Vega 
and PIA/Giotto (Kissel et al. 1986a,b), while the physical characteristics of 
the particles were determined indirectly by impact experiments [see, e.g., a 
summary of SP2/Vega by Mazets et al. (1986) and a summary of 
DIDS/Giotto by McDonnell et al. (1991)] and light-scattering measure-
ments in the OPE/Giotto experiment (Levasseur-Regourd et al. 1986, 1999; 
Fulle et al. 2000). The Rosetta Mission is expected to help improve upon 
our current knowledge via results from the MIDAS instrument providing 
3D imaging of particles from the nm to μm size range as well as informa-
tion on the particle texture, shape, and size (Riedler et al. 2007), and from 
the Giada instrument yielding size distributions (Colangeli et al. 2007); 

• Remote observations using different measurement techniques and numerical 
or experimental models to interpret the results. Space missions are expen-
sive, rare, and limited to specific objects (e.g., periodic comets), while re-
mote observations can be carried out on a large sample of objects in a sys-
tematic manner (e.g., sky surveys such as LINEAR or CATALINA). 

The light scattered by dust particles is partially linearly polarized. The degree 
of linear polarization depends on the physical properties of the medium as well as 
on the wavelength and geometry of the observations. We are mainly interested in 
surface properties of, e.g., the Moon, asteroids, and cometary nuclei. Such proper-
ties are important in the development of space missions, wherein spacecraft and 
humans may be in contact with very fine dust materials, e.g., surface regoliths of 
the Moon, Mars, and asteroids. 

The surfaces can be made of rocks, gravels, or regoliths having low packing 
densities. We are also interested in the properties of the dust particles in clouds 
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Fig. 1. Geometry of observations. 

such as cometary comae, the interplanetary dust cloud, and aerosols in the Earth’s 
and Titan’s atmospheres. The particles can be compact as, e.g., sand particles in 
the terrestrial atmosphere (Renard et al. 2010), fragments of asteroids in the inter-
planetary dust (Grün et al. 1985), and compact particles in cometary comae 
(Burchell et al. 2008). They also can be fluffy aggregates made of submicrometer- 
or micrometer-sized grains, e.g., atmospheric soot (Renard et al. 2005; Francis et 
al. 2011), solid aerosols in the atmosphere of Titan (Cabane et al. 1993; Tomasko 
et al. 2008), and aggregates in cometary comae (Hörtz et al. 2006). The chemical 
composition varies, but silicates and carbonaceous compounds are generally found 
in varying ratios (Greenberg and Hage 1990; Jessberger et al. 2001; Ehrenfreud 
and Charley 2000). The existence of such compounds is confirmed by laboratory 
analyses of IDPs (Engrand and Maurette 1998; Matrajt et al. 2008; Flynn et al. 
2006) and of the Stardust sample (Zolensky et al. 2006). 

The goal of the work reviewed in this chapter (covering two decades of light-
scattering studies) is to combine light-scattering observations, numerical simula-
tions, and laboratory measurements in order to link the specific in situ analyses of 
solar-system objects to systematic, remotely observable properties and encompass 
a global view of the light-scattering properties of materials present in the Solar 
System. 

 
1.2.  Geometry of measurements and relevant equations 

1.2.1.  Geometry 

All the measurements are made in the scattering plane (Fig. 1). The phase an-
gle α  is the angle between the direction toward the light source and that toward 
the detector (or observer) as seen from the scattering object. 

 
1.2.2.  Equations 

If ||I  and ⊥I  are the polarized components parallel and perpendicular to the 
scattering plane, respectively, then the degree of polarization P is the ratio of the 
difference to the sum of these components. By convention, P is negative when the 
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Fig. 2. Principles of the instruments: the SURF is projected onto the vertical plane, and the 
VIS is projected onto the horizontal plane.  

parallel component is greater than the perpendicular component. The sum of the 
two components is the total scattered intensity in the direction of observation: 
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2.  Instruments 

Two instruments are currently used (Fig. 2). PROGRA2-surf instrument (here-
inafter SURF), is intended to study the light scattered by particles in layers depos-
ited on a plane surface. The PROGRA2-vis instrument (hereinafter VIS), is de-
signed to study the light scattered by clouds of particles levitated in reduced-
gravity conditions or by a nitrogen draught (air draught before 2006). The imaging 
system was first described in Renard et al. (2002, 2005); details on the VIS can be 
found in Hadamcik et al. (2009a). The principles of the two instruments, along 
with supplementary descriptions, are explained below with an emphasis on vari-
ous recent improvements. 

 
2.1.  Instrument principles 

The light sources are randomly polarized He–Ne lasers operating at two 
wavelengths: 543.5 nm (green) and 632.8 nm (red). Optical fibers carry the light 
to the sample through collimator lenses. The laser-beam diameter is about 3 mm. 
A polarizing beam-splitter cube divides the light scattered by the particles into two 
components polarized perpendicularly and parallel to the scattering plane. Two 
cameras serve as detectors; photodiodes had been used in the SURF until the au-
tumn of 2008. The two polarized components are recorded simultaneously, which 
is mainly important for the study of particle clouds in which the particles captured 
by the field of view change with time while floating through the cloud, thereby 
causing variations in the particle number, positions, and sizes.  
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Fig. 3. Vials used for the study of lifted particles: (a) microgravity; (b,c) nitrogen-draught 
[(b) the previous vial; (c) the new vial with a new cap to better control the injection]. The 
light trap is on the left-hand side of the vials.  

2.1.1.  Camera characteristics 

All five cameras are JAI/CV-A50’s, with a sensitivity of about 0.03 lux. The 
SURF sensitivity is slightly better than that of the VIS cameras. A third camera is 
used with the VIS to normalize the intensities (see Section 2.3.2). As compared to 
the previous cameras in the VIS used between 2002 and 2008, the sensitivity is 
greatly increased, thereby enabling measurements for darker and smaller grains 
(e.g., for soot or very dark samples).  

Telephoto lenses focus the cameras on the axis of the vial (VIS) or on the axes 
of the rotating arms (SURF). The phase angle ranges between ~5° and ~160°. The 
resolution of the images is 10 μm, and the sensor of the cameras has 752 × 582 
pixels. At a 90° phase angle, the horizontal field of view is ~6.5 mm and the verti-
cal one corresponds to the diameter of the beam (2–3 mm). As the phase angle 
changes, the field of view varies as αsin5.6  but is limited by the depth of the 
field. At α < 40° and α > 140°, the maximum field of view is 10 mm. The error 
bar on α is 1°. 

 
2.1.2.  Dust containers 

For cloud studies, the sample is placed in a cylindrical vial (Fig. 3). When the 
particles are levitated in reduced-gravity conditions, the vial is sealed with a low 
pressure inside (about 10− 3 hPa), which helps minimize problems caused by hu-
midity. When the particles are lifted by a nitrogen draught, a cap closes the vial. 
The nitrogen is dry and thus also reduces humidity-caused problems. It is injected 
at a controlled, low speed all around the cap and leaves the vial by the middle of 
the cap. The measurements are made after the injection, when the particles float in 
the vial before slowly settling down (see Section 2.2.2). 

 
2.1.3.  Phase-angle variations 

For clouds levitated either in reduced-gravity conditions or by a draught, the 
vial is placed on a rotating tray to scan a range of phase angles. The light enters 
the vial through a plane surface fixed on an entrance tube sealed to the side of the 
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vial. The optical fiber injects the light perpendicularly to the plane surface and ro-
tates with the vial. The detector system has a fixed position in the container box of 
the VIS. 

For the SURF, the optical fiber is fixed on a rotating arm and the detector sys-
tem is placed on another arm with a common axis. This allows one to choose the 
direction of the incident beam (i.e., the incidence angle i ) and to change inde-
pendently the direction of observation (i.e., the emergence angle e). Usually a mir-
ror configuration is used (implying the phase angle α = 2i = 2e), but other con-
figurations are also possible. The sample surface is at the level of the rotation axis. 

 
2.2.  Advantages and limitations of the two levitation techniques 

2.2.1.  Particles levitating in reduced gravity 

The successive phases of a typical profile of one parabolic flight on the dedi-
cated A300-zeroG aircraft are as follows:  

• the entry pull-up phase, during which the gravity is 1.8 g for 20s;  
• the injection phase, during which the gravity falls to about 0 g for less than 

5s; 
• the reduced-gravity phase (±5 × 10 −2 g) lasting 22s; and  
• the pull-out phase, which is almost symmetrical to the pull-up phase.  

A 2 min period at 1 g occurs between two parabolas. The pull up and pull down 
facilitate the adhesion of fluffy aggregates and small grains to the bottom of the 
vial. To loosen them, a mechanical device is used. Nevertheless, fluffy particles 
and often small grains form into large aggregates when levitating.  

The number of parabolas in a flight is limited to 31, and 3 flights occur during 
three successive days of a campaign. The number of possible campaigns in a year 
is limited to between 1 and 3. This constrains severely the number of samples that 
can be analyzed in reduced gravity over a year and makes it difficult to perform 
redundant measurements in order to improve the statistics and decrease the error 
bars. During the reduced-gravity phase, the particles of any size, structure, and 
density float freely in the vial. The only restriction to their movement is the pres-
ence of the vial walls. However cumbersome it may be, this method is the only ef-
fective way to measure light scattering by large dust particles that would quickly 
sediment under terrestrial gravity conditions. 

 
2.2.2.  Particles levitated by a nitrogen draught 

The use of a nitrogen draught to lift the small and/or low-density particles is pref-
erable to air, which has a high level of oxygen and can have a high humidity con-
tent. Another reason to use nitrogen is that it allows one to use containers with 
controlled gas injection that reproduces similar conditions at all phase angles. 
When levitating, the particles float by convection and gravity-driven buoyancy 
with random speeds for several seconds (typically ~10s) before settling down. 
The smaller and fluffier particles float for a longer time, allowing them to be stud-
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Fig. 4. Intensity (I ), polarization (P), and reference intensity (I reference) maps for NaCl 
rounded compact crystals (after Mikrenska et al. 2006) and fluffy agglomerates of HCN 
polymers observed at two different phase angles.  

ied separately from particles with diameters smaller than the resolution limit (10 
μm). With the nitrogen-draught technique, measurements can be repeated pre-
cisely as often as required, but large compact particles cannot be studied. 

 
2.3.  Advantages of the imaging technique 

2.3.1.  Polarization and intensity maps 

The number of particles in the field of view is controlled on the images and al-
lows one to select specific images with a small number of particles to study single 
scattering (thin medium) or multiple scattering (thick medium).  

Intensity and polarization maps are built by using Eqs. (1) and (2) for each 
pixel of the polarized components. Such maps are shown in Fig. 4 for compact 
particles and grain agglomerates. For each series of measurements, a dark map 
without particles is built, which contains the offset and the eventual faint stray 
light, and is subtracted from all the images. In reduced-gravity measurements, the 
dark image is measured at each phase angle before the reduced-gravity phase. 
With the two instruments, the imaging technique allows one to reduce the field 
when contaminated by stray light. Saturated pixels (e.g., by specular reflection 
from flat facets) are removed from the analysis. 

When the samples are made of large compact particles with diameters in the 
20−300 μm range, they appear as single particles, but when levitating in reduced-
gravity, they can be agglomerated as grains in contact over small surface areas. 
When levitating in a nitrogen draught, the size distribution of the agglomerates is 
approximately Gaussian with a maximum in the 50−100 μm range. When mi-
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crometer- or submicrometer-sized grains are studied, they are lifted by the nitro-
gen-draught technique. Some large agglomerates may be observed in the field of 
view, but they fall out within a few seconds. Individual grains and aggregates 
smaller than 5 μm still float and scatter the incoming light. 

The imaging technique allows for the measurement of the polarization of the 
light scattered by single particles. The polarization maps for phase angles between 
30° and 150° are automatically scanned, and the projected surface S of each parti-
cle is calculated in number of pixels independently of its shape. The equivalent di-
ameter (in pixels) is  

 .4
π
Sd =  (3) 

Size ranges are defined in steps of some tens of micrometers, and a size distri-
bution is given. For each size range, a polarization and a surface-normalized inten-
sity value are calculated. To detect a significant variation of the polarization as a 
function of the particle size, it is necessary to measure the polarization for a large 
number of particles, usually more than a thousand. P values for clouds of particles 
selected by size can be obtained. Variations of these values can be indicative of 
the variation of P as a function of the surface-normalized intensity, which in turn 
varies with the porosity of the agglomerates (Hadamcik et al. 2002). 

 
2.3.2.  Polarization and intensity values 

Since the degree of polarization is a ratio, it is not necessary to perform any 
normalization with the number of particles. The polarized intensities are added, 
and the polarization degree can be calculated. To obtain good statistics for the po-
larization values of a sample, numerous measurements are necessary (typically 
more than 20, and for some samples more than 100). 

The number and size of the levitating particles change in the field of view 
with time, and, as a consequence, it is necessary to normalize the intensity. To do 
this, a camera is fixed to the tray at a 90° phase angle. The three cameras of the 
VIS are synchronized. The intensity function is given by ,rp II  where Ip is the 
surface normalized components as in Eq. (2) and Ir is the surface normalized in-
tensity recorded by the reference camera. 

 
3.  Samples 

It was already mentioned that the main motivation for the laboratory meas-
urements is the study of the light-scattering properties of dust in the solar system. 
Therefore, samples that range in structure from compact single particles to very 
fluffy particles, with a variety of compositions analogous to what could be found 
in terrestrial and extra-terrestrial environments, are studied. Some samples can be 
used to study the polarization as a function of different physical properties of par-
ticles, such as size, porosity, refractive index, and shape. Spheres are used to im-
prove the accuracy of the measurements and for comparison with numerical mod-
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Fig. 5. Electron microscope images of grains in different size ranges. All samples are made 
of silica or carbon except image (d) for a carbonaceous compound (adapted from Hadamcik 
et al. 2009c).  

 

Fig. 6. Huge agglomerates and their surface produced by random ballistic deposition 
(adapted from Blum and Schräpler 2004). 

els. The size range of the grains is 10 nm − 500 μm. The sizes are measured using 
SEM or TEM images; more than 1000 data points are necessary to provide good 
statistics. Some grains are spherical, bare or coated; others are irregular with fac-
ets, and their edges can be rounded, like those of Gaussian particles (Muinonen et 
al. 1996), or sharp (e.g., for ground materials). Submicrometer-sized grains gener-
ally form micrometer-sized aggregates. Silica and carbon-black particles are pro-
duced in flames under different conditions, which defines their size and the struc-
ture of the aggregates that are of fractal type, like, e.g., soot. Some electron micro-
scope images (TEM and SEM) of grains are presented in Fig. 5 in different size 
ranges. Some of the micrometer-sized grains form huge agglomerates produced by 
random ballistic deposition (Fig. 6 and Blum and Schräpler 2004).  

Layers of particles deposited on a horizontal surface may be sifted with a rela-
tively low volume-filling factor (an average of 0.4 ± 0.1 for 1-μm spheres) and an 
irregular surface, or packed to increase the volume-filling factor of the grains (an 
average of 0.6−0.7 for 1-μm spheres). In that case the surface is relatively smooth 
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(mainly for grains smaller than 10 μm). For huge agglomerates, the volume-filling 
factor is between 0.12 and 0.20 for micrometer-sized spheres, and the surface is 
smoother than that for a sifted sample.  

The silica particles are transparent, while carbon and carbonaceous com-
pounds are highly absorbing. Silica and carbon are grey materials in the visible 
spectral domain, while the absorption of tholin and HCN polymers decreases with 
wavelength. Tables 1 and 2 list some characteristics of particles related to the pre-
sent chapter. 

 
4.  Results 

4.1.  Spheres 

Here we give examples of measurements performed for samples having dif-
ferent size ranges of spheres. Some samples are coated with an organic black 
compound to simulate the Greenberg model of interstellar grains (Greenberg and 
Li 1996). The intensity and polarization phase curves of light scattered by single 
spheres, with sizes close to or larger than the wavelength, exhibit typical Mie os-
cillations. Submicrometer-sized spheres form large aggregates which can be con-
sidered as irregular particles. For all the results, the fits take into account the ap-
erture of the detectors (which causes a 1° uncertainty in the phase-angle values) 
and the size distribution of the spheres determined from SEM images. All the sizes 
are diameters. For grains larger than ~50 μm, the size distribution is controlled on 
the polarization maps. Single and small aggregates can be easily sorted out. The 
outputs of the best fits serve as a confirmation of the size or the size distribution of 
the levitating grains, and are also indicative of the values of the complex refractive 
index at each wavelength.  

 
4.1.1.  Spheres large as compared to the wavelength  

Levitating 100-μm glass spheres: single scattering. Glass beads with a diameter 
of 100 ± 25 μm are studied. The measurement data are compared to the results of 
Mie calculations (Fig. 7). The discrepancies between the fits and the data are 
mainly due to the sphere sizes and surface irregularities. The refractive indices 
implied by the best fits are mR = 1.52 + i8.5×10− 4 at 632.8 nm and mG = 1.52 +  
i6×10 − 4 at 543.5 nm, where i = (–1)1/2.  

Levitating 100-μm glass spheres: multiple scattering. Polarization phase curves 
obtained for small agglomerates of 3 to 5 spheres (detected on the images) and for 
layers of spheres are compared (Renard et al. 2002; Hadamcik et al. 2003). The 
phase curves are presented in Fig. 8. The amplitudes of oscillations decrease as the 
number of spheres increases, thereby increasing the amount of multiple scattering 
between them. At phase angles greater than 130°, the increase of polarization is 
higher for the deposited sample than for the other ones, probably due to the effect 
of a smoother surface.  
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                                   Phase angle (°)                                     Phase angle (°) 

Fig. 7. Polarization and intensity for glass spheres as compared to Mie curves at λ = 543.5 
nm (after Renard et al. 2002 and Hadamcik et al. 2003). 

 

Fig. 8. Polarization phase curves for 100-μm glass spheres with and without interactions 
between them (after Hadamcik et al. 2003). 

Levitating 100-μm glass spheres coated with graphite. Lasue et al. (2007) used a 
stratified sphere model (Toon et al. 1981) to fit the measured intensity and polari-
zation from glass spheres coated with graphite. The model was adapted to take 
into account the size distribution measured from SEM images, as well as the spe-
cific parameters of the experiment. In order to estimate the confidence level of the 
numerical model fit to the data points, a χ2 fit is calculated over the free parame-
ters corresponding to the refractive index and thickness of the graphite mantle. 

In Fig. 9, the phase curves are presented with the best fits in the red and green 
wavelength domains. The refractive indices of the core are those found for the 
bare spheres. The coating refractive index is close to 2 + i0.03, which does not 
correspond to a highly absorbing material. The mantle thickness is 0.2 ± 0.1 μm. 
The graphite was deposited from a colloidal graphite solution, and the coating ex-
hibits surface irregularities as seen in the SEM images (Fig. 10). 
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Fig. 9. Glass spheres with a graphite coating: (a) λ = 632.8 nm, core d = 100 ± 25 μm, mc = 
1.52 + i8.5×10− 4, mantle thickness = 0.2 ± 0.1 μm, and mm = 2 + i3×10 − 3 (after Lasue et al. 
2007); (b) λ = 543.5 nm, mc = 1.52 + i6×10 − 4, mantle thickness = 0.2 ± 0.1 μm, and mm =  
2 + i3×10− 3. 

 

Fig. 10. SEM images of glass spheres with a graphite mantle. 

4.1.2.  Micrometer-sized bare silica spheres and spheres coated by a black mantle  

Spheres with diameters between 1 and 2 μm have been studied to compare the 
light scattered by single spheres, small agglomerates of spheres, large agglomer-
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Fig. 11. Polarization and intensity phase curves at 632.8 nm for bare silica spheres. Best 
fits: (a) Mie curves for single spheres with σ = 0.06 for the size distribution; (b) a model of 
agglomerates with 8 constituent spheres (after Hadamcik et al. 2007a). 

ates of spheres, deposited spheres, and huge agglomerates of spheres produced by 
random ballistic deposition. The purpose of these studies is to model the light scat-
tering by spheres in a variety of general cases. Silica and silica spheres coated 
with a Sicastar-black® carbonaceous paint are studied.  

Single scattering and multiple scattering by small agglomerates of bare silica 
spheres. Phase curves for silica spheres with a diameter of 1.45 ± 0.15 μm lifted 
by a nitrogen draught are compared to Mie results (Fig. 11a). The polarization best 
fit obtained for single spheres with a size distribution measured from the SEM im-
ages is slightly below the data points, with negative values for α < 140°. The 
measured polarization oscillates around the mean value close to zero (at α > 30°). 
The phase-angle locations of the extrema on the polarization and intensity curves 
correspond to those of the measurements. In Hadamcik et al. (2007a), different 
size distributions are studied. When the size distribution is wider, the polarization 
is found to be less negative and the amplitude of the oscillations decreases. The fit 
also constrains the refractive index of the silica to m = 1.48 + i10 − 4. 

The experimental data are obtained with particles smaller than 5 μm made of 
the silica spheres, but the ratio and size of the agglomerates made of spheres is not 
known; it is statistically the same for each phase angle. The best fits in polariza-
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Fig. 12. Comparison between phase curves for small micrometer-sized agglomerates, large 
50−100 μm sized agglomerates, and huge 2 cm × 3 mm agglomerates deposited on a sur-
face. (a, c, e) Bare silica spheres; (b,d, f ) silica spheres coated with an organic black mantle 
(after Hadamcik et al. 2009c). 

tion and intensity are obtained for 8 spheres and the size distribution with a disper-
sion of σ = 0.05 corresponding to an error bar on the size of 0.12 μm (Fig. 11b). 

Multiple scattering in agglomerates of different sizes consisting of bare silica 
spheres and silica spheres coated by an absorbing mantle. A comparison of the 
polarization phase curves of agglomerates of different sizes are presented in Figs. 
12a,c,e for bare silica spheres and in Figs. 12b,d,f for the same spheres but coated 
by a black mantle. The diameter of the silica spheres, as described in Section 
4.2.1, is 1.45 ± 0.15 μm. The cores of the black-coated spheres have the same di-
ameters and refractive indices.  

Silica spheres. For transparent silica spheres, as the agglomerate size increases, 
the amount of multiple scattering increases while the amplitude of the oscillations 
decreases significantly at intermediate phase angles. For small agglomerates the 
Mie oscillations are present (Fig. 12a). At small phase angles, the phase curve for 
large levitating agglomerates (Fig. 12c) exhibits a very weak negative polarization 
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Fig. 13. Polarization and intensity phase curves at 632.8 nm for silica spheres coated by a 
Sicastar-black® mantle. Best fits: (a) model for single spheres with σ = 0.05 for the size 
distribution; (b) a model of 8 agglomerated coated spheres (after Hadamcik et al. 2007a). 

branch, a spike at about 30°, a bell-shaped curve between 50° and 130°, and, fi-
nally, an increase of polarization for phase angles greater than 130°. For the huge 
deposited agglomerates (Fig. 12e), a small negative branch is observed at α < 30°; 
the polarization is close to zero between 30° and 130° and increases at α > 130°. 

Coated spheres (Sicastar-black®). For coated spheres forming small agglomer-
ates, a negative branch at α < 30° and a positive branch between 30° and 140° 
with an overall bell shape and faint oscillations are present (Fig. 12b). For large 
levitating agglomerates (Fig. 12d) the polarization phase curve is similar to those 
measured for irregular particles, with a shallow negative branch at α < 30° and a 
smooth positive bell-shaped branch at 30° < α < 130°. For huge agglomerates 
(Fig. 12f ), the polarization is always negative, with oscillations typical of spheri-
cal grains. The presence of the absorbing black mantle decreases the amount of 
multiple scattering between the grains. Nevertheless the decrease of the amplitude 
of the oscillations corresponds to an increase of the amount of light scattered by 
the sample when the phase angle increases. Some interactions certainly exist be-
tween the spheres. 

In Fig. 13a the best fits are obtained with a modified stratified-sphere model 
(Lasue et al. 2007) using single coated spheres; that in Fig. 13b is obtained for ag-
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Fig. 14. Comparison between deposited particles. (a) Top panel: huge agglomerates; mid-
dle panel: sifted sample; bottom panel: packed sample. (b) Huge agglomerates but with a 
vertical scale increased to emphasize small oscillations at intermediate phase angles. 

glomerates of 8 coated spheres with a size distribution for the core (σ = 0.05). 
From the model, a width of 40 nm was found for the mantle with a refractive in-
dex m = 2.4 + i0.4. The best fits are obtained for the agglomerates of 8 spheres. 
The amplitude of the oscillations decreases with the number of constituent spheres 
in the agglomerates (not shown). When this number is very large, new oscillations 
appear. The positions of the extrema appear to be independent of the refractive in-
dex and mainly depend on the size of the spheres. In Fig. 13a, the Mie curve for 
plain spheres having the same diameter of the coated spheres of sicastar-black® 
material are also depicted. The positions of the extrema for the coated spheres cor-
respond to the Mie curve of the plain sicastar-black® material.  

Increasing volume-filling factor for deposited bare silica spheres. The purpose of 
this study is to demonstrate the influence of the filling-factor, or porosity, of a re-
golith on the light scattered by dust-covered surfaces, e.g., surfaces of asteroids. Is 
it necessary to build the sample by a random deposition in order to obtain an ana-
log for the astrophysical surfaces, or is it possible to consider powdered samples? 
As a first approximation of the random deposition of dust particles, powdered 
samples deposited through a sieve are used. These require less material than sam-
ples built by random ballistic deposition, which are limited to micrometer-sized 
grains (Blum and Schräpler 2004). The filling factor increases from huge agglom-
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Fig. 15. Polarization and intensity phase curves of deposited huge agglomerates measured 
for different incidence angles at λ = 632.8 nm. 

erates to sifted spheres and to packed spheres. As the volume-filling factor in-
creases (the values are listed in Section 3), the amplitude of the polarization oscil-
lations increases, while the extrema seem to occur at the same phase angles (Fig. 
14a). In Fig. 14b, the vertical axis for huge agglomerates is stretched to show the 
presence of small-amplitude oscillations centered on the value zero at intermediate 
phase angles. The extrema positions are close to the previous ones, except perhaps 
between 95° and 125°. These oscillations are at the limit of the error bars, 0.1% to 
0.2%. For each phase angle, about 200 measurements were necessary. Powdered, 
sifted samples represent a first-approximation analog to surfaces of asteroids. 

Different incidence angles of light illuminating huge deposited agglomerates of 
bare silica spheres. To facilitate the eventual modeling of the light scattered by 
huge agglomerates, the incidence angle is fixed at two values i = 0° (normal inci-
dence) and i = 60° (Fig. 15) to allow for the study of a larger domain of phase an-
gles. When the emergence angle increases, the light path of the refracted light len-
gthens, and the amount of multiple scattering increases. The resulting differences 
are more pronounced in the intensity curves. In each curve a difference is noticed 
at α < 30° (implying a change in the scattering regime). For i = 60°, a maximum 
occurs when the emergence is normal to the surface. 

 
4.1.3.  Submicrometer-sized spheres in aggregates 

The submicrometer-sized spheres form fluffy-structured aggregates similar to 
the fractal aggregates found, e.g., in soot. The size of the spheres is well defined 
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and ranges from 7 nm up to 100 nm with a relatively narrow size distribution, al-
lowing one to study the dependence on the size of the constituent spheres and 
eventually on their packing density, or fractal dimension, in the aggregates. The 
typical size range of the aggregates is 1−10 μm. Two material components were 
mainly studied, silica and carbon, but also carbonaceous compounds such as 
tholins. When lifted, the aggregates are included in agglomerates with irregular 
structures, and the results are presented in the next section. The phase curves are 
smooth, with a shallow negative branch and a bell-shaped positive branch. The os-
cillations due to single spheres disappear completely for an agglomerate composed 
of thousands of submicrometer-sized grains. 

 
4.2.  Irregular particles 

Remote observations of small solar-system bodies reveal phase curves typical 
of irregular particles. As shown by the different extra-terrestrial material samples 
collected in situ, the particles have different sizes, shapes, and structures and are 
made of transparent and absorbing materials. Series of measurements have been 
made on similar materials, like silica and carbon samples, and various minerals 
and organic materials. By compiling all these measurements, it is possible to de-
termine the rate of change of the phase-curve parameters (like the amplitude of the 
positive branch and the depth of the negative branch) with the physical properties 
of the particles. In this section, some of these relationships are presented in the 
form of common rules. 

 
4.2.1.  Polarization phase curves 

The different polarization phase curves for transparent silica and absorbing 
carbon particles of different size ranges are presented in Fig. 16a for submicro-
meter- and micrometer-sized grains and in Fig. 16b for grains large compared to 
the wavelength. For each size range, levitated and deposited silica and carbon 
grains are studied (Hadamcik et al. 2009c).  

Amplitude of the positive branch Pmax. For levitating particles composed of submi-
crometer-sized grains, the difference between transparent and absorbing materials 
is very small and depends on the average grain size. As the size of the transparent 
grains increases, the amplitude Pmax decreases significantly and finally, for very 
large grains, increases slightly. The same behavior is observed for transparent de-
posited grains with a more significant decrease due to multiple scattering between 
the grains. For levitated and deposited absorbing particles, the decrease is less sig-
nificant while the increase for very large particles is strong. The resulting value 
can even be greater than that for submicrometer-sized grains.  

Phase angle of maximum polarization αmax. In the same size range, the phase an-
gle αmax is smaller for transparent levitating particles than for absorbing ones. The 
opposite is found for deposited particles. For absorbing particles, αmax also in-
creases with the grain size. 
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Fig. 16a. Polarization phase curves for (a−b) levitated and (c−d) deposited submicrome-
ter- and micrometer-sized silica and carbon grains at λ = 632.8 nm.  

Inversion angle α 0. Deposited particles always exhibit a negative branch at small 
phase angles. This is not always the case for levitating particles. Except for sub-
micrometer-sized grains, α 0 is smaller for levitating transparent particles than for 
absorbing particles. The opposite is observed for deposited samples. The inversion 
angle for levitated and deposited absorbing particles is between 10° and 30° when 
an inversion exists. The inversion angle for transparent levitating particles seems 
to be in the same range. For deposited transparent particles, α 0 may be shifted to 
values as large as 50° (e.g., for large 200-μm quartz particles). 
 
4.2.2.  Amplitude of the positive branch Pmax as a function of the particle physical  

properties  

To study the variation of Pmax with size for both grains and agglomerates, we 
use the size parameter X defined as  

 ,
λ
πdX =  (4) 
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Fig. 16b. As in Fig. 16a, but for super-wavelength-sized grains. 

where d is the equivalent diameter of a grain or a particle and λ is the wavelength 
of the incident light. 

Pmax as a function of grain size. Figure 17 shows variations of Pmax with the 
equivalent size parameter of the grains for silica and carbon black (Fig. 17a) and 
for a dark brown tholin (Fig. 17b). The submicrometer-sized grains form agglom-
erates having approximately Gaussian size distributions and an average equivalent 
diameter of 50−60 μm. In Fig. 17a, the decrease of Pmax is similar in green and red 
light; thus, the wavelength effect manifests itself only as a size effect for grey ma-
terials with refractive indices independent of the wavelength. For size parameters 
smaller than 0.1 (i.e., for diameters between 0.01 and 0.02 μm in the visible spec-
tral domain), the amplitude of the linear polarization is similar for the transparent 
silica and the absorbing carbon black. For larger grains made of an absorbing ma-
terial, the decrease of Pmax with grain size tends toward a lower limit of 40%. A 
limit for the silica grains in fluffy aggregates is unknown owing to the lack of 
relevant samples. The fit of the data is quasi-linear for the silica grains and quasi-
exponential for the carbon grains in fluffy agglomerates. 
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Fig. 17. Pmax versus size parameter of submicrometer-sized grains. A size parameter of one 
is equivalent to a diameter of about 200 nm at 632.8 nm and 160 nm at 543.5 nm. Grains 
are in large levitated agglomerates: (a) grey materials; (b) an organic material with lower 
absorption at 632.8 nm than at 543.5 nm (updated from Hadamcik et al. 2009c). 

Figure 17b shows the Pmax for fluffy agglomerates of a dark brown absorbing 
tholin sample. Pmax is greater in green light than in red light, thereby confirming 
the larger absorption at 543.5 nm than at 632.8 nm for this sample (Hadamcik et 
al. 2009b). The decrease of Pmax with increasing size parameter for grains made of 
absorbing materials is in agreement with previous results (West et al. 1997; Pet-
rova et al. 2004). The decrease of polarization with wavelength seems to be in 
contradiction with the usual variation for submicrometer-sized grains. This fact 
will be discussed in the following section. 

Large compact particles can be observed individually with the VIS. The po-
larization variations observed for large particles, such as individual grains, are 
compared in Fig. 18 to the polarization produced by smaller grains (Fig. 18a for 
levitating grains and Fig. 18b for deposited grains). A logarithmic scale is used for 
the sizes. Up to a size parameter ~1, the difference in polarization between levi-
tating silica and carbon grains is small. For carbon grains with size parameters lar-
ger than ~1, the amplitude of the positive branch increases up to values close to 
those measured for very small grains having size parameters smaller than 0.1; 
nevertheless, the rate of the increase is small for size parameters larger than ~250 
(i.e., grain sizes ~40 μm in the visible spectral domain), as also seen in Fig. 17a 
for carbon. For silica grains, the amplitude of the positive branch Pmax continues to 
decrease for size parameters up to ~300 and then increases slightly for larger size 
parameters. 

In Fig. 18b, deposited grains are considered. For silica grains, due to multiple 
scattering between the grains, the values of Pmax are smaller than those found for 
particle clouds. For absorbing carbon grains, the values of Pmax measured for de-
posited grains are similar to those found for clouds of carbon grains; i.e., they are 
slightly smaller for submicrometer-sized grains and slightly higher for large 
grains. The polarization decreases as the size parameter increases up to ~10 for 
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Fig. 18. Pmax versus size parameter of grains (small grains in agglomerates, large grains as 
individual particles) made of transparent silica and absorbing carbon black (updated from 
Hadamcik et al. 2009c). 

silica grains and ~1 for carbon grains and then increases for larger size parame-
ters. 

For grey materials, increasing the wavelength is equivalent to decreasing the 
grain size; i.e., the results is a decrease of Pmax for size parameters smaller than the 
value corresponding to the minimum on the curves and an increase of Pmax for 
greater size parameters. 

Pmax as a function of the size parameter of levitating particles. For agglomerates of 
grains and for compact particles (individual grains), the behavior of Pmax depends 
not only on the grain sizes but also on the agglomerate sizes. For fluffy agglomer-
ates, as seen in Section 4.2.2, the size distribution is usually Gaussian with a 
maximum between 50 and 60 μm. The smaller particles were not detected on the 
screen with the previous cameras but they may have had an influence. With the 
new cameras, smaller particles are detected and are taken into account in the po-
larization calculations. If these small particles exist in large numbers, the polari-
zation may change, and comparisons between recent samples and previous sam-
ples must be done with caution by considering the two size distributions and the 
variation of polarization phase curves for different particle sizes. Nevertheless, 
this effect is usually small as compared to the grain-size influence.  

Figure 19 shows the variation of Pmax for transparent materials having differ-
ent grain sizes. For fluffy particles (with porosities greater than 90%) composed of 
submicrometer-sized grains, Pmax decreases with the size parameter of the agglom-
erates. The opposite behavior is observed for Mg-silicates with constituent grain 
sizes between 1μm and 10 μm and compact quartz grains displaying an increase of 
Pmax followed by near-constant values. 
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Fig. 19. Pmax versus size parameter of levitated transparent particles with different struc-
tures and sizes of the constituent grains (after Hadamcik et al. 2006). 

 

Fig. 20. Pmax versus size parameter of levitated fluffy aggregates made of a carbonaceous 
material and having different size distributions of the constituent grains (λ = 632.8 nm) (af-
ter Hadamcik et al. 2009b). 

Generally for absorbing materials, fluffy or not, the positive polarization 
branch increases with the particle size. Figure 20 shows the variation of Pmax for 
an absorbing carbonaceous compound in fluffy agglomerates. Tholins are consid-
ered analogs of Titan’s solid aerosols. Three different samples are made of the 
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Fig. 21. Pmax versus size parameter of levitated and deposited compact particles. Absorption 
increases from quartz or corindon to basalt, silicon carbide, and boron carbide. 

same materials with different size distributions of the constituent grains: 80 ± 30 
nm, 207 ± 30 nm, and 315 ± 185 nm. As expected, the polarization increases when 
the constituent grain size parameter decreases. The increase in polarization with 
the agglomerate size parameter seems to stabilize when the size parameter is suffi-
ciently large; this stabilization is reached for smaller sizes when the size of the 
constituent grains increases. Figure 21 shows the amplitude of the positive branch 
for compact particles with increasing absorption as a function of the size parame-
ter of the particles. Figure 21a depicts the results for levitating particles in reduced 
gravity and Fig. 21b for deposited particles. Except for the two transparent sam-
ples (i.e., levitating quartz particles and deposited white corindon particles), the 
absorbing samples are made of the same materials for the two series of studies. 
The overall variations with size are similar for levitating and deposited samples, 
with an increase of Pmax with increasing size of the particles and near-constant 
values for large particles. The maximum for each sample is obtained for smaller 
particles when the material is more absorbing and the Pmax values are greater. 

Hadamcik et al. (2009c) suggested tentative interpretations of the observed 
behavior of the positive polarization when the size of large compact or fluffy ab-
sorbing particles increases. For increasing size parameters of individual grains or 
of constituent grains in agglomerates, the amplitude of the positive branch in-
creases up to a maximum value for transparent and absorbing materials. When the 
size of compact particles increases, more refracted light is absorbed, and the po-
larization increases. When all the refracted light is completely absorbed, Pmax re-
mains constant. A similar trend is observed for levitated and deposited samples. 
As the size of large fluffy agglomerates of absorbing materials increases, more 
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light is absorbed. The scattered light is dominated by single scattering on grains in 
the external regions of the particles. 

 
5.  Applications to atmospheric physics and astrophysics 

5.1.  Atmospheric dust 

Aerosols in the Earth’s atmosphere are mainly droplets, but solid particles are 
also present. They can be, e.g., residues of combustions, such as soot from natural 
fires or industrial activities with a concentration of a few particles per cm3 (Re-
nard et al. 2008). Volcanic ashes are also present at different atmospheric levels. 
For example, the eruption of the Eyjafijöll volcano in Iceland in the spring of 2010 
disturbed the air-traffic in Europe with ash in the troposphere. The eruption in 
1991 of Mt. Pinatubo was the most violent and destructive volcanic event of the 
20th century that sent ash into the stratosphere that remained there for several years 
(Russell et al. 1996). Interplanetary micrometer-sized dust particles and meteorites 
are also found, but their concentration is about 10 − 4 cm− 3. Mineral dust, such as 
sands, can be transported over large distances (Peyridieu et al. 2010), and polari-
zation can help characterize these solid components. A database has been built 
with the PROGRA2 experiment and progressively enlarged to include new sam-
ples. The database is located at http://www.icare.univ-lille.fr/progra2. Results for 
deposited particles are also incorporated in the database for comparison. 
 
5.1.1.  Sands 

Experiments on different sands with large (100−250 μm on average) levitat-
ing grains in microgavity as well as deposited on a surface were integrated into the 
database to help interpret observations from, e.g., balloon-borne experiment such 
as MicroRadibal (Brogniez et al. 2003; Renard et al. 2008, 2010). Some mi-
crometer-sized ground sands were also studied and compared to clay. The color of 
the sands is beige to reddish, except for one black sample.  

The shapes of the polarization phase curves are typical for deposited samples 
with large grains, with a negative branch at relatively small phase angles. The in-
version angles range from 30° to 60°. The amplitudes of the positive branch are 
between 16% and 26%. Smaller inversion angles correspond to smaller ampli-
tudes. The phase angle of maximum polarization ranges between 140° and 160°. 
The amplitude of the positive branch is smaller for levitating particles, with values 
between 5% and 15%. The phase angle of maximum polarization is ~90°, while 
the inversion angle is ~10°.  

Average phase curves have been deduced from the experimental results to de-
fine typical phase curves for deposited and levitated sands with hundreds of mi-
crometer-sized particles (Fig. 22a). In this figure, error bars indicate the scatter of 
the data between the different samples. The difference between the red and green 
spectral domains is generally negligible. The amplitude of the positive branch is 
slightly greater for deposited samples with a phase-angle shift toward larger val-
ues (150°−160°) for deposited particles. For micrometer-sized particles, the main 



164    E. HADAMCIK, J.-B. RENARD, A. C. LEVASSEUR-REGOURD, and J. LASUE 

 

Fig. 22. Comparison of polarization phase curves for levitated sand particles (single scatter-
ing) and deposited particles (multiple scattering). (a) Averaged phase curves for different 
sands (error bars corresponds to the scatter of the data between sands); (b) phase curves for 
white sand (quartz). Particle sizes range from 100 to 300 μm. 

difference is the amplitude of the positive branch, which decreases with increasing 
amount of multiple scattering between the particles. The phase angles of maxi-
mum polarization are close to 90° for both levitated and deposited particles. 

Figure 22b depicts polarization phase curves for white quartz sand with parti-
cles sizes ~200 μm. They are remarkably similar to the average curve, except that 
the phase angle of maximum polarization (14%) is ~80° for levitating particles. 
Two other curves are also shown for deposited particles with an emergence angle 
of 70° to enable a comparison with the measurements by Grynko and Shkuratov 
(2008) for the same sand. The three phase curves are similar at phase angles 
smaller than 110°, where the slope of increase of polarization is steeper in the mir-
ror configuration up to Pmax = 17% ± 1% at a phase angle of 155° ± 5°. Shkuratov 
et al. (2007) compare single scattering by different particles levitated by an air jet 
to light scattering by the same but deposited particles. They find similar differ-
ences between the phase curves and their parameters. Multiple scattering between 
the particles decreases the depth of the negative branch and the amplitude of the 
positive branch mainly for transparent particles. 

 
5.1.2.  Soots 

Soot particles are fluffy aggregates with a fractal structure. Depending on their 
origin and formation conditions, they are made of aggregated carbon grains with 
different carbonaceous compounds. Preliminary studies can be found in Renard et 
al. (2005). Carbon black is composed of aggregated carbon grains. They result 
from well-controlled burning processes intended to produce, for example, toner 
for printers. Their content of carbonaceous compounds is smaller than 1% or 2%. 
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Like other types of soot, they can be found in the Earth’s atmosphere. Soot or car-
bon black are absorbing materials, but their albedo depends on the size of the con-
stituent grains and on their number density in the aggregate which is related to 
their fractal dimension. A study of four soot and two carbon black samples is de-
scribed in Francis et al. (2011). Depending on their production conditions, the size 
of the constituent grains and the fractal dimension of the aggregates can vary, 
which is expected to facilitate the eventual development of optical characterization 
techniques based on polarization phase curves. The increasing amplitude of the 
positive branch for absorbing materials with increasing size of the agglomerates is 
confirmed (see Fig. 20). Francis et al. also confirm that Pmax for deposited ab-
sorbing samples can be greater than for the same but levitating grains (cf. Figs. 
16a and 18). 

 
5.2.  Solar-system dust  

To help interpret remote observations of solar-system bodies it is necessary to 
use laboratory analogs. Some meteorites are also available in sufficient quantities. 
Measurements with the VIS need relatively small amounts of material (0.1 to 
0.3 g); larger quantities (1 or 2 g for surface studies) are required with the SURF. 
Phase curves of brightness and polarization as well as polarization variations with 
the wavelength can be compared to results obtained by remote observations. 

 
5.2.1.  Analogs for deposited dust on planetary surfaces 

Deposited in layers, the JSC1 Martian- and Lunar-analog polarization phase 
curves are compatible with the phase curves obtained by remote observations 
(Worms et al. 2000; Hadamcik et al. 2003).  

Recently, Hadamcik et al. (2011) compared the polarization phase curves and 
the spectral behavior of CV3 and CO3 powdered meteorites in different size dis-
tributions to observations of asteroid 21 Lutetia. From the light-scattering results, 
the powdered CV3 meteorite (Allende) seems to be a good analog. The powdered 
CO3 (NWA 4868) Saharan meteorite phase curve is also comparable, but exhibits 
an inverse wavelength variation of polarization. From the experimental measure-
ments, an average size distribution (< 50 μm) has also been derived, which is com-
patible with infrared spectral estimates. In an international coordinated study 
(McFadden et al. 2009), the light scattered by an aubrite meteorite from Antarctica 
was compared to the remotely observed properties of 2867 Steins and, more gen-
erally, of E-type asteroids. The polarization phase curves are compatible for the 
smaller grain sizes (Hadamcik et al. 2010; Levasseur-Regourd et al. 2011). The 
variation of polarization as a function of size for levitating particles and the simi-
larities of variation for the same but deposited particles (Fig. 23) allow one to es-
timate the size when the amplitude of the positive branch is known. As for 21 Lu-
tetia, an average size of < 40 μm is derived when considering the amplitude of the 
positive branch exhibited by the synthetic phase curve. This result is compatible 
with retrievals based on infrared measurements.  
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Fig. 23. Polarization versus size for levitated aubrite grains (λ=632.8 nm) and deposited 
grains with two size distributions (λ=543.5 nm in the G band and 632.8 nm in the R band).  

Very large agglomerates produced by random ballistic deposition may be con-
sidered as regolith analogs when their constituent grains are irregular or as proto-
planetary analogs (Blum and Schräpler 2004; Blum et al. 2006). Their volume-
filling factor is in the 0.1−0.2 range, depending on the sample. A relatively large 
amount of material is necessary to produce usable samples, and such amounts are 
usually not available from meteorites. To evaluate the optical interactions between 
the constituent grains in deposited layers, the samples also are levitated in re-
duced-gravity or nitrogen-draught conditions to derive the phase curves of single 
particles and of small or large agglomerates of grains (Worms et al. 2000; Hadam-
cik et al. 2007a, 2009c, 2011). 

 
5.2.2.  Analogs of cometary dust particles 

The variations of polarization with the physical properties of the dust, such as 
size, porosity, or albedo for the different kinds of particles (compact or fluffy, 
transparent or absorbing) are used to interpret remote-sensing observations.  

Cometary comae are extended objects. The dust and gas emissions are ob-
served in the same coma regions. To retrieve the dust properties, it is necessary to 
use specific filters in order to avoid contamination by the gaseous species in the 
continuum. Numerous observations have been made by integrating polarized in-
tensities over apertures of different sizes. Observations conducted at different 
phase angles and wavelengths yield averaged dust properties. With the imaging 
technique, polarization maps can be built. The differences in polarization between 
coma regions indicate differences in physical properties of the dust in these re-
gions. The imaging technique allows for the study of the coma radial variations in 
specific directions and also the evolution of the polarization and intensities. 

For example, jets observed in comet C/1995 O1 (Hale−Bopp) and in active 
comets exhibit stronger polarization than other regions (Hadamcik and Levasseur-
Regourd 2003a,b). The jets and arcs are rich in submicrometer-sized grains com-
pared to the background. This interpretation has been confirmed by other diagnos-
tic observations, such as more pronounced infrared emission features owing to the 
presence of silicates in these regions (Hayward et al. 2000) or the bluer color of 
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the intensity in the jets (Furusho et al. 1999). Such particles were also found in the 
dust ejected into the coma of comet 9P/Tempel 1 by the Deep Impact event 
(Harker et al. 2007; Hadamcik et al. 2007b). Before the event, the polarization 
evolution was correlated to the nucleus rotation. High polarization was also meas-
ured in the inner regions before and some days after the event. The results ob-
tained by PROGRA2 on large absorbing particles (see Section 4.2 and Fig. 19) 
correlate with the extension of that region on the images and with the intensity de-
crease that still allowed for large, relatively compact absorbing particles (and 
eventually aggregated grains) covered by carbon or carbonaceous compounds. 
Farnham et al. (2007) suggested the existence of large, slowly moving particles in 
that region.  

When particles break up, the polarization and intensity evolution in a coma 
may be indicative of the particle structure. Large, relatively compact fragmenting 
particles are suggested by the significant decrease in polarization with increasing 
aperture around the nucleus of comet C/2000 WM1 (LINEAR) (Hadamcik et al. 
2003) and around the main debris in comet C/1999 S4 (LINEAR) (Hadamcik and 
Levasseur-Regourd 2003c). In the coma of comet 67P/Chruryumov−Gera-
simenko, the target of the Rosetta mission, Hadamcik et al. (2010a) found very 
large particles before perihelion with no evident structures in the polarization 
maps, and fine grains in fluffy aggregates in the month following perihelion. This 
last region appeared on the maps with a greater polarization around the nucleus. 

When the aperture is increased, the polarization varies, depending on the 
structures within the field. For sufficiently large apertures including the main fea-
tures, the polarization remains constant; the coma inside this aperture is called the 
“whole coma” and a polarization value can be attributed to the comet at the de-
fined phase angle. From the whole-coma studies of various comets at different 
wavelengths, typical polarization phase curves have been found. The particles in-
side originate from different regions and at different times; they have different 
physical properties, and averaged characteristics can be deduced. The samples 
brought by Stardust have confirmed that a significant fraction of the dust particles 
are fluffy aggregates made of submicrometer- or micrometer-sized constituent 
grains, but compact particles are also found (Hörtz et al. 2006). The particles ana-
lyzed consist of a mixture of silicates (mainly Mg-silicates) and carbonaceous 
compounds; some iron components are also present. This composition is consis-
tent with the composition measured in comet Halley (Jessberger et al. 1988). 
When a comet exhibits significant jet activity, the size distribution of the grains is 
shifted toward smaller grains with the presence of Mg-silicates crystals (Hanner 
and Bradley 2004). 

Cometary analogs made of Mg-silicates and Fe-silicates were provided to us 
by the NASA Goddard Space Flight Center (Nuth et al. 2002). The average size of 
the constituent grains was 0.05 μm. The polarization phase curves of agglomerates 
in the 50−100 μm size range were studied in different mixtures at two wave-
lengths (543.5 and 632.8 nm) with the VIS. Carbon black with submicrometer-
sized grains was mixed with silicates. Some of the phase curves thus obtained are 
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Fig. 24. Polarization phase curves for cometary analogs (open symbols for mixtures of fluf-
fy aggregates, filled symbols for mixtures with compact particles, circles at λ=543.5 nm, 
squares at λ=632.8 nm). 

depicted in Fig. 24. For samples without carbon, the wavelength effect is approxi-
mately neutral (Mg-silicates) or manifests itself as a decrease of polarization with 
wavelength (Fe-silicates). For mixtures with carbon black, the polarization in-
creases with wavelength, as is usually observed for comets.  
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With fluffy aggregates of submicrometer-sized constituent grains only, the 
amplitude of the positive branch was found to be too high in comparison with 
cometary phase curves. Some compact Mg-silicate particles were added to the 
mixture to yield polarization compatible with the observations. Then the ampli-
tude of the positive branch is ~30% and increases with wavelength, the inversion 
angle is ~20°, and there is a shallow negative branch with a depth smaller or equal 
to 2%. The increase in polarization with wavelength is only observed for mixtures 
with carbon (Figs. 24d,e,f ). Pmax increases when the average size of submicrome-
ter-sized grains in aggregates decreases (Fig. 24d) and decreases when large com-
pact particles are added (see the lower curves in Fig. 24f ).  

Numerical simulations with mixtures of aggregates and compact particles 
yield similar results (Lasue and Levasseur-Regourd 2006; Levasseur-Regourd et 
al. 2007). Lasue et al. (2009) compared the whole-coma phase curves in different 
wavelengths for comets 1P/Halley and C/1995 O1 (Hale−Bopp). The numerical 
simulations with mixtures of aggregates and compact particles of silicates and 
carbonaceous compounds give results comparable to the observations with a 
50%−50% mass mixture of silicates and carbonaceous absorbing compounds 
having volume-equivalent diameters between 0.2 and 40 μm. More precisely, 
there were fewer small particles in the 1P/Halley coma than in the Hale−Bopp 
coma. The larger number of small particles in Hale−Bopp could be owing to the 
large number of jets and strong activity of this comet. 

An anomalous region around the nucleus (the so-called circum-nucleus halo) 
was detected in different comets: in situ in the coma of 1P/Halley by Levasseur-
Regourd et al. (1986); through a small aperture by Dollfus and Suchail (1987); by 
imaging polarimetry in the coma of comet C/1990 K1 (Levy) by Renard et al. 
(1992) and comet 47P/Ashbrook−Jackson by Renard et al. (1996); or in comet 
Hale−Bopp by numerous observers (e.g., Hadamcik et al. 2003; Jockers et al. 
1997). A synthetic phase curve can be found in Hadamcik and Levasseur-Regourd 
(2003 a) showing the increased depth of the negative branch (up to 6%), an inver-
sion angle of ~30°, and a decrease of the amplitude of the positive branch as com-
pared to the whole coma. Zubko et al. (2007) suggested that this region could be 
characterized by a material that is not very absorbing and could be modeled by de-
bris of fluffy particles. In the PAMPRE experiment tholins were generated in a ra-
dio-frequency plasma reactor (Szopa et al. 2006); tholins produced from specific 
gas mixtures have a clear brown color. The size distribution of the grains is 
595 ± 390 nm (Hadamcik et al. 2009b). They form agglomerates linked by electro-
static forces outside the reactor. Figure 25 shows the polarization phase curves for 
agglomerates having 50−100-μm sizes. The phase curves are compatible with the 
synthetic phase curves derived from remote cometary observations. Pmax is higher 
at 543.5 nm than at 632.8 nm, as was observed in situ for Halley (Levasseur-Re-
gourd et al. 2005). Grains in agglomerates can be covered by such a material, in-
creasing the compactness in the aggregates and then disappearing at larger dis-
tances from the nucleus.  
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Fig. 25. Cometary particle analog (CxHyNz) in the halo region. 

6.  Conclusions and perspectives 

Combining numerical and experimental simulations creates a synergy bene-
fiting both types of study. Experimental results are usually more qualitative than 
numerical ones. It is relatively easy to separate the effects of different parameters 
in numerical studies, but it is also important to work with real particles. To per-
form a comprehensive analysis, it is essential to complement the laboratory work 
with numerical simulations and to establish the limitations of each method. 

With the PROGRA2 experiment, we have studied the light-scattering (mainly 
the linear-polarization) behavior of transparent and absorbing samples in reduced-
gravity and ground-based conditions. The levitated particles and the particles de-
posited in layers had different sizes, shapes, and filling factors. Specifically: 

• Spheres and aggregates of spheres have been used to compare experimental 
results with numerical simulations, thereby allowing us to vary each pa-
rameter separately and validate both analyses; and 

• The use of irregular particles (either compact or in aggregates) has allowed 
us to identify effects of size variations from a fraction of a micrometer to 
hundreds of micrometers. 

Our study has revealed: 
• The influence of absorbing mantles on the light-scattering behavior of the 

particles, even with very thin mantles as compared to the diameter of the 
core; 

• The influence of aggregation and filling factors through multiple scattering 
for transparent materials and absorption for dark materials; and 

• The influence of interconnection between size and absorption on the ampli-
tude of the positive polarization branch as a function of wavelength. 
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We have shown that PROGRA2 polarimetric studies are complementary to 
other diagnostic techniques in determining adequate analogs for particles forming 
asteroidal regoliths as well as comets. These results are of interest for the inter-
pretation of remote atmospheric and astronomical observations in terms of the 
formation, evolution, and composition of dust particles.  

Complementary results are expected from the Interactions in Cosmic and At-
mospheric Particles Systems (ICAPS) microgravity experiment and its precursor 
(IPE) onboard the International Space Station, which will tentatively simulate the 
processes of accretion of cometary nuclei and planetesimals in the protosolar neb-
ula.  
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Abstract. High sensitivity polarimetry will refer to fractional polarizations of be-
low, and often significantly below, 10 − 3. Measuring low fractional polarization 
requires a large number of photons and also special techniques are needed to re-
move systematic effects. The highest sensitivities have been achieved using very 
fast modulation with single-element detectors, giving sensitivities of 10− 6, or bet-
ter, in fractional polarization. However, it is often important to have good spatial 
and/or spectral information and to provide this efficiently requires the use of area 
detectors which bring their own problems, particularly for the highest sensitivities.  

Applications of highly sensitive polarimetry described here, include observing 
the reflected light from exoplanets, the properties of dust in the Earth’s atmos-
phere, and the remote sensing of biomarkers. 

Keywords: Stokes parameters, temporal and spatial modulation, exoplanets, atmospheric dust, 
biomarkers  

1.  Introduction 

 Sensitivity is a measure of how well a polarimeter can detect small degrees of 
polarization, and is not to be confused with accuracy which is the absolute error in 
the fractional polarization, although ideally a polarimeter should have both high 
sensitivity and high accuracy. 

There are no strict definitions of levels of sensitivity, but high sensitivity here 
refers to fractional polarizations of ~10 − 3, or often significantly better. It will, 
however, be useful to look at other systems so as to understand better what tech-
niques are required to achieve the highest sensitivity. 

As degrees of polarization can often be tens of percent it is not immediately 
obvious why there is any need to build highly sensitive polarimeters. One fairly 
common example is when the field of view of the polarimeter contains a large 
amount of diluting unpolarized flux, leading to small polarizations, as is the case 
when trying to observe the reflected light from a spatially unresolved exoplanet 
(Section 3.1). The planet may be polarized at a level of several percent but this is 
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then diluted by the largely unpolarized flux from the very much brighter central 
star. 

There are penalties with high-sensitivity polarimetry, as a very large number 
of photons are required; for example, to detect a fractional polarization of 10 – 6 re-
quires ~1012 photons. Depending on the application this may be a major problem 
and achieving such a high sensitivity will only be possible with very bright 
sources, or, in astronomy, by using relatively large and hence expensive tele-
scopes. 

It is usual to use the Stokes vector, made up of four parameters {I, Q, U, V}, 
to describe polarized light (either completely polarized, partially polarized or un-
polarized). Each parameter can easily be related to the properties of the polariza-
tion ellipse, and, most importantly, the parameters Q, U, and V correspond to the 
sum or difference of measurable intensities: I is the total intensity, Q (the differ-
ence in intensities between North-South and East-West linearly polarized compo-
nents, U (the difference in intensities between linearly polarized components ori-
ented at +45° and –45° from North), and V (the difference in intensities between 
right and left circularly polarized components). The Stokes parameters are often 
normalized by the intensity I, giving the dimensionless quantities: ,IQq =  

,IUu =  and .IVv =  The degree of linear polarization p = (q2 + u2)1/2, and v is 
the degree of circular polarization. The position angle of polarization, usually 
measured East from North, ),arctan(2

1 qu=θ  with u = psin2θ, and q = psin2θ. 
Note that  

(Q2 + U 2 + V 2)1/2 ≤ I, 

(q2 + u 2+ v 2)1/2 ≤ 1, 
and pI is the linearly polarized flux. 

Ideally a polarimeter should measure all four Stokes parameters, although in 
practice most measure either linear or circular polarization, and not both. Meas-
urements of circular polarization are less common. This is because in many situa-
tions degrees of circular polarization are far less than degrees of linear polariza-
tion; some exceptions are the AM Her binary stars (Cropper 1988) or in high mass 
star forming regions (Chrysostomou et al. 2000). Particular care has to be taken 
when measuring circular polarization as some of the (usually) much higher linear 
polarization can be measured erroneously as circular polarization. One of the most 
straight-forward ways of eliminating this is to continuously rotate a half-wave 
plate in front of the modulator as this rotates the position angle of polarization, ef-
fectively smearing out the linear polarization, but is often not included through 
lack of space. Typically rejection factors of a few thousand can be obtained 
(Hough 2005). Another technique is to take measurements with the polarimeter ro-
tated through 90 degrees, reversing the sign of the cross-talk circular polarization 
without affecting the true circular polarization, but this leads to calibration prob-
lems for extended sources with area detectors. 

Before discussing high-sensitivity polarimeters it is useful to briefly look at 
some of the more common mechanisms for producing polarized radiation and 
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some of the key diagnostics of polarimetry measurements: 
Intrinsic mechanisms: these include synchrotron (linear polarization) and cy-

clotron radiation (circular polarization).  In addition, aligned dust grains, common 
in astronomy, and also occurring in the Earth’s atmosphere (Section 3.2), produce 
linearly polarized radiation with the E-vector parallel to the long axis of the grain. 
The wavelengths at which this polarized emission can be observed depend on the 
temperature of the dust. The polarization position angle can provide the orienta-
tion axis of the dust and from this it is often possible to determine the mechanism 
responsible for the dust alignment. 

Secondary mechanisms: scattering of unpolarized radiation produces linear 
polarization, but if the radiation is already polarized then circular polarization can 
be produced, as will occur when there is multiple scattering. Circular polarization 
can also be produced by scattering of unpolarized light off aligned grains. Linear 
polarization can be produced by the passage of radiation through a medium of 
aligned grains (linear dichroic absorption), and if the alignment of the grains 
twists along the line of sight then circular polarization can be produced through 
the linear birefringence of the grains (Martin 1972). 

The polarization state of radiation contains a wealth of information on the na-
ture of radiation sources, on the geometrical and velocity relationship between a 
radiation source, scatterer and observer – often on spatial scales that are unattain-
able by other techniques, and on the chemical and physical properties of an inter-
vening medium between the source and observer when the medium produces po-
larization by dichroic absorption. As polarized flux is independent of dilution by 
unpolarized radiation it can be used to determine the spectral index of a source and 
even when there are two polarized components, these can be separated, provided 
they have different spectral slopes and a different position angle of polarization. 
Polarized flux can be used for enhancing the contrast between two close sources, 
when only one is significantly polarized. Hough and Aitken (2003) give a more 
complete description of the diagnostic power of polarimetry, particularly at infra-
red wavelengths. 

 
2.  Measuring polarization 

There are two basic techniques, each relying on modulating in some way the 
polarized component of the light (Fig. 1). 

The modulation can either be temporal, with an active modulator switching 
the amount of light falling onto a detector as a function of time (zero polarization 
ideally produces a constant intensity), or the spatial splitting of the light, split ac-
cording to its polarization state (zero polarization ideally produces an exactly 
equal split of the light). Many polarimeters include both types of modulation.  

 
2.1.  Temporal modulation 

In principle, degrees of polarization can be very easily measured using a po-
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Fig. 1. Upper panel shows the general principles for measuring polarization; lower left-
hand panel shows temporal modulation and lower right-hand panel shows spatial modula-
tion. 

 

 

Fig. 2. Stepped or continuously rotating polarizer in front of a detector. 

larizer, either by stepping to a set of fixed angles, or by continuously rotating it, in 
front of a suitable detector (Fig. 2). As the polarizer transmission axis rotates, rela-
tive to the E-vector of the radiation, the transmitted intensity changes from Imax to 
Imin, and the degree of polarization is given by .)()( minmaxminmax IIIIp +−=  At 
optical and near infrared wavelengths (below ~2 µm) various types of sheet Polar-
oid can be used, and at longer wavelengths wiregrid polarizers. 

In practice, however, there are a number of problems: (i) the detector may be 
polarization sensitive and will produce a different signal as the E-vector of the ra-
diation transmitted by the polarizer rotates. It is difficult to distinguish this from a 
change in signal resulting from the incident radiation being polarized; (ii) a polar-
izer will transmit no more than 50% of the incident radiation and this is a problem 
for low degrees of polarization which require very large number of photons; (iii) if 
the light source varies in intensity on a short timescale (or moves relative to the 
detector), or the atmosphere produces fast fluctuations, for example atmospheric 
seeing which can be at a few hundred Hz, then the polarizer has to be rotated 
faster than the frequency of the fluctuations. 

Sparks and Axon (1999) give a detailed analysis of processing imaging po-
larimetry data taken through a set of polarizers, and Batcheldor et al. (2009) show 
that for the NICMOS instrument on the Hubble Space Telescope, a polarization 
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accuracy of ~0.5% can be achieved taking exposures through a set of fixed angle 
polarizers. The HST has the advantage of no atmospheric fluctuations but has an 
instrumental polarization of ~1.3% at 2.2 µm which can limit sensitivity (Section 
2.2.3). 

In general, therefore, to achieve high sensitivity it is important to detect as 
many photons as possible (not throwing away 50% using a polarizer), to have the 
detector see only a fixed plane of polarization and, for ground-based polarimeters, 
to modulate the polarized component of the light as quickly as possible, ideally at 
a few hundred Hz, so as to eliminate atmospheric effects. The latter requirement 
imposes restrictions on the type of detector that can be used. In particular, it is not 
easy to use area detectors such as CCDs where it is usually important to integrate 
on chip for as long as possible to maximize signal to noise (Section 2.2.2).  

 
2.1.1.  Achieving sensitivities of at least 10 − 6 

Kemp et al. (1987) showed that the linear polarization of the integrated light 
from the Sun had an upper limit of 3×10 −7. His polarimeter viewed the Sun di-
rectly, thus avoiding the problem of any telescope polarization which can be a real 
problem for very high sensitivity polarimetry (Section 2.2.3). Kemp pioneered the 
use of photoelastic modulators (PEM) in astronomy, in which a bar of non-
birefringent material is stressed at the natural frequency of the slab using a quartz 
piezoelectric transducer attached to the end of the bar. By using the natural Q of 
the slab the power required to set up the standing wave is very low. A stress-in-
duced birefringence is produced (with the refractive index along the bar different 
to that orthogonal to the bar) given by ),sin(sin),( 0 LxtAtx πωδ =  where A0 is 
the amplitude of the modulation, determined by the driving force (A0 = π for half-
wave and 2π  for quarter-wave retardation), ω is the resonant angular frequency, 
and L is the length of the slab. The birefringence changes with distance x along the 
slab, being a maximum at the centre of the slab ).2( Lx =  A polarimeter is pro-
duced by simply adding a polarizer after the PEM, with its transmission axis at 
45° to the slab (Fig. 3). Kemp (1987) (also see Hough et al. 2006), derived the 
equations for the intensity of light incident on the detector as  

)]coscos(1[ 02
1 tAI ω−=  

and 

],...)(4 )cos(2)2cos()(2)(1[ 0402002
1 −++−= tAJtAJAJI ωω   

where Jn is a Bessel function of order n. It can be shown that the V Stokes pa-
rameter is modulated at frequency ω, and the Stokes U parameter is modulated at 
2ω, and these can be easily measured using lock-in amplifiers set to either the 
fundamental frequency or the second harmonic respectively. 

With a single PEM only one of the two linear Stokes parameters can be meas-
ured, specifically the component polarized at 45° to the PEM axis. The second lin-
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Fig. 3. Basics of a polarimeter using a PEM modulator. The piezo transducer sets up a lon-
gitudinal vibration producing a time varying birefringence nx − ny. The optical phase shift 
between orthogonal wave components of the transmitted wave is given by 

,)(2 λπ yx nnd −  where d is the bar thickness and λ the wavelength of the light. The ana-
lyzer (polarizer) has its transmission axis at 45° to the bar axis. 

ear Stokes parameter is measured by rotating the instrument through 45°. It is pos-
sible to measure both linear Stokes parameters simultaneously by using a pair of 
PEMs, operated at different frequencies, and angled at 45° to each other, although 
the modulation efficiency is only half that using a single PEM. 

Various materials can be used (CaF2, fused silica, ZnSe, silicon), covering 
wavelengths from 0.2 µm to the far-IR. Resonant frequencies range from 
20−80 kHz (depending on the size of the bar) and the very fast modulation elimi-
nates atmospheric effects such as seeing or scintillation fluctuations produced by 
turbulence in the Earth’s atmosphere. This, together with phase sensitive detection 
of the modulated signal (using lockin-amplifiers) enables very high sensitivities 
(better than 10− 6) to be obtained. One of the major problems with such high sen-
sitivities is eliminating systematic effects. Some of these can be reduced by rotat-
ing the analyzer by 90 degrees (from –45° to +45° relative to the PEM axis) 
thereby changing the polarity of the modulated signals and eliminating any offsets 
in the output of the phase sensitive detectors. This so-called “secondary chopping” 
is described by Kemp and Barbour (1981).  

Not only are PEMs capable of very high sensitivity, but as they are true zero-
order retarders, they have high acceptance angles (as large as ±40 degrees), and so 
can be used with fast beams without the need for any prior optics which could al-
ter the polarization state of any incident radiation, and with no rotating elements 
there is no beam wander, arising from any wedge angles, nor any periodic fluc-
tuations in signals caused by dust on the modulator. PEMs do, however, have 
some disadvantages: (i) there is a relatively steep fall off in modulation efficiency 
with wavelength, λ, relative to the tuned wavelength, λc, given by 

,2)( 21
c2 λπλJ  which is a steeper fall-off in efficiency than the )(sin c2

1 λπλ  
factor of crystal retarders (Section 2.2.1); (ii) it is not possible to construct achro-
matic PEMs as can be done for crystal waveplates and ferroelectric liquid crystals 
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Fig. 4. Schematic of PlanetPol; there is a second identical channel for measuring sky po-
larization (after Hough et al. 2006). 

 

(Section 2.3.2); (iii) the retardance of PEMs is spatially dependent, limiting the 
useful aperture; and (iv) the modulation is not square wave, reducing the polariza-
tion efficiency. Hough et al. (2006) show that for small fractional polarizations, 
where the total intensity is dominated by unpolarized flux, the modulation effi-
ciency is only 0.687. 

More recently, a polarimeter using techniques pioneered by Kemp was con-
structed at the University of Hertfordshire, specifically designed to detect the re-
flected light from exoplanets (known as PlanetPol; Hough et al. 2006). It achieves 
sensitivities of at least 10 − 6, with an absolute accuracy ~1% when used on the 
William Herschel Telescope, La Palma. Although this is a lower sensitivity than 
achieved by Kemp, PlanetPol is mounted on a conventional telescope and allow-
ance has to be made for the telescope polarization. In order to minimize telescope 
polarization PlanetPol is mounted on the unfolded Cassegrain focus of the tele-
scope, where symmetry about the optical axis should lead, in the case of mirrors 
with perfectly uniform reflectivity, to zero telescope polarization. The problem of 
telescope polarization can be very significant for high sensitivity polarimetry (Sec-
tion 2.2.3). 

PlanetPol (Fig. 4) uses a 20 kHz fused silica PEM, a 3-wedge calcite Wollas-
ton prism which provides better image quality for a given divergence of e- and o-
beams, and Avalanche Photodiode Detectors (APD) which can have a very high 
dynamic range and can be used with very bright sources. With this very fast 
modulation there is, in principle, no requirement to use a 2-beam analyzer with 
simultaneous measurements of the e- and o-beam intensities (Section 2.2.1), how-
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ever, it does provide double the throughput, very important in measuring very 
small fractional polarizations. The telescope aperture is imaged on to the detector 
using a Fabry lens, so that the illuminated patch is fixed, even if there is image 
motion in the telescope focal plane. Most measurements were made with a very 
broadband red filter covering the wavelength range from 590 nm to the detector 
cutoff at about 1000 nm. With such a broad passband the effective wavelength and 
the polarization efficiency depends on the colour of the object observed. 

Removing the telescope and instrument polarization, when measuring very 
small polarizations, presents a number of problems. Foremost is the lack of appro-
priate unpolarized standards. Astronomers have used a number of such standards 
for many years but they are only known to a level of a few ×10 – 4 (e.g. Gil-Hutton 
and Penavidez 2003). Hough et al. (2006) determined the telescope polarization 
(TP) by observing bright nearby stars (typically within 25 pc), with the telescope 
de-rotator enabled causing the TP to rotate while any interstellar polarization and 
instrument polarization are fixed. Measuring the polarization of these nearby stars 
as a function of parallactic angle will produce, in the absence of any intrinsic stel-
lar polarization and interstellar polarization, a sinusoidal curve in Q and in U with 
an amplitude equal to the TP, phase shifted by 45 degrees. A Gauss−Newton 
method (Hough et al. 2006) was used to separate the TP from any (small) intrinsic 
and/or interstellar polarization, and was found to be (16.4 ± 0.3) × 10 − 6, showing 
that the TP can be measured to an accuracy of a few parts in 107. The value of TP 
can vary with time as the uniformity of the mirror surface changes though dust and 
other contaminants, and needs to be measured for every observing run. The 
change can be as much as 50% over several months, or immediately before and 
after re-aluminizing of the mirror. Figure 5 shows the polarization for stars with 
very small interstellar and/or intrinsic polarization used to determine the TP for 
one particular observing run. As part of the observing programme, PlanetPol has 
been used to determine the linear polarization of ~50 nearby stars measured at 
parts per million (Bailey et al. 2010). 

Hough et al. (2006) report that the instrument itself has a polarization (IP) of 
~2×10− 6, measured by observing the same low polarization stars at instrument ro-
tation angles of 0° and 90° or 45° and −45°. This measures Stokes Q and −Q or U 
and –U respectively, so the results should change sign. The sum of such a pair of 
readings (after correcting for any change in TP between the readings) is equal to 
2IP. It is not easy to identify the reasons for producing the IP, although Kemp et 
al. (1987) showed that a misalignment of ϑ between the PEM and the telescope 
axis produces a linear polarization of ~0.1ϑ2, which is ~1×10 − 6 for only a 0.18° 

misalignment. 
 

2.2.  Spatial modulation 

The introduction of high quantum efficiency area detectors enabled spatial 
modulation to be used for polarimetry. In order to limit the effect of readout noise 
with CCDs, it is necessary to fill the wells, provided the linear range of the detec-
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Fig. 5. Directly measured q (top) and u (bottom) polarizations for stars that have very small 
interstellar and/or intrinsic polarization (after Hough et al. 2006). Note the expected phase 
shift of 45° between q and u (see text).  

 

tor is not exceeded. This, together with the time taken for readout, means that fast 
temporal modulation is not possible and detector exposure times might typically 
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Fig. 6. The wedged double-Wollaston for simultaneous measurement of I, Q, and U (after 
Oliva 1997). 

 

be seconds. It is possible, however, to measure polarization by spatially separating 
the two orthogonal polarization components, for example using a Wollaston 
prism. The polarization then being the difference between the two polarizations 
divided by the sum of the two (i.e. the intensity). A novel device is the double-
Wollaston (Geyer et al. 1996), and the wedged double-Wollaston (Oliva 1997; 
Pernechele et al. 2003; Kawabata et al. 2008). For the latter, the two wedges (Fig. 
6) split the pupil image, with the rays then entering two Wollaston prisms which 
have crystal axes at 45°, emerging at four different angles. The wedges, by devi-
ating the rays from the optical axis, prevent vignetting at the interface between the 
two sets of prisms. 

The combination of the two Wollaston prisms, in the pupil plane of a cam-
era/spectrometer, enables simultaneous measurements of polarized flux at 0°, 45°, 
90°, and 135° enabling I, Q, and U to be determined. An obvious attraction is that 
there are no moving parts and the device, being relatively compact, can often be 
included in an existing instrument. As I, Q, and U are determined simultaneously 
the polarimeter is less prone to tracking and guiding errors and is also well suited 
to objects that vary on short timescales. Unfortunately it is not possible to get high 
sensitivity, at best a few times 10− 3, as calibrating the relative efficiency of the 
four channels is difficult. A technique that can be used for point sources is to ro-
tate the instrument through 90°, as this swaps the 0° and 90° beams and the 45° 
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Fig. 7. Improving spatial modulation by including a variable retarder in front of a Wollas-
ton prism; in this case a rotating waveplate. 

 
and 135° beams. With extended sources the images end up on different pixels 
making the calibration depend on the flat-fielding of the detector, usually limited 
to a few tenths of a percent accuracy. Another potential problem is the presence of 
multiple reflections between the large number of surfaces. As with any polarime-
ter, in which multiple beams are imaged, a focal plane mask is needed to ensure 
there is no overlap on the detector of the different images, then requiring more 
than one exposure to cover the whole of an extended field. Another problem that 
can occur with Wollaston prisms is the lateral chromatism of the Wollaston mate-
rial; that is the wavelength dependence of birefringence, producing elongated im-
ages in the dispersion direction when using wide band filters. Particular care has to 
be taken when highly birefringent materials are used so as to make the Wollas-
ton(s) as compact as possible, as many of these have high lateral chromatism. Two 
exceptions are Lithium Yittrium Fluoride and α-Barium Borate but neither mate-
rial is easily obtained. 

 
2.2.1.  Spatial modulation with improved sensitivity 

The sensitivity of spatial modulation can be improved considerably by in-
cluding a variable retarder in front of a single Wollaston prism (Fig. 7). 

There is no loss of efficiency in using a single Wollaston as exposure times 
are half those when using a double Wollaston. Crystal waveplates have been the 
most commonly used retarders although liquid crystal variable retarders (LCVR) 
and ferroelectric liquid crystals (FLC) are increasingly used (Section 2.3). The two 
light intensities emerging from a Wollaston prism, which follows a waveplate with 
retardance δ  and whose optical axis makes an angle ψ  relative to the principal 
axis of the Wollaston, are given (Serkowski 1974) by (the lower sign has the Wol-
laston rotated by 90°): 
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for a 4λ  plate (δ = 90°): 
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for a 2λ  plate (δ = 180°): 
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The Q, U, and V can be measured using a 4λ  plate (angle ψ1) followed by a 
2λ  plate (angle ψ2): 
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Crystal waveplates can be used in step and stare mode or rotated continuously; 
relatively large plates can be made (diameter of 90 mm, or more if mosaiced), and 
can be used from 0.2 to 24 µm (using quartz, MgF2, CdSe) and in the submillime-
tre (using sapphire). They can be made achromatic, using a combination of two 
materials with different wavelength-dependence of birefringence or even super-
achromatic, using three pairs of achromats in a prescription developed by 
Pancharatnam (1955a, b), where the two outer plates have parallel fast axes, and 
the inner plate is rotated by 60°. Quartz and magnesium fluoride plates are com-
monly used, giving excellent efficiency from 0.3 µm to 1.1 µm, or even extending 
to 2.2 µm, albeit with reduced efficiency. One disadvantage of the Pancharatnam 
design is that the fast axis depends on wavelength, varying by a few degrees, but 
this can readily be calibrated. 

Disadvantages of crystal waveplates are that non-parallelism can lead to im-
age motion; and dust on the waveplates can lead to periodic modulation. Changes 
in source intensity and in (atmospheric) transparency has no effect on the polari-
zation as the e- and o-beams are imaged simultaneously. This demonstrates a very 
important advantage of polarimetry; being a differential measurement accurate po-
larimetry can be carried out even under varying conditions, although a longer time 
is needed to obtain a particular accuracy because of the potential loss of photons. 
Also, variations in sky background between exposures affect both states of polari-
zation equally, and so can be eliminated. 

In principle (for I, Q, and U) only exposures with the waveplate at 0° and 
22.5° are required. However, the two channels will have different gains (e.g. dif-
ferent pixel sensitivity), which will introduce systematic errors, producing a non-
zero signal for unpolarized light. Although flat-fielding can take account of differ-
ent gains at an accuracy of a few tenths of a per cent, more complete compensa-
tion for the different gains can be made if the modulator reverses the polarization 
states, i.e. switching the e- and o-beams between the two detectors/pixels. Taking 
exposures at 0° and 45° and 22.5° and 67.5° switches the beams and allows cali-
bration of the different gains between the two beams: I + Q and I − Q for angles 0° 
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and 45°, and I + U and I – U for 22.5° and 67.5°. Each of these intensity pairs oc-
curs in each beam of the analyzer allowing the effects of the different channel 
gains to be eliminated.  

Astronomers tend to use the so-called “ratio method” to reduce the data (Tin-
bergen 1996), eliminating common-mode noise such as atmospheric scintillation 
(subscripts 0, 22.5, 45, and 67.5 refer to e- and o- intensities measured at those 
waveplate angles):  
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This breaks down for fractional polarizations close to unity and when there is 

very poor signal to noise, when negative square roots can be encountered, and 
then the “difference method” is used: 
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For extended sources, a focal plane mask has to be used to prevent the e- and the 
o-beams overlapping and only half the field is imaged at any one exposure 

With this type of polarimeter sensitivities of ~10 − 4 can be achieved. The limi-
tation is set by rapid changes in, for example, seeing and that there are now two 
optical paths, which are likely to have different aberrations. Also, it is not easy to 
produce a high sensitivity polarimeter (e.g., 10 − 6 ) using this technique unless the 
sensitivities of the two beams are calibrated with the same precision (10 − 6 ), which 
is extremely difficult.  

When non-zero-order waveplates (e.g., those consisting of more than one 
waveplate), are used at moderate to high spectral resolution, the linear polarization 
and position angle spectrum can both show ripples. This is caused by multiple re-
flections within the waveplates and historically was removed from the data by 
identifying the separate Fourier components of the ripple in the Q and U spectra 
and interpolating through them (e.g., Adamson and Whittet 1995). Such a proce-
dure can easily result in some loss of spectral information. Aitken and Hough 
(2001) showed that a simple modification in the data taking process can eliminate 
much of the ripple. The four sets of observations used to define Q and U should be 
repeated from 90° to 157.5° and the results from observations at each angle and 
that angle plus 90° are averaged.  

 
2.2.2.  High-sensitivity polarimetry with area detectors 

As already noted, CCDs do not lend themselves to high-sensitivity 
polarimetry as long exposures are needed to minimize readout noise, hence re-
quiring slow modulation. A way of overcoming this problem is to avoid reading 
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Fig. 8. CCD array used as a photosensitive and storage device (after Keller 2002); see text 
for further information. 

 

out the array after each polarization switch and to shuffle the charge on the array, 
with the array then acting as both a detector and storage device. Povel (1995) first 
proposed that the CCD array detector is alternately divided into photo-sensitive 
rows and storage rows with the latter shielded from light by a mask (Fig. 8). 

Charges generated in the photo-sensitive rows during the first modulation 
half-cycle are shifted into the left storage row at the transition to the second modu-
lation half-cycle. The charges generated during the second modulation half-cycle 
are shifted into the right storage row at the transition to the first modulation half-
cycle. This is repeated over many modulation cycles, and the respective charges 
are integrated alternately and synchronously to the modulation. Whenever the de-
sired amount of charge has been accumulated, the charges are read out. There are 
two key requirements: the transfer time must be about a factor of 100 faster than 
the modulation frequency, and the charge transfer efficiency must be high to 
minimize the loss of charge and hence signal.  

A series of polarimeters based on this principle, called ZIMPOLs (Zurich Im-
aging Polarimeters), were developed for solar studies. One such instrument (Keller 
2002) used two PEMs at ±22.5° to an analyzer with three cameras, used to meas-
ure Q, U, and V. They have the advantage of very fast modulation (kHz), there are 
no flat fielding problems and they are capable of sensitivities ~10− 5, not quite as 
good as when PEMs are used with single element detectors. Specific disadvan-
tages are (i) the photomask reduces the efficiency by a factor of two; (ii) restric-
tion of a single CCD demodulator to only two states means losing a factor of three 
for measuring all three parameters simultaneously (this was overcome in a later 
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Fig. 9. Electron multiplying CCD (http://www.emccd.com). 

 

version (ZIMPOL II) with three out of four CCDs rows masked for storage); (iii) 
it is difficult to synchronize the exposures of each camera; and (iv) they use front-
sided illuminated CCDs which have modest quantum efficiency (QE).  

 
2.2.3.  Fast cameras 

The development of electron-multiplying CCD cameras (EMCCD, Fig. 9) has 
led to new opportunities for polarimetry. An additional section to the CCD, the 
Gain Register, provides internal gain by charge being repeatedly accelerated and 
producing secondary ionization (similar to APDs). This signal amplification 
makes readout noise negligible.  

One disadvantage, as with APDs, is that the statistical nature of the amplifica-
tion process leads to additional noise (~40%) but this can be effectively elimi-
nated by photon counting. Such cameras can be used with polarization modulators 
at speeds of tens of Hz, possibly ~100 Hz with limited pixel numbers. Although 
faster rates would be advantageous in overcoming all atmospheric fluctuations, the 
system is overall more efficient and simpler than the ZIMPOL devices. 

The Astronomical Institute at the University of Utrecht is developing a po-
larimeter, called ExPo (Extreme Polarimeter; Rodenhuis et al. 2008, Fig. 10), us-
ing an Andor EMCCD camera, synchronized with an achromatic FLC modulator 
(Section 2.3.2). The two orthogonally polarized beams will be imaged simultane-
ously onto the camera which will operate at frame rates up to ~35 Hz with frame 
transfers < 0.15 ms. The camera has 512 × 512 active pixels and will be back illu-
minated, giving a maximum QE of over 90%. The aim is to achieve sensitivities of 
10 − 5, and to do this at the Nasmyth focus at the William Herschel Telescope 
where instrumental polarization from the telescope will be a few per cent at opti-
cal wavelengths. The presence of instrument polarization is a particular problem in 
the presence of any detector non-linearity. Keller (1996) shows that for a detector 
with non-linearity of 1%, the instrument polarization needs to be <1 × 10− 3 in or-
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Fig. 10. The Extreme Polarimeter (ExPo) used on the William Herschel Telescope, La 
Palma (after Rodenhuis et al. 2008). 

 

der to achieve a fractional polarization sensitivity of 10 − 5. The Utrecht group will 
use compensating optics (reflectors and retarders) at the Nasmyth focus to signifi-
cantly reduce the telescope polarization, which otherwise would be a few per cent. 
One problem that can arise when there is significant telescope polarization, is a 
coupling between that and any detector non-linearity. This coupling is propor-
tional to intensity and can lead to strongly polarized spectral features for (unpo-
larized) strong lines (Keller 1996). 

 
2.3.  Liquid crystal modulators 

2.3.1.  Nematic liquid crystals 

The orientation of rod-like nematic liquid crystals, sandwiched between elec-
trically conducting fused silica windows which are spaced a few microns apart, 
can be changed with an applied voltage (typically up to ~20V). They can have a 
large birefringence, which is a maximum when the field is zero and the long axes 
of the molecules are parallel to the window faces (Fig. 11). They act as electrically 
variable zero-order retarders with a fixed fast axis (Jochum et al. 2003), and can 
be used in the visible and near-infrared, with clear apertures of ~40 mm. The 
modulation frequency is about 50 Hz, too low to eliminate all atmospheric effects. 
They have other disadvantages: (i) a residual retardance of ~30 nm even at high 
voltages, caused by the inability of crystals at the substrate boundary to rotate 
freely, although this can be compensated by the addition of a fixed retarder; (ii) 
the retardance changes by about –0.4% per °C, so the crystals have to be main-
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Fig. 11. Schematic of a nematic liquid crystal (after Jochum et al. 2003). 

 

tained at a constant temperature; (iii) achromatic devices cannot be produced us-
ing the Pancharatnam design (Section 2.2.1). 

 
2.3.2.  Ferroelectric liquid crystals 

These are composed of chiral molecules that can tilt away from the layer nor-
mal (the so-called smectic C* phase). When constrained between bounding plates 
with a close gap, the individual molecular polarizations line up to give an overall 
permanent polarization with two stable states for the direction of the fast axis that 
can be switched by about 45° with an externally applied field. The switching 
speed is ~150 µs, much faster than with the nematic liquid crystals and fast 
enough to eliminate most atmospheric effects for polarimetry measurements. The 
switching angle is temperature dependent, but the (zero-order) retardance, set by 
the thickness of the crystal layer, is less so. As they have a fixed retardance, com-
binations of FECs can be made achromatic using the same Pancharatnam scheme 
(Section 2.2.1) as used with crystal waveplates, and they are useable from 400 to 
750 nm (Gisler et al. 2003).  
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3.  Applications 

3.1.  Detecting reflected light from exoplanets 

One of the most exciting developments in astronomy, in recent years, has been 
the discovery of several hundred exoplanets, planets orbiting other stars (~500 as 
of November 2010; Schneider 2010). Most of these are discovered indirectly 
through radial velocity measurements, with the orbiting planet producing a wobble 
in the central star which is then measured spectroscopically. An increasing number 
of exoplanets are discovered through primary transits when the planet passes in 
front of the star, producing a decrease in brightness. Even with transits, confirma-
tion that there is one, or more, exoplanet requires verification through radial ve-
locity measurements. A few exoplanets have been imaged directly but these are 
young planets that are still sufficiently warm that they are observed through their 
intrinsic radiation, rather than through light reflected from the central star. A re-
view of exoplanet detection methods can be found in Doyle (2008). 

Detecting the reflected light from an exoplanet is very difficult and to date has 
not been achieved by any technique. The basic problem is not the intrinsic bright-
ness of the planets but rather their proximity to the central star which makes spa-
tially resolving them extremely difficult. The so-called hot-Jupiters, exoplanets 
with a mass typically that of Jupiter (MJup) but with an orbit of 0.1 AU or less, may 
never be spatially resolved in the foreseeable future. For such a system, the planet 
may be at least 104 times fainter than the star and detecting the small change in 
brightness with orbital phase is not possible, at least from the ground. In contrast, 
polarimetry, being a differential measurement, can achieve sensitivities of 10 − 6 or 
better from the ground (Section 2.1.1). If a planet has a typical maximum orbital 
polarization of ~10%, the observed fractional polarization will be ~10− 5, for a di-
lution factor of 104. The polarization will vary in a characteristic way with the or-
bital phase angle of the planet, being zero for an inclination of 90°, and at a phase 
angle of 0°. More detailed calculations, using different models for the planetary 
atmosphere, suggest typical maximum orbital polarization of a few times 10−6 
(Seager et al. 2000).  

Measuring the polarization of light scattered from a planet, as a function of 
orbital phase, can provide a great deal of information: (i) the inclination of the or-
bit i can be determined from the variation of polarization position angle with or-
bital phase (removing the imsin  uncertainty that results from radial velocity 
measurements); (ii) the fraction of light coming from the planet can be determined 
from the magnitude of peak polarization (giving information on the albedo and 
planet radius); and (iii) the size and nature of the scattering particles can be deter-
mined from the phase of peak polarization. 

The very high sensitivity polarimeter, PlanetPol, has been used to observe two 
of the earliest discovered exoplanets, 55Cnc and τBoo (Lucas et al. 2009). The 
55Cnc system (HR 3522) is a wide stellar binary with the primary (I = 5.1 mag) 
orbited by five planets. The innermost planet 55Cnc e, is thought to be a “hot Nep-
tune” imsin( = 0.034MJup), with an orbital radius 0.038 AU (period 2.817 days), 
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Fig. 12. Polarization of the 55Cnc system as a function of orbital phase angle of 55Cnc e. 
Minimum illumination at phase angle 180° (after Lucas et al. 2009). Telescope and instru-
ment polarization have been removed. 
 

and the next planet out, 55Cnc b is a hot Jupiter imsin( = 0.824MJup), with orbital 
radius 0.115 AU (period 14.65 days). The much larger orbit of 55Cnc b makes it 
less likely to be detected, although this will depend on the relative planet radii.  

Figure 12 shows the polarization of the 55Cnc system as a function of orbital 
phase angle of 55Cnc e. Lucas et al. (2009) saw no discernable orbital signal de-
spite the standard deviation in the nightly averaged IQ  and IU  being as low as 
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Fig. 13. Polarization of the τ Boo system as a function of orbital phase angle τ Boo b.  
Minimum illumination at phase angle 180° (after Lucas et al. 2009). Telescope and instru-
ment polarization have been removed. 
 

2.2 × 10 − 6. They calculated a 4σ upper limit for the geometric albedo to be 
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−− pRR  where pm is the maximum factional polarization pro-

duced by scattering of unpolarised light through 90°.  
The τBoo system is also a wide stellar binary. The primary (I = 4.0 mag), is 

orbited by one of the most massive known hot-Jupiters, τBoo b imsin( = 4.13 
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MJup, with a most likely mass of 6−7 MJup). The orbital radius is 0.0481 AU (pe-
riod 3.31 days). Figure 13 shows the polarization of τBoo as a function of orbital 
phase angle of τBoo b. Again, no orbital signature was observed, and, despite 
τBoo being brighter than 55Cnc, the standard deviation in the nightly averaged 

,IQ  IU  is 5.1 × 10− 6, over twice the value for 55Cnc.  
Lucas et al. (2009) calculated a 4σ upper limit for the geometric albedo of, 
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−− pRR  The large standard deviation in the polarization data is 
consistent with the space-based photometry by the MOST satellite which shows 
variability in the stellar flux at the relatively large millimagnitude level (Walker et 
al. 2008). A likely explanation is magnetic activity on the stellar surface that is 
linked to the massive planet which has tidally spun up at the least the outer layers 
of the star to have the same rotation period as the planet’s orbit.  

 

3.2.  Saharan dust event 

When using PanetPol to measure polarization at sensitivities of ~10− 6, it is 
necessary to very accurately measure the telescope polarization. This is achieved 
by observing a number of stars with low intrinsic and interstellar polarization 
(Section 2.1.1). Typically, many of these stars have polarizations which are at the 
level of a few times 10−6. For a few days, during observations covering over two 
weeks in April and May 2005, Bailey et al. (2008) observed that these stars had 
polarizations which had increased by up to a factor of twenty and that the increase 
was a function of the zenith angle at which the stars were observed. These in-
creased polarizations coincided with a Saharan dust event in which desert dust 
from the African continent is observed in the atmosphere over the islands. Figure 
14 shows the polarization of a number of low polarization stars measured in clear 
skies, as a function of zenith angle, and the same stars measured during the dust 
event. The increased polarization correlated well with the dust optical depth meas-
ured by the Carlsberg Meridian Telescope, sited close to the William Herschel 
Telescope, and the optical depths of the dust layer measured by the Cimel sun-
photometer in Santa Cruz on the nearby island of Tenerife (http://aeronet. 
gsfc.nasa.gov).  

The very small aperture of PlanetPol (5 arcsec in diameter), the lack of 
moonlight and simultaneous measurements made in the sky aperture of PlanetPol, 
enabled Bailey et al. (2008) to rule out scattered light as the cause of the increased 
polarization. The observations were, however, consistent with dichroic extinction 
of the starlight by Saharan dust in the atmosphere. The implication is that the dust 
must be aligned and, from the position angle of polarization the dust must be 
aligned vertically; this is an excellent demonstration of the diagnostic power of 
polarimetry. The effect is analogous to that of interstellar polarization produced by 
the passage of starlight through aligned grains in the interstellar medium. Figure 
15 shows a schematic of the passage of light through vertically aligned particles in 
the atmosphere.  
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Fig. 14. Clear sky (lower panel) and dust affected (upper panel) linear polarization as a 
function of zenith angle. The dust optical depth (τ) measured by the Carlsberg Meridian 
Telescope (CMT) is indicated for each night (after Bailey et al. 2008). 

 

The presence of vertically aligned particles, was unexpected (Ulanowski et al. 
2007) as atmospheric particles are typically oriented horizontally due to aerody-
namic forces. An exception occurs near electrically active storm clouds when ice 
crystals are thought to align vertically. Ulanowski et al. proposed that electric 
fields might be responsible for the alignment of mineral dust, although these aero-
sols are much smaller than atmospheric ice crystals and there was no evidence of 
storm clouds, and hence very high electric fields, associated with the Saharan dust 
event over La Palma. 

Ulanowski et al. calculated the probability of a prolate ellipsoidal particle, 
density 2.6 gcm−3, making an angle θ with the vertical, subject to aerodynamic 
drag and rotational Brownian motion, in the presence of an electric field. They 
show that particles with maximum dimension less than ~5 µm are randomly ori-
ented, and those with maximum dimension >25 µm are oriented horizontally. Par-
ticles with maximum dimension between 5 and 25 µm align vertically with the 
strength of the alignment depending on the strength of the electric field (Fig. 16)  

The sunphotometer measurements from Santa Cruz, Tenerife, during the dust 
event, showed the majority of particles had a diameter of the volume equivalent 
sphere up to about 10 µm. Using the T-matrix method (Mishchenko 2000), 
Ulanowski et al. (see also Bailey et al. 2008) calculated the polarization extinction 
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Fig. 15. Schematic of the passage of light through vertically aligned particles in the atmos-
phere (courtesy of Z. Ulanowski). 

 

 

 

Fig. 16. Mean orientation angle of prolate ellipsoidal particles with aspect ratio 1.5, falling 
under gravity and subjected to a vertical electric field strength shown in the figure (after 
Ulanowski et al. 2007). 

for prolate spheroids, aspect ratio 1.5 having the Aeronet particle size distribution, 
and the calculated particle orientation distribution, and showed that the observed 
polarization during the dust event could be reproduced for field strengths of 
1.5−2 kVm−1 (Fig. 17).  

Such field strengths are thought to occur in aerosol dust layers although the 
mechanism for generating the electric field is not yet clear. Ulanowski et al (2007) 
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Fig. 17. Calculated polarization as a function of zenith angle for three different field 
strengths (after Ulanowski et al. 2007). The symbols represent polarization data taken dur-
ing the dust event. 
 
 

cite two possibilities: (i) small ion scavenging, producing larger ions with reduced 
mobility − leading to decreased conductivity and higher field strengths for rela-
tively thin dust layers, although this was thought to be unlikely for this particular 
event; (ii) charging of the aerosols through tribolectric effects, enhanced by gravi-
tational separation of particles with opposite charge and different aerodynamic 
size. 

Although some details, particularly the mechanism for generating the electric 
fields are uncertain, it is clear that high-sensitivity optical polarimetry has shown, 
for the first time, that mineral aerosols can be vertically aligned in the atmosphere. 
Ulanowski et al. (2008) calculate that this can lead to a change in (i) the transmit-
ted flux of ~10% (“Venetian blind effect”); (ii) the measured phase function by 
~20%, particularly at large angles; and (iii) a change in the measured degree of 
linear polarization that would affect retrievals from satellite polarimeters such as 
PARASOL on A-Train, and the Aerosol Polarimetry Sensor (Mishchenko et al. 
2007). The event reported by Ulanowski et al was not at all unusual and La Palma 
was on the periphery of the dust event, hence the observed effect could have been 
much larger elsewhere or at other times. 

Although it has been long assumed that the atmosphere does not affect po-
larimetry measurements (air is not birefringent) it is now seen that the presence of 
atmospheric dust can produce polarization through dichroic absorption, important 
for high sensitivity polarimetry. 
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Fig. 18. Circular polarization spectra of cyanobacteria WH8101 (after Sparks et al. 2009). 
(a) Transmission circular polarization spectrum of Synechococcus WH8101 (upper curve); 
scaled version of the absorbance spectrum (lower curve). (b) Reflection circular polariza-
tion spectrum as in (a) (lower curve); scaled version of the −log10(Reflectance) (upper solid 
curve); scaled plot of linear polarization degree (upper dashed curve).  
 

3.3.  Biomarkers 

One of the holy grails of science today is the detection of life elsewhere. A 
number of possible biomarkers (Gledhill et al. 2007) have been proposed, includ-
ing the detection of oxygen, ozone, methane and chlorophyll. One unique feature 
of all life on Earth, and presumably life elsewhere, is its homochirality. All amino 
acids, except glycine, are chiral and are the building blocks for proteins, and for 
all life forms they are left-handed. Although the origin of this homochirality re-
mains a mystery (see Bailey et al. 1998; Bailey 2001; Lucas et al. 2005) it is po-
tentially an excellent biomarker. Circular polarization provides a potential method 
to remotely detect homochirality, and, in transmission, circular dichroism (the dif-
ferential absorption of left and right-handed circularly polarized light) is a very 
common technique used to study protein structure. Sparks et al. (2009) were able 
to show that the circular polarization signature can be seen in reflected light, im-
portant for remote observations. Such a signature can be seen either with incident 
unpolarized light or by the difference between incident left and right-handed cir-
cularly polarized light (Sparks et al. 2009; Martin et al. 2010). 

Sparks et al. (2009), using incident unpolarized light, as would occur for a 
planet illuminated by the central star, show that the circular polarization signature 
associated with light scattered from photosynthetic microbial organisms, is typi-
cally a few ×10− 4, for example associated with the chlorophyll feature at 680 nm 
in cyanobacteria WH8101 (Fig. 18). Martin et al. (2010), using a tuneable laser, 
and with a far-more constrained geometry than used by Sparks et al., find much 
larger degrees of circular polarization, however, detection of such a signal would 
require a lander on the planetary surface. 
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4.  Conclusions 

Polarimetry is a technique that is capable of very high sensitivity reaching 
parts per million in fractional polarization. Using single element detectors such 
sensitivities can be readily achieved, using fast temporal modulation, although 
care has to be taken to eliminate systematic effects. When used on telescopes, po-
larimeters need to account for telescope polarization. At the unfolded Cassegrain 
focus the telescope polarization is typically very low, but still needs to be deter-
mined with high accuracy, however, at the Nasymth focus it is essential to reduce 
the telescope polarization using compensating optics in order to achieve sensitivi-
ties of better than 10− 4. Using array detectors presents additional problems as fast 
modulation is difficult. One way of overcoming this is to use the CDD as both a 
detector and storage device (as with the ZIMPOL polarimeters) when sensitivities 
of 10− 5 can be achieved, using very fast modulation, although such devices are 
both relatively complex and have low efficiency. The introduction of CCDs with 
internal gain (EMCCDs) has opened up the possibility of efficient polarimeters 
with relatively fast modulation (tens of Hz using FLCs), with potentially sensitivi-
ties of 10 − 5. 

High-sensitivity polarimetry has many applications, either when the intrinsic 
polarization is low, for example the polarization produced by the passage of light 
through aligned dust aerosols in the Earth’s atmosphere, or when the polarimeter′s 
field of view contains a large amount of unpolarized flux as occurs when measur-
ing the reflected light from exoplanets that are unresolved from the central star. 
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Aerosol retrievals under partly cloudy  
conditions: challenges and perspectives   
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Abstract. There are many interesting and intriguing features of aerosols near 
clouds – many of which can be quite engaging, as well as being useful and cli-
mate-related. Exploring aerosols by means of remote sensing, in situ observations, 
and numerical modeling has piqued our curiosity and led to improved insights into 
the nature of aerosol and clouds and their complex relationship. This chapter con-
veys the outstanding issues of cloudy-sky aerosol retrievals and outlines fruitful 
connections between the remote sensing of important climate-related aerosol 
properties and other research areas such as in situ measurements and model simu-
lations. The chapter focuses mostly on treating inverse problems in the context of 
passive satellite remote sensing and how they can improve our understanding of 
the cloud-aerosol interactions. The presentation covers basics of the inverse-prob-
lem theory, reviews available approaches, and discusses their applications to 
partly cloudy situations.  

Keywords: aerosol retrieval, broken clouds, spectral reflectance, surface albedo, aircraft- and 
satellite based observations, in situ measurements, model simulations  

1.  Introduction 

Splendid blue sky with floating clouds is one of the most beautiful and vari-
able visual displays in nature; throughout the ages it has intrigued and inspired po-
ets, artists, and scholars (e.g., Stephens 2003, and references therein). Clouds vary 
in color, shape, and size – sometimes resembling brilliant-white castles with a blue 
background or a red ragged layer covering the sky during the sunset. In addition to 
being beautiful, the appearance of a cloudy sky has served as a vital visual indi-
cator of fine or destructive weather and its sudden changes. Many seminal ex-
periments in atmospheric science and related profound theoretical studies have 
been performed to understand the nature of such colorful appearances (e.g., Hey 
1983, 1985; Lilienfeld 2004). Yet, the 21st-century explanation with a long his-
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torical pedigree can be found in the meteorology and related branches of the at-
mospheric science: water in the form of drops or ice crystals and airborne particles 
(aerosols) are the most variable and remarkable components of the atmosphere. 
Their complex interactions with solar light are responsible for the appearance and 
vitality of the cloudy sky. “The physical and mathematical descriptions of these 
scattering processes have been pursued for centuries, and this work has contrib-
uted greatly to our understanding of both light and the atmosphere” (Hansen and 
Travis 1974). 

Perhaps none of recent theoretical innovations in the atmospheric science can 
overshadow in importance the development of the classical framework of electro-
magnetic scattering by macroscopic spherical particles (Mie 1908). An interesting 
and readable account of its development and evolution can be found in several re-
cent papers (e.g., Mishchenko and Travis 2008; Mishchenko 2009), which are also 
notable for debunking common “photonic” misinterpretations. Based entirely 
upon this enormously fruitful framework and its important generalizations (e.g., 
Gouesbet and Grehan 2000; Gouesbet 2009), great rigor and generality were 
achieved in the simulation of optical properties of particles with complex mor-
phologies and a wide spectrum of sizes. Moreover, with the aid of this framework, 
the vector radiative transfer equation (RTE) has been derived with elegance di-
rectly from the Maxwell equations (Mishchenko 2008, 2010). The RTE can be 
considered a language for the description of the particle–radiation interaction and 
forms the physical basis of remote sensing. The latter uses the scattering of light 
as an investigative probe (e.g., Stephens 1994; Videen et al. 2004; Kokhanovsky 
and Chylek 2011), and its countless impressive applications include a variety of 
objects ranging from tiny nanometer-sized particles (e.g., Khlebtsov et al. 2008; 
Wax and Backman 2010) to giant solar-system bodies (e.g., Kolokolova et al. 
2010; Mishchenko et al. 2010).  

Similar to the sailors of the past, who scanned the skies for hints of the up-
coming weather, the advent of space-borne instruments has allowed scientists to 
study weather and climate in ever-increasing detail. Over the past several decades, 
a wealth of satellite-based information about clouds (e.g., Rossow and Duenas 
2004; Stephens and Kummerow 2007) and atmospheric aerosols (Lee et al. 2009; 
Waquet et al. 2009) as well as their temporal and spatial changes has been ob-
tained. The first recognition of the atmospheric aerosol in cloud formation can be 
traced back to the 19th century: “Let us quote of the most important facts in the 
economy of nature, the formation of fogs and of clouds. We know the excellent 
researches upon this subject by M. Aitken; this physicist has proved by varied and 
conclusive experiments that aqueous vapor condenses in the air only in the pres-
ence of solid particles around which the invisible vapour becomes a liquid; but if 
the researches of M. Aitken have fully established the mode and the conditions of 
the formation of fogs and of clouds, they throw little light on the cause of the phe-
nomena” (Mensbrugghe 1892). Since this relationship has been in elaborate attire 
for millennia and has many important climate-related implications (e.g., Lohmann 
and Feichter 2005; Quaas et al. 2008), there is an increasing need for a better un-
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derstanding of the aerosol–cloud interactions (e.g., Small et al. 2009; Stevens and 
Feingold 2009, and references therein).  

The aerosol–cloud relationship is defined by the properties of particles in the 
environment where clouds form and involves several interactive components such 
as aerosol chemical composition, radiation, and dynamics (e.g., McComiskey et 
al. 2009; Leaitch et al. 2010). For example, cloud-related vertical drafts can trans-
port aerosol from low to higher altitudes, altering aerosol stratification in the vi-
cinity of clouds. Because clouds also transport moisture, areas near cloud edges 
can have elevated relative humidity, making hygroscopic aerosol particles swell. 
Aerosol growth can also occur via aqueous chemistry in cloud droplets. Typically, 
aerosol retrievals involve assumptions about the optical properties of hygroscopic 
aerosols. A fixed relative humidity (RH) is one of these common assumptions, and 
its application may result in large (up to 40%) errors in clear-sky aerosol optical 
depth (AOD) (e.g., Wang and Martin 2007), which is a measure of the total aero-
sol burden. Since RH exhibits large spatial and temporal changes during cloudy 
conditions, the corresponding cloudy-sky AOD errors associated with aerosol hy-
groscopicity can exceed significantly their clear-sky counterparts. In addition to 
the humidification effects, there are so-called cloud adjacency effects (e.g., Koba-
yashi et al. 2000; Varnai and Marshak 2009): the brightening of clear patches by 
nearby clouds may result in even larger (up to 140%) errors in the retrieved AOD 
(e.g., Wen et al. 2006, 2007). Moreover, subpixel cloud contamination effects may 
come from partly cloudy pixels which can be misclassified as cloud-free (e.g., 
Zhao et al. 2009). The attempts to improve AOD retrievals under cloudy condi-
tions provided a powerful stimulus to a multitude of integrated studies (e.g., Koren 
et al. 2010, and references therein).  

Interactions and feedbacks among the dynamic components mentioned above 
represent challenges that both atmospheric science and aerosol remote sensing 
face today. An integrated approach with a long-term and global-scale perspective 
is needed to improve understanding of these interactions and feedbacks. The po-
tential afforded by a greater integration across the aerosol remote sensing, in situ 
measurements, and model simulations is yet to be realized. Long-term and global-
scale observations of aerosol and cloud properties provide opportunities to analyze 
their temporal and spatial changes and to propose/validate the corresponding hy-
potheses about the complex nature of the aerosol–cloud interplay. From this point 
of view, it is extremely valuable to apply satellite-based global retrievals of aero-
sols and clouds (e.g., L’Ecuyer and Jiang 2010; Yu et al. 2010).  

The main objective of this chapter is to discuss some challenging aspects of 
the passive satellite aerosol remote sensing between clouds. The following two 
main sections cover the major topics of the cloudy-sky aerosol remote sensing, in-
cluding its basis in the inverse problem theory (Section 2), available approaches 
for reduction of the cloud-adjacency effects and suitability of these approaches to 
partly cloudy situations (Sections 2 and 3). Before we embark on a summary and 
outlook (Section 5), the merits of in situ aircraft-based aerosol measurements and 
model simulations of clouds and aerosols will be illustrated (Section 4). 
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2.  Inverse problem: outline 

Remote sensing is a very important tool in the study of the dynamics of the 
atmospheric aerosols and clouds and their interactions. The literature on this topic 
is extensive and includes several textbooks (e.g, Rodgers 2000; Doicu et al. 2010) 
and review articles (e.g., Dubovik 2004; Cairns et al. 2009; Doicu et al. 2011) 
with exhaustive account of the corresponding historical notes and recent develop-
ments. A wide range of inverse scattering problems shares a common mathemati-
cal foundation. They all require measurement data and a procedure that infers 
from them information about the model (e.g., actual values of model parameters).  

 
2.1.  Clear-sky aerosol inverse problem 

In general, the inverse scattering problem can be formulated as 

 ,)( εxFy +=  (1) 

where x  is the vector of n  variables we wish to derive, the so-called state vector, 
y  is a vector of m  measurements we make, the so-called measurement vector, ε  
is a vector of random variables that changes with every measurements (also called 
the error vector), and F  is a forward model that relates the state vector to the 
measurement vector. For an atmospheric scientist interested in the optical proper-
ties of aerosols, observations may consist, for example, of measurements of the 
polarized visible and near-infrared reflectance R  at different viewing angles and 
wavelengths.  

The adequacy of the forward model defines the quality of the retrieved pa-
rameters. The majority of current aerosol retrievals are based on one-dimensional 
(1D) scalar/vector radiative transfer (RT) calculations. In other words, it is typi-
cally assumed that ).()( D1 xFxF =  Such a model can be appropriate for a scatter-
ing medium with relatively small horizontal variations of its optical parameters. 
Many studies have demonstrated that the aerosol optical properties are character-
ized by high horizontal homogeneity, and the corresponding autocorrelation scales 
are typically range from 40 to 400 km (e.g., Anderson et al. 2003; Alexandrov et 
al. 2004). The observed high homogeneity of aerosol properties explains success-
ful application of the conventional 1D model to clear-sky aerosol retrievals. While 
the specific form of Eq. (1) depends on the problem in question, its solution typi-
cally involves lookup tables (LUTs) wherein the inversion is accomplished via in-
terpolation of observations projected onto the generated LUTs (e.g., Redemann et 
al. 2000; Stephens and Kummerov 2007). In what follows, we give an example of 
solving the inverse problem and deriving important clear-sky aerosol properties 
from polarimetric aircraft-based observations (Waquet et al. 2009) furnished by 
the NASA Research Scanning Polarimeter (Cairns et al. 1999). 

Waquet et al. (2009) apply the LUTs constructed using 1D vector RT calcula-
tions to find (i) parameters of a predefined bimodal lognormal size distribution 
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and (ii) the mode- and wavelength-dependent refractive indices. Such an applica-
tion provides the best match between measured and calculated polarized reflec-
tance at six wavelengths (412, 443, 555, 672, 865, and 1610 nm) and different 
viewing geometries with a broad angular range (±60° from nadir). For a given 
wavelength, the state vector is defined as ,,,;,,,,[ c

g
c
i

c
r

f
a

f
g

f
g

f
i

f
r DmmNDmm σ=x  

];;, PN c
a

c
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P  is the pressure level corresponding to the altitude at which the top of the aero-
sol layer is located. The state vector also includes the geometric mean diameter 

),( gD  the geometric standard deviation ),( gσ  the aerosol number concentration 
),( aN  and the real and imaginary parts of the aerosol refractive index rn(  and ,in  

respectively). Thus, this retrieval allows one to convert the polarimetric multi-an-
gle, multi-spectral aircraft-based observations into important aerosol microphysi-
cal properties and to identify the chemical composition via the retrieved refractive 
index and by source type. Similar aerosol properties can be provided by the NASA 
Glory mission (Mishchenko et al. 2007a). Waquet et al. (2009) utilized the opti-
mal nonlinear inversion framework (Rodgers 2000), which defines the most prob-
able atmospheric state by minimizing a cost function: 

 ],[][)]([)]([ 11
aa

T
a

T xxCxxxFRCxFR −−+−−= −−
εΦ  (2) 

where R  is the vector of measured polarized reflectance, ax  is a vector contain-
ing a priori information about the state vector x  and based on the aerosol clima-
tology (Dubovik et al. 2002), aC  is the covariance matrix of ,ax  εC  is the co-
variance matrix associated with errors, F  is a 1D vector RT model, and T stands 
for “transposed”. Equation (2) can be considered a least-square fit of meas-
urements, weighted by uncertainties )( εC  and a priori values ).( aC  Starting with 
an initial guess of the atmospheric state ,0xx =  a linear interpolation of the LUTs 
is applied to give first estimates of reflectances. These estimates are compared to 
the observed values, and iterations proceed via the Levenberg−Marquadt method. 
Note that applications of the optimal nonlinear inversion framework are numerous 
and include the retrievals of aerosol properties (e.g., Goering et al. 2005; Turner 
2008; Cairns et al. 2009) and atmospheric sounding (e.g., Marks and Rodgers 
1993; Engelen and Stephens 2004). 

The majority of current satellite-based aerosol retrievals involve conventional 
pixel-by-pixel inversions, the so-called Independent Pixel Approximation (IPA). 
A new multi-pixel framework has been suggested recently for a simultaneous in-
version of a large group of clear-sky pixels (Dubovik et al. 2010). The initial ap-
plication of this framework to one year of PARASOL (Polarization and Anisot-
ropy of Reflectances for Atmospheric Sciences coupled with Observations from a 
Lidar) observations over two AERONET (Aerosol Robotic Network) sites sug-
gests that it can serve as an efficient tool for gathering information about land sur-
face reflectance and important aerosol properties, such as size, shape, absorption, 
and composition as well as the aerosol layer elevation. Also, this paper by Dubo-
vik et al. can be considered an important one-source reference to major and most 
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popular inversion approaches, including the Levenberg−Marquadt method. We 
emphasize that all aerosol retrievals are currently limited to the cloud-free condi-
tions, and their generalization to cloudy-sky cases remains to be explored.  

 
2.2.  Cloudy-sky aerosol inverse problem 

In contrast to the atmospheric aerosols, clouds have complex 3D geometries 
and exhibit strong spatial and temporal variations, with cloud water content rang-
ing from several gm– 3 to zero over very short distances. For a given viewing an-
gle and wavelength ,λ  the measured reflectance for clear patches of broken 
clouds can be expressed as  

 ),(Δ)()( D3D1D3 λλλ RRR +=  (3) 

where the subscripts “3D” and “1D” define 3D and 1D components, respectively. 
The difference between the 3D and 1D reflectances, ,Δ D3R  is the so-called cloud-
induced enhancement characterizing the 3D radiative effects of clouds. Section 2.1 
outlined some popular algorithms for the conversion of the D1R  into aerosol prop-
erties. The 3D component can be estimated by using available numerical solutions 
of the 3D RTE (e.g., Marshak and Davis 2005; Mayer 2009) and 3D cloud fields 
obtained from stochastic simulations (Prigarin and Marshak 2009; Venema et al. 
2010), observations (e.g., Wen et al. 2006, 2007), and outputs of cloud models 
(e.g., Barker et al. 2004; Kassianov et al. 2009). Similar to ,D1R  D3ΔR  depends on 
the surface albedo as well as the optical properties of the molecular atmosphere 
and aerosols. Unlike ,D1R  D3ΔR  is also a function of cloud optical properties. 

Several studies dealing with both polarized (e.g., Cornert et al. 2010) and un-
polarized (e.g., Davis and Marshak 2010) RT calculations demonstrated that 3D 
cloud radiative effects can be large. In particular, it is demonstrated that “polarized 
reflectances are sensitive to 3D effects in the same way that total reflectances.” 
(Cornert et al. 2010). Below and in Section 3, we consider approaches based on 
unpolarized reflectances and outline the corresponding results. These cloud-in-
duced radiative effects can significantly contaminate aerosol retrievals in the vi-
cinity (~0.5 km) of clouds (Wen et al. 2007; Yang and Di Girolamo 2008). To ad-
dress issues associated with cloud adjacency effects and minimize their impact on 
aerosol retrievals, three different but overlapping approaches have been suggested 
recently. They are based on conditional sampling, parameterization of 3D effects, 
and multi-spectral processing, respectively. 

Conditional sampling. The first approach includes selection of clear pixels located 
far away from clouds/shadows, where D3ΔR  is relatively small (e.g., Wen et al. 
2006, 2007). Statistical analysis of the two-dimensional (2D) horizontal distribu-
tion of visible reflectances provides a population of appropriate clear pixels as a 
function of the nearest cloud distance d , which determines the range of a com-
pletely clear area from a clear pixel of interest and is defined as the distance from 
the clear pixel to the nearest cloudy pixel (Wen et al. 2006). This population de-
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creases rapidly with d, and the rate of decrease is a function of both the cloud frac-
tion (CF) and solar zenith angle (SZA). For example, for a cloud field with 
CF ~ 0.5 and SZA ~ 30°, the clear pixel population is about 5% and 1% for d >2 
km and d >3 km, respectively (Wen et al. 2007). Therefore, the existing 1D op-
erational satellite retrievals of AOD can be successfully applied for a quite limited 
number of remote (e.g., d > 2 km) clear pixels. Note that the aerosol properties of 
such “remote” pixels may differ substantially from their “near-cloud” cousins (Su 
et al. 2008; Tackett and Di Girolamo 2009; Twohy et al. 2009).  

Parameterization of 3D effects. The second approach involves the parameteriza-
tion of the 3D radiative effects of clouds on the AOD retrievals. Marshak et al. 
(2008) proposed such a parameterization based on a simple two-layer model of the 
atmosphere, with broken clouds in the lower layer and only Rayleigh scatterers in 
the upper layer, over a dark surface. This parameterization requires several cloud 
parameters, such as CF, domain-averaged cloud optical depth (COD), and the ratio 
of cloud thickness to cloud horizontal size, the so-called cloud aspect ratio (CAR). 
The first two parameters (CF and COD) can be obtained from satellite observa-
tions, such as the Moderate Resolution Imaging Spectroradiometer (MODIS) 
Cloud Product (MOD06). Since atmospheric aerosols are not included, the param-
eterization assumes that only molecular scattering is responsible for the cloud-in-
duced enhancement of reflectance near clouds. This parameterization allows one 
to approximate the domain-averaged cloud-induced enhancement as 

).CAR,COD,CF(Δ D3 fR ≈  The application of this parameterization is “limited to 
the case of low-level clouds over dark surfaces with the aerosols below the cloud 
tops and short wavelengths where molecular scattering dominates” (Marshak et al. 
2008).  

Multi-spectral processing. The third approach attempts to minimize the 3D radia-
tive effects of clouds by using multi-spectral observations of reflectance. Kas-
sianov and Ovtchinnikov (2008) proposed to exploit reflectance ratios, which are 
less sensitive to the 3D effects of clouds than the reflectances themselves. As a re-
sult, this technique, called the reflectance ratio (RR) method, provides an effective 
way to reduce substantially the impact of the 3D effects on the retrieved AOD. To 
evaluate the potential of the RR method, Kassianov et al. (2009) conducted a sen-
sitivity study and demonstrated that it has the ability to detect both “remote” and 
“nearby” clear pixels appropriate for the RR-based AOD retrievals. Such detection 
increases the number of appropriate pixels and does not require the statistical 
analysis of the 2D horizontal distribution of reflectance. Also, the sensitivity study 
suggested that the RR-based detection of clear pixels and the accuracy of AOD re-
trievals depend only weakly on the domain-averaged COD. A recently performed 
case study (Kassianov et al. 2010) demonstrates the ability of the RR method to 
retrieve AOD from high-resolution aircraft observations. The next section outlines 
the RR method and discusses its evaluation.  
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Fig. 1. Relative difference (%) (a) between the reflectances D3R  and D1R  at a wavelength 
of 470 nm and (b) between the reflectance ratios )470;660(D3ρ  and )470;660(D1ρ  (after 
Kassianov and Ovtchinnikov 2008). On the left: red color represents overestimation of the 
clear-sky reflectance due to 3D cloud effects, which is in the range from 9% to 15%. Note 
that a 10% overestimation of reflectance can result in a ~100% overestimation of the re-
trieved AOD (e.g., Wen et al. 2006, 2007). On the right: green color represents overestima-
tion of the clear-sky reflectance ratio due to 3D cloud effects, which is in the range from 
−1% to 1%. (Reproduced from Kassianov and Ovtchinnikov 2008 with permission of the 
American Geophysical Union.) 

3.  Reflectance ratio method 

In traditional aerosol retrievals, AOD is obtained from the observed reflec-
tances using pre-calculated LUTs generated by a 1D RT model for a range of ob-
servational conditions and viewing geometries (e.g., Kokhanovsky and de Leeuw 
2009). An underlying assumption in this approach is that the 1D reflectances 
closely approximate the real 3D reflectances. This assumption is violated for par-
tially cloudy scenes with a significant horizontal inhomogeneity. 

Similar to traditional aerosol retrievals, the RR method (Kassianov and 
Ovtchinnikov 2008) is also based on LUTs generated by a 1D radiative transfer 
model, but it assumes that the 1D reflectance ratio );( 12D1 λλρ  approximates the 
3D reflectance ratio ),;( 12D3 λλρ  where );( 12 λλρ  is the ratio of reflectances 

)( 2λR  and )( 1λR  at two wavelengths 2λ  and .1λ  This assumption is motivated 
by the well-known fact that clouds reflect about the same amount of sunlight re-
gardless of the wavelength: “Cloud droplets are orders of magnitude larger than 
aerosol particles. Light scattering by large cloud droplets will be spectrally neu-
tral.” (Kaufman et al. 2005). Consequently, the reflectance ratio is less sensitive to 
3D radiative effects of clouds than the reflectances themselves (Fig.1).  

The second assumption in the RR method is that the spectral behavior of AOD 
aτ  is described by a two-parameter power law: .)( αλβλτ −=a  The two parame-
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Fig. 2. Example of model reflectance ratios ρ  (after Kassianov et al. 2010). 

ters, α  and ,β  are known as the Ångström exponent and the turbidity coefficient, 
respectively. This assumption is motivated by the widespread use of different two-
parameter fits of AOD )(λτ a  in aerosol-related studies and satellite retrievals, 
such as in the MODIS, Multi-angle Imaging SpectroRadiometer (MISR), and Ad-
vanced Very High Resolution Radiometer (AHRR) operational aerosol retrieval 
algorithms (e.g., Nakajima et al. 2001; Levy et al. 2007; Kahn et al. 2005; 
Mishchenko et al. 2007b). 

In contrast to traditional aerosol retrievals, the RR-based LUTs link two re-
flectance ratios (two knowns) and the two parameters α  and β  (two unknowns). 
For given observational conditions and viewing geometry, the measurement vector 
y  has two observational components, );( 12 λλρ  and ),;( 13 λλρ  and the state vec-
tor is defined as ].,[ βα=x  We emphasize that the 1D scalar RT calculations are 
applied, thus ).()( D1 xFxF =  The RR method includes two basic steps (Kassianov 
and Ovtchinnikov 2008) related to the assumptions described above. The first step 
retrieves the parameters α  and β  from observed reflectance ratios by applying 
the first assumption. The second step uses the second assumption and estimates 

)(λτ a  by applying the retrieved parameters (α, β ) and the assumed power law. 
The selection of appropriate wavelengths ),,( 321 λλλ  is governed by the existence 
and uniqueness of the solution of the inverse problem. Graphically, the solution is 
the intersection point of two isolines of constant reflectance ratios in the (α, β) 
domain. When these isolines are nearly orthogonal over much of the (α, β) do-
main (Fig. 2), a unique solution for the (α, β) pair can be obtained (Fig. 3). 
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Fig. 3. A family of points where model reflectance ratios match their observed counter-
parts, the corresponding three-parameter polynomial fits, and the resulting solution ∗α(  
and )∗β  (after Kassianov et al. 2010). 

For partly cloudy conditions, we examined the performance of the RR method 
using a sensitivity study (Kassianov et al. 2009). Here we include two important 
illustrations of the RR performance. The RR method estimates the AOD for clear 
pixels located both far away from clouds and their shadows and pixels in the vi-
cinity of them (Fig. 4a). The ratio method is able to retrieve AOD in 20 800 pixels, 
which represents about 70% of the total population of non-cloudy pixels. Note 
that the application of the conditional sampling (Section 2) based on the nearest 
cloud distance d  for a cloud field with similar CFs (~0.5) and similar illumination 
conditions (SZA ~ 30°) yielded 5% of the clear pixel population at a distance d >2 
km (Wen et al. 2007), where the enhancement associated with 3D clouds, ,Δ D3R  
is relatively small. In other words, the traditional retrievals of AOD can be per-
formed quite accurately for 5% of the clear pixel population only, which is far less 
than 70% enabled by the RR method for similar observational conditions (Fig. 4). 
Thus, compared to the previously suggested approach based on the nearest cloud 
distance (Wen et al. 2006, 2007), the RR method increases substantially (several 
times) the number of acceptable clear pixels for which AOD retrievals can be per-
formed. This demonstrates that the RR method has the ability to (i) detect clear 
pixels, (ii) increase the “harvest” of such pixels, and (iii) estimate AOD for them. 
Overall, the RR method provides quite accurate AOD estimations (~15%) for the 
majority of clear pixels.  

Since the 3D cloud-induced enhancement increases with COD (e.g., Wen et 
al. 2007), the difference between the true and derived values of AOD (or AOD 
bias) increases with COD as well. The bias is most pronounced for sunlit pixels 
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Fig. 4. Horizontal distribution of the AOD bias for two values of the domain-averaged 
COD (after Kassianov et al. 2009). The AOD values are estimated by the RR method. In 
simulations, the direct sunlight propagates along the x-axis in the right-hand direction. The 
largest negative errors (navy and black colors) of the retrieved AOD occur in front of the 
sunlit sides of the clouds. The white color represents clouds and their shadows. (Repro-
duced from Kassianov et al. 2009 with permission of Elsevier.) 

 

located in front of large clouds (Fig. 4b). For these sunlit pixels, the cloud contri-
bution to the reflectance is significant, thus the derived AOD can be overestimated 
substantially and the negative bias of AOD can be as large as 100%. As expected, 
the histogram of the AOD bias is shifted to negative values (Fig. 5a) with in-
creasing COD. So far we have considered pixel-based differences. Figure 5b 
shows the domain-averaged values of the AOD bias using both the traditional IPA 
(Section 2) and the RR method and demonstrates that they overestimate the re-
trieved AOD (Fig. 2b). However, the IPA-based overestimation is several times 
greater than the RR-based one (Fig. 5b). Thus, compared to the IPA approach, the 
RR method is less sensitive to the 3D cloud-induced enhancement. Note that fair-
weather cumuli are typically optically thin (averaged COD ~ 10; e.g., Chiu et al. 
2010). For such clouds, the RR-based overestimation of AOD would be small 
(~10%). 

The initial evaluation of the RR method included extensive airborne and 
ground-based data sets collected during the Cloud and Land Surface Interaction 
Campaign (CLASIC) and Cumulus Humilis Aerosol Processing Study (CHAPS), 
which took place in June 2007 over the U.S. Department of Energy’s (DOE) At-
mospheric Radiation Measurement (ARM) Southern Great Plains (SGP) site (e.g., 
Ackerman and Stokes 2003). A detailed case study was performed for a day (June 
12, 2007) with single-layer shallow cumuli and a typical aerosol loading. To esti-
mate AOD for clear pixels between clouds, the RR method was applied to reflec-
tance ratios provided by the MODIS Airborne Simulator (MAS) with a high spa-
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Fig. 5. (a) Histogram and (b) domain-averaged values of the AOD bias as functions of the 
domain-averaged COD (after Kassianov et al. 2009). The domain-averaged AOD bias is 
defined by the IPA and ratio methods (b). (Reproduced from Kassianov et al. 2009 with 
permission of Elsevier.) 

tial resolution (0.05 km). Independent measurements of AOD were available from 
the aircraft-based High Spectral Resolution Lidar (HSRL) and three ground-based 
Multi-Filter Rotating Shadowband Radiometers (MFRSRs). These HSRL- and 
MFRSR-derived AODs were used for the development of a dataset to evaluate the 
RR method. Such development included temporal and spatial interpolations of the 
MFRSR-derived AODs. Uncertainties associated with this interpolation were rea-
sonably small (~20%). Then, the MFRSR-derived AOD values were interpolated 
along the MAS fight trajectory, and these interpolated values were considered as 
observational constraints for the evaluation of the RR method (Fig. 6). Compari-
sons of the RR- and MFRSR-derived AODs (Fig. 7) revealed that their mean val-
ues (along the MAS track) were in a good agreement (within 5%) at the 660-nm 
wavelength. The RR AODs were greater (by 15−30 %) than the MFRSR ones for 
the 470-nm wavelength. The opposite was true for the 870-nm wavelength. 

The focus of this and previous sections is mostly on treating the cloudy-sky 
aerosol retrieval in the context of a specific setting, namely, passive satellite re-
mote sensing. Current passive observations from satellites with systematic global 
coverage provide an opportunity for developing long-term records of basic col-
umn-integrated aerosol properties, such as AOD and Ångström exponent, mostly 
for climate-related applications. In addition to these column properties, vertical-
resolved aerosol characteristics are needed to improve our understanding of the 
cloud-aerosol interactions. These properties include the vertical profiles of micro-
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Fig. 6. AOD map obtained from the RR, HSRL, and MFRSR retrievals (colored lines; after 
Kassianov et al. 2010). Warmer colors indicate larger AODs. The RR retrieval is performed 
for the MAS-measured reflectances along MAS flight legs 10 and 11. The more Western 
RR retrieval corresponds to flight leg 10. Numbers along the colored lines denote the corre-
sponding time of day (UTC) and circles define the locations of two MFRSRs. The 
MFRSR-derived AOD is interpolated spatially and temporally to represent the AOD along 
the MAS flight trajectory (legs 10 and 11). To ease the comparison of the RR- and 
MFRSR-derived AODs, the latter are slightly shifted down and to the left (toward the 
southwest). 

physical, chemical, and optical properties. Some of them (e.g., vertical profiles of 
the aerosol extinction coefficient) can be estimated from active aircraft- and 
satellite-based observations on both clear- and cloudy-sky days (e.g., Su et al. 
2008; Tackett and Di Girolamo 2009; Twohy et al. 2009), while other properties 
are provided by in situ measurements. Typically, these aerosol properties are used 
for constraining and improving the remote sensing techniques. The next section 
offers some recent examples of in situ aerosol properties near clouds as functions 
of altitude. The use of model simulations of aerosol changes near clouds in 
support of the remote sensing studies is discussed as well. 

 
4.  Aerosol properties near clouds  

Clouds form in regions with enhanced humidity. Clouds also enhance humid-
ity around them by detraining moist air transported from below by cloud updrafts. 
Condensed water is certainly one of the main contributors to the AOD even in 
clear-sky conditions (Hegg et al. 1997). Consequently, knowing and taking into 
account both the relative humidity profile and aerosol hygroscopicity is of primary 
importance. Since aerosol hygroscopicity depends on the aerosol chemical compo-
sition, the latter is invaluable in studying the humidification impact on the re-
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Fig. 7. Spectral dependence of the domain-averaged AOD values obtained from the RR and 
MFRSR retrievals for legs 10 (top) and 11 (bottom) (after Kassianov et al. 2010). 

trieved aerosol optical properties: “…although detailed information of aerosol 
chemical composition cannot realistically be available for routine retrievals, …the 
relative mass ratios of sulfate particles, soot and water-insoluble compounds 
should be included in the retrieval algorithm” (Wang and Martin 2007).  

 
4.1.  In situ observations 

Long-term in situ observations of aerosol optical properties are performed at a 
number of sites around the world and often include measurements of the scattering 
and absorption of light by aerosols (e.g., Carrico et al. 1998; Sheridan et al. 2001; 
Quinn et al. 2002). The primary disadvantage of in situ surface measurements is 
that they do not necessarily reveal features of the aerosol above the sampling inlet. 
To address this shortcoming, research aircraft have been used to measure aerosol 
optical and chemical properties at a wide range of altitudes. Some of these studies 
have made use of relatively small light aircraft that are operated over long periods 
of time. Research flights supported by the ARM SGP site (Andrews et al. 2004) 
are an excellent of example of such flights. Measurements made during this multi-
year study have included light scattering and absorption at three wavelengths. The 
payload of such aircraft is limited, however, leading to a number of studies that 
deploy larger aircraft to measure not only the aerosol optical properties, but their 
chemical composition as well. 
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For example, during the CHAPS, the U.S. DOE Gulfstream-1 (G-1) was con-
figured to make in situ measurements of the chemical and optical properties of 
aerosols, cloud microphysics, trace gas concentrations, and meteorological vari-
ables. The flight pattern used by the G-1 included legs below, within, and above 
the cloud layer. The instrument payload involved a number of different instru-
ments to measure the aerosol optical properties, including nephelometers to meas-
ure the amount of light scattered by aerosol as well as Particle Soot Absorption 
Photometers (PSAPs) and a photo-acoustic soot spectrometer for measuring the 
amount of light absorbed by aerosol. In addition to these measurements, an Aero-
dyne aerosol mass spectrometer (AMS) was deployed. The AMS provides infor-
mation on non-refractory materials that are chemically and physically stable at 
high temperatures. A unique feature of this deployment was the use of two aerosol 
inlets, an isokinetic inlet for sampling particles in clear air and a counterflow vir-
tual impactor (CVI) inlet (Noone et al. 1993) for sampling cloud drops. A full de-
scription of the instrument payload used during the CHAPS can be found in Berg 
et al. (2009). 

Measurements of the aerosol chemical composition were made using both the 
isokinetic and CVI inlets. An example of measurements made upwind- and down-
wind of Oklahoma City below, within, and above the cloud layer made on June 
11, 2007 are shown in Fig. 8. The total aerosol mass generally decreased with 
height. Sulfate and organics dominated the non-refractory part of the aerosols up-
wind and downwind of Oklahoma City at all altitudes. The fractional amount of 
sulfate relative to the other components was smaller, while the fractional amount 
of organics was larger downwind of Oklahoma City, thereby indicating that a 
large fraction of the aerosol mass produced near Oklahoma City was organic. 
There was also an increase in the mass fraction of nitrate within the cloud drops 
sampled by the CVI.  

Additional instruments were deployed in pods mounted on the aircraft nose to 
measure the particle size distributions over a wide range of sizes. A Droplet 
Measurement Technology (DMT) Passive Cavity Aerosol Spectrometer Probe 
(PCASP-100X) was used to measure the number density for particles between 0.1 
and 3 μm in diameter. A DMT Cloud, Aerosol, and Precipitation Spectrometer 
(CAPS) was applied to measure the distribution of cloud droplets with diameters 
ranging from 0.5 to 50 μm and precipitation particles between 25 and 1550 μm in 
diameter. Using data collected by the G-1, Berg et al. (2011) found evidence of 
the so-called first aerosol indirect effect in continental shallow cumuli near Okla-
homa City, and demonstrated that pollution had a measurable impact on the cloud 
optical properties.  

Changes of aerosol optical properties can be associated with humidification 
effects as well. In particular, Perry and Hobbs (1996) observed significant humid-
ity enhancements in the clear air near isolated cumulus clouds over the northeast 
Pacific Ocean. Using instrumented aircraft, they found detectable humidity halos 
in about half of all penetrations, with halo width being highly correlated with the 
wind shear. The halo width was smallest on the upshear side (average width 0.3 
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Fig. 8. Mass fraction (mg of component species to total mg measured by the AMS) of or-
ganics (green), SO4

2– (red), NO3
– (blue), and NH4

+ (yellow) observed on 11 June 2007 up-
wind (thick bars) and downwind (thin bars) of Oklahoma City below (bottom) cloud. Acti-
vated aerosols in clouds and areas (middle) between clouds and (top) above cloud. Black 
lines on inset pictures illustrate source regions of data. (Reproduced from Berg et al. 2009 
with permission of the American Meteorological Society.) 

cloud radii) and largest on the downshear side (1.3 cloud radii). It must be noted 
that because the wind shear tends to tilt the clouds, a cloud-droplet radius deter-
mined from an aircraft penetration at any level is likely to be smaller than a verti-
cally projected droplet radius as determined, for example, by a vertically pointing 
remote sensing instrument, either orbital or ground based. Consequently, a relative 
halo width relevant to such instruments would be smaller than the above esti-
mates.  
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Recently, interest in the humidity halos has resurged owing to the recognition 
of their potential importance to the interpretation of the aerosol radiative effects 
and aerosol remote sensing (e.g., Koren et al. 2007; Twohy et al. 2009). The next 
subsection illustrates the temporal/spatial variability of humidity near clouds and 
the associated changes of aerosol properties by using model simulations. 

 
4.2.  Model simulations 

Over the past several decades, great progress has been achieved in the devel-
opment, evaluation, and application of models with an improved description of 
cloud-aerosol interactions (e.g., Khain 2009). When coupled with 3D radiative 
transfer calculations, simulations from these models can be compared realistically 
to remote-sensing observations of the cloudy atmosphere (e.g., Ovtchinnikov and 
Marchand 2007; Schmidt et al. 2009) and, therefore, can be applied to quantify 
uncertainties in aerosol retrievals (e.g., Kassianov et al. 2009). Like the measure-
ment-based reports (Wen et al. 2006, 2007), these studies have demonstrated the 
large impact of the cloud adjacency effects on aerosol retrievals. Section 3 gave 
some examples of this impact. Also, numerical models are a great tool for the in-
vestigation of the complex processes and their interactions such as variations of 
RH and the corresponding changes of aerosol optical properties. 

In an example below, a large-eddy simulation (LES) cloud model is used to 
characterize the effect of the humidity halos on aerosol extinction coefficient and 
AOD. The model is described in Fan et al. (2009) and based on the System for 
Atmospheric Modeling (SAM, Khairoutdinov and Randall 2003) coupled with the 
spectral bin microphysics for cloud particles and cloud condensation nuclei (Khain 
et al. 2004). We simulate the same June 12 case that was applied to the evaluation 
of the RR method in Section 3. The computation domain contains 192×192×128 
grid points at constant 50-meter horizontal and vertical spacing. The simulations 
span 8 hours with a 2-second time step.  

Figure 9 shows the vertical cross-section through the model domain for the 
liquid water mixing ratio and RH fields. There is a clear correlation between the 
two fields with clouds located near the middle and at the top of wider regions of 
elevated RH. It is also clear that the strongest gradient in RH is in the vertical di-
rection. Figure 10a shows that the horizontally averaged RH increases from 60% 
near the surface to the 86% maximum at the cloud base (Fig. 10b) before de-
creasing again to below 50% toward the top of the domain.  

To evaluate the effect of the elevated RH near clouds on the aerosol optical 
properties, we compare aerosol extinction coefficients at 500 nm computed in two 
ways: first, using the actual predicted relative humidity at every grid point and 
then applying the minimum RH found at each level. By comparing the profiles of 
the extinction coefficient we can isolate the effects of horizontal variability in the 
humidity associated with clouds while preserving the altitude dependency due to 
mean vertical RH stratification (Fig. 10c). At the cloud base level, the humidity 
halos act to increase extinction by up to 40% on average. Note that this estimate is 
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Fig. 9. Vertical cross sections of (a) liquid water mixing ratio and (b) relative humidity. 
Only the lowest three kilometers of the computational domain are shown to enhance de-
tails.  

an upper limit for the cloud humidification effect because downdrafts at the sides 
of the clouds bring drier air to low altitudes and the minimum RH at the lower 
level tends to be lower in the presence of clouds than it would be otherwise. En-
hanced extinction is confined primarily to a layer within 500 m of the cloud base 
level (~1 km). Consequently, the resulting effect on the column-integrated AOD is 
much smaller: the RH effect enhances the AOD by no more than 10%.  

The above estimate is consistent with several previous independent observa-
tional studies. Jeong et al. (2007) used aircraft profiles and found that the column 
aerosol humidification factor, defined as the ratio of the AOD at the ambient RH 
to that at RH = 40% throughout the column, has a mean value of 1.09 over the 
ARM SGP site. Analyses of HSRL data indicate that the AOD retrieved within 
about 0.1 km of a cloud is 8% −17% greater than that at distances > 4 km from the 
cloud (Su et al. 2008). 

Uncertainties in aerosol retrievals could arise from inappropriate assumptions 
and errors associated with the assumed/specified aerosol type and, consequently, 
with the corresponding aerosol optical properties such as AOD, phase function, 
and single-scattering albedo (e.g. Kokhanovsky et al. 2010). These properties de-
pend on the aerosol chemical composition and RH. Here we illustrated the impact 
of RH on the AOD only. Several studies demonstrated the effect of RH on other 
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Fig. 10. Profiles of (a) the mean (solid curve) and minimum (dashed curve) relative humid-
ities, (b) mean liquid water mixing ratio, and (c) aerosol extinction coefficients computed 
using the model-predicted local RH values (solid curve) and the minimum RH for each of 
the model layers (dashed curve).  

aerosol properties as well (e.g., Moosmuller et al. 2009 and references therein). In 
particular, Wang and Martin (2007) showed that the effects of aerosol hygroscop-
icity on the aerosol phase function and aerosol single-scattering albedo increase 
with RH, and these effects are sensitive to the predominant mixing state (interval 
versus external). 

 
5.  Summary and outlook 

Satellite-based passive observations of atmospheric aerosols have been per-
formed extensively for several decades around the world under various cloud-free 
conditions (e.g., Remer et al. 2008; Lee et al. 2009). Typical long-term clear-sky 
aerosol data products from widely used MODIS and MISR observations include 
the column AOD as a function of wavelength and sometimes the Ångström expo-
nent, which is a clue to the aerosol size composition. The modern strong demand 
for cloudy-sky aerosol data products together with improved cloud characteristics 
(e.g., Kaufman et al. 2005; Koren et al. 2010) brought new incentives for obtain-
ing data from partly cloudy regions, which are particularly important for aerosol–
cloud interaction projects. Although the passive clear-sky aerosol remote sensing 
has facilitated promising progress (e.g., Mishchenko et al. 2007b; van Donkelaar 
et al. 2010), an extension of existing aerosol retrievals to cloudy-sky conditions 
represents a great challenge due to the following two main factors.  
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The first one is defined by the cloud adjacency effects and their impact on 
passive aerosol retrievals. Solar light scattering by clouds makes a nearby clear 
patch look brighter, and the cloud-induced brightening is responsible for large (up 
to 140%) errors of the retrieved AOD (e.g., Wen et al. 2006, 2007). This bright-
ening is associated with the complex 3D radiative effects of clouds (e.g., Davis 
and Marshak 2010), and these effects can be reduced, at least partially, by using 
recently suggested approaches based on the conditional sampling (Wen et al. 
2006, 2007), parameterization of 3D effects (Marshak et al. 2008), and multi-
spectral processing (e.g., Kassianov and Ovtchinnikov 2008). The suggested 
approaches can be considered as the infancy stage of more sophisticated methods 
that will be developed in the future for both research and operational mapping of 
cloudy-sky aerosol inventories (e.g., Davis et al. 2010), and significant efforts 
related to the cloud adjacency and subpixel cloud contamination effects are antici-
pated. One of the most potentially important application areas for the refined 
algorithms is to reuse historical satellite acquisitions of clear- and cloudy-sky 
AODs and to reexamine the corresponding multi-year trends in the context of the 
actively discussed global brightening and dimming problem (e.g., Wild et al. 
2009). Model simulations of aerosol retrievals are shown to be extremely useful 
for assessing uncertainness in retrievals, and such modeling capabilities need to be 
maintained and expanded in the future.  

The second outstanding factor is related to large variations of RH under 
cloudy conditions and simplified assumptions about RH in aerosol retrievals. 
Since RH changes control the enhancement in light scattering due to the uptake of 
water vapor by particles, inappropriate specification of RH is responsible for the 
corresponding uncertainties in aerosol optical properties. Typically, a fixed RH is 
assumed, often causing large (up to 40%) errors in the retrieved AOD even under 
cloud-free conditions (e.g., Wang and Martin 2007). To reduce the potentially 
large uncertainties associated with the aerosol hygroscopicity, additional informa-
tion about RH, aerosol type, and chemical composition is required. This informa-
tion can be provided by complementary and near-simultaneous active aerosol re-
mote sensing (e.g., Warneke et al. 2010; Molina et al. 2010), ground-based 
retrievals (e.g., Schuster et al. 2009), in situ observations (e.g., Berg et al. 2009), 
and detailed model simulations (e.g., Jeong et al. 2007). Thus, the art and science 
for resolving this outstanding issue should involve combinations of remote sensing 
observations from various platforms, in situ measurements, and numerical mod-
eling. 

Compared to reflectance-based MODIS and MISR observations, which can 
only provide the basic aerosol properties (e.g., AOD and Ångström exponent) with 
substantial uncertainties (e.g., Li et al. 2009; Mishchenko et al. 2009), multi-spec-
tral and multi-angle polarimetric observations are able to infer critical microphysi-
cal characteristics of aerosols and their chemical composition by source type with 
improved accuracy (e.g., Waquet et al. 2009; Dubovik et al. 2010). Thus, space-
based measurements of polarized light scattered by aerosol and cloud particles 
combined with ground-based aerosol networks and in situ and model components 
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may create great opportunities of a fundamentally new understanding of aerosols 
and their interactions with clouds. Glory is a future NASA mission (Mishchenko 
et al. 2007a) that would include the Aerosol Polarimetry Sensor (APS) and offer 
enhanced aerosol retrievals from accurate multiangle photopolarimetric measure-
ments of the Earth along the satellite ground track over a broad visible and near-
infrared spectral range. The addition of the Glory spacecraft to the A-Train con-
stellation (e.g., Stephens et al. 2002; L’Ecuyer and Jiang 2010) is expected to in-
crease the unique capability of the NASA Earth Observing System and serve as a 
valuable basis for the formulation of future comprehensive satellite missions, such 
as Aerosol, Clouds and Ecosystem (ACE). The planned ACE mission would com-
bine a next-generation APS, a space-based HSRL, and a multi-band spectrometer 
with near-ultraviolet, visible, and near-infrared spectral coverage. 

Surface (e.g., Dubovik et al. 2002; Michalsky et al. 2010), maritime (e.g., 
Smirnov et al. 2009), and airborne (e.g., Redemann et al. 2009) observations pro-
vide a baseline for constraining and evaluating satellite retrievals and can be bene-
ficial for separating the two main sources of error (3D radiative effects of clouds 
and RH variability). In particular, the direct-sun retrievals of AOD between the 
clouds are insensitive to the 3D radiative effects of clouds. An example of recently 
developed next-generation sensors is the airborne Spectrometer for Sky-Scanning, 
Sun-Tracking Atmospheric Research (4STAR) developed by the NASA Ames 
Research Center in collaboration with the Pacific Northwest National Laboratory, 
which combines the sun-tracking ability of the current 14-Channel NASA Ames 
Airborne Tracking Sunphotometer (AATS-14, e.g., Redemann et al. 2005) with 
the sky-scanning ability of the ground-based AERONET sun/sky photometers. 
The 4STAR measurements can provide improved retrievals of AOD, aerosol size 
modes, and complex refractive index. When used in conjunction with com-
plementary spectral measurement of upwelling radiance, the airborne spectral 
measurements also permit the retrieval of cloud optical depth, effective radius, and 
liquid/ice fraction. Several exciting field campaigns (including the ARM-sup-
ported Two-Column Aerosol Project in 2012) are planned with both the observa-
tional and modeling perspective. These campaigns will make extensive use of the 
impressive achievement in the development of next-generation sensors with di-
verse observational capabilities and expected significant improvements in inverse 
algorithms.  

There is a legendary story that King Arthur’s sister Morgan le Fay possessed 
the ability to create castles in the air. Tiny atmospheric particles share this ability 
to build clouds and appear to be the critical factor in determining the beautiful ap-
pearance of clouds. Moreover, these particles play a critical role in a wide range of 
optical and radiative phenomena associated with clouds. The understanding of this 
ability of aerosol had been elusive for centuries. The advent of new and enhanced 
sensors and instruments together with awe-inspiring improvements in inverse-al-
gorithms and model simulations are expected to lead to the discovery of hidden 
phenomena which unite aerosol and clouds and tear away the veil of mystery. 
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Abstract. The history of astrophysical polarimetry in Ukraine since the mid 1920s 
is broadly outlined. It is demonstrated that Ukrainian scientists have made funda-
mental contributions to the development and implementation of polarimetric 
methods in astrophysical research, including polarimetric measurement tech-
niques, registration and data reduction methodologies, and a rigorous theory of 
electromagnetic scattering by particulate media. They have also carried out exten-
sive polarimetric observations of numerous celestial objects and contributed to 
their physically-based interpretation. 
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tromagnetic scattering, observations and interpretations 

1.  Introduction 

The definitive discovery of the electromagnetic wave nature of light by James 
Clerk Maxwell (see Maxwell 1891) has enabled the study of not only the simplest 
scalar attribute of light (the intensity or brightness), but also its “vectorial” pa-
rameters, i.e., the degree and orientation of linear polarization and the degree and 
helicity of circular polarization (Stokes 1852). Different types of scattering parti-
cles (e.g., aerosols, haze particles, ice crystals, and dust with different composi-
tions and morphologies) exhibit characteristic polarization properties in the scat-
tered, transmitted, and emitted light (Hansen and Travis 1974; Mishchenko et al. 
2002, 2010). As a consequence, polarimetric observations can provide valuable in-
formation on the nature of scattering particles and ambient physical processes that 
cannot be retrieved from other types of observation. However, only in the first half 
of the 19th century polarimetry ceased to be an exclusively laboratory method of 
research. Polarization was discovered for the light scattered by celestial bodies 
such as the Moon (1811) and comets (1819) (Arago 1854–1857). The work by 
Lyot (1929) contributed profoundly to polarimetry of planets, planetary satellites, 
and Saturn’s rings. For the first time, he demonstrated the presence of the negative 
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Fig. 1. From left to right: Grigory A. Shain (1892−1956), Nikolai P. Barabashov (1894−  
1971), and Nikolay M. Shakhovskoy (1931−2011). 

 
polarization branch (NPB) at small phase angles for the Moon. In the late 1940s, 
Hiltner (1949), Hall (1949), and Dombrovsky (1949) discovered independently 
that light from many stars is partly linearly polarized. 

Nevertheless, until the mid 1950s only a handful of astrophysicists worked in 
the field of polarimetry. The instrumentation was simple, and the accuracy on the 
order of ±0.2% was typical. It was even worse than the accuracy of Lyot’s visual 
polarimetry, which was on the order of ± 0.1%. Despite offering the obvious bene-
fit of quadrupling the number of observable parameters, polarimetry had not been 
widely applied for two reasons. The accuracy of polarization measurements was 
insufficient, and the interpretation of measurement data had suffered from the lack 
of a proper theoretical understanding of the relevant scattering, absorption, and 
emission phenomena. Efficient practical applications of high-precision po-
larimetry became possible only after the advent of the photoelectric technique and 
the development of adequate physically-based theoretical tools. At present, astro-
physical polarimetry―along with polarimetric remote sensing and polarimetric 
laboratory characterization― is a thriving area of research, as this volume vividly 
demonstrates.  

Ukrainian astrophysicists have contributed profoundly to polarimetry as an in-
dependent and uniquely informative method of remote-sensing and laboratory re-
search, as will be outlined in the following sections. Our objective is not to present 
a comprehensive survey of numerous, multi-decadal studies but rather to summa-
rize the most important developments according to our personal and, thus, some-
what subjective viewpoint.  

 
2.  Development of techniques and methodologies of polarimetric              

measurements and observations 

2.1.  Polarimeters for telescopic observations 

Active applications of polarimetry in astrophysics began in the mid 20th cen-
tury. The first director of the Crimean Astrophysical Observatory (CrAO) 
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Fig. 2. 2.6-m (left) and 1.25-m CrAO telescopes used for polarimetric observations. 

 
G. A. Shain (Fig. 1) identified a correlation between the orientations of filaments 
in diffuse nebulae and the plane of polarization of neighboring stars and suggested 
that it could be caused by a global magnetic field of our Galaxy (Shain 1955). 
Shain determined the general structure of the magnetic field and obtained one of 
the first estimates of its strength; the latter agrees well with more recent assess-
ments. Shain et al. (1955) used photographic techniques and the 0.4-m CrAO 
astrograph to study the Crab nebula and showed that its light is polarized, the po-
larization being different for different parts of the nebula. This result provided an 
independent demonstration of the synchrotron nature of the emitted radiation and 
the complex morphology of the magnetic field of the nebula. 

Systematic polarization observations in Ukraine began in the early 1960s. 
Measurements of circular polarization were identified as an effective method of 
study of the magnetic fields of the Sun and bright stars based on the Zeeman ef-
fect. CrAO astrophysicists Nikulin et al. (1958) and Severny (1970) developed the 
technique of solar magnetography. Specifically, they placed a combination of an 
ADP crystal and a polaroid behind the entrance slit of the spectrograph mounted at 
a solar telescope. Measurements of the difference between the left- and right-hand 
circularly polarized intensity components of the profiles of magnetically sensitive 
spectral lines proved to be efficient in systematic recordings (since 1967) of the 
general magnetic field of the Sun. This method was successfully implemented on 
the Coude spectrograph of the 2.6-m CrAO telescope (Fig. 2) for the measurement 
of magnetic fields (30–300 Gauss) of certain bright stars (Severny 1970; Severny 
et al. 1974).  
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The development of a dual-beam polarimeter with an acousto-optical modu-
lator became the next stage in the measurement of stellar magnetic fields (Weiss et 
al. 1990). This method is based on observations of circular polarization in the 
wings of the Hβ line and has been shown to enable reliable measurements of mag-
netic fields of about 500–1000 Gauss for stars as faint as 7–8 mag. Currently, the 
measurements of stellar magnetic fields are performed by using a polarization ana-
lyser (Stokes-meter) (Plachinda 1997). The instrument consists of an entrance re-
tarding achromatic 90°-step quarter-wave plate, an Iceland spar plate, and an exit 
achromatic quarter-wave plate mounted in front of the entrance slit of the spectro-
graph in the Coude focus of the 2.6-m telescope. During two successive exposures 
using two orientations (0° and 90°) of the entrance quarter-wave plate, the contour 
of a spectral line detected in right- and left-hand circular polarizations is sequen-
tially projected onto the same part of the CCD receiver.  

In 1960s, measurements of linear polarization for different objects were car-
ried out with the CrAO integrating polarimeter by Shakhovskoy and Dimov 
(1962) and with an automatic polarimeter of the Main Astronomical Observatory 
(MAO) of the National Academy of Sciences of Ukraine by O. I. Bugaenko using 
an analog registration technique and a slowly rotating polaroid. Since 1968, the 
polarimeters of these observatories have been substantially modernised for opera-
tion in the photon-counting mode using the principle of synchronous detection 
(Bugaenko et al. 1968; Shakhovskoy and Efimov 1972, 1976).  

An important stage in the advancement of astrophysical polarimetry was the 
development of instruments capable of measuring circular polarization. However, 
the truly widespread use of polarimeters allowing one to measure both linear and 
circular polarization of light became possible in 1991–92 owing to the emergence 
of achromatic phase plates designed by Kucherov (1985). Kucherov developed a 
general theory of multicomponent superachromatic retarders that can be used to 
design optical systems with any degree of achromatism by including a sufficiently 
large number of combinations of optical components.  

Crimean astrophysics, in collaboration with astrophysics from the Institute of 
Astronomy of the Odessa National University (hereinafter OIA), modified the sin-
gle-channel polarimeter of the 2.6-m CrAO telescope (Shakhovskoy et al. 2001). 
The polaroid was replaced with a rotating achromatic quarter-wave phase plate 
followed by a fixed polaroid and, in the most recent modification, the Glan prism.  

The installation of the 1.25-m telescope (Fig. 2) and the availability of the 
five-channel photopolarimeter of the Helsinki University Observatory (Piirola 
1988) have dramatically expanded the range of polarimetric observations in 
CrAO. Polarization measurements can be performed simultaneously in five spec-
tral channels U, B, V, R, and I. The software package used in the registration of 
data was further improved by Berdyugin and Shakhovskoy (1993). 

An original spectropolarimeter called “Planetary Patrol” includes a rotating 
plate causing a 127° phase shift (Kucherov 1986), thereby allowing one to per-
form measurements of linear and circular polarization with the same efficiency. 
This instrument was designed and built in MAO (Bugaenko and Gural’chuk 1985) 



 Astrophysical polarimetry in Ukraine 237 

and was used to collect a large volume of polarimetric and photometric data for 
comet 1P/Halley in the framework of the International Halley Watch Program at 
the 0.6-m telescope of the Soviet–Bolivian Astronomical Observatory in Tarija, 
Bolivia. Recently, this spectropolarimeter has been significantly modernized 
(Vid’machenko et al. 2004). The new photomultiplier allows one to collect data in 
the extended spectral range 330 – 1060 nm. The software has also been improved, 
allowing one to control the instrument from a personal computer. Most recently a 
new project was initiated with the purpose of designing and building a spectropo-
larimeter for ground-based observations accompanying the space experiment 
“Planetary Monitoring” (Vid’machenko et al. 2007).  

Polarimetric instruments and methods of polarimetric observations have also 
been developed in the Institute of Astronomy of the Kharkiv V. N. Karazin Na-
tional University (hereinafter KhIA). Since 1983, polarimetry of asteroids has 
been carried out in collaboration with scientists from CrAO and the Institute of 
Astrophysics of the Academy of Sciences of Tadjikistan using the 1.25-m reflector 
and a 1.0-m RCC telescope, respectively. Since 1995, regular observations of as-
teroids, comets, and planetary satellites have been carried out with a single-chan-
nel photopolarimeter mounted at a 0.7-m reflecting telescope. The polarimeter 
used and the polarimetric observation techniques are similar to those developed in 
CrAO (Kiselev and Velichko 1997). Korokhin et al. (1993, 2000) have developed 
methods, instrumentation, and original software packages for polarimetric obser-
vations of the Sun, the Moon, and Jupiter using CCD matrices.  

 
2.2.  Polarimeters for laboratory measurements 

Besides polarimeters intended for telescopic observations, МАО scientists 
have developed instrumentation for laboratory polarization measurements. These 
laboratory setups have been used extensively for the study of polarization charac-
teristics of different terrestrial and man-made particulate surfaces (Degtjarev and 
Kolokolova 1990; Degtjarev et al. 1992). 

Laboratory simulations of light scattering by regolith surfaces have become 
one of the main foci of research at KhIA. It is well known that the phase-angle de-
pendence of the Stokes parameters of the reflected light carries important infor-
mation on macro- and microphysical properties of particulate surfaces. To exploit 
this information content, the Kharkiv astrophysicists have developed several gen-
erations of laboratory polarimetric goniometers, including a unique instrument 
working at extremely small phase angles, down to 0.008° (Fig. 3; Shkuratov and 
Ovcharenko 2002a; Shkuratov et al. 2008a,c). 

 
2.3.  Space-borne polarimeters  

In 1974, CrAO scientists in collaboration with their Swedish colleagues de-
veloped a spectrometer–polarimeter intended to record polarization in the 120–
150 nm region of the solar spectrum. It was launched onboard the satellite Inter-
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Fig. 3. KhIA photometer–polarimeter operating at extremely small phase angles. 

cosmos-16 on 27 July 1976. The experiment demonstrated that Lyman-α polariza-
tion measurements of the solar limb can be a useful diagnostic tool for the study of 
chromospheric and coronal magnetic fields of the Sun (Stenflo et al. 1980). 

MAO and CrAO scientists proposed an innovative design of a low-spectral-
resolution ultraviolet spectropolarimeter (UVSPEPOL) without a slit intended for use 
on space missions (Кucherov et al. 1997; Yefimov 2004). The instrument design in-
volves original optical elements. Unlike the conventional classical scheme, the rotat-
ing superachromatic quarter-wave phase plate is followed by a composite Wollaston 
prism with two off-centered elements and deformed surfaces. This prism functions as 
the dispersive element as well as the polarization analyzer. This allows one to obtain 
two spectra with orthogonal polarization directions on one CCD image. UVSPEPOL 
was designed for the orbital telescope Т-170. A ground-based prototype of this spec-
tropolarimeter has also been built.  

In recent years, MAO scientists have proposed several projects involving ultra-
violet spectropolarimeters intended for planetary monitoring onboard the Interna-
tional Space Station (Ivanov et al. 2002, 2004) as well as for the study of terres-
trial stratospheric aerosols from a microsatellite “UMS-1” (Nevodovskij et al. 
2004; Nevodovsky and Morozhenko 2009). 

 
2.4.  Experimental methodologies, analysis techniques, and observational            

programs  

The development of polarimetric instrumentation in Ukraine has been accom-
panied by the development of basic principles of polarimetric measurements, de-
tection and registration methodologies, and data processing algorithms as well as 
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their practical implementation. Polarimetric measurements have several distinctive 
features, the most important one being that the difference between two intensity 
components can be very small compared to the intensities themselves. Further-
more, one needs to correct very carefully for instrumental and atmospheric effects 
distorting the measurement results. There are also significant differences in the 
measurement processes and data reduction. Great attention has, therefore, been 
paid to the analysis of random and systematic errors of polarimetric measure-
ments. Efimov (1970) and Shakhovskoy (1971) performed a detailed study of 
common sources of random and systematic errors and their effects on the resulting 
polarimetric accuracy. The reduction of polarimetric data and practical aspects of 
measurements of linear and circular polarization of light scattered by celestial 
bodies have been discussed by Shakhovskoy and Efimov (1972, 1976), Bugaenko 
and Gural’chuk (1985), Berdyugin and Shakhovskoy (1993), and Shakhovskoy et 
al. (2001). Practical implementations of the theory of multicomponent super-
achromatic retarders, methods and specific aspects of polarimetric observations of 
satellites and comets as well as stellar occultations by comets have been summa-
rized in Mishchenko et al. (2010).  

As a result of these scientific and engineering developments, several centers 
of polarimetric research (CrAO, MAO, KhIA, and OIA) have been very active in 
Ukraine since the 1960s. Polarimetric studies in CrAO have included the follow-
ing:  

• development of polarimetric instrumentation and measurement methodolo-
gies;  

• development of theory and data reduction techniques;  
• observations of different types of variable stars, nebulae, and galaxies; and 
• observations of planetary satellites, asteroids, and comets (in collaboration 

with KhIA and MAO). 
Research programs in MAO have primarily been focused on: 

• development of polarimetric instrumentation and methods of polarization 
measurements;  

• development of fundamental theory of electromagnetic scattering and data 
interpretation; and  

• polarimetric studies of various solar-system bodies (planets, planetary satel-
lites, asteroids, and comets). 

The foci of polarimetric research at KhIA have been the following: 
• development of polarimetric instrumentation;  
• theoretical studies, computer modeling, and laboratory simulations of light 

scattering by regolith surfaces; and  
• studies of polarimetric properties of planets and comets as well as of atmos-

phereless solar-system bodies (ASSBs) such as the Moon, asteroids, and 
trans-Neptunian objects (TNOs). 

Finally, polarimetric investigations at OIA have focused on the study of cataclys-
mic variable stars, in collaboration with the CrAO colleagues.  
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Less systematic polarization studies, mostly of comets, have been performed 
at the Astronomical Observatory of the T. G. Shevchenko Kyiv National Univer-
sity (e.g., Churyumov et al. 1986).  
 
3.  Multi-decadal observational programs and physically-based data analyses  

3.1.  The Moon and other planetary satellites 

Apparently the first polarimetric observations in Ukraine were carried out by 
N. P. Barabashov (Fig. 1) at KhIA in 1923 (Barabaschoff 1926). He measured po-
larization for different areas of the Moon with a Cornu polarimeter mounted at a 
3-inch reflector and compared his results with laboratory data for different terres-
trial powders. Thus Barabashov, in essence, pioneered the technique of compari-
sons of the observed scattering properties of ASSBs with those of appropriately 
selected laboratory analogues. In more recent studies (e.g., Akimov et al. 1985; 
Shkuratov and Ovcharenko 2002b), measurements of the scattering phase function 
and the degree of linear polarization have been carried out for a wide range of 
samples: from terrestrial and meteoritic ones to lunar soils.  

The most important area of lunar research in KhIA over the past several dec-
ades has been the synthesis of images or maps of the Moon for different photomet-
ric and polarization parameters and analyses of their correlation with properties of 
the lunar regolith. For example, Shkuratov et al. (1980) identified a relationship 
between structural characteristics of the lunar surface (such as porosity and the 
median particle size) and deviations from the line of regression of the cross-cor-
relation dependence “albedo (A) versus degree of linear polarization (P)”. A pho-
topolarimetric catalogue of particular lunar details was compiled by Opanasenko 
and Shkuratov (1994). Opanasenko et al. (1994) composed the first image of the 
lunar surface in terms of the distribution of the minimum-polarization parameter 
(Рmin). Maps (at the 88° phase angle) of the lunar brightness, degree of polariza-
tion, and a parameter representing the median particle size of the lunar regolith 
were compiled by Shkuratov et al. (2008b). The first two maps strongly anti-cor-
relate, thereby exhibiting the famous so-called Umov effect. The latter map dem-
onstrates that the surfaces of lunar continents are, on average, more fine-grained, 
while bright young craters are covered with medium-sized regolith grains indica-
tive of relatively immature soils. 

The search for common polarimetric features typical of high-albedo planetary 
satellites observed near opposition has become one of the principal foci of astro-
physical research in Ukraine, the main stimulus coming from physically-based 
theoretical studies of the effect of coherent backscattering (CB; Mishchenko 
1992a,b, 1993). Observations during the 2000 and 2008 oppositions (Rosenbush 
and Kiselev 2005; Kiselev et al. 2009) have fully corroborated the earlier conclu-
sion by Rosenbush et al. (1997a) that the Jovian satellites Io, Europa, and Gany-
mede exhibit a pronounced and narrow secondary minimum of polarization at 
phase angles smaller than 2° superposed on a regular NPB typical of the majority 
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of ASSBs. This result constitutes the observational discovery of the polarization 
opposition effect (POE) predicted theoretically by Mishchenko (1993). The si-
multaneous presence of the pronounced and narrow brightness opposition effect 
(BOE) and POE for the high-albedo satellites suggests that a significant fraction of 
the satellite surfaces is covered with fine-grained material causing strong CB 
(Mishchenko et al. 2006a).  

Rosenbush (2002) developed a method for the separation of phase-angle and 
longitudinal dependences of polarization for another Jovian satellite, Callisto. This 
method enables one to study the distribution of albedo over satellite surfaces. The 
application of this technique to Callisto revealed no POE. 

 
3.2.  Asteroids, trans-Neptunian objects, and comets 

Regular and systematic polarimetric observations of asteroids began in 1983 
and have been carried out at KhIA in collaboration with CrAO, MAO, the Sanglok 
Observatory (Tadjikistan; features a 1-m telescope), the Peak Terskol Observatory 
(Russia; 2-m telescope), the Complejo Astronomico El Leoncito (Argentina; 2.15-
m telescope), the European Southern Observatory (ESO, Chile; 8.2-m telescope), 
and other astronomical organizations. Over the past 25 years, polarimetric data for 
~ 200 asteroids of different sizes and types, 10 of which are near-Earth asteroids 
(NEAs), have been accumulated. These numbers represent ~ 70% of all asteroids 
and ~ 70% of all NEAs studied by means of polarimetry. The main foci of re-
search have been the measurement of polarization phase curves, the study of opti-
cal and geometrical characteristics of asteroids, the asteroid type classification, 
analyses of the spectral behavior of polarization, observations of NEAs over a 
wide range of illumination–observation geometries, the identification and analysis 
of asteroids with anomalous characteristics, etc.  

These results, combined with data from the Asteroid Polarimetric Database 
(Lupishko and Vasil’ev 2008), allow one to derive and analyze the average pa-
rameters of the phase dependence of polarization―Pmin, minα  (the phase angle of 
minimal polarization), invα  (the inversion phase angle), and the polarimetric slope 
h at the inversion phase angle― for basic F-, C-, M-, S-, A-, and E-type asteroids 
(Lupishko 1997; Belskaya 2007). In general, asteroids from the same composi-
tional type show very similar values of the respective polarimetric parameters. 
However, ~ 10% of asteroids studied so far have been found to exhibit significant 
deviations of their polarization phase curves from the average polarization curves 
of their respective compositional types (Mishchenko et al. 2010, and references 
therein). It has been found that the inversion angles invα  of asteroids cover a wide 
range of phase angles from uniquely small, ~14° for (419) Aurelia (F-type), to 
uniquely large, ~ 28° for (234) Barbara (S-type) (Belskaya et al. 2005; Cellino et 
al. 2006). Furthermore, it has been shown that the minimal polarization values 
Рmin for these asteroids violate significantly the well-known correlation “Рmin –
albedo”. The anomalous polarimetric properties of these asteroids could be related 
to their specific surface compositions.  
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It has been shown that the wavelength dependence of Pmin is primarily defined 
by the asteroid type, although the variability within a specific asteroid type can be 
significant. Belskaya et al. (1989) measured Pmin(λ) in the laboratory for samples 
of 15 different meteorites as well as for 4 samples of terrestrial silicates (olivine, 
bronzite, hypersthene, and hedenbergite). The measurement results have shown 
that asteroids of the basic types and their meteoritic analogues have similar spec-
tral dependences of Pmin. This result is important both for establishing a genetic re-
lationship between asteroids and meteorites and for a more reliable classification 
of asteroids into types. While the absolute value of Pmin for S-type asteroids in-
creases with wavelength, the positive polarization becomes substantially weaker. 
On the other hand, the spectral dependence of polarization for C-type asteroids 
(2100) Ra-Shalom (Kiselev et al. 1999) and (1580) Betulia (Tedesco et al. 1978) 
reveals no inversion: both the negative and positive branches of polarization be-
come slightly weaker with wavelength. 

Belskaya and Lupishko with colleagues carried out polarization studies of as-
teroids (1) Ceres, (4) Vesta, (21) Lutetia, and (2867) Steins, which are the targets 
of the NASA and the ESA space missions “Dawn” and “Rosetta”, respectively. 
Belskaya et al. (1987) identified a unique feature of Ceres: a monotonous increase 
of the orientation angle of the polarization plane with wavelength. Lupishko et al. 
(1992) hypothesized that this effect can be related to a thin gaseous (e.g., water 
loss?) or gas–dust shell around Ceres. However, it seems more likely that the ob-
served polarization effect is related to the existence of H2O hoarfrost on the Ceres’ 
surface near one of its poles. Simultaneous photometric and polarimetric observa-
tions of Vesta, performed by Kiselev and Morozhenko in Bolivia, revealed an in-
verse correlation of the degree of negative polarization and the asteroid brightness 
(Lupishko et al. 1988). It is recognized now that Vesta’s lightcurve is controlled 
primarily by the spatial distribution of the surface albedo. Therefore, the inverse 
polarization–brightness correlation observed for Vesta extends the validity of the 
well-known Umov law to the case of negative polarization. Polarimetric observa-
tions of Steins were carried out by Fornasier et al. (2006) with the 8.2-m VLT 
(ESO, Chile) in the phase-angle range from 10.3° to 28.3°. By using the empirical 
relation “polarimetric slope–albedo”, the geometric albedo in the V band was esti-
mated to be pV = 0.45 ± 0.10.  

The main objective of observations of potentially hazardous asteroids has 
been to estimate their polarization characteristics, albedos, and sizes. The Apollo-
group object (23817) 2000 PN9 approached the Earth to within 0.02 AU in March 
of 2006. Polarimetric observations by Belskaya et al. (2009) revealed the maximal 
polarization value Р = 7.7% at phase angles in the range 90°–115°, which agrees 
very well with observations of two other S-type NEAs (1685) Toro and (4179) 
Тоutatis. In December of 2001, asteroid (33342) 1998 WT24 from the Aten group 
passed at a distance of 0.0125 AU of the Earth. The resulting brightness and po-
larization phase curves allowed a reliable identification of this object as a high-
albedo E-type asteroid as well as the determination of its basic characteristics 
(Рmax = 1.6% – 1.8%, maxα = 72° – 80°, sizes 420×330 m, and albedo pV = 0.43; 
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Kiselev et al. 2002). The albedo and size were also estimated from polarimetry of 
asteroid (144898) 2004 VD17 (De Luise et al. 2007). The relatively small polariza-
tion P = 2.35% measured at a large phase angle of α  = 76.8° is indicative of a 
high-albedo E-type asteroid. These results agree very well with data available for 
NEA (33342) 1998 WT24.  

The totality of NEA observations allows one to conclude that Рmax in the V fil-
ter can reach values 8.5% – 10.5% and ≈2% for S- and E-type asteroids, respec-
tively. The angle of maximal positive polarization for the E-type asteroids is un-
expectedly small: maxα ≈ 76°, compared to 110° for S-type asteroids. The applica-
tion of the Geake and Dollfus (1986) calibration to the measured values of h and 
Pmax yielded an estimate of the average size of surface regolith particles of ~ 25 
μm (Kiselev et al. 1990, 2002).  

The theoretical prediction of the POE by Mishchenko (1993) stimulated sys-
tematic observations of high-albedo asteroids intended to verify the presence of a 
narrow secondary minimum of polarization near the exact backscattering direction 
accompanying an equally narrow BOE peak. POE has been found for asteroids 
(64) Angelina and (44) Nysa (Rosenbush et al. 2005, 2009). These objects were 
intentionally selected for the search of POE since they are high-albedo bodies for 
which a spike-like BOE had been previously found by Harris et al. (1989). 

The polarimetric method for the determination of asteroid albedos is based on 
empirical linear relations between the polarimetric slope h or the depth of the NPB 
Pmin on one hand and the asteroid geometric albedo pV on the other hand: log pV = 
A logh + B and log pV = C log |Pmin| + D. The values of the constants were deter-
mined using laboratory measurements of meteorite samples (Zellner and Gradie 
1976; Zellner et al. 1977). New empirical relations were obtained by Lupishko and 
Mohamed (1996) using data on IRAS-based albedos, occultation albedos, ground-
based radiometric albedos, and their own observations of many asteroids. These 
relations allow one to determine the values of the constants A, B, C, and D more 
accurately. 

I. N. Belskaya and her collaborators on the international team using telescopes 
from the 8 –10-m class have carried out polarimetric studies of Centaurs and 
TNOs. Nine objects were selected: dwarf planets (136199) Eris and (136108) 
Haumea, classical objects (20000) Varuna and (50000) Quaoar, a resonant object 
(38628) Huya, a scattered-disk object (26375) 1999 DE9, and Centaurs (2060) 
Chiron, (5145) Pholus, and (1019) Chariklo. Two different types of behavior of 
the polarization phase dependence for TNOs have been found: a slowly changing 
negative polarization for the largest objects (Pluto, Eris, Quaoar) and a rapidly 
changing negative polarization (a ∼1% /deg slope in the phase-angle range 0.1°–
1°) for smaller TNOs (Ixion, Varuna, Huya, and 1999 DE9) (Belskaya et al. 2008; 
Bagnulo et al. 2008; Mishchenko et al. 2010, and references therein). Centaurs ex-
hibit a great diversity of polarization properties (Belskaya et al. 2010). All TNOs 
with diameters smaller than 750 km possess similar polarization properties despite 
the fact that they have different albedos and belong to different dynamic groups. 
The larger objects have a higher albedo than the smaller ones, and have the capa-
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bility of retaining volatiles such as CO, N2, and CH4. Both facts can be linked to 
their different polarimetric behavior compared to smaller objects (Bagnulo et al. 
2008). 

Extensive multi-decadal measurements of the degrees of linear and circular 
polarization of comets as functions of the phase angle and wavelength in maxi-
mally wide ranges of observation geometries have been carried out at KhIA, 
MAO, and CrAO (Kiselev 2003; Rosenbush 2006; and references therein). Two 
typical linear-polarization phase curves have been identified, specifically, those of 
dust-rich comets with a high positive-polarization maximum and gas-rich comets 
with a low maximum. It has been demonstrated that the apparent segregation of 
comets into two groups―dust-rich and gas-rich―based on polarimetric data at 
large phase angles is an artifact caused by the low spatial and spectral resolution 
of the instrumentation traditionally used in cometary observations (Kiselev et al. 
2004; Jockes et al. 2005). This conclusion has led to the following binary classi-
fication of comets (Kolokolova et al. 2007). Type I comets exhibit strong polariza-
tion of scattered light coming from the circumnuclear area, weak or no silicate 
emissions, and a concentration of compact aggregate dust particles in the vicinity 
of the nucleus. This class is populated by short-period comets which have experi-
enced a relatively long exposure to intense solar insolation. Type II comets exhibit 
strong silicate emissions and strong polarization throughout their extended dusty 
atmospheres composed of fluffy aggregate particles.  

The degree of linear polarization measured for comet С/1995 O1 (Hale–
Bopp) at phase angles 34°–49° is ∼ 4% higher than that for any other comet ob-
served so far (Kiselev and Velichko 1997; Rosenbush et al. 1997b). Peculiarities 
in the wavelength dependence of polarization for several comets have been de-
tected (Rosenbush et al. 2008b). These results may justify the separation of such 
comets into a peculiar group with inherently atypical dust properties (Rosenbush 
et al. 2008a,b; Kolokolova et al. 2008).  

A drastic increase of linear polarization was observed during a complete dis-
ruption of the nucleus of comet D/1999 S4 (LINEAR) (Kiselev et al. 2001). The 
parameters of the polarization maximum of dust-rich comets (Pmax ≈ 25% – 28%, 

maxα = 94°) were determined by Kiselev and Rosenbush (2004).  
A nontrivial amount of circular polarization (up to 0.3%) has been reliably de-

tected for several comets (Rosenbush et al. 1997b, 2007a,b). Several models of its 
origin have been proposed and discussed (Rosenbush et al. 2007a). It has been 
found that the observed circular polarization is predominantly left-handed. The 
predominance of left-handed polarization observed in comets and recent modeling 
results coupled with the spectroscopic detection of organically enriched chemical 
composition of comets allow one to put forth a reasonable hypothesis that the ob-
served circular polarization implies the presence of prebiotic homochiral organics 
in comets (Rosenbush et al. 2007a, 2008a).  

Unique opportunities to observe the occultation of a star by a cometary coma 
were presented by comets С/1990 K1 (Levy) and Hale–Bopp. As a result, Rosen-
bush et al. (1994, 1997b) could measure, for the first time, the parameters of linear 
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polarization of a star during its visible movement across the coma. These observa-
tions helped estimate the upper limit on the optical thickness of the Hale–Bopp 
dust coma along the line of sight at 0.3 ± 0.1. 

With the goal of archiving all existing results of linear- and circular-
polarization observations of comets, the Database of Comet Polarimetry was cre-
ated as part of the NASA Planetary Data System (Kiselev et al. 2006).  

 
3.3.  Planets 

Morozhenko (1973, 1975) carried out polarimetric observations of Mars dur-
ing the 1971 and 1973 oppositions. He determined the dependence of the degree 
of linear polarization on the longitude of the Martian central meridian for the 
wavelength range 0.316 – 0.798 μm. The decrease of the degree of polarization 
and inversion angle with decreasing wavelength was caused by the increasing in-
fluence of the atmosphere. The dust storm of 1973 resulted in a decrease in the 
degree of polarization. A theoretical analysis of these results yielded the aerosol 
refractive index, average size, and optical thickness as well as the atmospheric 
pressure at the surface (Morozhenko and Yanovitskii 1973). 

During the 2003 Martian opposition, an international team of American and 
Ukrainian astrophysicists carried out joint observations with the Hubble Space 
Telescope (Shkuratov et al. 2005). The most interesting phenomena revealed by 
these observations were transient high-polarization (exceeding 2%) features. The 
observed polarization of light scattered by these optically thin clouds indicates that 
they consisted of strongly polarizing particles. Theoretical modeling suggests that 
irregular crystals of ~1 μm size could cause such strong polarization (Zubko et al. 
2006). Perhaps, highly polarizing clouds can be formed at the very beginning of 
the nucleation of H2O ice crystals on submicrometer dust grains. Kaydash et al. 
(2006) showed that the polarizing clouds were located at 30 – 40 km above the 
Martian surface.  

In the 1960s and 1970s, extensive ground-based polarimetric observations of 
the center of the Jovian disk were carried out at MAO by Bugaenko et al. (1974). 
The results of measurements of both the entire Jovian disk and its central area 
were interpreted using two model atmospheres and an approximate theoretical 
technique to simulate the observed degree of linear polarization (Morozhenko and 
Yanovitskii 1973). The cloud-particle refractive index and mean geometrical ra-
dius were estimated to be 1.36 ± 0.01 and 0.2 μm, respectively. This refractive in-
dex value is consistent with ammonia ice. Mishchenko (1990a) reanalyzed these 
observations using numerically exact computer solutions of the vector radiative 
transfer equation and obtained similar results. More recently, Dlugach and 
Mishchenko (2008) used the same dataset to analyze implications of the likely 
nonsphericity of cloud particles in the Jovian atmosphere.  

Since 1981, KhIA astronomers carried out a 28-year program of polarimetric 
observations of Jupiter, thereby capturing two Jovian years. Seasonal variations in 
the North−South asymmetry of polarized light and its correlation with the Jovian 
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magnetic field were detected (Starodubtseva et al. 2002). An explanation of the 
origin of substantial linear polarization in the polar regions of Jupiter at small 
phase angles has been proposed in terms of a two-layer atmospheric model. Ac-
cording to this explanation, the light coming from invisible underlying clouds is 
scattered by a layer of stratospheric haze and contributes substantially to the re-
sulting polarization (Shalygina et al. 2009). 

Bugaenko and Morozhenko (1981) summarized polarimetric observations of 
Saturn carried at MAO in the 1970s. Based on the observed spectral behavior of 
the direction of the polarization plane for the equatorial region of the planet, they 
identified the presence of an optically thin layer composed of submicrometer-
sized, preferentially oriented nonspherical particles.  

 

3.4.  Magnetic fields of the Sun and bright stars 

On the basis of high-spatial-resolution observations, Severny (1966a,b) dis-
covered a heterogeneity of the solar magnetic field and a fine structure in spots as 
well as in active areas between spots. It was shown that the majority of small sun-
spots have magnetic fields ~1500 Gauss. Weak longitudinal fields not exceeding 
200 Gauss were found for the supergiant γ Cyg. Sporadically appearing weak 
fields of the order of 50 Gauss were found for α CMa, α Lyr, β Gem, α CMi, 
α Tau, and other stars (Severny et al. 1974). The presence of weak general mag-
netic fields for many stars with vigorous convection of spectral types F9−M3 and 
luminosity classes I−V has been detected. The variation of the general magnetic 
field as a function of stellar rotation has been identified for several stars of the so-
lar type (Plachinda and Tarasova 1999; Plachinda 2003). 

 

3.5.  Stars 

N. M. Shakhovskoy (Fig. 1) and Yu. S. Efimov carried out extensive multi-
decadal observations of polarization for different types of variable stars, including 
double systems, Mira stars, flare stars, polars (stars of the АМ Her type with mag-
netic fields reaching millions of Gauss), symbiotic stars, novae and supernovae, 
nebulae, and galaxies with active nuclei. Shakhovskoi (1962) discovered variable 
polarization for the early-type eclipsing binary β Lyr. This allowed him, for the 
first time, to estimate the mass of clusters in its gaseous envelope at 10−9 solar 
masses. His studies led to the refinement of models of gas shells and estimates of 
their masses and mass loss rates, in particular, in application to other close binary 
systems such as V448 Cyg and V444 Cyg (Shakhovskoi 1964). 

The nature of the flare activity of UV Cet stars was studied using measure-
ments of polarization during their outbursts. From observations of ten flashes, no 
change in polarization with brightness of stars was found. This helps one to refine 
considerably the models of red-dwarf flares and their nature, as summarized in the 
monograph by Gershberg (2002).  
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In contrast, studies of the spectral dependence of polarization for red giants 
and supergiants have revealed its complex nature and temporal variability (Shak-
hovskoy 1969; Efimov 1990a). The complex nature of the spectral dependence of 
polarization has been detected for T Tau. It turns out that polarization changes oc-
cur while the brightness remains almost constant. These studies formed the basis 
of a “magneto-hydrodynamic” model of stars of this type (Grinin et al. 1980).  

Polarimetric observations of the star R CrB during deep minima of brightness 
performed by Yu. S. Efimov have revealed a relationship between the brightness 
and polarization variations. The decrease in brightness of R CrB-type stars is 
caused by the ejection of a cloud of gas and dust along the line of sight. The ex-
pansion of the cloud is accompanied by the growth of dust grains, thereby causing 
changes in both photometric and polarimetric characteristics of a star (Efimov 
1980, 1990b). 

Variable intrinsic polarization was revealed for a number of novae (DQ Her, a 
new symbiotic PU Vul, N Cyg 1975). The reason is the light scattering on inho-
mogeneities of the extended dust shell which were ejected during the nova out-
burst or formed later (Belyakina et al. 1989; Efimov et al. 1977). 

A high degree of polarization was first discovered for young Ае /Ве Herbig 
stars with circumstellar dust disks (so-called UXORs) during a cooperative pro-
gram of patrol observations (Voshchinnikov et al. 1988; Grinin et al. 1991). The 
observations have fully confirmed the model by Grinin (1988), which implies that 
during a brightness minimum there should be a significant increase in polarization, 
a weak blue emission, and other effects caused by the scattering of light by dust 
grains forming the circumstellar envelope. Such observations imply the presence 
of gas–dust protoplanetary disks and opaque dust clouds around these stars. The 
properties of the dust disks as well as the opaque dust clouds were investigated. 
Moreover, it was found that the intrinsic polarization of stars measured in the deep 
minima of brightness allows one to determine the orientation of the circumstellar 
disks relative to the direction of the local interstellar magnetic field. It was found 
that the axes of the circumstellar disks are parallel to the Galactic magnetic field, 
which is indicative of the important role of the Galactic magnetic field in the for-
mation of circumstellar envelopes (Grinin et al. 1988).  

The measurement of linear polarization for the microquasar SS 433 exhibited 
changes in its proper polarization following the precession of the accretion disk 
and relativistic jets (Efimov et al. 1984). Variable linear polarization in the visible 
spectral range was found for several X-ray sources such as Her-X1, Cyg-X1, Cyg-
X2, Sco-X1 (Shakhovskoy and Efimov 1976), and Vela X-1 (Beskrovnaya et al. 
1992). The occasional appearance of significant and variable circular polarization 
was detected for Sco X-1, Cyg X-1, and 3C 273 by Severny and Kuvshinov 
(1975). 

Measurements of circular polarization have been particularly useful in studies 
of “polars”, i.e., interacting close binary systems in which the white dwarf’s mag-
netic field can reach tens of megaGauss. A series of photometric and polarimetric 
studies of polars and related objects (Shakhovskoy and Efimov 1977; Efimov and 



248 N. N. KISELEV and M. I. MISHCHENKO 

Shakhovskoy 1982; Shakhovskoy et al. 1996; Efimov and Shakhovskoy 1996) 
helped create a database of observations of cataclysmic systems with different de-
grees of the magnetic-field impact on accretion. It has been shown that changes in 
brightness and polarization can be interrelated; they can also be related to changes 
of rate and nature of accretion onto a compact component as well as to changes in 
the geometric characteristics of systems and the topology of their magnetic fields. 
Changes in the orientation of accretion columns, both in latitude and longitude, of 
white dwarfs belonging to the system, over a period of a few years have been de-
tected for the polars AM Her and QQ Vul. This finding confirmed a previously 
proposed “swinging dipole” model (Andronov 1987). Thus, the presence of “ac-
tive” and “inactive” states of the system has been demonstrated, when the circular 
polarization almost vanishes.  

Substantial linear polarization has been observed for selected white dwarfs of 
various spectral classes. The results of multicolor polarimetric observations for 14 
white dwarfs and hot subdwarfs were summarized by Efimov and Shakhovskoy 
(1974). Linear-polarization measurements for more than 80 bright white dwarfs 
and hot subdwarfs were reviewed by Efimov (1981). 

A new approximation of the wavelength dependence of interstellar polariza-
tion in the spectral range from 0.2 to 4 micrometers was derived on the basis of 
satellite and ground-based observations of stars located near the Galactic equator 
(Efimov 2009). 

 
3.6.  Extragalactic objects 

The first polarimetric observations of several galaxies with active nuclei, such 
as NGC 1068, 1275, 3516, 4151, and 7469, were carried out in 1965–66 using the 
1.25-m telescope of the Southern Station of the Astronomical Institute of the Mos-
cow State University in Nauchny, Crimea. Subsequently, observations were per-
formed using the 2.6- and 1.25-m CrAO telescopes; the program was extended to 
include a polarimetric study of active galaxies of the BL Lac type (so-called 
blazars), quasars, and supernovae. From 1994 to 2005, CrAO astrophysicists par-
ticipated in the large-scale international program OJ-94 focused on the monitoring 
of a number of blazars. The main target of the program was blazar OJ 287 with a 
binary black hole in the center and a weak variability with a period of 11.6 years. 
Among the results of this program was the detection of rapid changes of the spec-
tral dependence of polarization in the quasar 3C 273 and several blazars. The na-
ture of these changes is consistent with the predictions of the model according to 
which a variable polarized emission is associated with shock waves propagating 
along the relativistic jets. 

A significant result of CrAO astrophysicists was the first observational con-
firmation of the spiral structure of the magnetic field in the inner parts of jets as 
well as the estimate of the magnetic field and its topology in blazars OJ287 and 
PKS 0735+178 (Efimov 1999). Analyses of the observed relationship between 
changes in the degree of linear polarization and the spectral index of blazars 
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OJ287 and 3C 66A allows one to trace temporal changes in the degree of inho-
mogeneity of the blazar magnetic fields (Efimov et al. 2002; Efimov and Primak 
2006). A detailed overview of the main objectives and results of polarimetric ob-
servations in studies of the structure and magnetism of blazars was published by 
Efimov (1999). 

Five-color photometric and polarization observations of I- and II-type super-
novae in several galaxies were carried out and analyzed by Shakhovskoy (1976), 
while Gnedin et al. (1992) studied the unique supernova SN 1987A in the Large 
Magellanic Cloud. It was shown that different stages of a supernova exhibit dif-
ferent mechanisms of polarization, such as the scattering of light in asymmetri-
cally ejected shells and the effect of “light echo” in an inhomogeneous dusty me-
dium surrounding the supernova. 

 
4.  Development of theory and modeling techniques 

A number of important results have been obtained by Ukrainian scientists in 
the framework of various theoretical and modeling research programs focused on 
astrophysical polarimetry. Grinin (1988) developed a model of photometric activ-
ity and blue emission of young Herbig Ae/Be stars with circumstellar dust disks 
(so-called UXORs) and predicted a significant increase in polarization during 
brightness minima for these stars. 

Shkuratov (1988, 1989) pioneered the application of the theory of CB to the 
interpretation of the BOE and NPB ubiquitously observed for ASSBs (see also 
Shkuratov et al. 1994). Mishchenko (1993) (see also Mishchenko et al. 2006b, 
2010) demonstrated that CB results in POE rather than NPB. He also used the 
fundamental principle of electromagnetic reciprocity to derive a rigorous relation-
ship between the diffuse and coherent reflection matrices in the exact backscat-
tering direction and used it top explain polarimetric radar observations of high-al-
bedo planetary surfaces (Mishchenko 1992a,b).  

Mishchenko (1990b) pioneered the analytical theory of radiative transfer in 
anisotropic scattering media composed on preferentially oriented nonspherical 
particles. He also developed an extremely efficient analytical technique for the av-
eraging of light-scattering observables over orientations of nonspherical particles 
in the framework of the T-matrix method (Mishchenko 1990c, 1991a,b). The re-
sulting software package has been used worldwide in hundreds of research publi-
cations. An interesting extension of the analytical averaging approach was pro-
posed by Petrov et al. (2008, 2009). 

Extensive research efforts resulted in the development of the microphysical 
vector theory of radiative transfer and CB (see the summary in Mishchenko et al. 
2010), including near-field corrections (Tishkovets and Litvinov 1999; Tishkovets 
2002, 2007, 2008, 2009; Tishkovets and Mishchenko 2004; Litvinov et al. 2006; 
Petrova et al. 2007). In particular, the structure of the scattered wavelet in the 
close vicinity of a scatterer and the peculiarities of the scattering of this wavelet by 
a neighboring particle were analyzed. In the far-field zone of the particle the scat-
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tered field becomes an outgoing spherical wave. However, in the immediate vi-
cinity of the particle the field is strongly inhomogeneous, which leads to a number 
of significant photometric and polarization effects.  

More recent research has resulted in the development of a new branch of sta-
tistical optics, wherein electromagnetic scattering by discrete random media is 
modeled using direct computer solvers of the Maxwell equations (Mishchenko et 
al. 2009a,b, 2011; Dlugach et al. 2011). Numerically exact modeling has repro-
duced all observable manifestations of CB, including POE, despite large values of 
the particle packing density (Mishchenko et al. 2009a,b; Muinonen and Zubko 
2010).  
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Abstract. Current theories of the origin and evolution of cosmic dust agree that in 
many cases dust particles are clusters (aggregates) of small grains. This was con-
firmed by observations of a variety of types of cosmic dust including protostellar, 
circumstellar, interplanetary and cometary dust, and many types of planetary aero-
sols. One of the most important remote-sensing methods to reveal the aggregated 
nature of cosmic dust and study properties of aggregates has been polarimetry. 
This paper reviews recent achievements in laboratory and theoretical modeling of 
light scattering by aggregates and considers how polarimetric observations allow 
one to identify aggregated dust particles in space by studying their angular and 
wavelength dependence of polarization. It is also shown how polarimetry helps to 
find out the structure and porosity of aggregates, and the size and composition of 
their constituent particles. This can be done successfully only when angular and 
spectral polarimetric data are considered together, and when they are combined 
with photometric and thermal infrared data. Consistency of the model with the 
ideas of origin and evolution of a given type of cosmic dust and with the results of 
space missions should also be checked to prove the reliability of the results. 

Keywords: polarimetry, photometry, dust, aggregate, modeling 

1.  Introduction 

For a long time, cosmic dust particles were considered as compact solid parti-
cles similar to sand or clay grains that can be rather realistically simulated by ho-
mogeneous spherical particles, i.e., using the Mie theory. Probably Fred Whipple 
[53] was the first who noticed that interplanetary dust is dominated by fragile po-
rous particles; he concluded this from studying meteor light curves and meteor ra-
dar studies. Soon after that interplanetary dust particles (IDPs) were collected in 
the upper atmosphere and many of them appeared to be aggregates of small grains 
[17]. This was later confirmed by numerous studies of IDPs by Brownlee et al. 
(e.g., [2]). Figure 1 shows a typical IDP that is clearly an aggregate of submicron 
particles. 

Thus, the idea of the aggregated nature of cosmic dust particles came from di-
–––––––––––––––––––– 
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Fig. 1. 11-μm interplanetary dust particle. From the collection of the Astromaterials Acqui-
sition and Curation Office of the Johnson Space Center, NASA. 

rect studies rather than from remote sensing. Only 15 years later, Giese [9,10],  us-
ing laboratory light-scattering simulations, showed that the angular dependence of 
brightness and polarization of the light scattered by interplanetary dust does not 
resemble any curve produced by spherical particles but can be reproduced by ir-
regular fluffy particles. Later Giese [11] showed that the same is true for cometary 
dust. In 1980 Greenberg [13] described a possible formation of interplanetary and 
cometary particles via agglomeration of submicron interstellar grains during their 
low-speed collisions that made the aggregate model of cosmic dust even more 
popular. A real triumph of the aggregate model of cometary dust was direct evi-
dence of the aggregate nature of the majority of particles returned by the Stardust 
mission after its rendezvous with comet 81P/Wild 2 [7,22,46]. Although the Star-
dust mission confirmed the results of in situ study of comet 1P/Halley [8,20] that 
cometary dust also contains some solid irregular silicate particles, the important 
role of aggregates in cosmic dust is now out of the question. 

Based on modern, powerful and complex instrumentation and sophisticated 
light-scattering modeling, remote sensing of cosmic dust is now focusing on 
studying detailed properties of cosmic aggregates, such as their size, structure, and 
composition so that through these characteristics the story of their origin and evo-
lution can be discovered.  

In this chapter we consider the existing observational data, focusing on photo-
polarimetry of different types of cosmic dust: interplanetary dust, cometary dust, 
dust on the surface of asteroids, and dust in debris disks. We describe laboratory 
and computer simulations of the dust properties as well as remote-sensing capa-
bilities of those simulations. 

This chapter mainly considers recent results that were published after the re-
views [28,29] of observations and simulations of photopolarimetric properties of 
cosmic dust. 
 
2.  Observations 

Brightness is considered to be the most powerful observational characteristic 
of cosmic objects. However, in the case of ensembles of dust particles, the bright-
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Fig. 2. Photometric phase curves for comets (left, adapted from [28]) and interplanetary 
dust (right, adapted from [37]). For interplanetary dust that is a highly extended object, the 
general phase curve cannot be determined and is usually substituted by the dependence of 
the brightness on elongation ε (that represents 180° – α) and is slightly different for differ-
ent heliocentric distances and latitudes β. 

ness is affected by the concentration (number density) of the dust particles as well 
as their physical properties (e.g., absorption). This makes brightness an ambiguous 
characteristic if we would like to learn physical properties of the dust particles. 
Astronomical characteristics that are ratios of brightness quantities, e.g., color or 
polarization, allow us to eliminate effects of number density and are determined 
only by physical characteristics of the dust particles, such as their size, structure, 
and composition. These will be the main focus of this paper. 

Henceforth, talking about properties of aggregates we will use the following 
terminology: a single constituent particle of the aggregate will be called a mono-
mer; fluffiness of the aggregate will be defined through the packing factor p, i.e. 
the ratio of the volume of the monomers to the total volume of the aggregate, or its 
porosity, i.e., 1 – p. Finally, in discussing the composition we will base our judg-
ments on the complex refractive index of the particle material m = n + iκ, where i 
= (–1)1/2. To characterize the size of a monomer or aggregate we will use a size 
parameter ,2 λπ rx =  where r is the radius of the particle and λ is the wave-
length. Dependence of the observational characteristics on the geometry of obser-
vations will be described by the phase angle α, the angle sun–dust–Earth (the scat-
tering angle is equal to 180° – α). The term “phase curve” will mean the de-
pendence of some observational characteristic on the phase angle. 
 
2.1.  Photometry 

As any ensemble of rather small particles, cosmic dust has a photometric phase 
curve characterized by an increase of brightness in the backward and especially 
the forward scattering directions (small and large phase angles), as shown in Fig. 2 
for cometary and interplanetary dust. The same shape of the photometric phase 
curve is typical for debris disks [12]. The observed photometric curves are always 
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smooth, which is good evidence that cosmic dust is a polydisperse and, probably, 
polyshaped ensemble of particles. Some conclusions about the properties of parti-
cles can be drawn from the amplitude and width of the backward and forward 
scattering peaks. A significant asymmetry of the photometric phase curve imme-
diately tells us that the cosmic dust particles are larger than Rayleigh particles, i.e., 
characterized by x > 1. A great advantage of using the forward scattering peak is 
that its characteristics do not depend on the refractive index and shape of a particle 
and can be used to characterize the particle size [1, chapter 13.5]. However, this is 
not straightforward in the case of aggregates as, depending on the porosity of the 
aggregate, the characteristics of the forward scattering peak can be dominated by 
the properties of the overall aggregate (compact aggregate) or properties of its 
monomers (very porous aggregate) [14]. The situation when the backscattering is 
stronger than the forward scattering is characteristic for small metal particles or 
very large particles, [18, sections 10.3 and 10.6]. It is clear from Fig. 2 that both 
these cases are not realistic for any type of cosmic dust. Thus, the photometric 
curve can give us some main ideas about the particles; however, in the case of ag-
gregates it is not sensitive to details of their structure and composition. 

As we mentioned above, a more informative characteristic is spectral depend-
ence of brightness, usually defined as color, i.e., the logarithm of the ratio of in-
tensity in longer (usually in R filter, i.e., around 690 nm) and shorter (usually in B 
filter, i.e., around 440 nm) wavelengths. The color is positive if the light is scat-
tered more efficiently at longer wavelengths, and it is called “red”. In the other 
case, it is negative and is called “blue”. As a ratio of intensities, color is not sensi-
tive to the number of dust particles but depends on the properties of the individual 
dust particles. In the case of Rayleigh particles, the color is blue independently of 
the composition of particles, since particles of larger size parameter (shorter wave-
length) scatter light more efficiently than particles of smaller size parameter 
(longer wavelength). For larger particles, the color results from the interplay of 
spectral changes in the refractive index, particularly the change of the absorption 
with wavelength, and the change in scattering cross section mainly defined by the 
particle size parameter. In the case when the composition and size of particles are 
both unknown, it is hard to say what defines the color. Considering such a com-
plex dependence of color on the particle composition and size, it is rather surpris-
ing that the majority of observations of cosmic dust show red color that indicates 
some similarity of their compositional and structural properties. 

 
2.2.  Linear polarization 

As was mentioned above, to study properties of complex particles, including 
aggregates, it is beneficial to consider a ratio of two intensities to eliminate the in-
fluence of the number density of particles in the ensemble. One such ratio is linear 
polarization. In planetary physics it is usually defined as ,)()( |||| IIIIP +−= ⊥⊥  
i.e., the ratio of the difference of the intensity in the plane perpendicular to the 
scattering plane and intensity in the plane parallel to it, to the sum of these inten-
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Fig. 3. Polarimetric phase curves for interplanetary dust, comets, and asteroids (adapted 
from [39]). Note the existence of two classes of comets with high and low polarization. 

sities. In terms of Stokes parameters it corresponds to the ratio .IQ  Such a defi-
nition results from the fact that the vast majority of observations of dust in the so-
lar system demonstrate the Stokes parameter U close to zero. Amazingly, different 
kinds of cosmic dust have polarimetric phase curves of a very similar shape (Fig. 
3). More so, similar polarimetric curves are typical for the dust-covered surfaces 
of asteroids (Fig. 3) and debris disks [12]. They are characterized by a small bowl-
like branch of negative polarization (i.e., when )|| ⊥> II  with the minimum around 
10° and the inversion angle (at which the polarization changes sign) about 20° –
25°; after that the polarization becomes positive and has a bell-like shape with the 
maximum around 90° – 110°. The polarimetric phase curves differ only in the 
value of polarization minimum and maximum, their position, and have a slight dif-
ference in the position of the inversion angle. Despite the fact that those differ-
ences are small, they indicate a difference in the composition and structure of the 
dust particles. To reveal these differences and to find out the properties of the dust 
particles, one needs to find an analogical behavior of the particles modeled using 
computer or laboratory simulations.  

In the same way that color in photometry provides us with information about 
the properties of the scattering particles, spectral dependence of polarization is a 
good supplement to its angular dependence. The spectral gradient of polarization, 
also called “polarimetric color”, is defined as a difference of polarization in longer 
and shorter wavelengths. It is usually considered in the case of positive polariza-
tion mainly because data for negative polarization are scarce. As for photometric 
color, polarimetric color is called “blue” (or negative) if polarization is larger at 
shorter wavelengths and “red” (positive) if it is larger at longer wavelengths. An 
interesting fact is that despite the similarity of polarimetric phase curves for com-
ets, asteroids, and interplanetary dust, their polarimetric color is different: it is 
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Fig. 4. Typical change of polarization with wavelength for asteroids (left) and comets 
(right) (courtesy V. Rosenbush and N. Kiselev). Notice the data for comet Halley at small 
phase angles where polarization is negative; its absolute value changes the same way as the 
positive polarization changes: it increases in the visible and decreases in the near infrared. 

blue for asteroids (Fig. 4) and interplanetary dust [38]. Typical cometary po-
larimetric color in the visible is red [28, 29], although recently it has been found 
that some comets demonstrate blue polarimetric color [27]. Moreover, the positive 
polarimetric color observed in the visible changes to the negative in observations 
at longer, near infrared wavelengths as shown in Fig. 4. In the case of debris disks 
only data for Beta Pictoris have been published [49]; they show different signs of 
polarimetric colors in different parts of the disk. It is clear that the sign of the po-
larimetric color contains important information about properties of the dust parti-
cles. However, without modeling we cannot say how to extract this information 
from the observational data. 

 
3.  Modeling of light scattering by aggregates 

As was mentioned in Section 1, this paper is focused on the results obtained 
after the reviews [28,29]. Interpretation of observational data for cosmic dust has 
been based on the experimental and theoretical modeling of the light scattering by 
aggregates.  

The experimental study of light scattering by aggregates largely has been car-
ried out by two groups: a Dutch–Spanish group [51] and a French group (e.g., 
[15,16]). The former group created a database (http://www.iaa.es/scattering) of the 
angular and spectral characteristics of the scattering matrix for a variety of terres-
trial samples. Their samples were natural particles: powdered rocks, aerosols, 
hydrosols, and, among them, cosmic dust analogs, i.e., aggregates. The aggregates 
were produced using the Condensation Flow Apparatus at the NASA Goddard 
Space Flight Center, simulating the conditions of aggregate growth in the circum-
stellar environment. For these particles, the group published the elements F11, F12, 



 Photopolarimetric remote sensing of aggregates in cosmic dust 267 

and F22 of the scattering matrix measured at α = 6° – 175° and λ = 633 nm [52]. 
The shape of the measured brightness and polarization curves was found to be 
similar to that observed for cosmic dust (shown in Fig. 3), although the maximum 
polarization was too high and minimum polarization was too low. This most likely 
resulted from the small size of the monomers (mainly around 50 nm) and aggre-
gates themselves that were not larger than 650 nm.  

The French group accomplished a systematic study of light-scattering proper-
ties of manmade aggregates of submicron monomers [15,16]. The aggregates had 
controlled size, shape and composition of the monomers, although the size and 
structure of the aggregates was not controlled. The group published photometric 
and polarimetric phase curves for α = 5° – 170° using red (633 nm) and green (544 
nm) filters. The results represent a large database of the light-scattering character-
istics of aggregates of a variety of sizes and composition. The advantage of this 
study is that they measured not only angular but also spectral photopolarimetric 
characteristics of the aggregates. Even though this study provided interesting find-
ings (e.g., they showed that cometary data fits best to the mixture of silicates and 
carbon and that red polarimetric color is typical for aggregates whose material 
contains carbon thus indirectly confirming presence of carbon in comets), lack of 
control of the measured samples and their not very realistic composition (silica 
SiO2, magnesiosilica MgSiO, ferrosilica FeSiO, carbon C, and their mixtures) 
limit application of these results to the remote sensing of cosmic dust.  

Fundamental results in interpretation of the observations of cosmic dust have 
been achieved based on theoretical simulations. This became possible due to in-
creasing computer power that improved the performance of earlier developed 
computer codes and allowed modeling of aggregates whose characteristics ap-
proach characteristics of the large inhomogeneous aggregates realistic for cosmic 
dust. The most popular computer codes used for aggregate modeling are the su-
perposition T-matrix code for clusters of spheres by Mackowski and Mishchenko 
[41] (ftp://ftp.eng.auburn.edu/pub/dmckwski/scatcodes/index.htm and http://www. 
giss.nasa.gov/staff/mmishchenko/t_matrix.html) and various versions of the dis-
crete dipole approximation (DDA) mainly originated from the DDA code by 
Draine and Flatau [6] that regularly gets upgraded to improve its efficiency and to 
cover more research tasks (http://www.astro.princeton.edu/~draine/DDSCAT. 
html).  

Besides the fact that opportunities for computer simulations dramatically im-
proved since 2004, the main progress in solving the inverse problem for cosmic 
dust was achieved due to a new, integrated approach to the modeling of cosmic 
dust. Earlier studies, reviewed in [28,29], were mainly concentrated on obtaining a 
reasonable fit to some light-scattering characteristics, most often the polarization 
phase curve, ignoring the other data.  However, it is well known that the polariza-
tion phase curve can be fit even with polydisperse spherical particles of rather rea-
sonable refractive index m ~ 1.4 + i0.03 [44]. Thus, fitting just one or two light 
scattering characteristics without checking the consistency with other observa-
tional facts not only does not allow finding a unique solution for the inversion 
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Fig. 5. Samples of aggregates used in [24,25]. Left: more compact ballistic particle–cluster 
aggregate (BPCA). Right: porous ballistic cluster–cluster aggregate (BCCA). The aggre-
gates were built using the ballistic approach by Meakin [43]. 

problem but can even result in wrong conclusions. 
Unfortunately, the approach based on limited photopolarimetric data continues 

to be popular in modeling light scattering by cosmic dust, with the only difference 
that the majority of modelers base their simulations on an aggregated model of 
dust particles. The ease of obtaining negative polarization using transparent (sili-
cate) monomers can confuse researchers who may become satisfied with the re-
sults that fit the polarimetric data without checking if their photometric results also 
fit the observational data. For example, a great theoretical survey of light scatter-
ing properties of aggregates by Shen et al. [47] concludes that cometary dust parti-
cles are aggregates of silicate monomers. This conclusion is based on a good fit to 
the shape of the brightness and polarization phase curves and ignores the facts that 
these aggregates show a high albedo and wrong (blue) color. Even more limited 
are results by Das et al. [4,5] who modeled only the negative branch of polariza-
tion and found a good fit to the data for comets Halley and Hale–Bopp. The best 
fit was achieved at the imaginary part of the refractive index about 0.07 – 0.08. 
This characterizes the comet material as transparent and would definitely result in 
high albedo and blue color as well as probably wrong values of the maximum po-
larization and polarimetric color which have not been checked in [4,5]. 

The first paper that was based on the integrated approach to the observational 
data and found the model of the comet dust qualitatively consistent with the 
photometric and polarimetric angular and spectral data was that of Kimura et al. 
[24]. The composition of the dust considered in this paper was also consistent with 
the composition of comet dust obtained in situ for comet 1P/Halley. This approach 
was extended in [25] where a theoretical survey of the light-scattering properties 
of ballistic aggregates (Fig. 5) was accomplished. It was shown that the best fit to 
the cometary data is provided by large aggregates of monomers of radius ~ 0.1 μm 
made of dark (mixture of silicate, carbon, and organics) material. 

Combining the results by Kimura et al. [25] with the modeling of the thermal 
emission by aggregate particles, Kolokolova et al. [31] could explain the existence 
of two classes of comets, characterized by low and high maximum polarization 
(see Fig. 3). As was shown in [31], based on [40,48], these two polarimetric 
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classes have their counterparts in the thermal infrared: high-polarization comets 
usually show a strong 10-micron silicate feature; whereas, low-polarization com-
ets show weak or no silicate feature. The modeling in [31] showed that a strong 
silicate feature is typical for highly porous aggregates; whereas, a weak silicate 
feature results from thermal emission of large compact aggregates. This is consis-
tent with the fact discussed in [21,26] that comets have low polarization when 
their dust is mainly concentrated near the nucleus (large, slow particles); whereas, 
high polarization comets have evenly distributed dust throughout the coma (light 
porous particles easily dragged by gas). This result is also consistent with the dy-
namical classes of comets: compact particles appeared to be typical for old comets 
with processed materials; whereas, highly porous particles were found typical for 
“fresh” dust in new comets. One more result of [31] is that cometary aggregates, 
especially compact ones, should be really large aggregates, containing thousands 
of monomers as small compact aggregates still demonstrate a significant silicate 
feature. Notice that large aggregates are required for all types of porosity, since for 
small aggregates, negative polarization cannot reach the observed values. This is 
confirmed by the results of Zubko et al. [54] who considered a different type of 
aggregated particles, so called agglomerated debris (built of rather large irregular 
constituents), and showed that in the case of low-albedo (absorptive) materials 
negative polarization appears  if the particles are of size parameter larger than 20.  

To make the model of comet dust consistent with the results of the Stardust 
and Giotto–Vega space missions, Kolokolova and Kimura [33] modeled a mixture 
of solid silicate particles and aggregates made of organics and Halley-like material 
(mixture of organics, carbon, silicates, etc., see [24]). Solid particles were simu-
lated as a polydispersed (power-law) polyshaped ensemble of spheroids. Aggre-
gates were those that provided the best qualitative fit to the cometary observa-
tional data in [25]. This allowed them to achieve a quantitative fit to the 
polarimetric curve keeping all photometric and spectral characteristics correct 
(Fig. 6). It also provided the mass ratio of silicates to organics equal to unity, cor-
responding to the value obtained based on the elemental abundance of comet Hal-
ley dust [19]. The best-fit result appears to be also in accordance with the abun-
dance of rock, organic, and mixed particles found in in situ measurements of the 
dust of comet 1P/Halley. It was achieved when the ratio of rock particles to the 
organic ones and to the Halley-like aggregates was equal to 0.30/0.44/0.26 that 
was consistent with the results by Fomenkova [8] who showed that the rock parti-
cles represented 1/3 of the Halley dust. The model also agrees with the fact that 
the rock particles in the Halley dust were compact; whereas, other particles were 
fluffy [20]. Using a mixture of aggregates and solid particles, Lasue et al. [35,36] 
also achieved a good fit to observational data for cometary [35] and interplanetary 
[36] dust. However, those papers provided only a fit to the polarization curve 
without checking consistency with photometric, cosmogonic, and in situ charac-
teristics of the dust. Interestingly, a similar result, that interpretation of polarimet-
ric observations requires a mixture of aggregates and solid (although Rayleigh 
ones) particles, was achieved for aerosols in Titan’s atmosphere [50]. Thus, it is 
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Fig. 6. Photometric and polarimetric phase curves obtained by modeling cometary dust as a 
mixture of aggregates and solid silicate particles [33]. The solid curves are for the 0.648 
μm, the dotted curves are for 0.444 μm. 

very likely that the mixture of solid and aggregate particles is the best model for 
dust in a variety of cosmic environments. 

With the goal to explain the observations of spectral dependence of polariza-
tion, Kolokolova and Kimura [32] studied the strength of electromagnetic interac-
tion between the monomers in aggregates. They showed that electromagnetic in-
teraction depends on how many monomers are covered by a single wavelength. 
That is consistent with earlier findings by Chen et al. [3], Kimura and Mann [23], 
Kolokolova et al. [30] and recent studies by Shen et al. [47]. In the case when 
more monomers are covered (stronger electromagnetic interaction) the light gets 
more depolarized (similar to the effect of multiple scattering). As described above, 
comets usually show red polarimetric color (positive spectral gradient) in the visi-
ble that is typical for aggregates of submicron particles made of low-albedo mate-
rial. However, their spectral gradient changes to negative in the near infrared. Be-
sides, it appeared that some comets have blue polarimetric color even in the 
visible similar to interplanetary dust or asteroids. Since longer wavelengths cover 
more monomers, it is not surprising that the polarization decreases as the observa-
tions move to the near-infrared. Electromagnetic interaction can also explain why 
in some cases aggregate particles show blue polarimetric color in the visible. This 
happens when aggregates are so compact that a slightly longer wavelength already 
covers more monomers than a shorter one (Fig. 7), and the depolarizing effect of 
the stronger interaction dominates the polarizing effect of decreasing the size pa-
rameter of the monomer. This appears to be consistent with the fact that blue po-
larimetric color is usually observed for old comets, whose dust is highly processed 
and for asteroids whose regolith contains more compact aggregates than comets 
[45]. Thus, studying polarimetric color over a broad range of wavelengths, espe-
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Fig. 7. Illustration of the effect of increasing wavelength for an aggregate. In a compact ag-
gregate (top part of the aggregate) the longer the wavelength the more monomers it covers, 
the stronger is the interaction between the particles, and the more depolarized becomes the 
light. This results in a decrease of polarization with wavelength, i.e. blue polarimetric color. 
For a porous aggregate (low part of the aggregate), the number of monomers covered by a 
single wavelength does not change much as the wavelength increases, i.e. the change in the 
interaction between the monomers cannot overpower the change in the monomer size pa-
rameter; the polarimetric color stays red. However, as the wavelength reaches some critical 
value, the number of covered monomers changes significantly and interaction becomes the 
main factor that defines the polarimetric color which then becomes blue. 

cially focusing on those wavelengths where the polarimetric color changes its 
sign, is a promising way to determine quantitatively the porosity of cosmic dust 
aggregates.     

 
4.  Conclusions 

Theoretical means to study light scattering by aggregates are now as efficient 
as experimental ones and can be used for interpretation of remote-sensing data on 
cosmic dust. Moreover, theoretical modeling is more suitable for studying regu-
larities in light-scattering by dust particles as it uses highly controlled models of 
particles. However, the results of the modeling cannot be recognized as realistic if 
they describe only one light scattering characteristic, e.g. angular dependence of 
polarization. To get reliable results and approach the uniqueness of the interpreta-
tion of the observational data, one needs to consider polarization together with 
other observational data. It is a must to consider a combination of photometric and 
polarimetric data – their angular and spectral characteristics as well as angular 
change in their colors. These should include albedo and, for completeness and to 
assure the uniqueness of the model, circular polarization (see [34,42]). A very use-
ful constraint on the properties of particles can be obtained from a combination of 
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polarimetric and thermal emission data such as shape and strength of the silicate 
features and temperature of the dust. A realistic model should also be consistent 
with (i) cosmic abundances; (ii) the object evolution and dynamics; (iii) space 
mission data.  

Combining the power of modern computer codes with such an integrated ap-
proach is a promising way to achieve uniqueness in interpretation of the observa-
tional data for cosmic dust despite the fact that it consists of such complex parti-
cles as aggregates. 
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Abstract. One of the main drivers of astrobiology is the search for life in the Uni-
verse. Important evidence relevant to extraterrestrial life is the existence in space 
of organic molecules of prebiological or biological significance. Such molecules 
are often characterized by a special type of asymmetry called “homochirality” 
(domination of molecules of a specific handedness). This results in optical activity 
of materials containing such molecules. Due to optical activity, the light scattered 
by such materials is characterized by non-zero circular polarization. We review 
existing observations of circular polarization in space, including observations of 
molecular clouds, comets, and the planet Mars. We also review laboratory meas-
urements of light scattered by biological (e.g., bacteria and leaves) and non-bio-
logical (minerals) samples. These reveal distinctive features in the circular polari-
zation spectra in absorption bands for the biological samples. We also consider 
theoretical simulations of light scattering by homochiral materials. Significant 
progress in this direction has been achieved after the development of the superpo-
sition T-matrix code for clusters of optically-active spheres. This allows us to 
simulate light scattering by biological objects, e.g., colonies of bacteria, and by 
materials of prebiological value, e.g., cometary dust. We explore how circular po-
larization depends on the porosity and size of aggregates as well as on the degree 
of their homochirality. 

Keywords: circular polarization, optical activity, homochirality, comets, aggregates, labo-
ratory measurements, T-matrix method  

1.  Introduction 

The search for life in the Universe starts by defining what we believe is a 
biosignature, that is, ideally, an observational consequence that can appear only as 
a result of biological activity. Among such biosignatures are the presence of par-
ticular constituents (e.g., methane and oxygen) or combinations of apparently in-
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Fig. 1. Two chiral aminoacids: L-aminoacid (left) and D-aminoacid (right). 

compatible constituents in the atmospheres of Earth-like planets; observations of 
the so-called “vegetation red edge” (a rapid change in reflectance for chlorophyll 
in the near infrared); and identification of homochiral organic molecules. The last 
of these biosignatures is of special interest in this review as it can be identified 
remotely, in principle, using polarimetry.  

Homochirality is a special feature of organics of biological origin and mani-
fests itself as a violation of mirror symmetry in the material containing biological 
organic molecules. Complex organic molecules exist in two forms that are identi-
cal compositionally and structurally except that they are mirror images of each 
other (Fig. 1). In laboratory chemical experiments, usually equal numbers of left- 
and right-handed molecules are produced. However, biological organics are char-
acterized by a major excess of left-handed amino acids and right-handed sugars 
compared to their oppositely handed counterparts. It is this phenomenon that is re-
ferred to as homochirality and is apparently unique to biology. Hence, finding in 
space a preponderance of one form of these organic molecules over the other may 
well signal the presence of processes related to biological or prebiological organic 
chemistry. The presence of strong homochirality would serve as a powerful 
biosignature.  

How can homochirality be identified polarimetrically? It is well known that 
organic molecules with a predominant chirality (left-handed, called L-molecules, 
or right handed, called D-molecules) are typically optically active and thus can 
produce circular polarization (hereafter CP) upon the scattering of natural unpo-
larized light. Using optical terminology, they possess circular birefringence (the 
real part of their refractive index is different for light with different handedness of 
circular polarization) and circular dichroism (the absorption, i.e., the imaginary 
part of the refractive index, is different for light with different handedness of cir-
cular polarization). As a result, the light scattered by such molecules can become 
either negatively (left-handed) circularly polarized or positively (right-handed) 
circularly polarized (note that the handedness of the polarization is not necessarily 
the same as the structural handedness of the molecules). If we have a scattering 
medium with an equal number of L and D molecules then the circular polarization 
remains zero. However, as soon as one type of molecules dominates, the scattered 
light can become circularly polarized. Thus, we should observe CP of the light 
scattered by any object whose composition is characterized by homochirality.  
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2.  Astronomical observations of circular polarization 

In the majority of cases, observations of CP for cosmic objects are not associ-
ated with any biological activity. Here, we are not talking about such sources of 
CP as, for example, light scattering by charged particles. Even for light scattered 
by neutral dust, circular polarization can be produced by multiple scattering in 
asymmetric media [47] or by the scattering of light by nonspherical particles 
aligned by a gas flow, magnetic or electric field, or radiative torque [24,25]. In 
these situations CP is not caused by homochirality; however, they have an impor-
tant astrobiological value as they may be the reason for chemical homochirality. 
For example, an active discussion of the origin of homochirality was ignited by 
observations of strong CP (up to 20%) for star forming regions (see, e.g., the re-
view [15]). It has been suggested [1,2,6] that CP, mainly caused by the interaction 
of dust with the magnetic field, can affect synthesis of organic molecules due to 
so-called asymmetric photolysis involving the preferential destruction of mole-
cules of a specific chirality by circularly polarized UV light [7]. It is plausible that 
the subsequent evolution of the molecular cloud, in which the organics were af-
fected by asymmetric photolysis, into a protoplanetary disk and then into a plane-
tary system can result in the organic material in this system being characterized by 
a built-in chiral bias for one handedness over the other. This hypothesis is now 
considered as one of the possible origins of homochirality in terrestrial bioorgan-
ics.  

If this hypothesis is correct, homochirality, or at least a chiral excess, should 
be found in the organics of other Solar-system objects. An important confirmation 
of this hypothesis is the discovery of an excess of L amino acids in meteorites 
[10,11]. As an evidence of wide-spread homochiral organics in the Solar system, 
we may also consider observations of CP in comets. 

The presence of non-zero CP in the light scattered by cometary dust has been 
confirmed for several comets. The first comet for which CP was detected is 
1P/Halley; left-handed (negative) CP was detected by Dollfus and Suchail [12]. 
The first systematic and high-precision measurements of CP were obtained for 
comet C/1995 O1 (Hale–Bopp) in 1997 [37]. Left-handed CP with a maximum 
value of −0.26% ± 0.02% was detected for all measured areas across the coma 
(Fig. 2a). These results are consistent with those obtained by Manset and Bastien 
[28]. 

The spatial distribution of CP along cuts through the coma was investigated 
for comet C/1999 S4 (LINEAR) (hereafter S4) during its splitting in the summer 
of 2000 [38]. The maximum CP value reached 1%. Left-handed as well as right-
handed polarization was observed over the coma, although immediately after the 
complete disintegration of the nucleus the polarization was mainly left-handed, on 
average −0.41 ± 0.07% (Fig. 2b). CP variations coincided in time with outbursts 
caused by the fragmentation of the nucleus. Simultaneous measurements of circu-
lar and linear polarization were performed for comet C/2001 Q4 (NEAT) (hereaf-
ter Q4) [39]. These measurements were made along cuts which passed over the 
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Fig. 2. Variations of CP with the nucleocentric distance for comets (a) C/1995 O1 (Hale–
Bopp) [37], (b) C/1999 S4 (LINEAR) [38], and (c) C/2001 Q4 (NEAT) [39]. 

coma and the nucleus as well as along the dust jet (Fig. 2c). The first CCD maps 
of cometary CP were obtained at the European Southern Observatory (ESO) for 
comets 9P/Tempel 1 and 73P/Schwassmann–Wachmann 3 (hereafter SW3). For 
SW3, the values of CP did not exceed 0.2%, however they could be identified as 
left-handed [46]. Data for 9P/Tempel 1 obtained four days after the Deep Impact 
event [5] showed zero CP. The absence of CP for Tempel 1 may indicate that only 
materials that are insufficiently processed (as those in comets Hale–Bopp and Q4) 
or freshly released from the nucleus interior (as in comets S4 and SW3) can pro-
duce non-zero CP.  

The traditional explanation of CP as a result of multiple scattering or particle 
alignment does not work in the case of cometary dust; this was discussed in detail 
in [38]. Multiple scattering is negligible in comets. Moreover, the only comet with 
a noticeable optical thickness for which multiple scattering could play a role [13], 
i.e., comet Hale–Bopp, showed rather small values of CP, whereas other, more 
“transparent” comets like Q4 or S4 showed much higher CP values. Comets do 
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not possess a magnetic field. The solar magnetic field can penetrate into the coma. 
However, due to interaction with ions of the cometary coma, it does not penetrate 
deeply enough (e.g., for comet Halley it did not penetrate deeper than ~5000 km 
from the nucleus [9,16]), whereas CP in comets is observed as close as ~100 km 
to the nucleus. The gas drag alignment of the dust particles can work in the vicin-
ity of the nucleus. However, cometary dust gets separated from the gas very close 
to the nucleus (~10 nucleus radii [8]) and later this alignment gets destroyed by 
radiative torque. In turn, the alignment due to radiative torque cannot be responsi-
ble for the CP observed for comets as it aligns particles perpendicularly to the di-
rection of illumination and produces zero CP after averaging over particle orienta-
tions in the plane perpendicular to the radiation. Currently, the scattering on ho-
mochiral molecules appears to be the least contradictory way to explain cometary 
CP, especially since, unlike all other mechanisms, it provides a logical explanation 
for the fact that the CP is predominantly left-handed in all observed comets [39], 
just as meteorites consistently reveal the dominance of L-amino acids. 

There is also observational evidence of a circularly polarized component in 
the light scattered by planetary surfaces [18,19]. CP at the level of 1% – 2% has 
been measured. In all cases it was shown that non-zero CP could be explained by 
multiple scattering, e.g., on a rough (regolith) surface that was “asymmetric”, 
meaning that it was in an oblique configuration relative to the observer. Attempts 
to search for homochiral organics in specific locations on the Martian surface [41] 
by observing their polarimetric characteristics did not reveal any CP. Although 
this negative result appears to be rather discouraging at first sight, it is consistent 
with the finding from the Viking mission and later analyses that UV radiation de-
stroys all complex organics on the Martian surface (see, e.g., [31]). However, only 
a very small fraction of the surface and the spectrum has been characterized, while 
this work has also the additional encouraging outcome of indicating the absence of 
“false positives”, i.e., non-biological CP. 

 
3.  Theoretical modeling of circular polarization produced  
 by particles containing homochiral organics 

Additional evidence of the origin of CP in comets as a result of light scattering 
on homochiral organic molecules would be obtained if theoretical modeling could 
reproduce the observed values of CP and its variation with phase angle. The first 
attempt [38] to simulate CP in the light scattered by cometary dust was undertaken 
using the solution for an optically active sphere by Bohren [3]. A code based on 
this solution is available through the Library of Light-Scattering Codes maintained 
by Thomas Wriedt at http://www.t-matrix.de. To make the calculations more re-
alistic, particles having the power-law size distribution measured in situ for the 
dust in comet 1P/Halley [30] were considered. Values of the refractive indices and 
specific optical rotation were taken typical of the amino-acids discovered in the 
Murchison meteorite [33–35]. According to Mason [29], the corresponding rota-
tion angle is ~100°, which causes a difference in the refractive indices for the left- 
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Fig. 3. Composite dependence of CP on the phase angle (i.e., 180° minus scattering angle) 
for comets 1P/Halley, C/1995 O1 (Hale–Bopp), S4, Q4, and SW3. The solid line is the lin-
ear fit to the observed data; the thick dashed line depicts the results of calculations for an 
ensemble of polydisperse optically active spheres [38]. 

and right-hand circular polarizations of 3×10 – 6 (in these calculations, 10% of the 
material was assumed to be optically active, i.e., chiral). Under these conditions, 
the values of CP greater than 0.005% could not be achieved. However, after tak-
ing into consideration the circular dichroism of organic molecules (i.e., different 
absorptions for left- and right-hand circularly polarized light), the calculated po-
larization increases significantly. Even though circular dichroism is usually very 
small, causing a difference in the imaginary part of the refractive index on the or-
der of 1×10 – 8 [40], this appeared to be sufficient to produce CP that had the ob-
served phase-angle trend and reached 0.15% at the phase angle equal to 120° (the 
thick dashed curve in Fig. 3).  

Even though the results of calculations for an optically active sphere looked 
promising, the calculated values of CP were smaller than the observed ones. How-
ever, the shape and morphology of the grains can be a crucial factor in the genesis 
of the observed CP. A more realistic model of cometary dust as aggregates of 
submicron particles can significantly increase the value of CP owing to optical in-
teractions between the monomers in the aggregate that provide an effect similar to 
the multiple scattering effects discussed above, or even stronger due to the close 
proximity of the interacting particles. Note that each single aggregate can provide 
some CP in the scattered light due to structural features of the aggregate (mirror 
asymmetry of particle arrangement). However, a natural ensemble of aggregates 
should contain equal numbers of aggregates whose structure is responsible for 
producing right-handed and left-handed polarization, thus, the average CP of such 
an ensemble should be zero and only optical activity of the material can be re-
sponsible for non-zero CP.  

The notion of cometary particles being aggregates is not only a good approach 
to interpret their CP but also the most recognized model of the cometary dust. It 
has been shown [20,21] that the aggregate model is the only one that can simulate 
the full scope of observational data. This model allows one to fit cometary pho-
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tometry (including the observed low albedo, phase function of brightness, color of 
comet dust and its change with phase angle), polarimetry (including the shape of 
the phase function and spectral trend of cometary polarization), and thermal infra-
red data. This model can explain why comets form two polarimetrically- and in-
frared-distinct classes. It also is consistent with the findings of the Stardust mis-
sion and with the evolutionary models of comet formation (for more details, see 
[23]). 

 
3.1.  Modeling of light scattering by clusters of optically active spheres 

The superposition T-matrix code described in [26] (available online at 
ftp://ftp.eng.auburn.edu/pub/dmckwski/scatcodes/index.html) is based on the as-
sumption that light is scattered by a cluster (aggregate) consisting of optically iso-
tropic spheres. However, there is no limitation in the code that prevents it from be-
ing extended to clusters (aggregates) of optically active spheres. The exact so-
lution for a single optically active sphere by Bohren [3] is formulated in the vec-
tor-harmonic basis, which makes it amenable to the multiple-sphere problem. We 
only need to replace the Lorenz–Mie coefficients in the code with those corre-
sponding to optically active spheres. The formulation for interactive scattering 
among a cluster of optically active spheres was obtained by a merging of the for-
mulations for optically active single spheres and multiple, non-active spheres; see 
for detail [27]. Briefly, it was done the following way. As in the case for isotropic 
spheres, the electric field incident on and scattered by an optically active sphere 
was represented by expansions of regular and outgoing vector wave harmonics, 
respectively, which appear as 
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in which f and a denote the incident and scattered expansion coefficients, while 
(m; n; p) denote the degree, order, and mode (TM or TE) of the harmonic. Unlike 
the isotropic case, however, the optically active sphere case results in a coupling 
of TE and TM modes between the incident and scattered field coefficients for a 
given harmonic order [3]. That is, the Lorenz–Mie relation for the active sphere 
appears as 
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in which the coefficients a are functions of the sphere size parameter and the left- 
and right-handed refractive indices. 

The modified Lorenz–Mie relation for the optically active sphere was incor-
porated directly into the formulation for multiple spheres, and resulted in the fol-
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Fig. 4. Dependence of CP on the optical activity of the material. We depict the results for a 
pair of mirror-symmetric fractal aggregates, one of which is shown in the inset. The num-
ber of monomers is 50, their radius is 0.05 μm, and the wavelength is 0.65 μm. The right-
hand panel shows the results for β = 0.1 + i0.1 (solid curve) and β of the opposite sign 
(dashed curve). As expected, the results differ only in the sign of CP. The left-hand panel 
shows the results for a variety of β values. Solid curves correspond to β i = – 0.8692×10 – 8, 
dotted curves are for β i = – 0.86922×10–4, and dashed curves are for β i = – 0.8692×10 – 2. 
The thinnest curves are for β r = 7.0342×10 – 6, the moderately thick curves are for 
β r = 7.034×10 – 4, and the thick curves are for β r = 7.0342×10 – 2. The thin and moderately 
thick dashed curves and the thick solid and dotted curves are hardly distinguishable as the 
data are very close. 

lowing interaction equations for the sphere scattering coefficients: 
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In the above, H i – j is an outgoing harmonic translation matrix depending solely on 
the distance and direction between origins i and j. Following the procedures de-
veloped in [26], a T matrix for the cluster of active spheres was obtained from the 
solution of the interaction equations. The orientation-averaged scattering matrix 
elements can be analytically determined from operations on the T matrix.  

The Stokes vector of the scattered light can be expressed in terms of the par-
allel and perpendicular components of the electric field vector E [4]. Once the 
electric field vector E of the scattered light is known, we can calculate all four 
components of the Stokes vector, I, Q, U, and V and find the CP defined as .IV   

After thorough testing described in [27], we performed some calculations to 
check remote-sensing capabilities of CP. As is well known (see, e.g., [14,22]) in-
dividual aggregates often demonstrate circular polarization due to the mirror 
asymmetry of the arrangement of particles in the aggregate. However, this effect 
disappears in an ensemble of natural aggregates characterized by equal numbers of 
left- and right-handed arrangements of monomers. To see the effect related only to 
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Fig. 5. Dependence of absolute values of CP on the size of a 3D-cross aggregate (left) and 
size of its constituent monomers (right). An example of the 3D-cross aggregate is shown in 
inset. The radius of the monomers for the left-hand panel is 0.05 μm. The dashed curve is 
for a single monomer; the solid curves are for the aggregates of 13, 31, 127, and 343 
monomers (the thickness of the curves increases with the number of monomers). The num-
ber of monomers for the right-hand panel is 13. The radius of the smallest monomer is 
0.025 μm (dashed curve); the solid curve is for monomers of radii 0.05, 0.1, and 0.15 μm 
(the thickness of the curves increases with the monomer size).The wavelength is 0.65 μm. 

the optical activity of the material, we considered either mirror-symmetric pairs of 
aggregates or completely symmetric aggregates like 3D-crosses or cubes. Some 
results are shown in Figs. 4–6. In all cases we obtained negative values of circular 
polarization which we reversed in order to exploit the logarithmic scale. Thus, all 
plots (except the middle panel of Fig. 4) show absolute values of CP. 

Figure 4 demonstrates how the CP depends on the optical activity of the ag-
gregates. The refractive index of the material was taken from [38] where it was 
used for modeling cometary CP using optically active spheres. As in [38], we as-
sumed that only 10% of the material was optically active. We described optical 
activity as a complex parameter β = β r + iβ i characterizing the difference between 
the left- and right-handed refractive indices, where i = (–1)1/2. Based on the as-
sumptions described above, we got the refractive index m = 1.55002 + i0.0006002, 
to which should be added β r = 7.034×10– 6 to parameterize circular birefringence 
and β i = −0.8692×10 – 8 to represent circular dichroism. Calculations were per-
formed for the wavelength 0.65 μm. It is evident (and not surprising) that CP in-
creases rapidly if the values of either birefringence or dichroism increase. 

Figures 5 and 6 show how CP depends on the structure and size of the aggre-
gates and the size of their monomers. Figure 5 represents an extreme case of a po-
rous symmetric aggregate in the form of a 3D-cross. Figure 6 corresponds to an 
extreme case of a very compact symmetric aggregate in the form of a cube made 
of spherical monomers. One can see that the CP produced by very porous aggre-
gates is very much the same for all sizes of the aggregate. At small phase angles, it 
is larger than the CP for an individual monomer; at larger phase angles, it follows 
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Fig. 6. Dependence of absolute values of CP on the size of a cubic aggregate (left) and size 
of its constituent monomers (right). An example of the cubic aggregate is shown in the in-
set. The radius of the monomers for the left-hand panel is 0.05 μm. The dashed curve is for 
a single monomer; the solid curves are for the aggregates of 9, 125, and 343 monomers (the 
thickness of the curves increases with the number of monomers). The number of monomers 
for the right-hand panel is equal 125 to keep the overall size of the cubic aggregate close to 
the size of the 3D-cross used to obtain the curves in the right-hand panel of Fig. 5. The ra-
dius of the smallest monomer is 0.025 μm (dashed curve); the solid curve is for monomers 
of radii 0.05, 0.1, and 0.15 μm (the thickness of the curves increases with the monomer 
size). The wavelength is 0.65 μm. 

the behavior of the individual sphere. For compact aggregates, the CP increases 
with the size of aggregates, especially at small and medium phase angles where it 
becomes orders of magnitude larger as the size of the aggregate increases. When 
studying the effect of the aggregate size (the left-hand panels in Figs. 5 and 6), we 
tried to keep the same number of monomers in both the 3D-cross and the cube. 
Studying the effect of the monomer size (the right-hand panels in Figs. 5 and 6) 
was facilitated by considering aggregates of almost the same geometric cross-sec-
tion; in the case of the 3D-cross this was an aggregate of 13 monomers, while the 
corresponding cube consisted of 125 monomers. One can see that increase of the 
monomer size also increases CP and, again, the effect is more pronounced in the 
case of compact aggregates.  

Our computations presented in Figs. 4–6 demonstrate the general trend in the 
phase curve of CP similar to the one observed for comets: CP is negative and in-
creases in absolute value with phase angle. However, the computed values of CP 
do not reach the values observed for comets. Perhaps we need to consider larger 
and, probably, rather compact aggregates to further increase the theoretical values 
of CP. This does not contradict our knowledge of properties of cometary dust 
which, most likely, consists of aggregates built of thousands of monomers 
[20,23].  

It is clear that observations and analyses of CP can provide information not 
only on optical activity but also on packing density of the aggregates, their size, 
and size of their monomers. These three factors produce competing effects, and an 
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Fig. 7. Hyella stella, a cyanobacterium that lives in Marine Limestone (left, adapted from 
http://www.biologie.uni-hamburg.de/b-online); white blood cells (middle, adapted from 
http://www.fi.edu/learn/heart/blood/images); staphylococcus epidermidis bacteria (right, 
adapted from www.scharfphoto.com). 

extended computational survey is necessary to find a way to distinguish between 
the compositional and structural factors when using CP in remote sensing.  

 
3.2.  Circular polarization of light scattered by biological objects:  

laboratory measurements  

The previous section demonstrated that to study chirality of molecules in 
cometary dust through the use of CP, one needs to consider the dust particles as 
aggregates (clusters) of small monomers. Aggregates are a very typical form of 
natural particles. They constitute interstellar and interplanetary dust, dust in proto-
planetary nebulae, and many planetary aerosols, including those in the Titan at-
mosphere [44,45]; aggregates are a very likely kind of particle to be found in the 
atmospheres of exoplanets.  

Many biological particles (bacteria, spores, blood cells) also tend to form ag-
gregates (Fig. 7). Modeling their optical properties also requires a computer code 
that works for clusters of small monomers. The approach of modeling biological 
particles as clusters of spheres has been widely used (see, e.g., [32,48,49]). How-
ever, none of the previous computer modeling studies has involved optical activity 
resulting from the homochirality of the constituent molecules and thus the result-
ing CP. However, CP is a key characteristic that allows us to distinguish biotic ob-
jects from abiotic ones. This was certainly proved by our laboratory measurements 
described below. Here we only briefly summarize our measurements and refer the 
reader to [42,43] for more details. 

Using a dedicated precision polarimeter located at the National Institute of 
Standards (NIST), we measured CP produced by the reflection and transmission of 
light by microorganisms. It is reasonable to suppose that photosynthetic life is 
concentrated at the surface, uses windows of atmospheric transparency, and ex-
ploits regions of the spectrum where the host star shines brightly, which makes 
such life forms maximally observable. The strong electronic absorption bands 
characteristic of photosynthesis are known to exhibit circular dichroism, so we an-
ticipated a consequent polarization signature in the scattered light, although this 
was not entirely obvious beforehand owing to the complexities of the scattering 
process. 
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Fig. 8. CP spectra of Synechococcus WH7805 in (a) transmission (the darker curve with er-
ror bars) and (b) reflection (error-bar crosses). Note the high degree of similarity between 
the two. The solid curve in (b) shows an arbitrarily scaled intensity spectrum; the dashed 
curve is a scaled plot of linear polarization. (c) The dotted curve with one-sigma error bars 
shows the CP reflection spectrum of iron oxide; the lighter solid and dashed curves show 
the intensity and linear polarization, respectively.  
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  To relate the experimental results to known biophysical properties, we com-
pared the scattered polarization spectrum to the circular dichroism spectrum. For 
this, the experiment was configured to acquire both transmission and scattered po-
larization spectra of our target microbial cultures. As expected, the cyanobacteria 
(Figs. 7a,b) show chlorophyll absorption in the red (≈ 0.68 μm) and the antenna 
pigments phycocyanin (≈ 0.62 μm) and phycoerythrin (≈ 0.56 μm) absorption 
bands. The transmission CP spectra (Fig. 8a) are analogous to a classical circular 
dichroism experiment used in protein structure and conformation analysis [17]. 
Hence we expected to see Cotton effect circular dichroism signatures of the strong 
electronic absorption features, and this is exactly what was revealed. For chloro-
phyll, the sign of CP reverses precisely at the wavelength of the absorption maxi-
mum. This well-known effect is due to the presence of exciton-coupled chlo-
rophyll molecule dimers in which chlorophyll molecules in close proximity func-
tion in pairs, effectively acting as a macromolecule. The essential characteristics 
of the CP transmission spectrum are fully reproduced in the polarization spectrum 
of reflected light (Fig. 8b). Figure 8c shows the polarization of a red iron oxide 
powder, chosen because it has a spectral edge not unlike chlorophyll and might 
present a false positive in a chlorophyll red-edge detection experiment. The spec-
tropolarization signature of the iron oxide is very close to the noise limit of the in-
strument; there is a lack of any pronounced spectral features in CP, and there is no 
correlation with the absorption spectrum. Pospergelis [36] showed circular spec-
tropolarimetry of a variety of other minerals with similar results. Hence the CP 
properties of light scattered by chiral biological material differ markedly from 
those of abiotic substances. 

 
4.  Conclusions 

An important biosignature is the presence of homochiral organics, i.e., organ-
ics dominated by left- or right-handed molecules. Such molecules are optically ac-
tive, i.e., possess circular birefringence and circular dichroism. As a result, the 
light they scatter can become circularly polarized. Thus, circular polarization ob-
served for an object that is not associated with a strong magnetic field or particle 
alignment may be a manifestation of the presence of homochiral organics of bio-
logical or prebiological origin.  

One such example is cometary dust. Simulations of light scattering by aggre-
gates made of optically active materials are required to characterize the polariza-
tion spectrum arising from light scattered by cometary dust. A powerful computer 
code to simulate light scattering by optically active aggregates was developed 
based on the T-matrix approach [27]. Preliminary computations using this code 
showed that aggregates demonstrate CP that can be several orders of magnitude 
stronger than the CP from the individual spheres constituting the aggregate. We 
expect that simulations for typical cometary aggregates composed of thousands of 
monomers will yield polarization at the level observed for comets, even with very 
low values of optical activity based on the homochirality typical of meteorites. 
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This may depend on the porosity of the aggregates as CP increases much faster in 
the case of compact aggregates. An increase in the circular birefringence or di-
chroism of the monomers also strengthens the CP dramatically. Hence it is possi-
ble that the observed levels of CP can result from just a small admixture of homo-
chiral organics in cosmic dust or planetary aerosols. Conversely, this may make 
CP a good marker of prebiological organics provided that other sources of polari-
zation can be excluded. 

Even better characterization of CP can be provided for biological objects such 
as bacteria or vegetation. Our laboratory measurements show that CP is much lar-
ger for biological objects than for non-biological ones and reaches especially high 
values inside absorption bands. Moreover, it can experience a reversal of sign at 
the center of an absorption band. Interestingly, this happens only for biological ob-
jects and the absorption bands of “biological” origin, e.g., chlorophyll or carotene. 
Such distinctive behavior indicates that CP can be an exceptionally good bio-
marker in the search for extraterrestrial life.  

The recent studies discussed in this chapter show CP is an important astrobi-
ological tool. The next steps in its application to the search for life in space will be 
the simulation of light scattering by cometary-like aggregates, colonies of bacteria, 
leaves, and other objects using the newly developed T-matrix code. Such simula-
tions will allow us to identify the best angular and spectral regimes to study CP of 
the light scattered by biological objects and prebiological chiral molecules. Ulti-
mately, it will be very interesting to obtain CP spectra of exoplanets and inter-
planetary/interstellar media in the context of these results and to assess their char-
acter in the framework of the search for life in the Universe. 
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1.  Introduction 

1.1.  Dust and small solar system bodies 

Dust particles are all over the solar system: in cometary comae, tails, and 
trails: in planetary atmospheres: in the interplanetary dust cloud and meteoroids; 
as well as on surfaces of planets, satellites, asteroids and cometary nuclei. Learn-
ing about the properties of such media is of major importance for the inference of 
their formation and evolution processes. 

Cometary nuclei, the structure and dust-to-ices ratio of which are still un-
known (e.g., Kofman et al. 1998; Levasseur-Regourd et al. 2009), are likely to be 
built of ices and dust particles. In situ studies provide clear evidence for the pres-
ence of dust on nuclei surfaces, and within sub-surfaces, as established by the 
Deep Impact mission (A’Hearn et al. 2005). Dust particles ejected with gases from 
sublimating ices are found within cometary comae and tails, as already suggested 
by Arago (1858) through polarimetric observations of comets, and nowadays ana-
lyzed through light scattering and spectroscopic observations (e.g., Kolokolova et 
al. 2004; Bockelée-Morvan et al. 2004; Mishchenko et al. 2010). Finally larger 
dust particles are present along cometary trails, as monitored by near-infrared ob-
servations (e.g., Kelley et al. 2008).  

Cometary dust contributes significantly to the replenishment of the zodiacal 
cloud (e.g., Nesvorny et al. 2010), at least below 1.5 AU. This lenticular circum-
solar cloud of interplanetary dust scatters solar light, giving rise to the zodiacal 
light, visible from the Earth after sunset or before sunrise in the absence of any 
light pollution. Amongst the interplanetary dust particles collected in the Earth’s 
stratosphere, so-called IDPs, aggregates (in the size range of a few tens of mi-
crometers) of smaller grains are assumed to be of cometary origin (e.g., Levas-
seur-Regourd et al. 2001; Jessberger et al. 2001). 

Dust particles resulting from successive impacts of meteoroids and microme-
teoroids are also found on asteroidal surfaces and on surfaces of other atmos-
phereless bodies, such as planetary moons and trans-Neptunian objects. They 
build up a regolith which corresponds to layers of dust and rocks formed over bil-
lion years (e.g., Muinonen et al. 2002; Clark et al. 2002). Regoliths may be more 
or less thick, and have a coarse or fine-grained size distribution. 

 
1.2.  Properties revealed by in situ missions 

Since the mid 1980s, six comets (1P/Halley, 26P/Grigg−Skjellerup, 
19P/Borrelly, 81P/Wild 2, 9P/Tempel 1, and 103P/Hartley 2, all being periodic 
comets) and about ten asteroids have been explored by space probes. The most 
conspicuous result is possibly the vast diversity of these objects which are not at 
all spherical, as opposed to the legendary asteroids imagined in 1943 by Saint-
Exupéry for Le Petit Prince, or even to the dirty cometary snowballs cleverly pre-
dicted in 1950 by Whipple. More specifically, amongst a wealth of scientific re-
sults, space missions to comets have helped to discover that cometary dust parti-
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cles are rich in refractory organics, so-called CHON from their constitutive ele-
ments (Kissel et al. 1986, 2004), that their density is very low (Fulle et al. 2000), 
and that the dust properties may be quite heterogeneous within the coma (Clark et 
al. 2004). Meanwhile, space missions to asteroids have revealed that regolith lay-
ers cover their cratered surfaces. The regolith, as on (433) Eros, may present a 
fine-grain size distribution and behave like granular matter to form flat surfaces 
perpendicular to the local gravity field (Thomas et al. 2002) or, as on (2867) 
Steins, may be rock-dominated and rather coarse (Gulkis et al. 2010).  

Such studies provide unique information on cometary and asteroidal dust par-
ticles. They can even provide a ground truth, with Stardust samples collected in 
81P/Wild 2 coma (Brownlee et al. 2006) − although they may have suffered while 
impacting into aerogel cells, and, hopefully, with Hayabusa samples collected on 
the surface of (25143) Itokawa. Space missions are nevertheless limited to a few 
objects. Clues to the bulk properties of the dust thus come significantly from re-
mote spectroscopic observations that provide information on the chemical compo-
sition as well as from remote light-scattering observations, including polarization 
measurements, that provide information on the bulk properties.  

 
1.3.  Motivation for polarization measurements 

Solar light scattered by low-density particulate media is predominantly line-
arly polarized. The degree of linear polarization, thereafter called P, is the ratio of 
the difference to the sum of the intensity components, respectively, perpendicular 
and parallel to the scattering plane (defined by the Sun, the scattering medium, 
and the observer):  

 .)()()( |||||| IIIIIIIP +−=−= ⊥⊥⊥   

It thus remains within the [−1, +1] interval, with negative values corresponding to 
;||II <⊥  it varies with the phase angle α (or the scattering angle θ = π − α ) and 

the wavelength of observations λ, as well as with the properties of the scattering 
medium. Comparisons between data obtained for different distances to the Sun 
and to the observer and on different comets or asteroids are then possible.  

Tentative interpretations in terms of physical properties (e.g., size distribu-
tion, morphology, albedo) of the observed variations of some polarization pa-
rameters, defined through the dependence of the polarization upon the phase angle 
and the wavelength, stem from experimental and numerical simulations with vari-
ous dust particles. The derived results may be indicative of the physical processes 
that allowed the formation and evolution of the dust particles (e.g., accretion, ag-
glomeration, ejection, fragmentation, sublimation, and collisions). 
 
2.  Back to the golden age of polarimetry of small bodies 

Pioneering observations in the field of asteroidal properties were initiated by 
Lyot, who discovered the negative polarization of (1) Ceres and (4) Vesta back in 
1934 (Dollfus et al. 1989). Measurements of the linear polarization of solar light 
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Fig. 1. Geometry of observations of scattered solar light (a) within the interplanetary dust 
cloud and (b) within a cometary coma. The data gathered along the line of sight correspond 
to different distances R to the Sun or r to the cometary nucleus, and thus possibly to differ-
ent properties of the dust. For interplanetary dust observations, the phase angle α  varies 
along the line of sight. 

scattered on the surfaces of various asteroids at different phase angles and wave-
lengths (B, G, also U, V, R), published in the 1960s −1970s, have been used to 
draw curves providing the dependence of P upon α (e.g., Veverka and Liller 1969; 
Zellner et al. 1974; Zellner and Gradie 1976). Such curves, limited in phase angle 
coverage, except for near-Earth asteroids, are reminiscent of those previously ob-
tained for the Moon (Lyot 1929).  

Obtaining significant polarimetric measurements within the zodiacal cloud or 
a cometary coma is somehow more tricky. In both cases, the observed signals are 
integrated over the line of sight along which the intrinsic properties of the dust are 
likely to change with the distance to the Sun in the first case (Fig. 1a) or to the nu-
cleus in the second case (Fig. 1b). Besides, for interplanetary dust observations, 
the phase angle varies drastically along the line-of-sight. However, assuming a 
given dust cloud to be steady within two measurements from a space probe, the 
difference between these polarized intensities is, for a line-of-sight parallel to the 
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Fig. 2. The optical probe concept. The figure illustrates its application to the HOPE po-
larimetric instrument onboard the Giotto spacecraft within comet 1P/Halley coma. 

trajectory of the moving probe, proportional to the light scattered by dust in a 
small elementary volume at the probe. This so-called optical probe concept was 
first applied for the moving Earth, in order to derive properties of the interplane-
tary dust at 1 AU from the Sun in the ecliptic (Dumont 1973; Schuerman 1979). A 
typical result is that one cubic centimeter of interplanetary space near the Earth 
orbit scatters sunlight at 90° phase angle with an intensity that is 4×10− 34 times 
smaller than that of the Sun and a local polarization of about 0.3 (Levasseur-Re-
gourd et al. 2001). Just to illustrate the fact that in situ solar system exploration is 
extremely demanding and sometimes disappointing, it may be added that out-of-
ecliptic zodiacal measurements were anticipated to take place along the trajectory 
of the International Solar Polar mission, which was unfortunately cancelled in 
1981. 

The return of the famous 1P/Halley comet in 1985−1986 had triggered the 
development of cometary polarimetric observations, not only from various 
ground-based telescopes, but also in situ. The Halley Optical Probe Experiment 
(HOPE) that we had proposed was selected for measurements along the trajectory 
of the Giotto spacecraft through Halley’s cometary coma (Fig. 2). Solar system 
exploration, as already mentioned, is always a major challenge, full of both pro-
grammatic and technical disappointments and unexpected discoveries. The posi-
tioning of HOPE on Giotto rearward-facing platform implied significant high stray 
light owing to reflections from the high-gain antenna and its tripod. However, this 
positioning meant that the instrument would survive dust impacts during the Hal-
ley encounter, allowing the gathering of new data during Giotto encounter with 
comet 26P/Grigg−Skjellerup in 1992. Although the geometry of this second flyby 
was not appropriate for a direct inversion of the data, the development of an up-
dated science data pipeline allowed us to point out an error in the data reduction 
code used for the Halley encounter, which had resulted in an overestimation of the 
signal-to-noise ratio by a factor of 16. It was then estimated, from a comparison of 
light scattering and dust flux data (Levasseur-Regourd et al. 1999) that the dust 
within the comet Halley coma had a low albedo of about 0.04, a size distribution 
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Fig. 3. Linear polarization of dust as a function of the distance to the Halley comet nucleus. 
In situ data were obtained from Giotto Optical Probe observations at 73° phase angle, at  
(a) 442 nm and 578 nm and (b) 718 nm. The error bars are smaller in the inner coma than in 
the outer coma and the polarization in red is higher than in blue–green, except in the inner-
most coma (from Levasseur-Regourd et al. 2005) The decrease in polarization in the in-
nermost region corresponds to the polarimetric halo, while the increase in a narrow region 
might result from the crossing of a dust jet. 

approximately following a power law with a −2.6 index, and an extremely low 
density, of about 100 kg m− 3 (Fulle et al. 2000). Finally, the return of Halley, to-
gether with the development of CCD detectors, had triggered the development of 
imaging polarimetry, which has confirmed the presence of dust particles with dif-
ferent properties within various cometary comae (Eaton et al. 1988; Renard et al. 
1992; Hadamcik et al. 2003a). 
 
3.  Main observational trends 

Certain constraints apply to remote polarimetric observations of small solar 
system bodies, which suffer not only from random errors but also from systematic 
errors that may be caused by instrumental polarization and (de)polarization of the 
sky background. As already mentioned, measurements within the interplanetary 
dust cloud need to be inverted to derive results representative of a given phase an-
gle and a given solar distance (Fig. 1a). Cometary measurements require narrow-
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band filters that prevent depolarization from contaminating gaseous emissions. 
Besides, measurements on wide cometary comae cover different regions with dif-
ferent scattering properties (Fig. 1b). However, once spatial changes are taken into 
account, the main typical observational trends can be identified, from all the po-
larimetric results obtained by various teams, mostly on relatively bright objects, in 
the visible and near-infrared spectral domains.  
 
3.1.  Spatial changes within comae  

Spatial changes in the polarimetric properties of a comet observed at a fixed 
phase angle and solar distance, which are clues to significant changes in the intrin-
sic properties of the scattering dust particles, were first noticed within the 
1P/Halley coma, both from in situ measurements (Levasseur-Regourd et al. 1999) 
and from a synthesis of remote measurements through given apertures by several 
independent groups (Dollfus et al. 1988). Giotto measurements (Fig. 3) show that, 
in March 1986, the polarization varied along the trajectory, from 105 to 10 3 km 
nucleus distance, being lower in the innermost coma and larger in some narrow 
regions; also, it was higher at 718 nm than at 442 nm and 578 nm, except within 
the innermost coma, where it was higher in the blue-green than in the red (Levas-
seur-Regourd et al. 1999, 2005). Remote observations (Dollfus et al. 1988) indi-
cate that, in 1985−1986, the polarization was, as compared to the outer coma, 
lower in the innermost coma and larger in the inner coma. 

Since then, polarization maps of quite a few comets by CCD imaging po-
larimetry have pointed out three main regions in comae, as illustrated with comet 
C/1995 O1 (Hale−Bopp) in Fig. 4: (i) background coma; (ii) so-called polarimet-
ric halo near the photometric center; and (iii) jet-like or arc-like features (e.g., 
Tozzi et al. 1997; Jones and Gehrz 2000; Hadamcik and Levasseur-Regourd 
2003b; Hadamcik and Levasseur-Regourd 2009). The halo, which may be par-
tially or totally hidden by jets, corresponds to a lower polarization whenever the 
polarization is positive, while the jets or arcs of fresh dust correspond to a higher 
polarization. The linear polarization reaches an asymptote with increasing aper-
ture; it is thus possible, from polarimetric imaging with a synthetic aperture, to de-
fine the whole-coma polarization, which takes into account the actual size of the 
dust coma though polarimetric images.  

 
3.2.  Phase angle dependence 

The whole-coma linear polarization dependence upon the phase angle, )(αP , 
is monitored through the changing geometry for an Earth-based observer. Inter-
polations, typically by polynomial or trigonometric fits, whenever a sufficient 
amount of well-distributed data points is available, provide polarization phase 
curves. Such curves are quite smooth and typical of scattering by irregular parti-
cles with sizes greater than the wavelengths, i.e., a few microns. However, as 
usual in the absence of any robust theory, any extrapolation of the curves towards 
lower or larger phase angles may lead to inappropriate conclusions. These curves 
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Fig. 4. Polarization and intensity (with highlighted gradients) images of comet C/1995 O1 
(Hale−Bopp), as measured (a) at 0.68 μm on 9 April 1997 by Hadamcik and Levasseur-
Regourd (2003b) and (b) at 2.2 μm on 16 April 1997 by Jones and Gehrz (2000). The fields 
of view are of about 150 000 km and 67 000 km, respectively. The dark areas on polariza-
tion images correspond to about 8% and the bright ones to at least 12% (the dark diagonal 
streak in the infrared image being an artifact). Polarization points out intrinsic differences 
between the properties of the dust particles inside the curved jets and those in the back-
ground coma. 

exhibit a shallow negative branch near the backscattering region and, after the in-
version region, a wide positive branch with a maximum in the 90°−100° range. 
Quite interesting features leading to classifications may be noticed, once the data 
points relative to a given object are separated in different wavelengths bins. 

For cometary dust, the minimum in polarization is about −0.02, the inversion 
angle is mostly in the 21°−22° phase-angle range, and a significant dispersion is 
noticed for α  greater than ~30°. Data retrieved for tens of comets within a given 
wavelength range actually suggest the existence of at least two classes of comets 
(Levasseur-Regourd et al. 1996) corresponding to different properties of the 
ejected dust particles: comets with a low polarization maximum (in the 0.10 to 
0.15 range, depending on the wavelength), comets with a high polarization maxi-
mum (in the 0.25 to 0.30 range), and comet C/1999 O1 (Hale−Bopp), whose po-
larization is the highest ever observed (Levasseur-Regourd 1999; Hadamcik and 
Levasseur-Regourd 2003b). The maximum in polarization is high whenever a sili-
cate emission feature is detected in the 11-μm region (Hanner 2002). It may in-
crease after the release of fresh dust particles from inside the nucleus. Such a be-
havior has typically been noticed after the fragmentation of C/1999 S4 (LINEAR) 
and within the dust plume released from the sub-surface of 9P/Tempel 1 after 
Deep Impact event (e.g., Furusho et al. 2007; Hadamcik et al. 2007a). 
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For asteroidal surfaces, different trends, which somehow correspond to differ-
ent taxonomic classes, have also been noticed in the polarization phase curves 
(Goidet-Devel et al. 1995; Pentillä et al. 2005), with higher slopes at inversion 
corresponding to asteroids with lower geometric albedos. The slope at inversion, 
as well as the absolute value of the minimum in polarization, increases when the 
geometric albedo decreases. Asteroids belonging to the C-type actually exhibit a 
deeper negative branch, about −0.015, than those belonging to the S- and M-types, 
for which the minimum is rather about −0.01 (Muinonen et al. 2002). Relations 
linking the slope at inversion or the minimum in polarization to the albedo have 
been derived from laboratory measurements on various samples and thermal radi-
ometry (Zellner and Gradie 1976; Dollfus and Zellner 1979; Lupishko and Mo-
hamed 1996; Cellino et al. 1999, 2005a). Although these relations may be called 
empirical laws, they need to be considered carefully, with certainly the same cau-
tiousness as the above-mentioned extrapolations, since they do not rely on any 
physical theory and since the coefficients have mostly been estimated for obser-
vations through V-filters of moderately bright S-type asteroids. A noticeable ex-
ample is provided by unique polarimetric observations of the bare nucleus of 
comet 2P/Encke (Boehnhardt et al. 2008), which could be misinterpreted as a clue 
to an unrealistic albedo of about 0.15.  

Other peculiar features have been noticed for asteroids. A polarimetric oppo-
sition effect is clearly found for some E-type objects, e.g., (44) Nysa and (64) An-
gelina (Mishchenko et al. 2010). Besides, the inversion angles present a large dis-
persion. While they remain in the 20°−23° range for S-, C-, and M-type asteroids, 
they are about 14° for F-type asteroid (419) Aurelia and 18° for (2867) Steins and 
other E-type asteroids (Belskaya et al. 2005; Fornasier et al. 2006); on the other 
hand, they reach 25° for (21) Lutetia and even about 30° for objects such as (234) 
Barbara (387) and (387) Aquitania, appropriately and humorously called Barbari-
ans (Cellino et al. 2006; Masiero and Cellino 2009).  

For the zodiacal light, the local polarization in the vicinity of the ecliptic plane 
and at 1.5 AU from the Sun has been derived using mathematical inversion tech-
niques, at least up to 90° phase angle (Levasseur-Regourd et al. 1990). The po-
larimetric phase curve is smooth, with a shallow negative branch, an inversion at 
15° ± 5°, and a slope at inversion comparable to that of cometary dust and C-type 
asteroids. Although mathematical inversion techniques may imply large error bars 
and data are mostly obtained at 550 nm, the polarization at 90° (again in the vicin-
ity of the ecliptic) can also be derived in the 0.1 to 1.5 AU range (Levasseur-Re-
gourd et al. 2001). It decreases with decreasing solar distance, i.e., with increasing 
temperature and time as the dust particles spiral towards the Sun under 
Poynting−Robertson effect.  
 
3.3.  Wavelength dependence 

The dependence of the degree of linear polarization upon the wavelength, 
),(λαP  may also be monitored for a given phase angle, as soon as measurements 
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are available for a few wavelengths. An interesting feature is that the wavelength 
dependence seems to be quite linear, at least in the visible domain. 

For comets, the polarization on the positive branch usually linearly increases 
with the wavelength (Levasseur-Regourd and Hadamcik 2003), up to a maximum 
near 1.5 μm for some extensively observed comets (Hadamcik and Levasseur-Re-
gourd 2003b). Some exceptions may nevertheless be noticed in the innermost 
coma of, e.g., 1P/Halley (see Fig. 3), as well as during disruption events of, e.g., 
C/1999 S4 (LINEAR) and 73P/Schwassmann−Wachmann 3 (Kiselev et al. 
2008). They reveal drastic changes between the properties of freshly ejected dust 
and of dust that may have already experienced some evaporation and/or fragmen-
tation within the inner coma.  

As far as asteroids are concerned, two specific behaviors are worth noting: (i) 
the polarization at a given phase angle depends fairly linearly upon the wavelength 
(Belskaya et al. 2009); and (ii) the polarization on the positive branch seems to ei-
ther decrease or increase with wavelength, depending on the taxonomic type. The 
polarization of the positive branch, well documented for near-Earth asteroids, de-
creases linearly with increasing wavelength for S-type objects (Levasseur-Re-
gourd and Hadamcik 2003), as derived from observations of, e.g., (4179) Toutatis 
and (25143) Itokawa (Mukai et al. 1997; Cellino et al. 2005b). On the contrary, 
the polarization of the positive branch seems to increase with increasing wave-
length for C-type asteroids, as well as for (21) Lutetia (Hadamcik et al. 2011). 

 
4.  Interpretation of polarimetric data 

Tentative interpretation in terms of physical properties of the above-men-
tioned variations of the polarization parameters (e.g., the values of the minimum in 
polarization, of the inversion angle, of the slope at inversion, of the maximum in 
polarization), as well as the quasi-linear dependence upon the wavelength of the 
polarization at a given phase angle, should stem from both experimental and nu-
merical simulations with real and virtual dust particles, the morphology, size and 
complex refractive index of which somehow agrees with our present understand-
ing of the corresponding scattering medium. It would indeed be of major impor-
tance to unequivocally interpret the origin of cometary polarimetric halos (as at-
tempted by Zubko et al. 2010), to disentangle from higher polarization observed in 
some cometary jets the effect of a possible alignment of elongated particles, and to 
systematically compare the polarimetric properties of asteroidal surfaces to those 
of meteorites. 

 
4.1.  Experimental simulations 

Laboratory measurements have been initiated in the 1970s to infer properties 
of some regolith layers. Since then, various teams have developed laboratory 
measurements of the light scattered by particulate surfaces or by dust (e.g., Dollfus 
and Zellner 1979; Shkuratov et al. 2002), including measurements in jet streams 
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and steady-state gas flows, which provide the whole Mueller matrix for particles 
below 1 μm (Hovenier and Muñoz 2009). 

We have, since the mid-1990s, developed the PROGRA2 series of experiments 
to infer, through measurements made in the laboratory and/or under microgravity 
conditions, the properties of solar system dust clouds (cometary comae, inter-
planetary dust, planetary atmospheres) and dusty surfaces of atmosphereless bod-
ies (Levasseur-Regourd et al. 1997; Renard et al. 2002; Hadamcik et al. 2009). For 
a wide variety of samples (http://www.icare.uni-lille.fr/progra2), the intensity and 
linear polarization are monitored over a large range of phase angles for at least two 
wavelengths (543.5 and 632.8 nm), the microgravity conditions during parabolic 
flight campaigns achieving conditions close to those prevailing in dust clouds and 
on surfaces of small bodies, while avoiding sedimentation and mass or morphol-
ogy segregation. 

As far as comets are concerned, excellent matches have typically been ob-
tained with porous aggregates of sub-micrometer (MgSiO + FeSiO + C) grains and 
compact Mg-silicates (Hadamcik et al. 2007b). As far as asteroidal surfaces are 
concerned, remarkable agreements have been obtained, for the phase angle and the 
wavelength dependences, between polarimetric observations and measurements, 
on the one hand for (2867) Steins (or other E-type asteroids) and powdered sam-
ples of an aubrite meteorite, on the other hand for (21) Lutetia and powdered sam-
ples of Allende meteorite (Levasseur-Regourd et al. 2011; Hadamcik et al. 2011). 

 
4.2.  Numerical simulations 

Numerical simulations have first been made with the use of the Mie theory, in 
order to derive complex refractive indices and size distributions (e.g., Mukai et al. 
1987). Although computations for homogeneous spherical particles hardly repre-
sent the scattering behavior of irregular particles with a size greater than the wave-
length of observations, they have nevertheless allowed certain comparisons be-
tween different scattering objects. More realistic numerical simulations have 
subsequently been performed, thanks to the progress in computational codes 
(DDA, T-matrix, ray-tracing), for inhomogeneous non-spherical particles, and es-
pecially for aggregates of grains that might build up cometary and interplanetary 
dust particles (e.g., Petrova et al. 2004; Kimura et al. 2006; Lasue et al. 2006).  

We have developed a versatile model, with a distribution of particles, con-
sisting of a mixture of spheroidal grains and aggregates of small spheroids (or of 
spheres with a size distribution), with bimodal complex refractive indices, typical 
of astronomical silicates and more absorbing organics (Lasue et al. 2006). From 
data corresponding to a comet extensively observed, Hale−Bopp as an example, a 
fit in two colours indicates that both compact and fluffy particles are required, 
with a size of the grains in the 0.1−20 μm range and a power law of their size dis-
tribution of about −3, and that there are 40% to 65% of silicates in mass and 60% 
to 35% of organics. Besides, computations with the same values in other colors fit 
very well the observational data (Levasseur-Regourd et al. 2007; Lasue et al. 



306 A.-C. LEVASSEUR-REGOURD 

2009). The relevance of the results of such simulations, which agree with those of 
experimental simulations, is demonstrated by Stardust ground truth, with dust im-
pacts on aluminium foils and dust tracks in aerogel cells demonstrating the exis-
tence of both compact grains and loosely-bound aggregates of tiny grains in a 
cometary coma (Hörz et al. 2006). Finally, the same approach used for inter-
planetary dust particles indicates that their equivalent radius is in the 0.1−100 μm 
range and there are 50% to 75% of silicates in mass and 50% to 25% in organics; 
it also strongly suggests that the decrease in polarization with decreasing solar dis-
tance originates in a thermal decay of organic compounds (Lasue et al. 2007) and 
that the contribution of comets to the interplanetary dust cloud is most significant, 
at least below 1.5 AU. 
 
5.  Polarimetric properties of some objects of special interest 

Progress in our understanding of small bodies, including through polarimetry, 
has been triggered by special events, such as cometary outbursts or fragmenta-
tions, and by the preparation and analysis of space missions. Detailed below are a 
couple of points of present interest. 

 
5.1.  17P/Holmes outburst 

The unexpected outburst of comet 17P/Holmes, which increased its bright-
ness by a factor of about 700 000 in October 2007, was monitored from many in-
struments, including polarimeters. Observations from a couple of teams, at phase 
angles in the 11° to 16° range, suggest that the near-minimum polarization is less 
negative than usually observed for other comets and that it strongly depends upon 
the color, being significantly less negative with increasing wavelength (Rosenbush 
et al. 2009; Zubko et al. 2011). Such a behavior, although far from being well un-
derstood, is compatible with highly adsorbing debris particles, and might be a clue 
to the existence of a big dust crust on the surface of the nucleus. 

 
5.2.  Preparation of Rosetta rendezvous with 67P/Churyumov−Gerasimenko 

Rosetta spacecraft mission has already flown by two main belt asteroids, quite 
unique as compared to those that had been previously explored, (2867) Steins and 
(21) Lutetia. As mentioned in Section 4.1, remote polarimetric observations have 
been compared with laboratory measurements on meteorites, the parent bodies of 
which could be fragments of these two asteroids or of other objects of the same 
type.  

The main objective of the Rosetta mission is to rendezvous comet 
67P/Churyumov−Gerasimenko in 2014−2015 and tentatively release a module 
on its nucleus (Glassmeier et al. 2007). In 2008−2009, that is to say for the last re-
turn of the comet before the rendezvous, polarimetric observations have been 
made for solar distances in the 1.7 AU to 2 AU range and phase angles in the 29° 
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Fig. 5. Polarization and intensity (with highlighted gradients) images of comet 
67P/Churyumov−Gerasimenko, the target of the ESA Rosetta rendezvous mission. Field-
of-view is of about 80000 km. Measurements were obtained in the red domain in March 
2009, 18 days after perihelion, by Hadamcik et al. (2010b). The polarization image gives 
clue to the presence of the emission of particles with different properties in the coma, pos-
sibly fluffy aggregates of micron-sized grains. 

to 36° range, as illustrated in Fig. 5. The purpose is to contribute to the mission 
safety and the choice of optimal sequences for the on-board dust experiments, 
MIDAS and GIADA. Polarimetric results confirm that the comet exhibits a 
brightness asymmetry and is more active after its perihelion; they suggest that, be-
fore perihelion, the dust is dominated by large slowly moving particles and that, 
after perihelion, a new material with different properties, possibly aggregates of 
tiny grains, is released into the jets (Hadamcik et al. 2010). It is nevertheless man-
datory to stress the fact that the properties of the dust particles in the very inner-
most coma, below 1000 km nucleus distance, are quite impossible to detect from 
remote observations. Only the rendezvous, allowing to trace the activity of the 
comet at solar distances from about 3 AU to 1.25 AU, will reveal such properties, 
and perhaps provide images even more amazing than those of the “cosmic snow 
storm” revealed in the innermost coma of comet 103P/Hartley 2 in November 
2010 by the successful EPOXI mission (http://epoxi.umd.edu). 
 
6.  Summary and future work 

Observations of the linear polarisation of solar light scattered by small bodies 
present significant constraints, typical of polarimetric techniques, as well as spe-
cific of the objects that are studied. However, such observations, over a wide 
range of phase angles and tentatively at a few different wavelengths, provide in-
teresting comparisons, giving evidence for changing dust properties within an ob-
ject and for classes of objects with similar dust properties. It is better, while trying 
to interpret such observations, to avoid empirical laws and disputable extrapola-
tions.  
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Sophisticated programs of numerical simulations have been developed; vari-
ous advanced programs of laboratory simulations (including under microgravity) 
have also been developed for large series of relevant samples. They tentatively 
rely on hypotheses that are as close as possible to what is already known about the 
properties of the scattering medium. They typically indicate that cometary dust 
particles are built of both very fluffy aggregates and of more compact grains, with 
significant proportions of rather transparent silicates and of absorbing materials, 
and that a significant proportion of interplanetary dust is of cometary origin. They 
are also used to suggest some links between asteroidal surfaces and specific mete-
orites.  

As usual whenever observations of complex media are concerned, more po-
larimetric observations (again over a large range of phase angles and at several 
wavelengths) are needed, with emphasis on (i) the monitoring of new Oort cloud 
comets, asteroids of relatively rare or unknown types, and the zodiacal light; (ii) 
the preparation of future space missions to small bodies; and hopefully (iii) the re-
vival of polarimetric instruments on board spacecraft devoted to solar system ex-
ploration. While the development of numerical and experimental simulations is 
likely to continue, future breakthroughs might be expected from successful nu-
merical simulations on layers of dust particles and from experimental simulations 
of the aggregation of tiny dust particles, with continuous monitoring of the polari-
zation (or, even better, of their Stokes parameters), as anticipated to take place on 
board the Columbus module of the International Space Station, not to mention the 
resolution of some open problems, e.g., the precise dependence(s) of the linear po-
larization upon the wavelength or upon the albedo.  
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Abstract.  For the retrieval of atmospheric aerosol properties from satellite meas-
urements, the atmospheric signal should be correctly separated from the surface 
signal. This represents one of the most important challenges in the development of 
algorithms for the retrieval of aerosol properties over land surfaces. Intrinsic re-
flectance properties of surfaces can be described by the Bidirectional Reflectance 
and Polarization Distribution Functions (BRDF and BPDF). In this chapter, we 
investigate the performance of different semi-empirical BRDF and BPDF models 
as they relate to the requirements for aerosol retrievals over land. First, we test 
BRDF and BPDF for bare soil and vegetation surfaces using multi-angle, multi-
spectral photopolarimetric airborne measurements of the Research Scanning Po-
larimeter. Then, we investigate the capability of the different models to represent 
top-of-atmosphere measurements. 

Keywords: surface reflectance, bidirectional reflection matrix, bidirectional reflectance and po-
larization distribution functions, land surfaces, aerosol retrieval, Research Scanning Polarimeter  

1.  Introduction 

The land surface of the Earth is an important component of the climate sys-
tem. Its interactions with incoming solar radiation and the atmosphere have a sub-
stantial impact on the Earth’s energy budget. To account for such interactions, the 
radiative properties of both land surfaces and the atmosphere must be robustly un-
derstood on a global scale.  

The intrinsic reflectance properties of surfaces can be described by the bidi-
rectional reflectance distribution function (BRDF) and the bidirectional polariza-
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tion distribution function (BPDF). They provide a relation between the Stokes pa-
rameters of scattered and incident radiation fields. Both BRDF and BPDF are a 
potential source of information about physical and optical properties of land sur-
faces. Moreover, accurate models of BRDF and BPDF at visible and infrared 
wavelength are required for retrieval of atmospheric aerosols properties over land 
surfaces. 

Anthropogenic aerosols are believed to cause the second most important an-
thropogenic forcing of climate change after greenhouse gases. In contrast to the 
climate effect of greenhouse gases, which is understood relatively well, the nega-
tive forcing (cooling effect) caused by aerosols represents the largest uncertainty 
in climate change research (Hansen et al. 2005). To reduce this uncertainty, multi-
ple-viewing-angle and multi-spectral photopolarimetric satellite measurements at 
a global scale are necessary (Mishchenko et al. 2007a; Hasekamp and Landgraf 
2007). 

An essential part of algorithms for the retrieval of aerosol properties is to ac-
curately account for reflection of the surface of the Earth. Over the ocean, the sur-
face contribution is relatively small and can for most scenes be modeled with suf-
ficient accuracy (Mishchenko and Travis 1997; Tanré et al. 1997; Chowdhary et 
al. 2005; Hasekamp and Landgraf 2005b). Over land, the surface reflection contri-
bution is in general much larger, shows significant spatial variability, and repre-
sents one of the most important problems for aerosol retrieval algorithms.  

Different algorithms have been proposed for aerosol properties retrievals over 
land from space (e.g., Kokhanovsky and de Leeuw 2009). MODIS retrievals 
(Remer et al. 2005) use an empirical relationship between the albedo retrieved at 
the 2100 nm band (where the aerosol contribution is small) and the albedo at other 
wavelengths. Here, uncertainties in the surface reflectance model represent one of 
the largest error sources on the retrieved aerosol properties. Retrievals from multi-
ple-viewing-angle measurements can take advantage of the different angular re-
flectance signatures of the surface and the atmosphere to accomplish the retrieval 
of aerosol optical thickness over land surfaces (Martonchik et al. 1998; Diner et al. 
2005). Also, retrieval methods have been proposed using only measurements of 
polarized reflectance, which have a relatively small and spectrally flat contribution 
from surface reflection (Deuzé et al. 2001; Waquet et al. 2009a). 

To make full use of the information contained in multi-angle photopolarimet-
ric measurements, it is necessary to perform a simultaneous retrieval of aerosol 
and surface properties using both radiance and polarization measurements. For 
this purpose the atmospheric signal must be accurately separated from the surface 
signal. Hence, the following aspects are important for BDRF and BPDF models: 
(i) constraints on and invariances of the spectral and angular dependences of the 
BDRF and BPDF; (ii) BRDF and PBDF models should be able to correctly de-
scribe the surface signal with the geometry of the measurements (flexibility), as 
well as (iii) for all other geometries (predictability). 

For surface BRDF characterization on the basis of airborne and satellite data, 
semi-empirical models are often used (Hapke 1981; Roujean et al. 1992; Rahman 
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et al. 1993; Wanner et al. 1995; Spurr 2004; Maignan et al. 2004), whereas surface 
BPDF is usually considered as spectrally independent in the visible and infrared 
regions and described by models based on the assumption of single Fresnel reflec-
tion from the surface facets (see, for example, Tsang et al. 1985; Rondeaux and 
Herman 1991; Bréon et al. 1995; Nadal and Bréon 1999; Maignan et al. 2009; 
Waquet et al. 2009b). Below we present results of testing existing BRDF and 
BPDF models with respect to the three criteria listed above (Litvinov et al. 2010, 
2011).  

Aspects (i), (ii), and (iii) of BRDF and BPDF models are evaluated using 
measurements performed with the Research Scanning Polarimeter (RSP). The 
RSP provides multi-spectral, multi-angle photopolarimetric measurements. It is a 
prototype for the Aerosol Polarimetry Sensor (APS) instrument of the NASA 
Glory Mission (Cairns et al. 1999; Mishchenko et al. 2007b). RSP measurements 
provide a valuable source of observations for testing different models of the 
BRDF and BPDF of Earth surfaces. 

In assessing aerosol retrievals over land surfaces, it is the manifestation of er-
rors in the top-of-atmosphere signals caused by BRDF and BPDF model errors 
that are of interest. The different semi-empirical BRDF and BPDF models were, 
therefore, used in radiative transfer calculations for the coupled atmosphere-
surface system, and their capability to represent top-of-atmosphere measurements 
is analyzed in this chapter. 

 

2.  Research Scanning Polarimeter 

The RSP measures intensity and polarization characteristics of the radiation at 
viewing zenith angles in the range °≤≤°− 6060 vϑ  from the nadir direction in 9 
spectral bands in the range 410 – 2250 nm. We used RSP data obtained during the 
Aerosol Lidar Validation Experiment (ALIVE) measurement campaign performed 
in Oklahoma (Southern Great Plains, USA) in September of 2005. There were 
several flights in the ALIVE campaign that had measurements at low altitudes 
over land (about 200 – 600 m), with low aerosol optical thicknesses 04.0( ≈aerτ  
in the “red” channel, 670=λ nm, and 0075.0≈aerτ  in the “short-wave infrared” 
channel, 1589=λ nm), and in clear sky conditions. The values of aerτ  for differ-
ent wavelengths were taken from an AERONET station in Oklahoma (the U.S. 
Southern Great Plains Cloud and Radiation Testbed (CART) Site). These RSP 
measurements provide a good opportunity for testing different models of the 
BRDF and BPDF of land surfaces, since surface signals can be separated from at-
mospheric signals very accurately. 

Table 1 describes the flights that were used in this study. The flights were car-
ried out over the same area at different times during the same day and with similar 
weather conditions. Thus the data for these flights were obtained for different il-
lumination and scattering geometries and pertain, generally, to the same types of 
soil and vegetation surfaces.  
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Table 1. Summary of RSP flights used in this analysis

Flight 1 Flight 2 Flight 3 Flight 4 

Day, month, and year 16.09.2005 16.09.2005 16.09.2005 16.09.2005 

Time (UTC) 16:32:25 22:01:49 16:25:24 22:09:32

Average altitude over sea level 510 m 942 m 640 m 476 m 

Average solar zenith angle 42.68° 60.8° 43.67° 62° 

Average solar azimuth angle 43.3° 290.9° 45.5° 289.7° 

Average observation azimuth angle 89.25° 312.7° 268.8° 134° 

Average ARVI, soil 0.033 0.024 0.031 – 

Average ARVI, vegetation 0.63 0.65 –  0.577

Aerosol optical thickness at 670 nm 0.039 0.046 0.039 0.038 

Aerosol optical thickness at 1589 nm 0.0075 0.01256 0.0075 0.0083 

Aerosol optical thickness at 2264 nm 0.0037 0.0075 0.0037 0.0046 
 

 

Soil and other non-vegetated surfaces have much smaller spectral contrast be-
tween the “red” and “near-infrared” bands. Following Knobelspiesse et al. (2008) 
and Kaufman and Tanré (1992), we used the Atmospherically Resistant Vegeta-
tion Index (ARVI) to distinguish soil and vegetation types of surfaces (Litvinov et 
al. 2010). The data with – 0.25 < ARVI < 0.075 and 0.375 < ARVI < 0.775 were 
classified as “soil” and “vegetation” respectively. A detailed description of the ap-
proach to splitting the data into “soil” and “vegetation” classes for flights 1 and 4 
from Table 1 is presented by Knobelspiesse et al. (2008). Using this classification 
for each flight from Table 1, we averaged the intensity and polarization measure-
ments over different realizations (scans) separately for soil and vegetated surfaces. 
Then a small atmospheric correction to the RSP data was performed (for details, 
see Litvinov et al. 2010). 

 
3.  Semi-empirical BRDF and BPDF models 

The intrinsic reflectance properties of surfaces are described by the 44×  bidi-
rectional reflection matrix (BRM) R. It provides a relation between the Stokes pa-
rameters of scattered and incident radiation fields (see, e.g., Mishchenko and 
Travis 1997): 

 .cos)(),,,(1
000 ϑλφϑϑλ

π
IRI v=  (1) 

Here, T),,,( VUQI=I  is the intensity column vector describing the radiance and 
polarization state of scattered radiation (T stands for “transposed”); I0 =  

,,( 00 QI T
00 ), VU  is the Stokes vector, describing total and polarized incident ir-

radiances; λ  is the wavelength of the incident and scattered radiation; φ  is the 
azimuth angle difference ,0ϕϕ −v  with 0ϕ  and vϕ  being the solar and viewing 
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azimuth angles, respectively; and 0ϑ  and vϑ  are the solar and viewing zenith an-
gles, respectively ,( 0 incϑπϑ −=  incϑ  is the incident zenith angle). Below we use 
positive and negative values of vϑ  to denote the cases when φ  is changed by :π  

0<vϑ  when 2||0 πφ ≤≤  and πφπ 2||23 ≤≤  (these ranges include the back-
scattering direction when 0|| ϑϑ =v  and 0=φ  or ),2|| πφ =  0>vϑ  when ≤2π  

23|| πφ ≤  (this range includes the specular reflection direction when 0ϑϑ =v  and 
).πφ =  

When the incident radiation is unpolarized, the element 11R  of the matrix R is 
the surface total reflectance (denoted hereinafter as ),IR  and the elements 21R  
and 31R  define surface polarized reflectances (denoted hereinafter as :)PR  

 ,cos)(),,,(1
000 ϑλφϑϑλ

π
FRI vI=  (2) 

 ,cos)(),,,(1
00021 ϑλφϑϑλ

π
FRQ v=  (3) 

 ,cos)(),,,(1
00031 ϑλφϑϑλ

π
FRU v=  (4) 

 .),,,( 2
31

2
210 RRR vP +=φϑϑλ  (5) 

Here, 0F  is the incident energy flux per unit area perpendicular to the incident 
beam. This definition of the total and polarized reflectances has been used by dif-
ferent authors (Roujean et al. 1992; Nadal and Bréon 1999; Maignan et al. 2009). 
The definition of the surface total reflectance used here is equivalent to the defini-
tion of the bidirectional reflectance factor (BRF) (see, e.g., Schaepman-Strub et al. 
2006). In other words, we suppose that directional surface reflection properties 
vary weakly within the instrument instantaneous field of view (IFOV), and the 
conical reflectance quantities are equivalent to the directional ones. That is the 
case in the directions far away from the specular or the exact backscattering direc-
tions, and for small IFOVs. The RSP data we are working with satisfy these condi-
tions (see Table 1 for the RSP geometry description; the RSP IFOV is 14 mrad or 
0.8°; Mishchenko et al. 2007a). 

It must be noted that radiative transfer calculations for a coupled atmosphere–
surface system require all elements of the BRM for surfaces rather than only the 
surface total and polarized reflectances IR(  and ).PR  However it is usually as-
sumed that surface reflections are strongly depolarizing (i.e., || 22R << 11R  and 

|| 33R << )11R  over a wide range of scattering angles. This is the case, for example, 
for complex media causing considerable diffuse scattering (Woolley 1971; Saven-
kov et al. 2003; Tishkovets et al. 2004; Muñoz et al. 2007). Under these conditions 
the elements ,11R ,21R  and 31R  of the BRM for surfaces give the main contribu-
tion to the top-of-atmosphere total and polarized reflectances. In general, it is not 
possible to characterize the elements other than ,11R ,21R  and 31R  (for example, 

,22R ,33R  etc.) if the incident radiation is not polarized and semi-empirical models 
for the surface total and polarized reflectances IR  and PR  are used. If single scat-
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tering by randomly oriented elementary surface (or volume) scattering elements 
gives the main contribution to the polarization of the scattered signal, then 21R  
and 31R  are related to PR  via the following simple relations (Hovenier et al. 
2004): 

 ,2cos21 vPRR η−=  (6) 
 ,2sin31 vPRR η=  (7) 

where the dihedral angle vη  is the angle between the scattering plane (the plane 
containing the solar and viewing directions) and the meridional plane containing 
the zenith and viewing directions. It can be found, for example, from the equations 

 
γϑ

γϑϑ
η

sin||sin
coscoscos

cos 0

v

v
v

+
−=      and     ,

sin
sinsinsin 0

γ
φϑ

η =v  (8) 

where γ  is the scattering angle defined in the scattering plane, that 

 .cossin||sincoscoscos 00 φϑϑϑϑγ vv −−=  (9) 

As shown by Litvinov et al. (2010), the relations (6) and (7) hold for soil and 
vegetated surfaces measured with the RSP instrument.  

For surface reflectance description on the basis of satellite data, the bidirec-
tional reflection distribution function (BRDF) and bidirectional polarization distri-
bution function (BPDF) are used. When the definition of surface total and polar-
ized reflectances IR(  and )PR  is given by Eqs. (1)–(5), the BRDF and BPDF 
differ from IR  and PR  by the following normalization (Schaepman-Strub et al. 
2006):  

 ,BRDF
π

IR=       .BPDF
π

PR=  (10) 

Throughout the rest of this chapter, when we refer to BRDF and BPDF we mean 
the relations given by Eq. (10).  

For surface reflection characterization from the Multi-angle Imaging Spectro-
Radiometer (MISR), the MODerate resolution Imaging Spectroradiometer 
(MODIS), and the Polarization and Directionality of Earth’s Reflectances 
(POLDER) instrument, the Rahman–Pinty–Verstraete (RPV) model and kernel-
driven models (Ross–Li and Ross–Roujean models) for surface BRDF are used. 

For characterization of atmospheric aerosol over land surfaces using POLDER 
data, the Nadal–Bréon model for polarized reflectance is used (Nadal and Bréon 
1999). Recently, for POLDER surface polarized reflectance characterization a new 
linear BPDF model with only one free parameter was introduced by Maignan et al. 
(2009). The RSP airborne instrument and the APS instrument onboard of the 
Glory satellite (will) provide very accurate surface polarized reflectance measure-
ments (Cairns et al. 1999; Mishchenko et al. 2007b). For accurate description of 
such measurements, a three-parameter semi-empirical model was proposed by 
Litvinov et al. (2011). 
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3.1.  Semi-empirical BRDF models 

3.1.1.  Rahman–Pinty–Verstraete model for surface reflectance 

The semi-empirical Rahman–Pinty–Verstraete (RPV) BRDF model is based 
on a modification of the Minnaert empirical model of bidirectional reflectance for 
the Moon (Minnaert 1941). In the RPV model, the surface total reflectance can be 
presented in the following form (Rahman et al. 1993): 

 )],(1)[()(
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= −
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11)(1 0

G
GR

+
−+=+ ρ  (13) 

 .costantan2tantan 0
2

0
2 φϑϑϑϑ vvG −+=  (14) 

Here, ,0ρ  g, and k are free parameters of the model; )(γF  is the Henyey–
Greenstein phase function; and the function 1 + R(G) is used to approximate the 
shadowing hot spot effect (Rahman et al. 1993). 

There are no analytical relations between the parameters of the RPV model 
and actual physical parameters of the scattering surface. In general, all three pa-
rameters of the RPV model may be wavelength dependent. It should be mentioned 
that the RPV model is reciprocal: it remains invariant with respect to switching the 
variables 0ϑ  and .vϑ  
 

3.1.2.  Kernel driven Ross–Roujean and Ross–Li models for surface reflectance 

The most common kernel-driven model uses a linear combination of three 
kernels ,isof  ,volf  and geomf  representing isotropic, volumetric, and geometric-
optics surface scattering, respectively (Roujean et al. 1992; Wanner et al. 1995): 

 ).,,()(),,()()(),,,( 02010 φϑϑλφϑϑλλφϑϑλ vvolvgeomisovI fkfkfR ++=  (15) 

For surface BRDF characterization on the basis of airborne and satellite data, the 
Ross-thick kernel is often used as the volumetric scattering kernel volf  (Ross 
1981; Roujean et al. 1992; Wanner et al. 1995). It is derived in the single-
scattering approximation from the radiative transfer theory for a layer of randomly 
oriented and randomly positioned facets with fixed reflectance and transmittance 
(Roujean et al. 1992). Unaccounted multiple scattering between different facets is 
usually considered to be isotropic and is described by the isotropic kernel )(λisof  
in the kernel-driven models. The ),,( 0 φϑϑvvolf  has the form 
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The Ross–Roujean and Ross–Li models differ by the description of the geomet-
ric-optical scattering kernels ).,,( 0 φϑϑvgeomf  The ),,( 0 φϑϑvgeomf  takes into ac-
count the geometrical structure of reflectors as well as shadowing by reflectors 
(Wanner et al. 1995). 

The Roujean geometric scattering kernel does not have any additional model 
parameters. It depends on the illumination and viewing geometry as follows (Rou-
jean et al. 1992): 

).||tan(tan1 ||tantan]sin)[(
2
1),,( 000 Gf vvv

Rouj
geom ++−′+′−= ϑϑ

π
ϑϑφφπ

π
φϑϑ  

   (17) 
Here, || 0ϕϕφ −=′ v  is chosen in the range ,0 πφ ≤′≤  and this kernel therefore 
has the symmetry ),2,,(),,( 00 φπϑϑφϑϑ −= vgeomvgeom ff  with G being defined 
by Eq. (14). Let us note that both the Ross-thick volumetric and the Roujean geo-
metric kernels are reciprocal, resulting in a reciprocal Ross–Roujean model.  

For the description of ),,,( 0 φϑϑvgeomf  the Li-dense )( LiDen
geomf  and Li-sparse 

)( LiSp
geomf  kernels are also often used (Wanner et al. 1995). In the reciprocal form, 

they can be presented as follows: 
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The term tcos  in Eq. (21) is equal to 1 if 1|cos| >t . Both sparse and dense 
kernels contain two parameters bh  and rb  (Wanner et al. 1995), which are 
fixed in linear kernel-driven models. For example, the MODIS BRDF retrieval al-
gorithm employs the Li-sparse kernel in the reciprocal form, Eq. (18), with 

2=bh  and 1=rb  (Strahler et al. 1999).  
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3.2.  Semi-empirical BPDF models 

3.2.1.  Nadal–Bréon model for surface polarized reflectance 

This BPDF model was introduced by Nadal and Bréon (1999) as a parame-
terization of the polarized reflectance for different type of surfaces. It can be writ-
ten as follows: 
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 ,cos rr θμ =       ,cos tt θμ =  (27) 
 ,sinsin tr m θθ =       .2)( γπθ −=r  (28) 

Here, ),( γmFp−  is the element 21F  of the Fresnel scattering matrix; m is the 
refractive index; rθ and tθ  are angles of specular reflection and refraction, respec-
tively; α  and β  are parameters of the model. It must be noted that in most cases 
the calculation of pR  for land surfaces is based on the refractive index m fixed at 
1.5 (Nadal and Bréon 1999). 
 
3.2.2.  Linear one-parameter model for surface polarized reflectance 

Maignan et al. (2009) introduced a linear one-parameter BPDF model as a 
simplification of two-parameter models based on the assumption of Fresnel reflec-
tion from soil and vegetated surfaces. It can be applied both to soil and vegetated 
surfaces and provides a similar goodness of fit to measurements as the Nadal–
Bréon model. This model is written as follows (Maignan et al. 2009): 

 .
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Here, the parameter ν  is supposed to be related to the Normalized Difference 
Vegetation Index (NDVI). In the calculations below we take ν  equal to Atmos-
pherically Resistant Vegetation Index (ARVI) (Kaufman and Tanré 1992). The 
parameter α  is the only free linear parameter of the model. The ),( γmFp− , as 
before, is the element 21F  of the Fresnel scattering matrix (see Eq. (26)). The an-
gle rθ  is the angle of specular reflection (see Eq. (28)). 
 
3.2.3.  Modified Fresnel models for surface polarized reflectance 

The uncertainty in the degree of linear polarization of RSP and APS meas-
urements is less than 0.002 (Cairns et al. 1999; Mishchenko et al. 2007b). To pro-
vide a precise description of the RSP polarimetric data, a new model for surface 
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polarized reflectance was introduced (Litvinov et al. 2011). It is based on a model 
of Fresnel reflection from a Gaussian random rough surface in the Kirchhoff ap-
proximation (Tsang et al. 1985; Mishchenko and Travis 1997). To suppress the 
value of polarized reflectance in the forward reflection region, a shadowing func-
tion that has its maximum in the backscattering direction )180( °=γ  was intro-
duced (Litvinov et al. 2010) instead of the shadowing function for Gaussian sur-
faces, which has a maximum at °= 0vϑ  (Tsang et al. 1985; Mishchenko and 
Travis 1997). Also, to use this model both for soil and vegetated surfaces, we as-
sume that scattering facets are distributed in space rather than on a surface. The 
modified model for polarized reflectance can be written as follows (Litvinov et al. 
2011): 
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Here, the function ),( 0nnvf  describes the distribution of facets over orientation 
(in our calculations we assume a Gaussian distribution of facet slopes, Eq. (31), 
where 2σ  is the mean square facet slope); zn0  and z

vn  are the z-components of the 
unit vectors 0n  and vn  pointing in the solar and viewing directions, respectively 
(see Eqs. (34) and (35)); )(γshf  is a shadowing function which is modeled by Eq. 
(32) with a free parameter γk  that controls the width of the shadowing region 

).10( << γk   
The modified BPDF model presented here is similar to the two-parameter ana-

lytical BPDF model for vegetation surfaces presented in (Maignan et al. 2009) 
when an additional, third, linear parameter is introduced. We apply the modified 
model both for soil and vegetation surfaces. It has three parameters: ,α  ,σ  and 

γk  (for land surfaces m is taken equal to 1.5 but it should be noted that changing 
α  is equivalent to changing the refractive index). These are empirical free model 
parameters rather than physical ones, and can be obtained from remote-sensing 
data in the short-wave infrared (SWIR) where, in general, the atmospheric contri-
bution is small. Since the surface polarized reflectance depends weakly on the 
wavelength, these parameters can also be used for other wavelengths. This method 
for retrieving the surface polarized reflectance can be applied to observations from 
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the RSP and APS instruments, which perform measurements in the SWIR region 
(Waquet et al. 2009b). The number of model parameters can be reduced to two, 
assuming random orientation of surface facets (in this case π21),( 0 =nnvf  in 
Eqs. (30) and (31)). This decreases the accuracy of the model, but it may still be 
suitable for a number of applications. 
 
4.  Testing BRDF and BPDF models 

As mentioned in the Introduction, for the application to aerosol retrievals over 
land, three aspects of BDRF and BPDF models are important. These aspects will 
be discussed in this section  
 
4.1.  Constraints on spectral and angular dependence 

The ad hoc, or semi-empirical, nature of existing BRDF and BPDF models 
used for the interpretation of satellite data means that their controlling parameters 
are only tenuously, or not at all, related to the actual physical parameters of the 
scattering surfaces. Moreover, because of this lack of physical basis, the parame-
ters of BRDF models are not necessarily consistent with the parameters of BPDF 
models. There are, therefore, uncertainties regarding the physical constraints, 
which can be imposed on the spectral and angular dependences of BRDF and 
BPDF models.  

Instead of physical constraints, empirical constraints can be used. To deter-
mine what these constraints are, multi-spectral and multi-angle measurements are 
required. To investigate the empirical constraints on BRDF and BPDF model pa-
rameters, we used RSP measurements at low altitudes over land performed in 
clear-sky conditions and a low aerosol optical thickness. This type of data allows 
one to accurately separate surface and atmospheric contributions to the observed 
signal. 

Below, we consider the ratios IK  and PK  of the total reflectances 
),,;(( 01 φϑϑλ vIR  and )),,;( 02 φϑϑλ vIR  and of the polarized reflectances 
),,;(( 01 φϑϑλ vPR  and )),,,;( 02 φϑϑλ vPR  evaluated for two different wavelengths 

1λ  and :2λ  

 ,
),,;(
),,;(),,;,(

02

01
021 φϑϑλ

φϑϑλ
φϑϑλλ

vI

vI
vI R

RK =  (36) 

 .
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vP R
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Figures 1 and 2 show the angular dependences of the ratios obtained from RSP 
measurements averaged over different scans after atmospheric correction. Differ-
ent curves (solid, dashed, and dotted) correspond to different geometries of illu-
mination and measurements (see Fig. 1 and 2 captions). Both figures demonstrate 
good agreement between the angular dependences of the ratios IK  for the consid-
ered flights. In particular, for the same type of soil or vegetated surfaces the ratio 
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Fig. 1. Angular dependences of the ratios ),,;,( 021 φϑϑλλ vIK  and ),,;,( 021 φϑϑλλ vPK  ob-
tained from RSP data for soil surfaces. The solid, dotted, and dashed curves show the ratios 
for flights 1, 2, and 3 respectively (see Table 1). The curves 1, 1', and 1'' correspond to the 
ratios with 6701 =λ nm and 15892 =λ nm. The curves 2, 2', and 2'' correspond to the ratios 
with 15891 =λ nm and 22642 =λ nm. The curves 3, 3', and 3'' correspond to the ratios with 

6701 =λ nm and 22642 =λ nm. The error bars show one standard deviation from the aver-
age values. 

of total reflectances ,IK  taken at two different wavelengths, is almost independ-
ent of the scattering angle and is the same for different illumination and scattering 
geometries (for different flights). For example, flights 1 and 2, 2 and 3, 1 and 4 
had different illumination and scattering geometries (see Table 1), but the respec-
tive intensity ratios are almost the same. 

To explain qualitatively this behavior of the ratios, let us note that, in general, 
the reflection matrix for a surface can be decomposed into the sum of matrices de-
scribing the single- and multiple-scattering contributions: 
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Fig. 2. As in Fig. 1, but for vegetated surfaces. The curves 1'', 2'', and 3'' correspond to 
flight 4 from Table 1. 

 .multsingle RRR +=  (38) 

The single-scattering contribution can be further decomposed into the sum of a 
Fresnel surface reflection matrix Fr

singleR  and a diffuse scattering matrix :dif
singleR  

 .dif
single

Fr
singlesingle RRR +=  (39) 

For vegetated surfaces, an illustrative example of this representation would be sin-
gle scattering by leaves of vegetation canopies and multiple scattering between 
different leaves. Then, the single-scattering contributions from the surface reflec-
tion off waxy cuticles (Fresnel reflection) and scattering off structures inside the 
leaf (diffuse, or volume scattering) can be represented separately. For soil sur-
faces, the single and multiple scattering can be considered as scattering by a sur-



326 P. LITVINOV, O. HASSEKAMP, B. CAIRNS, and M. MISHCHENKO 

  

face element and that between different elements, respectively. Fresnel reflection 
for soil surfaces can be produced by reflection from facets of large soil particles.  

According to the representation of the reflection matrix given by Eqs. (38) and 
(39), the ratio IK  is independent of the scattering angle and the geometry of illu-
mination and measurements if one of the following conditions is fulfilled (Litvi-
nov et al. 2010):  

1. one of the matrices gives the main contribution to the total reflection matrix 
and can be approximately expressed as a product of wavelength-dependent 
and geometry-dependent terms;  

2. the angular dependences of the matrices are similar and can be expressed as 
a product of wavelength-dependent and geometry-dependent terms. 

The results presented in Figs. 1 and 2 are from flights performed far away 
from the principle plane (the plane containing the incident and viewing directions 
as well as the zenith direction). Because of this, and also taking into account the 
strong spectral dependence of the surface total reflectance which cannot be pro-
duced by the Fresnel reflection, one can assume that for all the spectral channels 
and geometries considered singlemult RR 1111 + >> .11

Fr
singleR  Then ),,;,( 021 φϑϑλλ vIK ≈ 

),(const 21 λλ  when  
1. singleR11 >> multR11  and singleR11  has the functional form  

 );,,()(),,;( 0011 φϑϑλφϑϑλ vIsinglevsingle faR ≈  (40) 

2. ,~ 1111 multsingle RR  singleR11  has the form given by Eq. (40), and multR11  is 
similar to singleR11  (Litvinov et al. 2010), viz., 

 ).,,()(),,;( 0011 φϑϑλφϑϑλ vImultvmult faR ≈  (41) 

Here, the function ),,( 0 φϑϑvIf  depends on the illumination and scattering geome-
tries but not on the wavelength, and )(λsinglea  and )(λmulta  are the wavelength 
dependent terms. According to Eqs. (40) and (41), for the surface total reflectance 
one can write: 

 ).,,()(),,;( 00 φϑϑλφϑϑλ vIvI faR ≈  (42) 

The relation (42) shows that the surface total reflectance depends almost linearly 
on the wavelength-dependent model parameter )(λa . The parameters describing 
the angular profiles of IR  are wavelength independent. It suggests that it is possi-
ble to retrieve the wavelength-independent part of the surface reflectance model 
from measurements in the short-wave infrared range where, in general, the effect 
of aerosols on the measurements is weak. A similar method has been used by 
Waquet et al. (2009a) to retrieve surface polarized reflectance.  

It follows from the relation (42) that the ratio of total reflectances measured at 
two different viewing angles is nearly spectrally invariant. The spectral invariance 
of the geometry-dependent term has already been exploited in the aerosol retrieval 
algorithm over land developed for the Along Track Scanning Radiometer-2 
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(AATSR-2) insrument (Flowerdew and Haigh 1996; Veefkind et al. 1998) and 
discussed for use in the MISR algorithm (Diner et al. 2005; Kokhanovsky and de 
Leeuw 2009). 

The functional form of Eq. (42) provides constraints on the spectral and angu-
lar dependences of BRDF models, but it may not hold for all possible geometries 
and wavelengths. For example, in the principle plane and in directions close to 
specular the condition singlemult RR 1111 + >> Fr

singleR11  may be not fulfilled for surfaces 
which have significant Fresnel reflection since Fr

singleR11  will, in general, depend 
differently on ,, 0ϑϑv

 
and φ

 
than singleR11  and .11multR  Moreover, some media at 

certain wavelengths (for example, vegetated surfaces in near-infrared bands) can 
cause strong multiple scattering with an angular dependence different from that of 
single scattering (in which case the relation (41) is not fulfilled). Under these con-
ditions the relation (42) for the reflection matrix IR  is not fulfilled, and this may 
cause uncertainties in the retrieval of wavelength-dependent aerosol parameters. 

Let us consider now the angular profiles of PK  for the different illumination 
and scattering geometries of the flights from Table 1. As can be seen in Figs. 1 
and 2, there is a small spectral dependence of the surface polarized reflectance. 
Thus if one assumes that the surface polarized reflectance is spectrally independ-
ent then a small error Pδ  is introduced: 

 %,100
),,;(

),,;(),,;(

01

0102 ×
−

=
φϑϑλ

φϑϑλφϑϑλ
δ

vI

vPvP
P R

RR  (43) 

where ),,;( 02 φϑϑλ vPR  and ),,;( 01 φϑϑλ vPR  are the polarized reflectances in two 
different channels with central wavelengths 2λ  and ,1λ  while ),,;( 01 φϑϑλ vIR  is 
the total reflectance at .1λ  For example, for the data presented in Fig. 1, this error 
between the “red” and “short-wave infrared” channels is of the order of 0.1% –
0.8% in the range .16095 °≤≤° γ  Estimation of this error at the top of the atmos-
phere leads to values of the order of 0.1% – 0.6% for the aerosol optical thickness 
0.04 and of the order of 0.1% – 0.3% for the aerosol optical thickness 0.35 (for 
both cases, ).16095 °≤≤° γ  If we compare these values with the 0.2% polarimet-
ric accuracy of the Glory APS then it follows that the wavelength dependence of 
the surface polarization may be important to take into account when the aerosol 
optical thickness is small ).1.0( <aerτ  For larger values ),1.0( >aerτ  one can ne-
glect the spectral dependence of the surface polarized reflectance. The spectral in-
dependence of the surface polarized reflectance has already been used in aerosol-
retrieval algorithms over land on the basis of other polarized reflectance meas-
urements (Deuzé et al. 2001; Waquet et al. 2009a). 

 
4.2.  Description of observations for given geometry  

An extensive comparison of different BRDF and BPDF models with 
POLDER satellite data has been performed by Maignan et al. (2004, 2009). For 
the BRDF, Maignan et al. (2004) found that the RPV model (Rahman et al. 1993) 
and the Ross–Li model (Ross 1981; Li and Strahler 1992; Wanner et al. 1995) are 
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Fig. 3. Angular dependences of the average total reflectance for soil and vegetated surfaces 
and for different flights (see Table 1). The solid curves 1, 2, and 3 correspond to RSP data 
obtained in channels 4 670( =λ nm), 7 1589( =λ nm), and 9 2264( =λ nm), respectively. 
The dotted, dashed, and dash-dotted curves show the angular dependences of the BRDF ac-
cording to the RPV, Ross–Roujean and Ross–Li models, respectively. 

both capable of reproducing the POLDER measurements, except for the so-called 
hot spot region (the region near exact backscattering). To take into account the hot 
spot effect (also known as the opposition effect), BRDF models must be modified 
(see, for example, Rahman et al. 1993; Maignan et al. 2004). For the BPDF, it was 
found that the one-parameter model allows a similar fit to the POLDER data as the 
previously developed Nadal–Bréon model (Maignan et al. 2009).  

Now, we analyze how well the BRDF and BPDF models can reproduce RSP 
observations for a given geometry (solar zenith angle, relative azimuth angle). 
When fitting the BRDF and BPDF models to the RSP measurements, we use the 
fact that BRDF models for the geometries and surfaces we use can be presented in 
the form given by Eq. (42) (see Figs. 1 and 2). Thus, in the RPV models the pa-
rameters g and k are nearly independent of the wavelength, and the kernel-driven 
models (see Eq. (15)) can be presented as: 

 )],,,(),,(1)[(),,;( 02010 φϑϑφϑϑλφϑϑλ vvolvgeomvI fkfkkR ++=  (44) 

where 1k  and 2k  are wavelength-independent linear model parameters and )(λk  
is a wavelength-dependent model parameter. Below, we test the kernel-driven 
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Fig. 4. Angular dependences of the average surface polarized reflectance for soil and vege-
tated surfaces and for different flights (see Table 1). The solid curve corresponds to RSP 
data obtained in channel 7 1589( =λ nm). The dotted, dashed, and dash-dotted curves show 
the angular dependences of the polarized reflectance according to the Nadal–Bréon, modi-
fied Fresnel, and linear one-parameter model, respectively. 

models in the form given by Eq. (42) and assume that the RPV model parameters 
g and k are independent of the wavelength. 

Figure 3 shows the results of fitting the RPV, Ross–Roujean, and Ross–Li 
BRDF models to RSP data. It can be seen that the three BRDF models describe 
the RSP measurements well, with no substantial difference in performance be-
tween the models. On the basis of this limited comparison no conclusions can be 
drawn regarding which model is the most accurate. 

Figure 4 shows the results of fitting the BPDF models to the RSP data. It can 
be seen that the Nadal–Bréon model and the one-parameter linear model (Maig-
nan et al. 2009) show differences with the RSP data, whereas the modified model, 
Eq. (30), describes the data significantly better for all data and geometries consid-
ered.  

Overall, we conclude that the semi-empirical BRDF and BPDF models satisfy 
the requisite flexibility aspect (ii) of such models. When this is not the case, an 
appropriate simple modification of such models appears to be sufficient (Maignan 
et al. 2004, 2009; Litvinov et al. 2011).  
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Table 2. Best-fit parameters of the surface total reflectance models

RPV model Ross–Roujean model Ross–Li model 

 , nm ρ0 (  ) g k k ( ) k1 k2 k ( ) k1 k2 h/b b/r 

Flight 1 (soil) 

670 0.071 –0.097 0.746 0.145 0.201 0.640 0.139 0.158 0.547 1 1 

1589 0.159 –0.097 0.746 0.315 0.201 0.640 0.301 0.158 0.547 1 1 

2264 0.116 0.097 0.746 0.234 0.201 0.640 0.224 0.158 0.547 1 1 

Flight 2 (soil) 

670 0.090 –0.133 0.756 0.223 0.276 0.351 0.183 0.158 0.547 1 1 

1589 0.195 –0.133 0.756 0.469 0.276 0.351 0.385 0.158 0.547 1 1 

2264 0.142 –0.133 0.756 0.347 0.276 0.351 0.285 0.158 0.547 1 1 

Flight 1 (vegetation) 

670 0.034 –0.071 0.725 0.065 0.155 0.600 0.064 0.087 0.688 2 1 

1589 0.128 –0.071 0.725 0.235 0.155 0.600 0.232 0.087 0.688 2 1 

2264 0.060 –0.071 0.725 0.113 0.155 0.600 0.111 0.087 0.688 2 1 

Flight 2 (vegetation) 

670 0.035 –0.071 0.725 0.069 0.155 0.600 0.066 0.087 0.688 2 1 

1589 0.128 –0.071 0.725 0.244 0.155 0.600 0.231 0.087 0.688 2 1 

2264 0.060 –0.071 0.725 0.116 0.155 0.600 0.110 0.087 0.688 2 1 

λ λ λ λ

–

 
 
4.3. BRDF and BPDF angular dependence uncertainties: implications 

for modeling top-of-atmosphere measurements 

For the retrieval of aerosol properties over land surfaces, the radiative transfer 
equation for coupled atmosphere–surface system must be used. It requires the sur-
face BRDF and BPDF for all possible illumination and viewing geometries (view-
ing and solar zenith angles, the azimuth angles of incident and viewing directions; 
see Hovenier et al. 2004; Hasekamp and Landgraf 2005a; Mishchenko et al. 
2006). Thus BRDF and BPDF models must describe correctly the angular profiles 
of the surface total and polarized reflectances at all possible geometries of illumi-
nation and viewing (requirement (iii) for BRDF and BPDF models). In this section 
we consider how the semi-empirical BRDF and BPDF models meet this third req-
uisite aspect of such models, which can be regarded as the ability to predict the 
variations of surface reflectance and polarized reflectance away from the observa-
tional geometry, and estimate the uncertainties in angular dependences of the total 
and polarized reflectances at the top of the atmosphere caused by the models. 

Tables 2 and 3 show the parameters of the BRDF and BPDF models that yield 
the best fit to RSP measurements. It can be seen that the best-fit model parameters 
of both BRDF and BPDF models, obtained for a particular geometry ,( 0ϑ ),φ  
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Table 3. Best-fit parameters of the surface polarized reflectance models

Flight Nadal–Breon model Modified Fresnel model One-parameter 
linear model 

k  

Flight 1 (soil) 0.0141 111.410 4.260 0.347 0.788 6.9 0.03 

Flight 2 (soil) 0.0193 71.536 4.440 0.643 0.543 6.5 0.03 

Flight 1 (vegetation) 0.0061 160.924 2.707 0.421 0.830 6.57 0.62 

Flight 1 (vegetation) 0.0072 76.298 1.850 0.506 0.628 5.17 0.62 

m = 1.5,   = 1589 nm λ

α β α σ 2
γ να

 
 

 

Fig. 5. Angular profiles of the total reflectance for soil surfaces according to the RPV, 
Ross–Roujean, and Ross–Li models (dotted, dashed, and dash-dotted curves, respectively) 
for different solar zenith angles: (a) ,68.420 °=ϑ  (b) ,300 °=ϑ  (c) ,600 °=ϑ  and (d) 

.750 °=ϑ  For all cases, °= 95.45φ  for 0<vϑ  and °= 95.225φ  for .0>vϑ  

may be different for other geometries, especially for soil surfaces. This de-
monstrates the empirical nature of the BRDF and BPDF models. Moreover, it in-
dicates that, strictly speaking, the fitted surface model parameters only describe 
the surface reflection accurately for the illumination geometry of the meas-
urement. This is demonstrated in Figs. 5 and 6, which compare the different 
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Fig. 6. Angular profiles of the polarized reflectance according to the Nadal–Bréon, modi-
fied Fresnel, and linear one-parameter model (dotted, dashed, and dash-dotted curves, re-
spectively) for different solar zenith angles: (a) ,68.420 °=ϑ  (b) ,300 °=ϑ  (c) ,600 °=ϑ  
and (d) =0ϑ .75°  For all cases °= 95.45φ  for 0<vϑ  and °= 95.225φ  for .0>vϑ  

BRDF and BPDF models for the specific RSP geometry of flight 1 (corresponding 
to the best-fit parameters) in the upper left panels, and for different angles of inci-
dence in the other panels. Based on these comparisons for different geometries, it 
can be seen that the different BRDF and BPDF models diverge outside the view-
ing zenith angle range of the RSP measurements. Also, the comparison for other 
angles of incidence shows different angular profiles of the BRDF and BPDF mod-
els over the whole range of viewing zenith angles. The differences between the 
different BRDF as well as BPDF models increase with increasing solar zenith an-
gle (see Figs. 5 and 6).  

The differences between the different BRDF and BPDF models outside the 
angular range of the RSP observations, the dependence of the fitted surface pa-
rameters on geometry, and the difference between the different models for geome-
tries other than the one for which the parameters are obtained will result in differ-
ences in the top-of-atmosphere total and polarized reflectances, which may affect 
the retrieval of aerosol properties over land.  

In order to investigate the manifestation of these BRDF and BPDF model an-
gular dependence uncertainties on the top-of-atmosphere total and polarized re-
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flectance, radiative transfer calculations for a coupled atmosphere–surface system 
were performed. The top-of-atmosphere total and polarized reflectances are calcu-
lated for the same model atmosphere but for the different BRDF and BPDF mod-
els tested in the preceeding section, with the best-fit parameters listed in Tables 2 
and 3. We use a radiative transfer model for the coupled atmosphere–surface sys-
tem (Hasekamp and Landgraf 2002; Hasekamp and Landgraf 2005a) that requires 
as input the aerosol optical thickness, single-scattering albedo, and scattering ma-
trix. The aerosol parameters are taken from an aerosol model representative of a 
US background scenario taken from the ECHAM5-HAM model (Stier et al. 
2005). 

Here, we will quantify two types of errors at the top of the atmosphere: 
1. Differences in the top-of-atmosphere total reflectance top

RI
δ  caused by dif-

ferences in the BRDF models ,sur
RI

δ  i.e., 

 ,
1

21

top
I

top
I

top
Itop

R R
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−=δ       ,
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where 1top
IR  and 2top

IR  are the top-of-atmosphere total reflectances calcu-
lated for the same model of the atmosphere but for different BRDF models 

π1sur
IR  and ,2 πsur

IR  respectively. 
2. Differences in the top-of-atmosphere degree of linear polarization top

RP
Δ  

caused by differences in BPDF models ,Δ1
sur
RP

 i.e., 
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where 1top
PR and 2top

PR  are the top-of-atmosphere polarized reflectances cal-
culated for different BPDF models π/1sur

PR  and ,/2 πsur
PR  respectively, and 

the same BRDF model πsur
IR = either π/1sur

IR  or ./2 πsur
IR  The top-of-

atmosphere total reflectance top
IR  (either 1top

IR  or )2top
IR  depends weakly 

on the BPDF model. 
In general, top

RI
δ  and top

RP
Δ  depend on the uncertainties of the BRDF and BPDF 

models (i.e., on sur
RI

δ  and )Δ sur
RP

 at all possible illumination and viewing geome-
tries. As was shown in Figs. 5 and 6, the model uncertainties increase with the so-
lar zenith angle. Also, both top

RI
δ  and top

RP
Δ  depend on the role of the surface–

atmosphere interaction in the formation of the top-of-atmosphere signal. Thus, 
they depend on the atmosphere optical thickness 0τ  and the surface directional al-
bedo ).,( 0ϑλa  Below, we present the results of an analysis of these dependences 
at two different wavelengths in the visible 670( =λ nm) and short-wave infrared 

1589( =λ nm) regions providing variation of both 0τ  and ).,( 0ϑλa  
Figure 7 shows top

RI
δ  and sur

RI
δ  when the RPV and Ross–Li BRDF models are 

used to describe the surface total reflectance. We consider the differences top
RI

δ  
and sur

RI
δ  in the range ,4060 °<<°− vϑ  i.e., the range for which RSP data were 

available for fitting the BRDF parameters. For soil surfaces, as one can see from 
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Fig. 7. Angular profiles of the relative differences sur
RI

δ  (solid curves) and top
RI

δ  (other 
curves) (see Eq. (45)) for soil surfaces according to the RPV and Ross–Li BRDF models. 
The results are presented for two wavelengths as well as for different atmosphere optical 
thicknesses 0τ  and aerosol optical thicknesses ,aerτ 670=λ nm: (1) dotted curves, =0τ   

,239.0 ;179.0=aerτ  (2) dashed curves, ,417.00 =τ ;357.0=aerτ  (3) dash-dotted curves, 
,774.00 =τ ;714.0=aerτ  and (4) gray curves, ,489.10 =τ  .429.1=aerτ  1589=λ nm: (1) 

dotted curves, ,0461.00 =τ ;0346.0=aerτ  (2) dashed curves, ,081.00 =τ ;069.0=aerτ  
(3) dash-dotted curves, ,15.00 =τ  =aerτ 0.1385; and (4) gray curves, ,2885.00 =τ =0τ  
0.277. 

Fig. 7, %2|| <sur
RI

δ  almost in the entire range °<<°− 4060 vϑ  and at 0ϑ  and φ  
corresponding to the geometries of flights 1 and 2. At other ,vϑ  ,0ϑ  and φ  it 
may be substantially larger (see, e.g., Fig. 5). As a result, for a coupled atmos-
phere–surface system, the uncertainties of surface BRDF models may yield values 
of .|),,(||),,(| 00 φϑϑδφϑϑδ v

sur
Rv

top
R II

>  In the same range °<<°− 4060 vϑ  and at 0ϑ  
and φ  corresponding to the geometries of flights 1 and 2, |),,(| 0 φϑϑδ v

top
RI

 may be 
up to 4% – 5% (see Fig. 7). The largest errors in |),,(| 0 φϑϑδ v

top
RI

 occur for 
7.01.0 0 ≤≤τ  and albedo values %.10),( 0 ≥ϑλa  This is due to a significant con-

tribution of the surface–atmosphere radiative interaction to the top-of-atmosphere 
reflectance for these combinations of surface albedo and aerosol optical thickness 
(for details, see Litvinov et al. 2011). 

Figure 8 shows top
RI

δ  and sur
RIδ  for vegetated surfaces. For such surfaces we 

have found that the fitted BRDF parameters are less dependent on the illumination 
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Fig. 8. As in Fig. 7, but for vegetated surfaces. 

and viewing geometry, and the uncertainties in the top-of-atmosphere reflectances 
|),,(| 0 φϑϑδ v

top
RI

 are caused mainly by ,|),,(| 0 φϑϑδ v
sur
RI

 which is mostly %.2≤  
As a result, |),,(| 0 φϑϑδ v

top
RI

 decreases with increasing atmospheric scattering op-
tical thickness and in all cases is smaller than |),,(| 0 φϑϑδ v

sur
RI

 (see Fig. 8). 
Figure 9 presents the results of calculations of top

RP
Δ  and sur

RP
Δ  for 670=λ nm 

and for different values of the atmospheric optical thicknesses (see figure cap-
tions). Here, sur

IR  corresponds to the RPV model, while 1sur
PR  and 2sur

PR  corre-
spond to the modified Fresnel BPDF model, Eq. (30), and the Nadal–Bréon 
model, Eq. (25), respectively. 

Both for soil and vegetated surfaces, the top-of-atmosphere differences in the 
degree of linear polarization top

RP
Δ  are determined primarily by the errors in the 

surface polarized reflectance parameterization sur
RP

Δ  for the illumination and view-
ing geometries at which the BPDF models were fitted to the RSP data (see Fig. 9). 
This is due to the fact that the surface polarized reflectance is small both for soil 
and vegetated surfaces, and surface–atmosphere interactions play a minor role in 
the top-of-atmosphere uncertainty .Δtop

RP
 As was shown in Fig. 6, the modified 

Fresnel model is able to describe the surface polarized reflectance much better 
than the Nadal–Bréon model. Thus, sur

RP
Δ  as well as top

RP
Δ  in Fig. 9 are mainly 

caused by the inability of the Nadal–Bréon model to fit the observations. This 
means that for the widely used Nadal–Bréon model, errors in calculations of the 
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Fig. 9. Angular profiles of the relative differences sur
RP

Δ  (solid curves) and top
RP

Δ  (other 
curves) (see Eq. (46)) for soil and vegetated surfaces according to the Nadal–Bréon and 
modified Fresnel BPDF models and the RPV BRDF model. The results are shown for 

670=λ nm. The dotted, dashed, and dash-dotted curves are obtained for ,239.00 =τ  
,417.00 =τ  and ,774.00 =τ  respectively. 

top-of-atmosphere degree of linear polarization may be as large as 0.005 – 0.015. 
This exceeds, for example, the degree of linear polarization uncertainties of the 
RSP and APS instruments (Cairns et al. 1999; Mishchenko et al. 2004; 
Mishchenko et al. 2007b). A similar conclusion can be drawn for the one-
parameter model (Eq. (29)) of surface polarized reflectance. In general, |Δ| top

RP
~ 

|Δ| sur
RP

 for low optical thicknesses )5.0( 0 ≤τ  and decreases with growing 0τ  (see 
Fig. 9).  
 
5.  Summary and discussion 

In this chapter, we considered the applicability of the existing semi-empirical 
BRDF and BPDF models to aerosol-property retrievals over land. Three aspects of 
the BRDF and BPDF models were discussed: (i) constraints on the spectral and 
angular dependences of BRDF and BPDF models (Section 4.1), (ii) the capability 
to correctly describe the surface total and polarized reflectance for a given geome-
try of illumination and measurement (Section 4.2), and (iii) the capability to cor-
rectly describe the surface total and polarized reflectance at all other geometries of 
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illumination and viewing (Section 4.3). 
It can be concluded from Section 4.1 that for media with either small multiple-

scattering contributions or a similar geometric dependence of the single and mul-
tiple scattering, for most geometries the surface total reflectance can be repre-
sented as a product of a wavelength-dependent term and a term depending on il-
lumination and viewing geometries only. This provides constraints on the angular 
and spectral dependences of the BRDF models. Some soil and vegetated surfaces 
can provide these conditions, as was demonstrated in this chapter as well as in 
(Litvinov at al. 2010). For such media the spectral invariance of the geometric 
term can be exploited in aerosol retrieval algorithms over land (Flowerdew and 
Haigh 1996; Veefkind et al. 1998; Diner et al. 2005; Kokhanovsky and de Leeuw 
2009). However, it should be noted that this constraint of spectral independence of 
the angular scattering characteristics is not necessarily valid for all geometries and 
scattering media. Therefore, care must be taken when applying it to the BRDF. 

For BPDF models, in most cases it is possible either to neglect the spectral 
dependence of the BPDF model parameters or to estimate these parameters using 
measurements in spectral channels where the aerosol contribution is not signifi-
cant. In the latter case, the BPDF model parameters should not differ substantially 
for other spectral channels (Deuze et al. 2001; Waquet et al. 2009a). 

In Section 4.2 it was demonstrated that the semi-empirical BRDF and BPDF 
models demonstrate a good ability to fit measured data for a given geometry of il-
lumination and measurement. If they do not fit the data well then it is possible to 
find a simple way to modify them, as was demonstrated by Maignan et al. (2004), 
Maignan et al. (2009), and Litvinov et al. (2011). 

It follows from Section 4.3 that in most cases, the semi-empirical BRDF and 
BPDF models are unable to describe the surface total and polarized reflectance at 
all possible illumination and viewing geometries. This leads to angular depend-
ence uncertainties in the BRDF and BPDF models that can manifest themselves at 
the top of the atmosphere and thereby contribute to uncertainties in the retrieved 
aerosol properties. The BRDF model uncertainties may lead to uncertainties of 
2% – 5% in the top-of-atmosphere total reflectance. This may have a significant 
impact on the retrieval of aerosol properties and in particular on the retrieved real 
and imaginary parts of the refractive index (Hasekamp and Landgraf 2007). The 
uncertainties in the angular dependence of the polarized reflectance can be re-
duced by introducing a semi-empirical BPDF model providing a better fit to ob-
servations for a particular geometry. It is more difficult to reduce the uncertainties 
in the total reflectance since for this purpose the BRDF model must accurately de-
scribe the measured angular dependences for all possible geometries, as the total 
reflectance is more strongly affected by atmosphere–surface interactions than the 
polarized reflectance. 

Overall, we conclude that the use of semi-empirical BRDF models is expected 
to cause significant uncertainties in the retrieved aerosol properties over land. For 
semi-empirical BPDF models this effect is much weaker. To reduce the uncertain-
ties caused by BRDF models, either a reliable algorithm for the separation of the 
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atmospheric and surface signals (see, e.g., Dubovik et al. 2010) or a more physi-
cally based model of the BRDF is required. In such physically-based models, the 
BRDF and BPDF model parameters would be related to each other, and physical 
constraints would be imposed by the surface structure and composition (see, e.g., 
the discussion in Mishchenko et al. 2011).  
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Abstract. In this chapter we develop a concept related to the significant informa-
tion extracted from the Bi-directional Reflectance Distribution Function (BRDF) 
of terrestrial targets. The main issues are the choice of the BRDF model, the solu-
tion of the inverse problem, and the accuracy assessment of the estimated albedo. 
The present concept is based on the fact that the exact solution to the inverse prob-
lem belongs to a statistically significant region centered on the least squares solu-
tion (LSS). Nonetheless, the LSS may be useless if the matrix inversion yields an 
ill-posed problem. It is then recommended to seek an alternative solution, which 
will yield a similar confidence interval, but will be more physically sound. A list 
of 15 kernels entering in a basic model is examined by means of factor analysis 
performed in vector space, which spans all known kernels. The application is car-
ried out with synthetic angular data generated for the SEVIRI/MSG observing sys-
tem. Models are evaluated based on statistical results, minimum of squared sum of 
residuals (SSR) and maximum of explained variance, after adjustment on reflec-
tance data corresponding to a wide set of land cover types. Since the matrix of the 
model is almost singular, we identify an optimal subset model consisting of 8 ker-
nels, which has a higher conditioned index and falls within the 95% confidence in-
terval. It is found that the reflectance predicted by a multi-kernel model is consis-
tent with measurements. The idea in opting for a multi-kernel approach comes 
from the necessity to perform a higher angular resolution for the BRDF retrieval. 
Inversion experiments confirm an advantage of the composite model over conven-
tional three-parameter models in accuracy assessment of reflectance and albedo in 
the case of uniform and restricted angular samplings. Three methods are consid-
ered: statistical inversion (provided by the LSS), ridge regression, and statistical 
regularization. The two latter methods are recommended to solve the ill-
conditioned inverse problem. Statistical regularization uses a priori statistical in-
formation. The inversion numerical experiment with SEVIRI/MSG angular ge-
ometry shows that only ridge regression provides a reasonable solution when a 
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composite model is used. In addition, ridge regression and statistical regularization 
methods provide physically acceptable solutions in terms of BRDF and albedo 
predictability, even for 3-parameters models. It is advised that the LSS be imple-
mented only in the middle of the summer season in the Northern Hemisphere. 
Otherwise, the use of ridge regression and statistical regularization is rec-
ommended to retrieve BRDF and albedo at other time periods in extra-tropical 
latitudes. 

Keywords: remote sensing, land surface albedo, Bi-directional Reflectance Distribution Function 

1.  Introduction 

The implementation of assimilation schemes describing the surface properties 
in numerical weather prediction (NWP) models (Giard and Bazile 2000) requires 
fields of land surface conditions to be frequently updated. In this respect, the po-
tential of remote-sensing observations has been widely exploited, since they yield 
the only means to get a frequent global coverage of continental areas. Until now, 
the Advanced Very High Resolution Radiometer (AVHRR) on board the NOAA 
(National Oceanic and Atmospheric Administration) satellite series has been the 
most popular observing system for a wide range of applications, in particular, in 
meteorology. An argument sustaining the use of the AVHRR time series is the 
long-term acquisition, which allows perpetuating the investment of the producers 
in methodological developments and to supply the user community with multi-
year observations. However, the AVHRR is flown onboard a polar system, which 
means that for most latitudes, a given point on the Earth is observed by the after-
noon satellite at most twice every day assuming cloud-free sky conditions. In fact, 
the frequency of clear scenes may be rather low for certain regions, which places a 
severe limit on the extent at which the AVHRR can be relied upon in order to re-
trieve surface properties of a relatively low temporal inertia. The surface albedo, 
which is clearly of first priority in NWP models, varies generally slowly in time, 
typically on a weekly scale. Nevertheless, users’ requirements can be more strin-
gent, in particular considering snow conditions for which surface information may 
be required on a daily basis. In this respect, the advent of geo-stationary satellites 
like Meteosat Second Generation (MSG) is of crucial interest for its potential to 
contribute to advanced surveys over the continents and circumvent the lack of data 
due to high cloudiness in certain regions. 

The determination of a surface albedo product requires the implementation of 
a number of data-processing steps of which cloud screening and the removal of 
atmospheric effects, namely water vapor content and aerosols loadings, are the 
most important. Furthermore, satellite systems provide a sparse angular sampling 
of the Bi-directional Reflectance Distribution Function (BRDF), while a hemi-
spherical knowledge of this latter is necessary to estimate surface albedo. Flown 
on a sun-synchronous platform, the AVHRR scans the same target daily under 
changing viewing conditions but similar sun geometry, unless data from the morn-
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ing satellite are also employed. After a few days, it can provide a sampling of the 
BRDF close to the principal plane, the plane containing the sun, the sensor and the 
target, in both forward and backscattering directions. On the other hand, since the 
SEVIRI/MSG mission is a geo-stationary sensor system, it will cover a large 
range of solar angular measurements but at fixed-view zenith angles and for vari-
ous sets of relative azimuths. In this latter case, the BRDF sampling will be a 
warping of the perpendicular plane toward the backscattering area, away from the 
tropical belt, with the exception of the summer season. It is anticipated that the 
lack of data in the principal plane, where angular effects are amplified, will lead to 
biased estimates of the BRDF and thereby surface albedo. When only sparse angu-
lar measurements are available, it is difficult to calibrate correctly BRDF models. 
In many cases the ill-conditioned index (ICI), the ratio of minimum to maximum 
eigenvalues of a matrix to be inverted, lies in an interval of small values. There-
fore, the retrieved BRDF model coefficients are sensitive to small perturbations of 
reflectance values registered at the satellite level, and unphysical solutions may 
arise. In some respect, this situation might be improved by the selection of optimal 
angular subsets providing higher ICI values than initially (Pokrovsky and Roujean 
2003b). Since the surface signal is contaminated through the atmospheric path-
way, it contains residual noise that hampers the ability to segregate optimum ge-
ometries in a systematic manner. Note that partial cloudiness is still not properly 
detected by existing remote-sensing methods (see Bicheron and Leroy 2000) and 
cannot be described by radiation-transfer methods. 

This chapter is devoted to developing the issues described above with an ap-
plication to SEVIRI/MSG geometry. The consideration of scope questions and 
their formulation are presented in Section 2. The theoretical background for the 
solution to an ill-posed inverse problem is developed in Section 3. Selection of 
kernels for composite BRDF model and its substantiation is discussed in Section 
4. An application of the proposed method to the acquisition of regularized solu-
tions is described in Section 5.We show that albedo estimation and its uncertainty 
may be derived directly from reflectance data without explicit BRDF model inver-
sion in Section 6. Finally, Section 7 contains some recommendations for future 
studies. 
 
2.  Statement of problem 

The accuracy assessment of land surface albedo from SEVIRI/MSG meas-
urements depends on the quality of the data with respect to these two issues: i) the 
development of a computer screening technique for quality control of input data 
sets; and ii) the development of an advanced surface BRDF model inversion tech-
nique to be more resistant to atmospheric effects and model performance. Our ap-
proach aims at implementing an operational procedure working as an heuristic 
system. In this regard, the POLDER experiment (see Deschamps et al. 1994) ac-
tually yields the most consistent global surface angular data sets. The POLDER 
BRDF database is considered here to initiate this training effort based on the 16 
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Fig. 1. (a) Polar graph of SEVIRI/MSG angular sampling geometry for points with the co-
ordinates 45°N, 45°E (black), 45°N, 0°E (light grey), and 0°N, 0°E (dark grey) on 3 differ-
ent dates: March 15 (+), June 15 (●) and September 15 (▲). (b) Examples of POLDER an-
gular geometries for 4 consecutive days. 
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IGBP (International Geosphere and Biosphere Programme) land cover classes. 
POLDER measurements provide a better BRDF sampling (Fig. 1b) than SEVIRI 
data (Fig. 1a). Thus, the POLDER experiment appears suitable to accumulate the 
a priori knowledge on BRDF for major landscapes and biome types. Among the 
several thousands of POLDER BRDF data sets prepared by the Centre National 
d’Etudes Spatiales, four hundred sites were considered with the following objec-
tives: 

• To test the prototype of the operational procedure; 
• To examine the visual and control procedure, rejecting angular data con-

taminated by residual atmospheric contamination; 
• To simulate geometrical and reflectance data for the SEVIRI/MSG sensor; 
• To perform inversion experiments with simulated data to evaluate expected 

error bars for albedo retrieval for different seasons and latitudes;  
• To acquire a priori statistics for albedo values (black and white sky albedo- 

BSA and WSA, respectively), BRDF model coefficients and reflectance at-
tributed to each of the 16 IGBP classes.  

Kernel-driven models have been used extensively to adjust the observed sur-
face BRDF in order to provide further estimates of key surface parameters like al-
bedo (Strahler and Muller 1999; Roujean et al. 1992; Wanner et al. 1995). This 
class of models assumes that the BRDF can be developed using a few angular 
functions describing elementary mechanisms of matter-photon interactions, the 
weight of each of them being determined by empirical coefficients. The purpose 
here is to get a better accuracy on these retrieved BRDF coefficients by imposing 
constrained intervals. For this, we form a priori statistics for each of the IGBP 
classes within the POLDER data set (Bicheron and Leroy 2000; Pokrovsky et al. 
2003a). The volume of POLDER BRDF data sets – up to several thousands os 
samples – supports the accumulation of BRDF coefficient statistics for each class. 
Since an interactive device was not possible in this case, an automatic control pro-
cedure had to be developed. Note this procedure should allow selection of the  
BRDF model as well as the combination of data subsets. The operational proce-
dure should then incorporate the following modules: 

1. Input detection of outliers to reject unusual angular reflectance measure-
ments; 

2. BRDF model inversion using a priori information on model coefficients; 
3. Output control of retrieved model coefficients and estimated albedo; 
4. Updating of a priori knowledge of albedo, BRDF model coefficients and 

reflectance in the form of relevant statistics. 
The present work is focused on the four above modules, with the exception of 

the third one that is developed in a companion paper (Pokrovsky et al. 2003a,b). 
Recent advances in computer techniques for data selection serve to accumulate 
statistical information in order to compensate for the lack of detailed sun-view sat-
ellite geometries. The proposed operational procedure will be efficient in exclud-
ing any inappropriate albedo estimates with the trade-off of a greater processing 
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time due to modules 1 and 4. Module 1 uses Fisher statistics criteria (see Pok-
rovsky and Roujean 2003a), which permits the rejection of unusual measurements 
given a significant level of probability. We find that this level should be in the 
range 90% – 95%. Higher levels are less robust to the occurrence of outliers; 
whereas, lower levels are unacceptable as some relevant information may be lost. 

In fact, module 3 incorporates more sophisticated criteria than module 1. A 
first control criterion is based on T-multivariate statistics (see Anderson 1958), 
which permits the detection of outliers in regard to their cross-correlation. The 
four criteria are based on radiometric indices: the bowl shape and dome shape in-
dices (BSI and DSI), WSA and BSA variances introduced in Li et al. (2001). In 
fact, we demonstrate that only three are independent (Pokrovsky et al. 2003b). 
This permits the performance of robust control techniques for the Li-Sparse 
(Wanner et al. 1997) and Roujean (Roujean et al. 1992) BRDF models.  

For module 2, we carry out a thorough preliminary comparison of different 
inversion techniques: (i) statistical inversion method (Pokrovsky and Roujean 
2003a), (ii) SVD (singular value decomposition), (iii) ridge regression, and (iv) 
statistical regularization (Pokrovsky 1984). The last method uses a priori statistics 
(mean values, covariance matrix) on BRDF model coefficients (Li et al. 2001). 
Preliminary experiments rely on ground-based data (Kimes 1983) and POLDER 
space-borne data (Bicheron and Leroy 2000), including both uniform and re-
stricted-view angle geometries. These experiments reveal that for a uniform angu-
lar sampling, all the methods perform similarly. However, given a limited angular 
sampling corresponding to MSG observations, the results differ. The best accuracy 
is obtained with the regularization technique, which provides the smallest error 
bars. The next favourite is ridge regression, which gives slightly worse results. 
The statistical inversion method is ranked third, its difference with the ridge re-
gression being noticeable for very sparse angular samplings observed in autumn 
and wintertime. The SVD method appears as the least appropriate method. It is 
based on the truncation of eigenvector expansion of the solution to the ill-posed 
inverse problem. Numerical experiments reveal that in the case of the 
SEVIRI/MSG geometry the exclusion of one eigenvector from the 3 by 3 matrix 
expansion associated with the BRDF model is prejudicial. As a result, the depend-
ence of albedo derived by the SVD method on sun geometry is too flat to be eligi-
ble. Such a result may be explained by a decrease of the BRDF model angular 
resolution with only two parameters. Conversely, our approach assumes a poten-
tial enhancement in angular resolution with model expansion beyond three ker-
nels. Indeed, accumulating a priori statistics is an important part of a self-learning 
system. Thanks to statistical POLDER information, keeping in mind that each of 
selected IGBP classes should be regularly updated, modules 2 and 4 should be 
closely linked. 

 
3.  Generalization of inversion methodology 

Considerable attention is currently paid to the biased estimate of the parame-
ters of a linear regression applied to kernel BRDF models (Li et al. 2001). Such 
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concerns are justified by the inability of the classical least squares (LS) method to 
provide reasonable point estimates when a BRDF matrix inversion is an ill-posed 
problem. The goal is to obtain minimum variance in the class of linear unbiased 
estimators in the Gauss-Markov sense. The LS estimators can have very large 
variances when the arrays of the BRDF matrix are collinear. An alternative solu-
tion is to consider the biased estimators instead of the LS estimator. Hoerl and 
Kennard (1970) have proposed the use of a ridge regression to overcome those 
difficulties. In fact, deviation from LS is a well-known problem. Whenever one 
uses a subset selection procedure to obtain an equation with a reduced number of 
variables, one compromise of the LS principle is to set some coefficients equal to 
zero (Aitken 1974). Whether or not LS is used for the reduced problem, a devia-
tion from the LS estimates for the full model has been presented (Arvesen and 
McCabe 1975). 

The purpose of this paper is not to propose or justify the use of a particular 
method for constructing alternatives to the LS, since the literature on statistics 
abounds with such material. Instead, the aim is to provide a framework for evalua-
tion of such estimates (McDonalds and Schwing 1973; McDonald 1975) and to 
demonstrate their application to the problem of BRDF model inversion in an ill-
conditioned numerical environment. The statistical model is the standard multiple 
regression model given by 

 ,εbAy +⋅=  (1) 

where )...,,( 1
T

nyy=y  is the vector of the observed variable (T stands for “trans-
posed”), A is the n by p + 1 model matrix of known values with the first column 
standing for the unity vector, and )...,,( 11

T
+= pbbb  is the vector of unknown coef-

ficients. The error vector )...,,( 1
T

nεε=ε  is assumed to be normally distributed 
with zero mean and covariance matrix ,2IΣε σ=  where 2σ  is unknown, i.e., 

).,(~ 2I0ε σN  Here N (*, **) is a conventional notation of the normal (Gaussian) 
distribution with two background parameters: * is the vector of mean values, and 
** is the covariance matrix (see Anderson 1958). In short, we can write: 

 ).,(~ 2IbAy σ⋅N  (2) 

The LS estimator of b from Eq. (1) is given by 

 .yAA)Ab ⋅⋅⋅= − T1T
LS (ˆ  (3) 

For Eq. (3), the sum of squares of residuals (SSR) is given by 

 ,)ˆ()ˆ(R
1

2
LSSSR ∑

=
−=

n

i
ii yyb  (4) 

where iŷ  is the i-th component of the vector .ˆˆ bAy ⋅=  Note that Eq. (4) has an al-
ternative representation: 

 .][)ˆ(R T1TT
LSSSR yAA)(AAIyb ⋅⋅⋅⋅−= −  (5) 
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The usual unbiased estimate of the parameter 2σ  is given by the sum of squared 
residuals divided by its degrees of freedom (Behnken and Draper 1972; Draper 
and Smith 1998): 

 ).1/()ˆ(R LSSSR
2 −−= pns b  (6) 

A %100)1( ×−α  confidence region for parameter b is given by 

 },)1()ˆ()()ˆ(:{ 1,1,1
2T

LS
TT

LS αα −−−++<−⋅⋅⋅−= pnpFpsS bbAAbbb  (7) 

where α−−−+ 1,1,1 pnpF  is the upper )1,0(∈α  quantile of the F distribution with p+1 
and n – p – 1 degrees of freedom (Anderson 1958). 

For any p+1 dimensional vector b, let 

 .)ˆ()()ˆ()( T
LS

TT
LS bbAAbbb −⋅⋅⋅−=D  (8) 

It is clear that )(bD  is a square distance, which indicates how far b is from LSb̂  in 
appropriate metric. Since },)(:{ αα dDS ≤= bb  where  

 ,)1( 1,1,1
2

αα −−−++= pnpFpsd  (9) 

the confidence region may be viewed as sets of b close to the LS solution LSb̂  
(Obenchain 1977; McCabe 1979). If α  is fixed and b is the true parameter vector, 
then αα −=≤ 1})({ dDP bb , where bP  denotes the probability calculated under 
the assumption that b is the true parameter vector. A value of b for which D(b) > 

αd  can therefore be rejected or viewed as unacceptable. Such values of b are too 
far from LSb̂  to be viewed as reasonable candidate for the true solution. Also for 
any b, the value of α , for which ,)( αdD =b  may be considered as an acceptable 
confidence level (Obenchain 1977). 

The above considerations might be applied to any estimate b̂  obtained for b 
in Eq. (1). More precisely, the corresponding value of )ˆ(bD  (see Eq. (8)), gives 
an idea of how far the estimate is from the LS solution. The acceptance level of 
the estimate gives a different quantification of this distance, which can be readily 
interpreted. In fact, when α  is small, that is, in the range [0.001, 0.01], the esti-
mate of b̂  may be far from LSb̂  to be compatible with data measurements. In con-
trast, for large values of ,α  the estimate b̂  is close to LSb̂  in the metric of Eq. (8). 
The most appropriate interval for α  is conventionally [0.01, 0.1]. This supports 
the idea of building classes of accessible estimates with the possibility of having 
proper estimates for each class. In particular, if the estimate has to be matched 
with a priori statistics (Li et al. 2001; Pokrovsky et al. 2003a), it can be confi-
dently used given that it is not statistically different from the LS estimate .ˆ

LSb    
The confidence region indicated in Eq. (7) describes an hyper-ellipsoid in the 

p-dimensional space (Draper and Smith 1998). In practice, it is useless for high p 
values in regard to the difficulty of computation. Therefore, a more convenient 
form of Eq. (7) linking the components of the vector b has been proposed (Pok-
rovsky and Roujean 2003a). We discuss below another alternative characterization 
of Eq. (7). Let us suppose again that b̂  gives an estimate of b in Eq. (1). Thus, one 
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can obtain )ˆ(RSSR b  from Eq. (4) or (5). It is straightforward to show that =)ˆ(bD  
).ˆ(R)ˆ(R LSSSRSSR bb −  Therefore, )ˆ(bD  and )ˆ(RSSR b  are minimized by LSb̂  and 

the estimate b̂  is fairly close to LSb̂  for a relative increase of )ˆ(RSSR b  with re-
spect to ).ˆ(R SSR b  For any estimate b̂  one can introduce the multiple correlation 
coefficient (MCC) (Anderson 1958): 

 ,)ˆ(R1)ˆ( SSSSR
2 TR bb −=  (10) 

where 2
SS |||| yy −=T (see Pokrovsky and Roujean 2003b; Pokrovsky et al. 2003a). 

For LS estimates, 2R  is the usual MCC (Draper and Smith 1998). Note that some-
times the MCC can have a negative value, which is the case when the estimate b̂  
performs the vector ,ŷ , this latter deviating from vector of measurement data y  
beyond the vector of mean values .y  It is worth outlining also that for any α  the 
estimate b̂  belongs to the confidence region (7), if and only if b̂  satisfies the ine-
quality: 

 .
1

1)]ˆ(1[)ˆ()ˆ( 1,1,1LS
2

LS
22

α−−−+−−
+−−≥ pnpF
pn

pRRR bbb  (11) 

The criterion (11) means that the estimate b̂  is close to LSb̂  if the MCC )ˆ(2 bR  is 
sufficiently large. Here, one can note that Eq. (11) might be rewritten in another 
form: 

 .
1

11
)ˆ(

)ˆ(
1,1,1

LS
2

SSR

2
SSR

α−−−+−−
++≤ pnpF
pn

p
R
R

b
b

 (12) 

The inequality (12) might be interpreted in the way that the relative increase in the 
SSR is a fundamental feature of any biased estimate b̂  deviated from the LS .ˆ

LSb  
In the inequalities (11)–(12), we consider for the cases of reference only equality 
signs. On one hand, these equations determine the exact criterion level or the 
boundary of confidence region αS  presented by Eq. (7) when b = .b̂  On the other 
hand, each of these equations can be resolved with respect to α  if all other vari-
ables are fixed. Therefore, we can evaluate a significance level α  for any given 
estimate b̂  of true solution b for Eq. (1). Finally, it is important to note that the 
unknown true solution of Eq. (1) belongs to αS  with a probability %.100)1( ×−α  
Based on physical considerations, one could select within αS  the more appropri-
ate solution, which is as α -accessible as the unknown true solution b. 
 
4.  Selection of kernels for BRDF composite model 

In two recent studies, it has been shown there is no evident favourite BRDF 
kernel model from a strict statistical point of view. Relevant studies (Pokrovsky 
and Roujean 2003a; Gao et al. 2001) differ whether the covariance matrix εΣ of 
uncertainty measurements and model are known and that the estimate of 

IΣ 2σε =  is made by means of Eq. (6). In practice, the lack of information about 
the source of uncertainty in data measurement is a major concern. The rationale of 
the AMBRALS code (see Wanner et al. 1995) is to reach a best approximation of 
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Table 1. Ill-conditioning indices of the BDRF model matrix for the

SEVIRI/MSG angular geometry 

Location (latitude, 

longitude) 

Julian day Roujean model LSR model 

45°N, 0°E 74 

166 

258 

0.0251 

0.1680 

0.0817 

0.0466 

0.5396 

0.0278 

45°N, 45°E 74 

166 

258 

4.4711 

7.2222 

6.6143 

4.4635 

28.763 

7.5611 

0°N, 0°E 74 

166 

258 

349 

0.1013 

0.0541 

0.1024 

0.0439 

0.2222 

0.1473 

0.2257 

0.1133 

Index values are multiplied by 104.  
 

the angular reflectance measurements based on testing several candidate models. 
The set of ill-conditioning indices corresponding to different candidate models and 
spatial points is presented in Table 1. This suggests some a priori preferences for 
selection among candidate models. 

The general form of a BRDF kernel-driven model is as follows: 

 ),,,()(),,,( φθθλλφθθρ vsi
i

ivs fk∑=  (13) 

where ),,,( λφθθρ vs  is the measured reflectance at the wavelength ,λ  for solar 
zenith ,sθ  view zenith ,vθ  and azimuth angles φ . The analytical kernel functions 

),,( φθθ vsif  mimic the different mechanisms of solar-radiation interactions 
within the soil-vegetation layer. Classically, a zero term in the right side of (13) is 
denoted as a Lambertian reflection. Therefore, 1),,(0 =φθθ vsf  for any angle val-
ues. The other terms in Eq. (13), so-called volumetric and geometric, correspond 
to solar radiation transformations by reflection from plant stands. Along with the 
Roujean (Roujean et al. 1992) and Li-Sparse reciprocal (LSR; Wanner et al. 1997) 
model kernels, which are the most widely used now, there are some others that are 
applicable in particular cases. These are the Ross-Thick, Ross-Thin, Li-Dense, and 
Li-Transit kernels, as well as some of their variants (Wanner et al. 1995; Gao et al. 
2000, 2001; Li et al. 2001): Li-Dense LO, Li-Dense LP, Li-Dense HO, Li-Dense 
HP, Li-Dense MODIS, Li-Sparse LO, Li-Sparse LP, Li-Sparse HO, Li-Sparse HP, 
and Li-Sparse MODIS. Ross-Thick and Ross-Thin describe the behaviour with 
large and small values of the leaf area index (LAI), respectively. All the above 
modifications of Li-Sparse and Li-Dense are distinguished by two parameter val-
ues: b/r and h/b. These parameters describe crown shape and relative height. The 
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Table 2. Status of the BRDF kernels entered in basic composite models

No. Name Notation Basic 
collection 1 

Basic 
collection 2 

1 Lambert L + + 

2 Ross-Thick - MODIS RTK + + 

3 Li-Sparse - MODIS LS + + 

4 Ross - Thin RTN + + 

5 Li-Dense - MODIS LD +  

6 Roujean volumetric RV +  

7 Roujean geometric RG + + 

8 Li-Transit LT   

9 Li-DenseLO LDLO + + 

10 Li-DenseLP LDLP + + 

11 Li-DenseHO LDHO   

12 Li-DenseHP LDHP   

13 Li-SparseLO LSLO + + 

14 Li-SparseLP LSLP   

15 Li-SparseHO LSHO + + 

16 Li-SparseHP LSHP + + 

17 Li-TransitLO LTLO + + 

18 Li-TransitLP LTLP   

19 Li-TransitHO LTHO + + 

20 Li-TransitHP LTHP + + 
 

 

chosen values are b/r = 0.75 and 2.5 for crown shape, representing a slightly oblate 
crown (O), and a prolate (P) crown for which h/b = 1.5 and 2.5, representing low 
(L) and high (H) cases. The BRDF model used in the MODIS processing has the 
following parameter values: b/r = 1 and h/b = 2. The same values are adopted for 
the Li-Transit kernel. A complete list of candidate models is presented in Table 2. 
Some kernels are cross-correlated, but for the BRDF approximation attributed to 
arbitrary land surface pixels, each of them might be potentially useful. 

The rationale for describing a BRDF model as an extensive combination of 
kernels is to better capture the multi-scale properties of complex vegetation struc-
tures that are observed by wide field-of-view sensors (Pokrovsky et al. 2003a,b). 
The use of a 3-parameter model relies on the assumption that plant canopies 
should be randomly distributed within the pixel of a coarse scale resolution sensor. 
Further, retrieved structural variables (distance, height, orientation, distribution) 
correspond to mean estimates or modes. In reality, most vegetation yields several 
levels of structure or clumping (leaf, branch, stand, patch). The aim here is to ob-
tain a description of the various scales with a model having a high degree of free-
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dom that follows an unconstrained inversion procedure. The coexistence of Ross-
thin and Ross-thick kernels is justified to mimic the radiation regime for vegeta-
tion entities that dominate different spatial scales like leaf and patch entities. 

Our aim is to develop a composite model in the general form of Eq. (13), in-
cluding all the above concurrent kernels. Our approach is twofold: on one hand, 
we retain the best model adjustment of measured reflectance; on the other hand, 
we allow more flexibility in selecting model subsets. The theoretical background 
developed in Section 2 permits us to vary the model selection based on statistical 
criterion (10). Some additional notation is required to address the kernel subset se-
lection problem. Let us assume that all kernels taken from the above individual 
BRDF models enter in the composite model (13). The composite model of (13) 
might be formed from all known kernels. The entire list consists of 19 kernels plus 
the isotropic term. To circumvent the collinearity problem of kernels, the selection 
of the subset of kernels will proceed as follows: (i) consider a linear space spanned 
over the matrix columns, which is close to that of the full kernel set, and (ii) con-
sider fewer, but more linear, independent columns. 

For the sake of simplicity, we consider the case of two subset models: 1A  and 
.2A  We assume that A is a full composite model, that is ).,( 21 AAA =  When 

considering a subset model, we assume that the selected variables are the first k 
and the eliminated variables are the last p – k. Then, instead of Eq. (1), we have a 
model rewritten in the form:  

 ,2211 εbAbAy +⋅+⋅=  (14) 

where .),( TT
2

T
1 bbb =  Note that the Lambertian term is comprised of the sub-vec-

tor 1b  of dimension (k + 1). The estimate b̂  of b corresponds to the subset model 
if .02 =b  By denoting sb̂  any estimator for the subset model, then 

TTT
1 ),ˆ(ˆ 0bb =s  is the closest to LSb̂  in the sense defined in Section 2 where 1b̂  is 

the LS solution in the form of Eq. (3) but for the subset matrix .1A  In other 
words, the subset estimate closer to the unrestricted LS estimate is the LS vector 
for the restricted problem. Therefore, we come to the conclusion that the most ac-
ceptable subset estimate for any given subset size is the one with the larg-
est )ˆ(2

sR b  defined by Eq. (10). The largest )ˆ(2
sR b  corresponds to the smallest 

)( ˆ
SSR sR b  value. The number of possible subsets is in fact very large, about 

,12 −p  that is 32767 for p = 15. Rank-order of subsets might be in regard to 
)ˆ(2

sR b  or )( ˆ
SSR sR b  values and their determination for best BRDF adjustment 

for each pixel as suggested by Wanner et al. (1995, 1997). From a practical point 
of view, it is advisable to restrict the number of kernels to p due to time con-
straints. Based on the approach developed in Section 2, we suggest a simple me-
thod to overcome such difficulties. Instead of researching the best fit by a set of 
kernel models, we examine if each candidate subset model satisfies a given α  
confidence requirement given in Eqs. (11)–(12). The set of α -acceptable subset 
models consists of all the subset models for which the corresponding LS estimate 
is within αS  (7). Each subset model provides the LS or any other estimate .ˆ

sb  By 
assuming that we selected some confidence level α  and substitute sb̂  instead of b 
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in Eqs. (11)–(12), then we can examine if this subset model and its solution sb̂  
are α -acceptable. The final step is to construct a collection of best subset models 
with a given prescribed probability %.100)1( ×−α  

Aitken (1971) used another definition of criteria variables and obtained an-
other form of a test for subset model examination: 

 .
1

1
)ˆ(
)ˆ(

1,1,
LS

2
SSR

2
SSR

α−−−−−
+≤ pnp

s F
pn
p

R
R

b
b  (15) 

This test provides a slightly narrower significance region αS  (7) than those deter-
mined by Eq. (12), leading to a reduced selection of subset models than in 
Eq. (12). Candidate models from Eq. (13) or (14) belong to significance region αS  
with a probability %.100)1( ×−α  Keeping in mind some physical background, 
one can select within αS  a most appropriate BRDF model, which is as α -accessi-
ble as the unknown true model. The selected collection of subset models cannot be 
predetermined as indicated in a recent paper (Gao et al. 2001, p. 59). The reason 
seems to be that all the above statistics based on 2s  in Eq. (6) depend on reflec-
tance vector y in Eq. (1) attributed to a given land surface pixel. Therefore, the 
kernel selection is a rather flexible procedure aiming at achieving the best adjust-
ment of measured reflectance within the significance region. The ill-conditioning 
feature of the inverse matrix signifies the latter. 

The kernels selected typically show similar directional signatures. To get 
more insight into kernel similarity, we formed a cross-correlation matrix of rank 
19 for a uniform angular grid. This grid was created by means of equal increments 
in view zenith angle (VZA) (15°) and in relative azimuth angle (RAA) (45°) in the 
intervals [0°, 75°] and [0°, 360°], respectively. This correlation matrix turned out 
to be singular and to contain many values equal to unity, or close to it. We applied 
factor analysis tools to extract the most important common factors in this kernel 
set (Lawly and Maxwell 1963). Generally, factor analysis is applicable in the case 
when it is necessary to deal with two characteristics of sample variables: similarity 
and variance. The first one is regressive because the greater the similarity between 
variables, the less the number of common factors. The second, in contrast, is pro-
gressive as the greater the variance, the more factors are involved in its descrip-
tion. Results of double procedure (i.e., principal component analysis – centroid 
method and varimax rotations) implementation for 2 solar zenith angles (SZA) 
values are presented in Fig. 2. It was found that only three significant factors 
might be derived in the case of high Sun (SZA = 25°) and only two factors were 
revealed in the case of low Sun (SZA = 60°). We may conclude that, in general, 
the former angular range is more preferable for reflectance measurements. The 
critical level of 0.7 is accepted in factor analysis to discover significant variables. 
This level is also apparent in Fig. 2. The two kernels LS and LSLP are the more 
efficient with only two factor values beyond the critical level. Others kernels ex-
ceed the critical level for only one factor. The following pairs of kernels (LTLP, 
LTHP), (LSLO, LSHP), (LDLP, LDHP), and (LDHO, LTLP) behave similarly; 
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 Factor Analysis of the BRDF kernels: SZA=26

Method: Principal factors (Centroid) and Varimax rotations
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 Factor Analysis of the BRDF kernels: SZA=60

Method: Principal factors (Centroid) and Varimax rotations

Kernels

F
a

c
to

r
 v

a
lu

e
s

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

RTK

LS

LD

RV

RG

LT

RTN

LDLO

LDLP

LDHO

LDHP

LSLP

LSLO

LSHO

LSHP

LTLO

LTLP

LTHO

LTHP

Factor 

1  

Factor 

2  

(a) 

(b) 

 
Fig. 2. Factor analysis results for BRDF candidate kernels: (a) SZA = 26°, (b) SZA = 60°. 
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some could therefore be eliminated. Considering a factor score, some kernels are 
in fact inefficient due to their great similarity. 

We removed four kernels from the list and compounded a basic collection 1, 
designated C1 (see third column of Table 2), and a basic collection 2, designated 
C2 (fourth column in Table 2), containing only Li-Sparse-Dense-Transit kernel se-
ries and the Roujean geometric kernel. The basic model C2 was introduced due to 
its homogeneity. Both sets of kernels provide a very high level of explained vari-
ance (0.98 – 0.99) and a low level of RSS (3% – 5%) in reflectance value for most 
land cover types (LCT). Unfortunately, this kernel set leads to extremely ill-con-
ditioned problems when obtaining the LS solutions. To illustrate this issue and to 
isolate acceptable subset models, we considered ten subset models between C1 
and C2 (Table 3). Calculations were performed for pine forest ground-based re-
flectance measurements (Kimes 1983). Comparison of its acceptance levels shows 
that C1 is less sensitive to a reduction of the subset model size. The removal of 8 
kernels from C1, which consists of 15 kernels, leads to a 5% reduction in accep-
tance level. In contrast, the elimination of 6 kernels from C2, containing 13 ker-
nels, leads to a 6% or even more reduction in acceptance level. A parallel survey 
of acceptance levels and explained variance permits the conclusion that the former 
is more sensitive to changes in subset models. It is worth noting that the conven-
tional subset models Li-Sparse and Roujean have a low acceptance level, which is 
equal to several percents. This fact indicates that there is a considerable potential 
for increasing the accuracy of the BRDF and albedo retrievals. Certainly, it de-
pends on the success in the development of a robust inversion technique for multi-
kernel models. In such cases, the LS solution is not acceptable because it oscillates 
due to the ill-conditioned character of the inverse matrix, which is about 10– 12 or 
less. 

The SCAR land data (Ranson et al. 1985) for cereal fields were used for the 
second round of numerical experiments to derive a composite model (Table 4). 
For this, we used a uniform subset of reflectance data for an angular grid of 192 
cells with the following increments: 5° in VZA and 30° in RAA. Comparing these 
results with Table 3, one can find many common features even in the small details. 
A parallel survey of acceptance level and explained variance values allows us to 
conclude that these characteristics do not behave in full agreement, and that the 
acceptance-level value is a more sensitive characteristic from the point of view of 
the subset BRDF model selection. Another important finding is that the best sub-
set models are identical for both LCT. Therefore, the revealed collection of the ac-
ceptable subset models does not depend on basic models (C1 and C2 in our study) 
and LCT. Interestingly, amongst acceptable subsets is model 8 consisting of the 
following kernel series: 1–2–3–4–9–10–15–19. It contains a minimum number 
of kernels and attains a high level of acceptance level and explained variances. 
Therefore, the procedure implementation allows an optimal low-dimensional 
BRDF model to be obtained, which does not lie far away from the basic model of 
13 or 15 parameters. The next interesting subset model, No. 6, includes 9 kernels 
series: 1–2–3–4–7–9–10–15–19. It differs from the previous one in adding the 
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Roujean geometric kernel. The data of Table 3 show that these kernels are really 
important only in the case of the forest coverage and with respect to one of the ba-
sic models. Updating the subset model with Li-Sparse HP does not have a conse-
quential impact on the acceptance level. For conventional models, the acceptance 
level attains very small values, 0.07 (Roujean) and 10– 7 (LSR). 

In a final step, PARABOLA data from FIFE (Deering et al. 1992) were used 
in the analysis of subset BRDF models (Table 5). This case differs from the previ-
ous one by the large size of the angular measurement set (n = 466) and more con-
fined angular data. It leads to very high sensitivity of acceptance level to small 
variations in SSR, which are due to changes in the kernel set used. Another dis-
tinction is that the PARABOLA data were not uniformly distributed over the he-
misphere. This latter point makes them more similar to the satellite data than the 
two data sets described above. In general, the acceptance levels are less than in 
Table 3 but the explained variance attains very high levels for most subset models. 
Despite a decrease in acceptance level, there is good agreement between charac-
teristics obtained for the same subsets for both basic models. An important result 
of these numerical experiments is that an acceptable subset model should include 
at least between 8 and 10 kernels. 

It can be concluded at this stage that existing kernels are adequate to describe 
the essentials of the BRDF variance for most LCT. Increasing the model size pro-
vides a considerable reduction in the regression residual, and thereby the retrieval 
accuracy of BRDF model coefficients. On the other hand, there is some flexibility 
in kernel selection for the BRDF model. It is important to stress that our approach 
suggests a theoretical and not an empirical background for selection of an optimal 
subset model with a minimal number of parameters and an appropriate acceptance 
level. A decrease of ICI when the number of kernels entering in the BRDF model 
increases is a serious issue, which would delay the implementation of composite 
models in inversion algorithms. 
 
5.  Advanced inversion methods 

Hoerl and Kennard (1970) suggested using ridge regression in the case of 
multi-collinear columns of matrix A in a regression model like Eq. (1). Their ridge 
estimator of the standardized regression model coefficient vector reads as follows:  

 ,)()(ˆ T1T yAIAAb ⋅⋅+⋅= −ββ  (16) 

where β is a positive constant and AA ⋅T  is in correlation form (Anderson 1958). 
The selection of parameter β is the major issue. Most studies on this subject sug-
gest more or less empirical rules, according to the problem to be solved. Here, we 
use the above acceptability concept as a background for an advanced selection 
rule. Based on results of Hoerl and Kennard (1970), the solution of Eq. (16) re-
quires that )(ˆ βb  moves away from the LSS when β increases. Therefore, the 
value of β corresponding to )(ˆ βb , when it leaves the acceptable area of Eq. (7), 
might be used as an appropriate value for two reasons: 1. )(ˆ βb  is still an accept-
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able solution, and 2. )(ˆ βb  is the most stable solution of Eq. (1) within Eq. (7). 
Hence, the advantage of the above approach requires some theoretical background 
for this parameter acquisition. 

The main result of Section 2 is that all solutions should be examined with cri-
teria (7). Returning to the function )(bD  defined in Eq. (8), its minimum value is 
attained at b = .ˆ

LSb  On the other hand, )(ˆ βb = LSb̂  when k = 0. It is easy to show 
that ))(ˆ( βbD  is a monotonically increasing function of k (Obenchain 1977). 
Therefore, one can conclude that for each significant level value )1,0(∈α , there 
is a positive number )(αββ =  such that αβ S∈)(b̂ , if and only )(αββ ≤  (Oben-
chain 1977). The latter may be considered as a means for setting a reasonable up-
per bound on the ridge regression parameter β. Moreover, the concept of an ac-
ceptable solution set developed in Section 2 might be used also for ridge regres-
sion parameter determination. If the acceptance level is high, then the estimate 
may be used with the knowledge that it is really not very far from the LS solution 
in a statistical sense. If the acceptance level is small, however, considerably more 
faith is required in the ridge method to justify the chosen value of β. 

Obenchain (1977) defined the associated probability of a ridge estimate as a 
value of α  for which the following equality is valid 

 .))(ˆ( 1,1,
2

αβ −−−= pnppFsD b  (17) 

According to Eq. (9) we obtain a slightly different expression in changing the de-
gree of freedom: 

 .)1())(ˆ( 1,1,1
2

αβ −−−++= pnpFpsD b  (18) 

The above equalities also might be considered as equations formulated with espect 
to β in the case of all other parameters being determined. It is the case, and both of 
these equations have single solutions for β. It is valid because )ˆ( )(b βD  is a mono-
tonically increasing function of β.  

Li et al. (2001) suggested using a priori information for the BRDF model in-
version in the cases of poor angular sampling. They obtained mean values and co-
variance matrices for Li-Sparse model coefficients. In an allied paper (Pokrovsky 
et al. 2003a) we obtained the same statistics for Li-Sparse and Roujean model, but 
for each of 16 IGBP classes provided by the authors of the POLDER data set and 
that of Bicheron and Leroy (2000). These statistics were used in inversion experi-
ments with the simulated SEVIRI/MSG angular data. It is known that the LS so-
lution of Eq. (1) can be obtained by minimization of the cost function 

)()(min 1T ybAΣybA εb −⋅⋅⋅−⋅ −  (Draper and Smith 1998) with .2IΣε σ=  
Bayesian formulas for conditional probability permit the realization of the general-
ized form for the cost function when we dispose of a priori statistics: 

 )}.()()(){(min 1T1T bbΣbbybAΣybA bεb
−⋅⋅−+−⋅⋅⋅−⋅ −−  (19) 

The minimum of Eq. (19) is a regularized solution of the problem (1). Details on 
numerical algorithms related to Eq. (19) can be found in Pokrovsky (1984). 
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Based on the above theory, we developed numerical algorithms for three in-
version techniques: statistical inversion (SI – see Pokrovsky and Roujean 2003a), 
ridge regression (RR) and statistical regularization (SR) and applied them for 
comparative analysis in experiments with the BRDF model inversion. In these ex-
periments, we used two land reflectance data sets: Kimes (1983) and Tsay (Ran-
son et al. 1985). We carried out three series of inversion experiments. The first se-
ries was performed with uniform angular geometry and different kernel models to 
assess their ability to retrieve the main features of the BRDF for primary LCT. 
Two other series were targeted to obtain expected estimates of the BRDF retrieval 
accuracy in the case of SEVIRI/MSG geometry. The second series was based on 
simulated measurements for the least number of SZA values occurring in the mid-
dle of summer. The cases of spring and autumn were considered in a third series 
of experiments.  

For the first series we implemented two inversion techniques: SI (Pokrovsky 
and Roujean 2003a) and RR. Several examples of retrieved results for the princi-
pal plane are presented in Fig. 3. We considered several BRDF models from the 
previous section: basic models (C1 and C2) and some of the acceptable models 
(see Tables 3–5). Figure 3a shows that SI is unstable when the basic BRDF model 
C2 consisting of 13 kernels is used in the case of the lawn grass; whereas, RR so-
lution for the same model is stable and adjusts very well to the measurement data. 
All other plots (Figs. 3b – f ) illustrate that the LSR model could not satisfactorily 
restore major features of the BRDF (e.g., in the hot spot area) and the basic model 
C2 (Fig. 3b) and optimal minimum acceptance model (No. 7, see Table 3) con-
sisting of 8 kernels provides much better results in the BRDF fitting for all LCT 
(Figs. 3c–f ). These illustrations also show that the deviation between the solu-
tions obtained by the SI for the LSR model from the measurement curve is so con-
siderable for all LCT that it could also impact albedo estimates. We performed the 
same study with SCAR data obtained for two LCT: cereal field and forest (Figs. 
4a,b). These data sets were derived with a very high angular resolution: 1° for 
both VZA and RAA. Nonetheless, we obtained similar results. A good fit of the 
BRDF in the hot spot area is obtained by means of the SI and RR solutions applied 
to optimal minimum acceptance model (No. 7) with a systematic deviation in the 
SI solution from measurements for the LSR model. Hence, the main conclusion of 
the first experiment series is that the LSR model gives a considerable deviation in 
BRDF adjustment while the optimal composite model can be very helpful in ob-
taining a more accurate solution.     
         In the second series of the retrieval experiments, we applied the SI, RR and 
SR techniques to the land data set of Kimes (1983). Keeping in mind that our goal 
is to test these algorithms in the case of the SEVIRI/MSG geometry, we carried 
out an interpolation of the measurement data in the simulated angular coordinate 
sets corresponding to 5 geographic locations (0°N,0°E; 45°N,0°E; 45°N,45°N; 
45°S,0°E; 45°S,45°E). Simulated geometry designs have been presented in Fig. 1. 
It was assumed that SZA < 70°. The value of the view zenith angle (VZA) is fixed 
for any given pixel because of the geostationary orbit of MSG. Rejection of meas- 
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Fig. 3. Comparison of reflectance inversions in the principal plane (visible band) by means 
of different BRDF models and inversion techniques in the case of the uniform angular mea-
surement distribution over the hemisphere for various LCT: (a) lawn grass, (b) soybean, (c) 
pine forest, (d) corn, (e) orchard grass, and (f) deciduous forest (from Kimes (1983) meas-
urements). 
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Fig. 3 (continued) 
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Fig. 3 (continued) 

 
 



 An estimation of surface albedo 365 

urements for SZA > 70° is the reason that after December 15 there are no angular 
measurements available for middle latitude land surface points in the Northern 
Hemisphere. For convenience and due to the reciprocal feature of all the kernels 
used, we interchanged the SZA and the VZA; that is, the SZA was fixed and the 
VZA was varied. Also we generated a reference solution in each of the considered 
cases. This solution should be most reliable for every considered LCT, as it was 
obtained from Kimes’ data uniformly distributed in the hemispheric angular range 
by means of SI for every LCT. The differences in the reference solutions acquired 
by any of the considered inversion techniques were small as shown in the figures. 

In the frame of the second series of experiments, we learned that conventional 
three-parameter BRDF models do not provide satisfactory accuracy in reflectance 
fitting by any of the considered inversion techniques (Figs. 5a–f ) with the exclu-
sion of the SR method using a priori statistics. This provides results close to those 
for multi-kernel models and the RR inversion technique. It is necessary to note 
that the presented figures are related to the most preferable time of the year (Julian 
day 166 – see Fig. 1 and Table 1) for inversion, since the SZA values lie in the 
range that provides the most informative measurements (Pokrovsky and Roujean 
2003b). As expected, the deviations from the reference solution and measurements 
show a systematic bias. More precisely, the retrieved solution for the 
SEVIRI/MSG geometry sometimes contains overestimated reflectance magnitudes 
(Figs. 5b,c,e,f ). As a consequence, one can expect that the albedo estimates 
should also exceed the corresponding exact values. Another important point is that 
these deviations are reduced with increasing SZA. Hence, SZA dependence of the 
black sky albedo (BSA) becomes underestimated. Therefore, the BRDF estimates 
derived by means of conventional BRDF model inversion from SEVIRI/MSG ge-
ometry data can differ from exact magnitudes even under ideal conditions and 
without taking into account other regressive factors like signal contamination 
within the atmosphere or inadequacy of the model for particular pixels. There are 
two causes that could explain such occurrences. First, three-parameter models are 
insufficient to describe BRDF angular variance due to the restriction in their an-
gular resolution as illustrated in Figs. 3 and 4. And second, the poor angular sam-
pling of the SEVIRI/MSG geometry with only a single measurement in the princi-
pal plane prevents the retrieval of useful information from the reflectance in the 
principal plane where the BRDF reaches its maximum variance. This problem 
could be overcome by means of a more sophisticated selection of appropriate ker-
nels for the BRDF model. Figure 3 demonstrates a perceptible improvement in the 
angular resolution of the retrieved solution after consideration of novel multi-ker-
nel models. We have to remember that the three-parameter models are unaccept-
able with respect to the basic models (C1 and C2 – Tables 3–5) from a statistical 
point of view. Carrying out similar experiments with multi-kernel models, the at-
tempt to use the SI technique failed due to instability problems. In fact, the ICI 
magnitudes for matrices to be inverted lies in the interval [10–3, 10–4], which ex-
cludes any possibility of obtaining a stable solution. Otherwise, we obtained very 
encouraging results in applying the ridge regression algorithm (see Figs. 5a–f ). 
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Fig. 4. Comparison of reflectance inversions in the principal plane (visible band) by means 
of different BRDF models for various LCT: (a) forest, (b) cereal field (from Tsay meas-
urements given in Ranson et al. (1985)). 
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Fig. 5. Comparison of reflectance inversions in the principal plane (visible band) by means 
of different BRDF models and inversion techniques in the case of the SEVIRI/MSG angu-
lar sampling geometry for 166 Julian day and for various LCT: (a) pine forest lawn grass, 
(b) deciduous forest, (c) irrigated wheat, (d) plowed field, (e) lawn grass, and (f) orchard 
grass (from Kimes (1983) measurements). 
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Fig. 5 (continued) 
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Fig. 5 (continued) 
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Fig. 6. Comparison of reflectance inversions in the principal plane (visible band) by means 
of different BRDF models and inversion techniques in the case of the SEVIRI/MSG angu-
lar sampling geometry for two geographic locations (45°N, 0°E and 45°N, 45°E), for Julian 
days 74 and 258, and for various LCT: (a,b) pine forest, (c,d) deciduous forest, (e, f ) soy-
bean (from Kimes (1983) measurements). 
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Fig. 6 (continued) 
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The solution does not reproduce some specific features of the BRDF angular de-
pendence, but rather provides a much better approximation. SR and RR techniques 
are clearly the favorites of the second series of experiments. The achieved results 
permit us to continue efforts to improve the accuracy assessment of the solution to 
the inverse problem.  

In a third step related to the retrieval experiments, we again applied the SI, 
RR and SR techniques to the data set of Kimes (1983) interpolated in 
SEVIRI/MSG sites. The results are even worse due to a lower Sun position in 
spring and autumn seasons (Fig. 6). With the LSR model, the unstable solutions 
were obtained for all LCT (Figs. 6b,d, f ) in applying the SI method. The imple-
mentation of the RR and SR techniques provides a stable inversion in the same 
cases (Figs. 6b,d,f), but the solutions are smoothed in the backscattering direction 
and underestimated in the forward-scattering range. Inversion results when the RR 
was applied to a composite model demonstrate an improved BRDF adjustment 
(Figs. 6a,c,e). It is necessary to note that in this case, the retrieved reflectance is 
overestimated in the backscattering range and slightly underestimated in the for-
ward-scattering range. The third series of experiments showed that inversion tech-
niques might be ordered by achieved accuracy in the following way: (i) RR (com-
posite model), (ii) SR (LSR), (iii) RR (LSR), (iv) SI (LSR). In fact, the last 
method may be considered as inapplicable in the case of the SEVIRI/MSG ge-
ometry. The first and second techniques provide similar results, but the SR for 
LSR gives a smoothed solution. Therefore, there is some potential for inversion 
improvement based on implementation of the SR method to the composite model. 
 
6.  Albedo uncertainty evaluation 

It is worth emphasizing that the concept developed in Section 2 is directly ap-
plicable to the problem of albedo estimation. The aim of this section is the further 
development of linking the angular reflectance measurements with the black sky 
albedo (BSA) magnitudes as suggested by Gao et al. (2001). As above we assume 
that the covariance matrix standing for noise in Eq. (1) is unknown and we esti-
mate it by means of relationship (6). That is a major difference in our approach 
with respect to the work of Gao et al. (2001). Nonetheless, we also employ the li-
nearity of the integral in the expression for BSA. Hence, for each value of SZA 
there is a vector formed by a hemispheric integral of the kernels. Let us denote this 
vector-row by )].(...,),([)( 0

1
00 s

p
ss aa θθθ =a  In this case the estimate of the BSA, 

)(ˆ sh θ , might be expressed in a form of the scalar product of two vectors: 
.ˆ)()(ˆ 0 ba ⋅= ssh θθ  It is important to note that vector 0a  belongs to the same vec-

tor space as do the matrix A rows. We suppose that matrix A is of full rank; that 
is, all columns of A are linearly independent. Otherwise, matrix AA ⋅T  is singular 
and does not possess the usual inverse. Hence, 0a  might be expressed by a linear 
combination of matrix A rows. This fact helps us to derive the expression for con-
fidence area of the estimated albedo. Now we obtain the analog of Eq. (7) for 
measured reflectance. It follows from Eqs. (7) and (9) that for any ,ˆ

αS∈b  the ine-
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quality αdD ≤)ˆ(b  is valid. Here we assume that 2
LS ||ˆˆ||)ˆ( yyb −=D , where 

,ˆˆ bAy ⋅=  .ˆˆ LSLS bAy ⋅=  From this and Eq. (7), we obtain: 

 ,||ˆˆ|| 2
LS αγs≤− yy  (20) 

where .])1[( 21
1,1,1 ααγ −−−++= pnpFp  The inequality (20) might be useful in two re-

spects. On one hand it provides insight in the evaluation of ŷ  corresponding to a 
given estimate b̂  from the point of view of acceptability. On the other hand, hav-
ing some physically reasonable solution of Eq. (1) b̂ , one can obtain appropriate 
values of the significance level α  from Eq. (20). Having in mind Eq. (20) and af-
ter minimization of the SSR functional by the Lagrange multipliers method, one 
can obtain a modification of inequality (7) for albedo estimate .ˆ)()(ˆ 0 ba ⋅= ssh θθ  
This result should be interpreted as follows: if αS∈b̂  then, for any vector ,0a  the 
following inequality is valid: 

 .])([ˆ])([ 21T
0

1T
000

21T
0

1T
0LS0 aAAababaaAAaba ⋅⋅⋅+⋅≤⋅≤⋅⋅⋅−⋅ −−

aLSa ss γγ  
  (21) 
It is very important that Eq. (21) is preserved for any arbitrary vector .0a  Hence 
Eq. (21) might be used for the evaluation of uncertainty bands for BSA at any 
SZA. Also, Eq. (21) is uniformly valid for a given significance level. 

The establishment of a significance region αS  is of practical importance as it 
generalizes a known rule based on the standard deviation (SD) or sigma interval, 
which is widely used in statistical applications (Draper and Smith 1998). In fact, 
the SD confidence interval is obtained when parameter α  attains one particular 
value 0.33. Therefore, Eq. (21) provides a more general estimation rule than might 
be achieved by means of the covariance matrix technique suggested by Gao et al. 
(2001). 

Results of the previous section demonstrate that one could more or less re-
trieve the BRDF of a land surface pixel from SEVIRI/MSG data only in the mid-
dle of the summer season when the Sun position is high above the horizon. Oth-
erwise, systematic deviations from the reference solution were obtained, which 
explains differences in the derived albedo from the exact solution. The aim of this 
section is to acquire some estimates of albedo uncertainty retrieved from 
SEVIRI/MSG data. To achieve this aim we carried out twin numerical experi-
ments with two angular geometries: uniform angular distribution and 
SEVIRI/MSG. The albedo obtained from the former is considered as the reference 
solution. Kimes’ reflectance data and simultaneous albedo measurements at the 
same SZA values were used in these experiments. Albedo measurements as well 
as reference solutions were used to evaluate retrieval estimates obtained from re-
stricted-geometry angular data. To attain albedo estimates based on composite-
model coefficients, black sky albedo (BSA) integrals for all kernels entering in the 
composite model were calculated. 

The inversion results presented in Fig. 5 allows the presumption that albedo 
retrieval should be more or less satisfactory in tropical zone pixels and in extra-



 An estimation of surface albedo 375 

tropical pixels in the middle of summer, when the Sun position is high. The only 
available reflectance in the principal plane in extra-tropical pixels lies in the inter-
val of 45° – 60° for VZA in other seasons of the year, assuming the reciprocity 
principle. This interval includes hotspot measurements, which may explain the ob-
served biases in albedo estimates as well as in reflectance values. In fact, for some 
LCT, we obtained overestimated albedo values (Figs. 7a,c,e,g), and underesti-
mated values for others (Figs. 7f,h). Application of the reciprocity principle helps 
to understand causes of the above phenomenon. In fact, the cases with overesti-
mated albedo (Fig.7 a ) occurred when the geometric trajectory (Fig. 1) intersects 
the principal plane at VZA=59° (SZA) lying in the hotspot area for a given LCT, 
where reflectance values exceed corresponding mean values. The opposite situa-
tion occurs when the geometric trajectory intersects the principal plane away from 
the hotspot (Julian day 74, site (45°N, 0°E), VZA=48°; Fig. 7d). Albedo underes-
timation for plowed field, orchard grass and hard wheat can be explained by other 
causes. For these LCT, the reflectance corresponding to the MSG geometry de-
creases with SZA in the range [45°, 60°] in the perpendicular plane. Therefore, it 
is not surprising that corresponding estimates lie systematically below reference 
values. In the case of uniform geometry the reflectance variance is smoothed by 
means of averaging over the entire angular hemisphere and, as a consequence, the 
resulting magnitudes are not biased. 

Another point is that the ICI of the inverse matrix is about 10– 3 at Julian day 
(JD) 166 and about 10– 4 at JDs 74, 258 (Table 1). The LS inversion solution is 
stable at JD 166 and reveals unstable features at JDs 74, 258 (Figs. 7b,d,f,g). 
Therefore, one can suppose that the instability threshold lies at about 10– 4. Other 
solutions (RR and SR) deliver stable solutions for any site and season of the year 
(Figs. 7a–h). It is necessary to note that in the case of the LSR model, the re-
trieved BRDF is smoothed with respect to the reference solution (Fig. 7) and the 
corresponding albedo has a weak SZA dependence. In contrast, the RR solution 
for the multi-kernel (composite) model is in better agreement with a correspond-
ing reference solution (Figs. 6a–f ), as well as the related albedo magnitudes 
(Figs. 7a–f ). The latter demonstrates an even stronger SZA dependence than 
those for the reference solution. The cause of this is the overestimation of reflec-
tance magnitudes in the RR solution at higher VZA values. 

Let us consider the differences between retrieved albedo and background al-
bedo measurements provided by Kimes at the same site and period. It is interest-
ing also to consider corresponding deviations from reference solutions. As indi-
cated above, the systematic deviation is a major component in differences between 
the MSG and reference solutions. Those attain maximum values for the LSR mod-
el and are equal to 20% – 30% of relative magnitude (Fig. 7). Retrievals obtained 
by means of the composite model do not contain any systematic components and 
their deviations from reference solutions are lower. In this case the SZA depend-
ence of retrieval albedo is stronger than in the reference solution. Therefore, ap-
proximate albedo is lower than the reference solution in the interval of the SZA 
from 0° – 50°, and greater in the complementary range of the SZA from 50° – 75°. 
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Fig. 7. Comparison of BSA (albedo) estimates derived with three inversion techniques in 
the case of the SEVIRI/MSG angular sampling geometry for two sites (45°N, 0°E and 
45°N, 45°E), for 74 and 258 Julian days, and for various LCT: (a,b) pine forest, (c,d) de-
ciduous forest, (e, f ) soybean, and (g,h) lawn grass (from Kimes (1983) measurements). 
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Fig. 7 (continued) 

 
 
 



378 I. POKROVSKY, O. POKROVSKY, and J.-L. ROUJEAN 

0 10 20 30 40 50 60 70
2

2.5

3

3.5

4

4.5

5

5.5

6

6.5
Albedo retrieval from SEVIRI/MSG at (45 N, 45 E): LSR model,Soybean - V band

A
lb

e
d

o
Reference solution

Statistical inversion

Ridge regression

Statistical regularization

RR for optimal submodel N=8

measurements

Julian day = 74

 SZA = 59

0 10 20 30 40 50 60 70
2

3

4

5

6

7

8
Albedo retrieval from SEVIRI/MSG at(45 N, 0 E): LSR model,Soybean - V band

solar zenith angle

A
lb

e
d

o

Reference solution

Statistical inversion

Ridge regression

Statistical regularization

RR for optimal submodel N=7

measurements

Julian day = 258

 SZA = 51

(f) 

(e) 

 
Fig. 7 (continued) 

 
 
 



 An estimation of surface albedo 379 

0 10 20 30 40 50 60 70
-15

-10

-5

0

5

10

15

20

25

30

35
Albedo retrieval from SEVIRI/MSG at(45 N, 0 E): LSR model,Lawn grass - V band

A
lb

e
d

o

Reference solution

Statistical inversion

Ridge regression

Statistical regularization

RR for optimal submodel N=7

measurements

Julian day = 258

 SZA = 51

0 10 20 30 40 50 60 70
3

4

5

6

7

8

9

10
Albedo retrieval from SEVIRI/MSG at (45 N, 45 E): LSR model,Lawn grass - V band

solar zenith angle

A
lb

e
d

o

Reference solution

Statistical inversion

Ridge regression

Statistical regularization

RR for optimal submodel N=7

measurements

Julian day = 258

 SZA = 59

(h) 

(g) 

 

Fig. 7 (continued) 

 
 
 
 



380 I. POKROVSKY, O. POKROVSKY, and J.-L. ROUJEAN 

Comparison of the retrievals with the albedo measurement data (denoted by 
crosses) shows that the albedo field observations do not follow the monotonic al-
bedo dependence on the SZA assumed in any BRDF kernel model. The best 
agreement is observed for deciduous and pine forest where two of three available 
albedo values are located within 5% – 10% intervals centered by reference solu-
tions or by RR solutions for the composite model. In the case of orchard, lawn 
grass, and soybean one can find that only one of three points is close to the best 
approximate solutions. The best agreement is achieved in the SZA range of 40° –
60° and in the middle of the summer season. The experimental points are ran-
domly distributed with respect to the reference and RR solutions for the composite 
model, but those are systematic with respect to the solution obtained by means of 
the LSR model. These solutions demonstrate a weaker SZA dependence than 
those for the reference solutions in every considered case. The latter occurs be-
cause of underestimation of retrieved reflectance in the forward direction in the 
principal plane when the LSR model is used (see Fig. 6 and Section 5). 

 
7.  Conclusion  

In the present work, the definition of confidence intervals has been suggested 
as an alternative tool to conventional LS estimation of the coefficients in BRDF 
models. It was discovered that this concept is of value as it highlights several key 
issues. First, it led to the selection of the minimum subset of kernels based on the 
achievement of the best BRDF adjustment. Second, it showed the existence of a 
bias in the results of the BRDF model inversion when the model matrix is ill-con-
ditioned and a priori statistical information on the solution is available. Third, it 
provides an evaluation of the uncertainty bands for albedo estimates. We consid-
ered a simple and attractive approach for the implementation of the above concept 
in relation to the optimal design problem (see Pokrovsky and Roujean 2003b). 
This approach assumes that if the true but unknown solution of the inverse prob-
lem lies within the significance region αS  centered on the LS solution, then it is 
reasonable to adopt the assumption that a physically acceptable solution might be 
sought within the same domain. It allows us to vary the BRDF model, the inver-
sion techniques and albedo estimates within this domain. We developed several 
techniques to solve the above particular problems, which were based on this gen-
eral concept. Certainly, the attached illustrations cannot be considered as com-
plete, and additional efforts are required to acquire more reliable results in all 
three mentioned directions. 

In fact, the perspective of future studies looks very promising because it may 
lead to generalization and extension of existing BRDF models. If the solution is 
restricted by the ill-conditioning of the matrix to be inverted, then implementation 
of ridge regression and other biased estimates permits avoidance of this obstacle 
and increases the accuracy in the acquisition of albedo and other biophysical pa-
rameters. It is necessary to note that the ill-conditioning feature appears not only 
in the case of restricted angular sampling. Our study shows that even for uniform 
angular sampling, the BRDF model matrix is ill-conditioned if the number of ker-



 An estimation of surface albedo 381 

nels approaches 10 because of their similarity, which leads to linear dependence of 
model kernels. Therefore, further progress in BRDF modeling and inversion is re-
lated to these model extensions and implementation of advanced inversion tech-
niques.  

Further improvement in albedo retrieval can be achieved in two ways. The 
first way is to perform an optimal selection of kernels for a composite model. In 
this study the selection was carried out from an arbitrary kernel set. The second 
way is through implementation of the SR method to a composite model. To 
achieve this aim it is necessary to accumulate a priori statistics for several alter-
native multi-kernel models. 
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Abstract. This chapter is an overview of size and concentration effects on elec-
trodynamic coupling in two-dimensional densely packed arrays of metallic nano-
spheres in the frequency range of the surface plasmon resonance (SPR). Our theo-
retical analysis is based on the statistical theory of multiple scattering of waves. 
We show that concentration effects, such as the enhanced long-wavelength trans-
mission of light and the strong resonance quenching of transmission, are effec-
tively interpreted in terms of constructive and destructive interference of waves 
incident on and scattered by a monolayer of closely-packed submicrometer plas-
monic particles. The concentration SPR red shift observed in the case of dipole 
metal nanoparticles is highly sensitive to the matrix refractive index and results 
from lateral near-field couplings. We also demonstrate phenomena caused by a 
strong plasmonic–photonic confinement in multilayered metal–dielectric nanos-
tructures consisting of densely packed monolayers. For example, we show that 
employing the size and/or concentration gradient of dipole metallic nanoparticles 
in a quarter-wavelength multilayered system allows one to achieve an almost total 
absorbance. 
Keywords: metallic nanostructures, surface plasmon resonance, electrodynamic coupling 

1. Introduction 

Recent progress in nanotechnologies and plasmonics promotes the develop-
ment of new types of spectrally selective nanocomponents and devices needed in 
non-linear optics, laser physics, optoelectronics, energy and high-density data 
storage, information technologies, life sciences, and security [6,20,29,36,37].  

Disperse plasmonic nanostructures, that is, materials containing noble-metal 
nanoparticles, are highly attractive owing to their unique optical properties caused 
by localized surface plasmon resonances (LSPR) of light attenuation accompanied 
by strongly enhanced optical fields near metal nanoparticles in this spectral range. 
The LSPR appears upon photoexcitation in the visible and near IR regions and re-
–––––––––––––––––––– 
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sults from collective electron oscillations confined by a metal-nanoparticle surface 
[7,21].  

Among the most promising passive plasmonic nanomaterials are self-organ-
ized and densely packed metal–dielectric nanostructures [27,30,33] as well as 
layered metal–dielectric nanocomposites [3,5,24,25]. Their optical properties are 
further defined by collective effects resulting from the electronic and electrody-
namic couplings and hence can be effectively tailored by an appropriate choice of 
material and nanostructure parameters.  

In order to establish stable correlations between optical and topological prop-
erties of these plasmonic nanomaterials, one still needs to study and clarify the na-
ture and manifestations of collective effects in more detail. This chapter is a brief 
review of results and outstanding problems in this novel field of plasmonics re-
lated to metal–dielectric nanocomposites with partially-ordered structures.  

 
2. Localized surface plasmon resonance: spectral and near-field features 

It is already well known that the fundamental difference of the optical proper-
ties of metal nanoparticles from both the properties of bulk samples and the char-
acteristics of individual atoms is caused by resonance collective oscillations of 
conduction electrons near the surface of a metal particle induced by a light wave 
with an appropriate frequency ω0, called the Frolich frequency, defined approxi-
mately by the following conditions:  

 .0)](Im[,0)](Im[)],(Re[2)](Re[ 000000 ≈≈−= ωεωεωεωε  (1) 

Here )( 0ωε  and )( 00 ωε  are the dielectric permittivities of the metal particle and 
the surrounding medium, respectively.  

In the electrostatic limit, it is easily seen that these conditions maximize both 
the scattering (Qsca) and the absorption (Qabs) efficiency factor of a spherical parti-
cle: 
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Here, k is the wave number and r is the particle radius.  
LSPRs of individual metal particles defined in the visible through their ex-

tinction efficiency are highly sensitive to the nanoparticle material, size, shape, 
and internal structure as well as to the dielectric properties of the surrounding me-
dium. One of the main features of an LSPR, which manifests itself as a change of 
color of a sparse metal colloid, is the red shift of the LSPR with increasing 
nanoparticle size (see Fig. 1) or increasing refractive index of the surrounding me-
dium. This feature is caused by retardation effects and the Coulomb screening, 
both reducing the surface plasmon frequency [21].  

It is also important to note that increasing the particle size up to tens or hun-
dreds of nanometers also leads to drastic changes in the modal structure of the ex-
tinction spectrum of non-interacting nanoparticles, viz., higher-order modes ap-
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pear, while the modes’ relative weights change. For low-order modes, the type of 
plasmon-excitation decay changes from non-radiative to radiative, while particles 
become strong scatterers. In the respective spectral regions, the SPRs in the ex-
tinction spectra of nanoparticles essentially become scattering resonances (see Fig. 
2).  

To calculate individual-nanosphere LSPRs, one can use the Mie theory, while 
other advanced single-scattering numerical techniques (such as the DDA, VIEF, 
and T-matrix methods) can be applied to nonspherical nanoparticles and nanopar-
ticle clusters [26,32].  

As a rule, experimentally measured LSPR bands are much broader than the 
theoretically calculated ones, even for arrays with a high degree of nanoparticle 
monodispersity. The nature of the strong widening of bands is still under discus-
sion [23]. One of the main causes is the so-called internal size effect resulting in a 
modified nanoparticle permittivity ε. Most easily understood is the explanation of 
the size-dependent permittivity ε in the framework of the ballistic model, also 
known as the limitation of the electron mean free path (LEMFP) model [21]. An 
attractive feature of this approach is that it yields the size-dependent ε of metal 
nanospheres and nanoshells [11] in a closed analytical form.  

According to the LEMFP model, the scattering of conduction electrons at the 
nanoparticle surface leads to a reduction in the effective mean free path of elec-
trons compared to that in a bulk material. The longer the mean free path of elec-
trons in the bulk material, the wider the range of nanoparticle sizes for which the 
internal size effect is observed. Among noble metals, this range is the widest for 
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Fig. 1. Spectral extinction efficiency factors of silver nanoparticles dispersed in a medium 
with a refractive index of 1.5 for different particle diameters (as indicated near the respec-
tive curves). The insert shows the dependence of the LSPR peak wavelength on the particle 
diameter. 
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Fig. 2. Spectral dependence of extinction, absorption and scattering efficiency factors for 
silver nanospheres with different diameters d, embedded in the matrix with a refractive in-
dex of 1.5. 

silver nanoparticles. Despite this factor, the LSPR of Ag nanoparticles is the most 
promising from the practical standpoint, owing to the ready availability of this ma-
terial. Furthermore, radiative losses and high-order modes appear for silver 
nanoparticles at smaller sizes than for copper and gold nanoparticles. All of these 
traits are a consequence of the difference in the spectral interval between the 
LSPR and interband absorption for these noble metals.  

However, the knowledge of scattering and/or absorption efficiency factors is 
not sufficient to define the optical spectra of densely packed plasmonic arrays 
which depend, via strong electrodynamic coupling, on both far-field and near-field 
characteristics of single scattering.  

As to plasmonic nanoparticles, their near-field patterns are still poorly known 
in comparison with their far-field spectral and scattering counterparts. We can 
only mention the detailed study of the near-field enhancement (“hot spots”) for 
fractal plasmonic nanoarrays based on the electrostatic approximation [36] and 
limited data on single plasmonic nanoparticles (see references in [6]) obtained 
with the Mie theory and the DDA technique. These data demonstrate a high sensi-
tivity of the near-field distribution to particle sizes, shapes, and internal structures 
as well as to optical properties of the surrounding medium and the polarization 
state of the incident light. For example, it has been recognized that the maximal 
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Fig. 3. On the left: dependence of the coefficient of maximal local electric field enhance-
ment near a silver nanosphere on its size and the refractive index of the surrounding me-
dium. On the right: near-field distributions for silver nanospheres with d = 50 nm (upper 
panel) and 20 nm (lower panel). The wavelength is 400 nm (after [2]). 

coefficient of the local field enhancement for silver nanospheres exhibits a non-
monotonous dependence on nanoparticle sizes and the matrix refractive index (see 
Fig. 3).  

The most important feature essential for the understanding of the near-field 
contribution to electrodynamic coupling is that the hot-spot distribution strongly 
expands along the direction of the incident light if the particle size and/or the ma-
trix refractive index increase [2,28].  

 
3. Statistical approach to 2D densely packed metallic nanoparticle arrays  

Electrodynamic coupling manifests itself as multiple coherent re-scattering 
and, as a consequence, is highly sensitive to the type of plasmonic nanoparticles 
and their packing density. For these reasons, the existing effective-medium theo-
ries are not always convenient and/or adequate [7]. Modeling and studies of cou-
pled nanoarrays are considered to be one of the frontiers of modern theoretical 
plasmonics. In the framework of the electrostatic approximation, the features of 
SPRs in fractal arrays of metal nanoparticles have been studied in [36]. Two-di-
mensional (2D) and three-dimensional (3D) regular plasmonic nanoarrays were 
analyzed with the use of the plane-wave expansion method [31], the finite-differ-
ence time-domain method, and the transfer-matrix method [39]. In [38], certain 
principles of the theory of multiple scattering of waves were combined with the 
Bloch wave’s formalism, which allows one to calculate both the band structure 
and the transmission and reflection coefficients for perfectly regular particle ar-
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rays. However, topological and/or size disorders introduced in plasmonic nano-
materials during their fabrication with one of the existing technologies allows one 
to classify these materials as not perfectly regular, but rather as highly-ordered ar-
rays of nanoparticles.  

In our opinion, an effective way to describe the features of electrodynamic 
coupling in partially ordered plasmonic nanoarrays is to use the approach based on 
the statistical theory of multiple scattering of waves (STMSW) [9]. According to 
the STMSW, the resulting field E(r)

 
at any point in space r (either inside or out-

side a disperse medium) and the effective field Eeff (r)
 
at any particle are both su-

perpositions of the incident and multiply scattered waves:  
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Here t(r, rj) is the single-particle scattering operator.  
The STMSW accounts for electrodynamic coupling in spatially correlated ar-

rays through the superposition and subsequent averaging of fields scattered by all 
nanoparticles. The STMSW operates with the field moments, which are the values 
averaged over all possible configurations of a given particle array. The main char-
acteristics of the STMSW are the mean (or coherent) field 〈E (r)〉, the coherent in-
tensity ,|)(| 2

c 〉〈= rEI  and the field covariance .)()( 〉⋅〈 ∗ rErE   
Lax [22] proposed to average Eqs. (2) over different configurations of a parti-

cle ensemble with the assumption that the fixation of any particle specifies the 
spatial configuration of the whole assembly. It is clear that the more regular the 
particle array, the better this assumption. This scheme was called the quasicrystal-
line approximation (QCA). More recently, Hong [8] considered 2D particles en-
sembles in the framework of the QCA and derived the following system of two 
equations defining the mean field at a r:  
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where p0 is the number of particles per unit area; E0(r) is the incident field, 
〈E (r)〉R is the average field with one particle fixed at a point R; RR,RrE ′〉′+′〈 )(  is 
the average field with two particles fixed at points R and ;R′  ),( rrΓ ′  is the tenso-
rial Green function; and |)(| RR ′−g  is the radial distribution function defined as 
the probability for two particles to be separated by a distance .|| RR ′−=R   

Characteristic features of the radial distribution function depend on the type of 
disperse medium. For a sparse medium, when interparticle distances are consid-
erably greater than the particle size, 1|)(| =′− RRg  for any .|| d≥′− RR  This 
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a

b

c

 

Fig. 4. The structure of a densely packed monolayer (on the left) and radial distribution 
functions (on the right) of (a) a sparse random as well as (b) regularly and (c) densely 
packed partially ordered disperse layers. 

means that the particles are randomly distributed and the scattered wave phases 
are random. On the other hand, regular structures like “nanoparticle crystals” are 
characterized by long-distance ordering. Particles embedded at specific locations 
in the “crystal lattice” are separated by well-defined distances. For a perfect regu-
lar particle array, the |)(| RR ′−g  is a set of delta functions corresponding to the 
fixed lattice nodes Ri. In this case, the scattered wave phases are perfectly deter-
ministic.  

A partially ordered structure occupies an intermediate place between the ex-
treme cases of a sparse group and a regular system. For example, as can be seen in 
Fig. 4, densely packed arrays are characterized by short-range ordering. The loca-
tions of neighboring particles are partially correlated due to finite particle sizes 
and the high particle concentration. As a consequence, |)(| RR ′−g  has pro-
nounced maxima corresponding to the most probable distances between particles. 
For particles located in the range of short ordering, the scattered waves are par-
tially coherent, and the corresponding phase relations are not random. The 
stronger the spatial ordering owing to an increased particle concentration, the 
more significant the interference of the scattered waves. The denser the nanoparti-
cle packing, the stronger the near-field coupling.  

The |)(| RR ′−g  function for a densely packed system of particles can be cal-
culated by using the model of solid spheres in the framework of the Percus–
Yevick approximation [42].  
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When the particles are spheres, it is convenient to solve Eqs. (3) by expanding 
the electromagnetic fields and the tensorial Green function in vector spherical 
harmonics. Then one obtains the following relations for the coherent transmission 
Tm and reflection Rm coefficients of a partially ordered monolayer of monodisperse 
particles [1,34,35]:  
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Here, the coefficients lMb  and lEb  are determined from the following system of 
equations:  
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where al and bl are the Mie coefficients. The terms containing the functions llP ′  
and llQ ′  depend on |)(| RR ′−g  in a complicated manner [34]. When the individ-
ual-particle permittivity becomes size-dependent, one must take this into account 
while calculating the Mie coefficients.  

It can easily be shown that neglecting the lateral electrodynamic coupling in 
Eqs. (3) yields the following simple analytical expressions for the coherent trans-
mission and reflection coefficients: 
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Here, Qext, x(γ), and ΛQext are the single-particle extinction efficiency factor, phase 
function, and scattering efficiency factor, respectively; λπρ d=  is the size pa-
rameter; d is the particle diameter; and 42

0 dp πη =  is the monolayer overlap pa-
rameter defined as the fraction of a monolayer area occupied by nanoparticles. 
Note, that these expressions, called the coherent single-scattering approximation 
(CSSA), can be quite accurate if the single-particle phase function is strongly 
elongated in the forward-scattering direction.  

 
4. Electrodynamic coupling and spectral properties of 2D densely packed 

plasmonic nanostructures  

Surface plasmon photoexitation in nanoarrays consisting of densely packed or 
partially ordered metal nanoparticles has a collective nature. Small interparticle 
distances and short-range ordering of particles cause strong electrodynamic cou-
pling. Its optical manifestations strongly depend on sizes of plasmonic nanoparti-
cle.  
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Fig. 5. Two-dimensional metal–dielectric nanostructures: (a) a perforated thin metal film 
and (b) a densely packed array of metal nanoparticles (after [15]). 

4.1.   Enhanced transmission through monolayers with extremely dense packing  
of submicron plasmonic nanoparticles  

The recent discovery of enhanced resonant transmission of light through opti-
cally thick metal films perforated with an array of subwavelength holes [4] has at-
tracted great attention, and its plasmon-induced origin in the case of perforated 
structures of different geometries is now actively explored. An analogous phe-
nomenon is expected to arise in 2D densely packed disperse metal structures with 
the scale of inhomogeneities comparable to that in perforated metal films. One 
particular example is a 2D array of densely packed, submicrometer metal nano-
spheres, which is essentially the reverse of an array of holes in a metal film (com-
pare Fig. 5b with Fig. 5a). Substantial progress in the synthesis of such 2D arrays 
of submicrometer metal nanoparticles by a self-assembling organization has re-
cently been reported [20].  

We analyzed theoretically the feasibility of enhanced transmission of visible 
light through 2D random, densely packed arrays of submicrometer noble-metal 
nanoparticles and established its electrodynamic nature [15].  

Figure 6 shows spectra of the direct transmission of light through a 2D 
densely packed nanoparticle array calculated in the framework of the QCA, 
wherein the lateral electrodynamic coupling between particles is considered as the 
interference of multiply scattered waves in partially-ordered arrangement of scat-
terers. The transmission spectrum of an equivalent sparse system composed of 
non-interacting nanoparticles was calculated from the standard Bouger law: =BT  

).exp( extQη−  As one can see, the densely packed array is characterized by an en-
hanced long-wavelength transmission (ET) with a peak value of 87% (and even 
higher for larger particles) within a lower-order surface plasmon extinction band 
inherent to the same but uncoupled particles. Thus, the 2D disperse metal–dielec-
tric layers of submicron silver nanoparticles can exhibit enhanced transparency in 
the LSPR spectral region (see also [19,27]). The ET is a result of constructive in-
terference coupling between the incident light and radiative delocalized surface 
plasmon modes of lower orders. This effect becomes stronger with increasing den-
sity, since the scale of surface plasmon localization increases due to increasing 
range of nanoparticle correlations and near-field coupling.  
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Fig. 6. Transmission spectrum of a 2D densely packed array of silver particles (d = 200 nm; 
η = 0.7; nm = 1.5) and that of a sparse system consisting of the same particles (after [15]). 

It should be noted that 2D disperse nanostructures have obvious advantages 
over perforated metal films since they provide additional possibilities for tuning 
their optical response. While the change in the shape of inhomogeneities and the 
type of arrangement is applicable to both structures considered, the inhomogeneity 
composition and the controlling interior structure are realized much easier with 
densely packed nanoparticle arrays.  

 
4.2. Strong light quenching by monolayers of submicron plasmonic nanoparticles 

With an intermediate concentration of submicrometer plasmonic particles in a 
monolayer, a strong resonance quenching (SRQ) may arise. The SRQ was ob-
served experimentally for the first time by Chumanov with colleagues for 
monolayers consisting of 100-nm Ag nanoparticles and having an overlap pa-
rameter of 0.3 [27]. It is worthwhile to note that their experimental results are in 
excellent agreement with our simulations based on the QCA (see Fig. 7).  

Among the reasons leading to the SRQ, specific plasmonic coupling and near- 
field effects have been suggested in [27]. However the fact that the most pro-
nounced SRQ was realized not with the highest but rather with intermediate con-
centrations necessitates searching for other mechanisms rooted in coherent scat-
tering.  

In order to answer the question concerning the nature of this effect, let us con-
sider the simplest scheme of multiple coherent scattering (namely the CSSA), 
which takes into account coherent coupling only as the interference of waves sin-
gly scattered by individual particles (see Eqs. (5)). Re-scattering between particles 
is not taken into account. Each individual particle is illuminated by the incident 
wave only. This model yields simple conditions of the total interference quenching 
(TIQ) caused by a destructive interference of the incident and scattered waves. 
This happens when the amplitudes of the incident wave and the total scattered 
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Fig. 7. Optical density of 2D arrays of d = 100 nm silver particles embedded in polydi-
methylsiloxane, for different surface particle concentrations. The calculation are based on 
the QCA for the experimental conditions of [27]. 

wave are equal, while their phases are opposite [10]. According to Eq. (5), Tm = 0 
if  
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Here, S (γ ) is the single-scattering amplitude. 
Importantly, the conditions of the TIQ based on the CSSA are analogous to 

the conditions of the SRQ in the framework of the QCA. Detailed information is 
given in Fig. 8; as one can see, both approximations yield qualitatively similar de-
pendences of the optimal overlap parameter and the spectral position of the SRQ 
on the particle size. Furthermore, for submicrometer particle sizes these results 
agree numerically. Residual quantitative differences are related to the fact that the 
CSSA does not take into account coherent re-scattering, which intensifies with de-
creasing size parameter.  

Thus, the main results are the following. The interference quenching is never 
realized for monolayeres of dipole plasmonic nanoparticles, even at the highest 
particle concentration. The optimal overlap parameter changes non-monotonically 
when particle sizes grow. Furthermore, the spectral position of the SRQ gradually 
shifts toward the spectral position of high-order modes with increasing particle 
sizes. 
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Fig. 8. (a) Optimal overlap parameter and (b) spectral position of the SRQ peak for a 
monolayer of silver nanoparticles embedded in a matrix with nm = 1.5. Filled circles: calcu-
lations based on the CSSA (quenching until Tm = 10− 3 − 10− 4); open circles: calculations 
based on the QCA (10− 4 − 10− 5). “Branches” in (b) show spectral positions of the LSPR 
modes. 

 
4.3. Concentration red shift of the collective plasmon resonance frequency 

It was already noted that nanoparticle positions in the range of short ordering 
and the respective phases of scattered waves are strongly correlated in densely 
packed structures. Furthermore, for dipole nanoparticles the hot spots are concen-
trated in lateral directions, which supports strong near-field coupling. As a conse-
quence, a new scale of surface plasmon localization arises. It may be quantita-
tively identified with the existence of “effective plasmonic particles” with a size 
comparable to the scale of short-range ordering. Increasing concentration leads to 
a growing scale of the surface plasmon localization and increasing size of the ef-
fective plasmonic particles (see Fig. 9). Thus, the close proximity and near-range 
ordering of dipole plasmonic nanoparticles are accompanied by the appearance of 
attenuation bands attributed to the coupled (collective) plasmon absorbance reso-
nance [13,14]. 

It is worth noting that there are two ways of controlling the particle concen-
tration. The first one is to adjust the system volume for a fixed number of particles 
(compare the solid and dot-dashed curves for η = const in Fig. 10). The second 
way is to change the number of particles for the same system volume (compare, 
e.g., solid curves for different η in Fig. 10). 

As can be seen from Fig. 10, in either case the resulting increase in the particle 
packing density causes a red shift of the SPR frequency calculated based on the 
QCA. Furthermore, when interparticle distances decrease, the enhancement of 
electrodynamic coupling leads to strengthening of the plasmon resonance. On the 
other hand, for sparse systems of the same particles (i.e., calculations based on the 



 Plasmonic spectroscopy of 2D densely packed and layered metallic nanostructures 395 

 

Fig. 9. Concentration-caused enlargement of the surface plasmon localization scale in 2D 
densely packed arrays: (a) η = 0.4 and (b) η = 0.7. 
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Fig. 10. Transmission Tm and reflection Rm spectra of monolayers made of silver nano-
spheres with d = 2 nm, for different overlap parameters η (the matrix refractive index 
nm = 1.4).  The transmission spectrum TB corresponds to a sparse system of the same nano-
particles. 

Bouger law), there is no plasmon frequency change with increasing overlap pa-
rameter.  

The second case, wherein the particle density is modified by changing the 
number of particles, was realized experimentally, for example, by Kreibig et al. 
[21]. They noted that the interference of waves scattered by densely packed 
nanoparticle aggregates acts, apparently, in the same manner as the growth of an 
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Fig. 11. Transmission Tm and reflection Rm spectra of monolayers made of silver nano-
spheres with different diameters d (η = 0.4 and nm = 1.4). 

isolated particle size. The aggregation of particles is somewhat similar to their 
growth. In the framework of the QCA, the appearance of densely packed nanopar-
ticle aggregates is defined by increasing short-range ordering. 

However, the red concentration shift may be caused not only by the short-
range electrodynamic interactions related to the particle aggregation and, conse-
quently, to a change in the nearest particle surrounding. In addition, it may be 
caused by the effective field modification as a whole when the particle concentra-
tion grows [13,14]. Apparently, a single inclusion is excited by a wave propagat-
ing in some effective medium associated with the average coherent field and char-
acterized by the effective refractive index.  

Then, by analogy with the Frolich frequency 0ω  determining the LSPR spec-
tral position via the conditions (1), we introduce the effective Frolich frequency 

0ω′  which determines the collective SPR frequency: 

.0)](Im[,0)](Im[)],(Re[2)](Re[ 0eff00eff0 ≈′≈′′−=′ ωεωεωεωε  

The effect of the particle size on characteristics of the collective SPR is shown in 
Fig. 11. The growth of particle diameters over the considered range of Rayleigh 
scattering (d < 10 nm) is accompanied by the amplification and narrowing of the 
plasmon attenuation peak, with the resonance spectral position being defined only 
by the particle concentration.  

It is interesting that selective reflectance in the SPR spectral region is en-
hanced significantly when the particle size increases. For example, for monolayers 
of silver nanoparticles with η = 0.4, the maximal reflectance increases from 5% to 
20% as the particle diameter changes from 5 to 10 nm (see Fig. 11).  
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Fig. 12. (a) Concentration and (b) size dependences of the SPR peak wavelength λp for a 
silver nanoparticle monolayer [16]. 

 

Thus, the experimental data and their numerical simulation based on the QCA 
demonstrate that the coherent collective effects in densely packed monolayers of 
dipole plasmonic nanoparticles result in a red shift (with respect to that of isolated 
particles) of the SPR frequency as well as to the SPR amplification and broaden-
ing. The lateral electrodynamic coupling transforms the structure of plasmon reso-
nances and effects their spectral positions.  

The results on the size and concentration dependences of the dipole SPR 
maxima are summarized in Fig. 12. One can use these data to retrieve nanoparticle 
sizes and concentrations from experimental spectroscopic data [16].  

 
4.4. Enhanced response of 2D densely packed arrays of metal nanoparticles       

to environmental changes  

Nanostructures consisting of noble-metal nanoparticles have become increas-
ingly popular in various sensor applications [6,36,37]. One of the most often util-
ized effects is the spectral shift of the SPR in response to local changes of the am-
bient refractive index nm.  

We analyzed theoretically the SPR spectra of 2D densely packed arrays of 
plasmonic nanospheres for different values of nm, nanoparticle diameter d, and 
surface concentration c and revealed a dramatic growth of the sensitivity factor 

maxmax ΔΔ nS λ=  with increasing η  for small d (see Fig. 13) [15,41]. This growth 
can be explained in terms of a large effective scatterer formed by correlated 
nanoparticles in an array with a short-range ordering.  

However, we found the largest sensitivity factors (≥ 400 nm/RIU) for 2D 
densely packed arrays of submicrometer noble-metal nanospheres with d ≥ 200 
nm. The spectral position of the ET band is very sensitive to changes in the sur-
rounding medium (see Fig. 14).  
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Fig. 13. Optical density spectra of a 2D densely packed array of dipole silver nanospheres 
(d = 10 nm, η= 0.4) in various dielectric environments. The inset shows the SPR peak posi-
tion as a function of nm for different packing densities [41]. 
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Fig. 14. Transmission spectra of a 2D densely packed array of submicrometer silver 
spheres (d = 200 nm, η = 0.4) in various dielectric environments. The inset shows the ET 
peak position as a function of nm [15]. 

Figures 15 and 16 show the dependences of the SPR sensitivity on nanoparti-
cle material and packing density. As one can see, monolayeres consisting of silver 
nanoparticles are much more effective than those containing gold and copper ones. 

 
4.5. Controlling light absorption in a monolayer of metal nanoparticles  

Let us now consider in more detail the spectral absorbance of densely packed 
monolayers of metal nanoparticles [17]. It was already noted that the maximum of 
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Fig. 16. Dependence of the nanoparticle monolayer sensitivity factor S on the overlap pa-
rameter for different noble metals (d = 10 nm; after [41]). 
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Fig. 15. Dependence of the SPR peak position on the matrix refractive index for single sil-
ver nanospheres (d = 5 nm) and densely packed monolayeres of such nanoparticles with 
different surface concentrations η (after [41]). 

the absorption band is observed at the wavelength of the collective plasmon 
resonance λp. Over the Rayleigh range of particle sizes (less than 20 nm for 
silver), the plasmon frequency of a monolayer hardly depends on the nanoparticle 
diameter d and, in fact, is primarily determined by the nanoparticle surface 
concentration (see Fig. 17a). In contrast to λp, the value of maximal absorption of 
light at the frequency of the plasmon resonance depends strongly on the 
nanopartice diameter. For non-negligible surface concentrations (i.e., when the 
lateral electrodynamic interactions between the particles become significant), 
there is an optimal diameter d0 maximizing the monolayer absorption for a given η 
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Fig. 17. Characteristics of a monolayer of silver nanoparticles in a Al2O3 matrix (nm =  
1.75): (a) the dependence of the plasmon resonance wavelength λp on the nanoparticle 
concentration; (b) the dependence of the resonant values of the spectral coefficients on the 
nanoparticle diameter for η = 0.5 (λp = 530 nm); (c) the dependence of the nanoparticle 
diameter d0 maximizing the absorption in a monolayer on the nanoparticle concentration. 

(see Fig. 17b). The dependence of d0 on the particle concentration is shown in Fig. 
17c. Since the diffuse scattering of light by a densely packed monolayer of small 
metal nanoparticles is negligible, the absorption of light is strictly determined by 
the direct transmittance, Tm, and specular reflection, Rm, coefficients: A = 1 – Tm –
Rm.  

Thus, we can propose a methodology for choosing the parameters of a 
monolayer that maximize the absorbance in a single monolayer of metal nanopar-
ticles at a given wavelength.  

It is interesting to note that, as follows from our numerical calculations, the 
maximal absorption at the plasmon frequency corresponds to the condition 
Tm ≈ Rm, with Tm and Rm being equal to 25% with high accuracy. Thus, the maxi-
mal absorption in a densely packed monolayer of metal nanoparticles is equal to 

max
mA ≈ 50%. The high accuracy of these conditions in a wide range of parameters 
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Fig. 18. (a) The general scheme and (b,c) calculated spectra of a multilayer stack composed 
of silver nanoparticle monolayers (d = 3.5 nm; η = 0.4; number of monolayers N = 7) sepa-
rated by dielectric films with different optical thicknesses τ : (b) τ = λp /2; (c) τ = λp /4. 

evidently implies some fundamental properties of monolayers and deserves a more 
detailed study.  

 
5. Plasmonic–photonic confinement in multilayered metal nanostructures  

An effective way to control spectral properties of metal nanostructures is their 
subwavelength periodicity leading to strong photonic confinement and causing the 
appearance of photonic band gaps (PBGs). Spatial ordering may be realized in dif-
ferent ways. Technologically, one of the simplest approaches is to form a stack of 
metal nanoparticle monolayers separated by solid intermediate films. A system 
thus formed is a kind of one-dimensional (1D) photonic crystal owing to the 1D 
periodicity of the dielectric function. When the PBG and the SPR are realized at 
similar frequencies, the photonic and plasmonic modes are strongly coupled, and 
the hybrid resonances are extremely sensitive to all nanocomposite parameters 
(see Fig. 18) [12].  

The transfer matrix–QCA (TM–QCA) scheme that we used for numerical 
simulations defines the coherent fields transmitted and reflected by an N-
monolayer stack as follows [35]:  
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Here, i = (–1)1/2, )( zGG ±=±
j  are the scattering amplitudes in the forward and 

backward directions for the jth monolayer in the presence of the other monolayers 
of the system, and lm is the interlayer distance, i.e., the spatial interval between the 
centres of adjacent monolayers.  
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The method of self-consistent field leads to the following system of equations:  
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Here, F ± = F(±z) are the vector scattering amplitudes of the monolayer obtained 
in the framework of the QCA.  

The sums in these equations take into account the coherent irradiation of the j-
th monolayer by the other monolayers. Solving this set of equations with respect 
to ±

jG  and substituting the result in Eqs. (6) yields the coherent fields of the multi-
layer structure composed of equidistant monodisperse layers.  

Note that for a planar geometry, the spectral coefficients of coherent transmis-
sion and reflection can be expressed in the coherent fields as 2|)(| 〉〈= zET  and 

,|)(| 2〉−〈= zER  respectively. This approach allows one to take into account both 
the lateral electrodynamic coupling in each densely packed monolayer and the in-
termonolayer interference, i.e., the 1D photonic confinement.  

Returning to Fig. 18b, for the case of intermonolayer optical distance equal to 
half the plasmon peak wavelength λp, one can see a strong and narrow reflection 
peak as well as a broadening and a doublet structure of the transparency spectra in 
the vicinity of the SPR [12,40].  

The case of quarter-wavelength dielectric films (see Fig. 18c) corresponds to 
the PBG spectral position at the collective plasmon resonance frequency. In this 
case the PBG formation is accompanied by light localization in a stack, while the 
destructive intermediate multibeam interference minimises both the transmission 
and the reflection, thereby resulting in a significant absorption increase over the 
SPR. The absorption in a quarter-wavelength multilayer exceeds substantially the 
total absorption by the same number of non-interacting monolayers [40]. 

Thus, 1D ordering of plasmonic nanoparticle arrays allows for the tailoring of 
multilayer optical properties by matching the thickness of separating dielectric 
films to the SPR wavelength of the metal nanoparticle monolayer. The effective-
ness of these manipulations based on the intermediate multibeam interference de-
pends on the monolayer reflection and transmission spectra or, in other words, on 
the nanoparticle material, sizes, and surface density. 

As an example, Fig. 19 shows the conditions which allow one to achieve the 
requisite absorption at the plasmon frequency. It is seen from Fig. 19a that like for 
a single monolayer (see Section 4.5), there is an optimal size of nanoparticles 
maximizing the quarter-wavelength-stack absorbance for a certain number and 
packing density of monolayers in a stack. Now, however, the optimal size of 
nanoparticles in a stack is determined by two factors (see Figs. 19b,c): (i) the rate 
of absorption saturation with increasing the number of monolayers N (this is de-
termined by the fraction of light transmitted through individual monolayers, which 
decreases with nanoparticle sizes and surface concentrations), and (ii) by the value 
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Fig. 19. Calculations for a quarter-wavelength Ag/Al2O3 stack. (a, b) Dependence of light 
absorption near the SPR frequency on (a) the diameter of silver nanoparticles in a stack of 
N monolayers (η = 0.5) and (b) the number of monolayers of nanoparticles with different 
diameters (η = 0.5). (c) Saturated absorbance as a function of particle diameter for different 
concentrations η. 

λ, nm
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Fig. 20. Calculated (a) absorption and (b) reflection spectra for three different quarter-
wavelength structures composed of two densely packed silver nanoparticle monolayers 
(η = 0.4). Solid curves correspond to a size-gradient system with d increasing from 5 nm to 
15 nm. Dotted curves correspond to the case of the opposite-direction incidence of light on 
the size-gradient system. Dashed and dot-dashed curves pertain to non-gradient systems 
with d = 5 nm and d = 15 nm, respectively. 

 
of the saturated absorption (which is determined by the fraction of light reflected 
from a monolayer and, therefore, increases with decreasing particle sizes and sur-
face concentrations). The choice of surface concentration η  is defined by the re-
quirement of the equality of the collective plasmon resonance frequency and the 
frequency at which maximal absorptivity is needed. 

It is worth noting that the efficiency of the destructive interference in quarter-
wave systems can be enhanced by achieving comparable intensities of the beams 
reflected from the adjacent monolayers. To this end, in order to compensate for 
the increasing attenuation of light as it penetrates into a multilayer, one should 
maximize the reflectance of each subsequent monolayer. This can be achieved by 
using a gradual change of monolayer parameters [18], for example, by (i) chang-
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Fig. 21. Calculated (a) absorption and (b) reflection spectra for three different quarter-
wavelength structures composed of five densely packed silver nanoparticle monolayers 
(d = 10 nm). Solid curves correspond to a concentration-gradient system with η increasing 
from 0.13 to 0.33. Dotted curves correspond to the case of the opposite-direction incidence 
of light on the concentration-gradient system. Dashed and dot-dashed curves pertain to non-
gradient systems with η = 0.13 and η = 0.33, respectively. 

 

ing nanoparticle sizes from monolayer to monolayer in so-called size-gradient 
nanostructures, and (ii) changing nanoparticle concentrations from monolayer to 
monolayer in so-called concentration-gradient nanostructures. For instance, in or-
der to realize an efficient destructive interference in a quarter-wave size-gradient 
system, one can increase the nanoparticle size in each subsequent layer along the 
incidence direction.   

Frequency matching of separate monolayers in a size-gradient multilayer en-
ables one to achieve extraordinarily strong absorption with just a few monolayers 
in a stack (see Fig. 20). As one can see, if the incident beam first impinges on 
monolayer 1 then the pick absorption in this gradient two-monolayer stack is ap-
preciably higher (97%) than for both non-gradient structures (75% and 55%). For 
the opposite direction of the incident beam (i.e., impinging first on monolayer 2), 
there is an abrupt change in the optical response (A, R) which reaches almost half 
the incident intensity (47%). Concentration-gradient stacks (see Fig. 21) combine 
the notable advantage in absorption with a negligibly small reflectance over the 
SPR range. 

 
6. Conclusions 

Employing spatially arranged ensembles of nanoparticles opens new ways for 
controlling optical properties of metallic nanostructures. Optical effects of a col-
lective nature are dominated by different size-dependent coherent electromagnetic 
interactions between particles, including the near-field coupling. 

Spectral manifestations of electrodynamic coupling in 2D densely packed 
metal–dielectric nanostructures include an enhanced long-wavelength transmis-
sion of light through a dense layer of multimode plasmonic nanoparticles; strong 
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resonance quenching at intermediate concentrations of submicron metal particles; 
and the SPR red concentration shift and enhancement of its sensitivity to the ma-
trix refractive index in the case of dipole nanoparticles.  

1D ordering of metal nanoparticle arrays combined with an appropriate choice 
of solid intermediate film thickness(es) gives rise to a strong photonic confine-
ment in the vicinity of a SPR. Owing to this fact, multilayered plasmonic nanos-
tructures enable an easy tailoring of their absorption and optical responses, which 
become dependent on the incidence direction for gradient-composition multilay-
ers. 

Numerical calculations based on the QCA of the STMSW along with the 
LEMFP model of internal size effects offer a promising way of modeling basic 
spectral features of 2D densely packed plasmonic nanostructures and multilayeres. 
The knowledge of stable spectral–structural correlations is an effective tool for 
initial estimation of nanoparticle materials and topological parameters ensuring 
desirable spectral properties of planar nanostructures. Furthermore, the strong SPR 
sensitivity to structural parameters of 2D densely packed metal–dielectric arrays 
can be used to develop improved characterization techniques based on plasmonic 
spectroscopy. 
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Abstract. The photometric phenomenon in the form of a nonlinear increase of 
brightness at small phase angles and a negative branch of polarization are typical 
of the majority of Solar System bodies. In addition, some high-albedo objects re-
veal a backscattering polarization feature in the form of a spike-like negative-
polarization minimum called the polarization opposition effect. These optical phe-
nomena are important tests of our theoretical descriptions of light scattering by re-
golith planetary surfaces. In this chapter we review the recent progress in the study 
of optical opposition phenomena in planetary astrophysics. We primarily focus on 
the results of polarimetric observations of asteroids, the Galilean satellites of Jupi-
ter, the Saturnian satellite Iapetus, Centaurs, and trans-Neptunian objects at back-
scattering geometries including phase angles approaching zero. 

Keywords: polarimetry, opposition effects, asteroids, satellites, Centaurs, trans-Neptunian 
objects 

1.  Introduction 

Polarimetry and photometry are especially sensitive diagnostic tools helping 
to infer the physical properties of bodies whose observational characteristics are 
governed by small scatterers, e.g., dust and regolith grains. It is these methods that 
have provided convincing indications of the presence of regolith on planetary sur-
faces long before the advent of space missions. Measurements of the intensity and 
polarization of scattered light as functions of the phase angle and wavelength have 
been used to gain an improved understanding of the microphysical properties of 
the surfaces of many Solar System bodies. The phase curves of brightness and po-
larization and their spectral dependences are controlled by the fundamental phe-
nomenon of light scattering and are intimately related to the physical properties of 
the scattering media such as the size, morphology, composition, and packing of 
the constituent particles. These characteristics can often be inferred by solving 
theoretically the inverse remote-sensing problem. 
–––––––––––––––––––– 
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Much attention is currently paid to the behavior of the radiation scattered at 
small phase angles, α < ~20°. Two interesting optical phenomena are observed for 
many bodies of quite varying nature, such as atmosphereless planets, planetary 
satellites and rings, and asteroids as well as cometary and interplanetary dust. The 
first phenomenon is a nonlinear increase in brightness at phase angles approaching 
zero, i.e., the brightness opposition effect (BOE). Figure 1 illustrates phase-angle 
dependences of brightness for asteroids of different types and albedos and major 
satellites of Uranus. It is seen that there can be a sharp surge of brightness at phase 
angles less than 2° (e.g., for 44 Nysa, 64 Angelina, and Ariel) or a rather smooth 
angular variation. The second phenomenon is negative linear polarization at small 
phase angles (meaning that the electric field vector component parallel to the scat-
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Fig. 1. Phase-angle dependences of brightness for asteroids of different types and albedos 
and major satellites of Uranus (after Rosenbush et al. 2006 and Avramchuk et al. 2007). 
Solid curves represent the best fits to the data with an exponential– linear function (Rosen-
bush et al. 2002). 
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tering plane dominates the perpendicular component), first discovered through lu-
nar observations by Lyot (1929). The angular dependence of negative polarization 
for different Solar System bodies and laboratory samples can exhibit a wide, al-
most parabolically shaped negative polarization branch (NPB) with a minimum 
near 5°−12° (as, e.g., for asteroids in Fig. 2), and/or a sharp asymmetric mini-
mum of polarization centered at about 0.5°−2°, called the polarization opposition 
effect (POE). There are different opinions as to the shape of the polarization phase 
dependence at small phase angles, ranging from a sharply asymmetric NPB to a 
secondary minimum of negative polarization distinctly separated from the main 
NPB minimum. The secondary minimum has been detected for Saturn’s rings 
(Dollfus 1984; see also Rosenbush et al. 1997), E-type asteroids (Rosenbush et al. 
2005, 2009), and bright Galilean satellites (Rosenbush and Kiselev 2005). A very 
asymmetric phase-angle curve is detected for some Centaurs and trans-Neptunian 
objects (TNOs) (Boehnhardt et al. 2004; Rousselot et al. 2005; Bagnulo et al. 
2006, 2008; Belskaya et al. 2010). The parameters of the NPB, namely the degree 
of polarization at the minimum Pmin, the corresponding phase angle αmin, and the 
inversion angle αinv at which polarization changes sign from negative to positive, 
can differ significantly even for members of the same class of objects, which is 
clearly seen in Fig. 2.  

Bernard Lyot was the first to measure in the laboratory an extremely narrow 
backscattering polarization minimum for a particulate MgO surface (Lyot 1929). 
Subsequently, both types of negative polarization and a narrow backscattering in-
tensity peak have also been detected for many particulate laboratory samples (e.g., 
Geake and Geake 1990; Shkuratov et al. 2002). 

The specific “physical explanations” of the opposition effects and the NPB 
have not been completely agreed upon. Whatever their actual practical worth is 
(cf. Mishchenko et al. 2011), a number of optical “mechanisms” have been pro-
posed to explain the BOE and negative polarization resulting from the interaction 
of light with porous, powder-like surface layers or rough surfaces of atmosphere-
less Solar System bodies (ASSBs) (Hapke 1993; Shkuratov et al. 1994; Muinonen 
et al. 2002; Mishchenko et al. 2002, 2006a, 2009a,b, 2010). Presently, the inter-
ference effect of coherent backscattering (CB), the purely geometric effect of mu-
tual shadowing (MS), and the single-particle scattering are mentioned as the pri-
mary candidates to “explain” the observed opposition phenomena. Some features 
of the polarization and brightness phase dependences are also predicted by the so-
called near-field theory (Petrova et al. 2007; Tishkovets 2008; Mishchenko et al. 
2010, and references therein). CB is caused by the constructive interference of re-
ciprocal trajectories of light multiply scattered by a particulate surface at small 
phase angles. This interference can contribute to the BOE as well as to the POE. 
CB is more pronounced for bright objects, whereas the single-particle scattering 
can cause a NPB for objects with different albedos. MS is more effective in the 
formation of the BOE for low-albedo bodies. However, this mechanism does not 
yield negative polarization. From comparisons of observational data and the re-
sults of theoretical modeling and laboratory measurements, the most likely size, 
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composition, and structure of dust particles and some other properties of ASSB 
surfaces can be inferred. Such comparisons, however, require sufficiently com-
plete phase curves of brightness and polarization covering wide ranges of phase 
angles and wavelengths. 
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Fig. 2. NPB for different types of asteroids. The polarimetric data are taken from APD, 
Rosenbush et al. (2005), Kiselev et al. (2002), Belskaya et al. (2005), and Zellner and Gra-
die (1976). The curves show approximations of the NPB data with a trigonometric polyno-
mial introduced by Lumme and Muinonen (1993). 
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Currently, photometric and polarimetric data for various objects at the small-
est phase angles (α < 2°) and in different spectral bands are rare, and the behavior 
of the negative polarization is still unknown in detail. This is due to the fact that 
the absolute value of polarization at these angles is often small (several tenths of a 
percent), thereby necessitating very high measurement accuracy and making most 
of the available data poorly suitable for studies of the opposition effects. Because 
polarimeters are available at only a handful of telescopes, the visibility of ASSBs 
is typically limited, and poor weather often reduces the already limited allocation 
of observation time, detailed sampling of the polarization curve at the smallest 
phase angles becomes extremely difficult. As a consequence, despite the signifi-
cant recent progress in theoretical and modeling studies (e.g., Mishchenko et al. 
2009a,b, 2010, and references therein), the cumulative polarimetric data for 
ASSBs are still limited.  

To replenish the polarimetric database, we have been carrying out a special-
ized program of polarimetric observations near opposition of selected ASSBs 
since 1995. The main purpose of this program is obtaining measurements of po-
larization at the smallest accessible phase angles with the highest achievable accu-
racy. The ultimate objective is to study in detail the behavior of polarization near 
opposition and record the shape of the secondary polarization minimum initially 
predicted by the theory of CB (Mishchenko 1993) and subsequently discovered 
experimentally by Rosenbush et al. (1995, 1997). The list of targets includes high-
albedo bodies, such as the Galilean satellites Io, Europa, Ganymede, and Callisto, 
Saturnian satellites Iapetus and Enceladus, E-type asteroids, including 44 Nysa 
and 64 Angelina, and several other objects.  

In this chapter we summarize the results of photopolarimetric observations of 
different ASSBs at small phase angles. In particular, we compare polarimetric 
properties of objects located in the inner part of the Solar System with those ob-
served recently with the largest ground-based telescopes for objects residing in the 
outer part of the Solar System (such as Centaurs and trans-Neptunian objects).  

 
2. Telescopes, polarimeters, and data reduction 

To measure the linear polarization and intensity of light scattered by selected 
ASSBs, we use the 2.6-m and 1.25-m telescopes of the Crimean Astrophysical 
Observatory (CrAO) and the 0.7-m telescope of the Chuguev Observation Station 
of the Institute of Astronomy of the Kharkiv National University (KhNU). All 
three telescopes are equipped with aperture photopolarimeters (see chapter 2 of 
Mishchenko et al. 2010 for details). 

Two single-channel polarimeters with rapidly rotating polarizers (~33 rota-
tions per second) are mounted at the 2.6-m and 0.7-m telescopes. The polarizer in 
the former instrument is an achromatic quarter-wave phase plate (followed by a 
fixed Polaroid; see Shakhovskoy et al. 2001), whereas that of the latter instrument 
is a simple (rotating) Polaroid (Kiselev and Velichko 1997). Usually the meas-
urements are taken in the standard B, V, and R bands (central wavelengths 0.44, 
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0.53, and 0.69 μm, respectively) or in the broadband red filter WR (0.69 – 0.93 
μm). The corresponding passbands are close to those of the standard BV (John-
son) and R (Cousins) systems, thereby allowing an accurate conversion of the 
photometric data from the instrumental to the standard system. 

A calcite prism serves as the analyzer and splits the incoming beam into two 
components with orthogonal linear polarizations in the UBVRI photopolarimeter 
mounted at the 1.25-m CrAO telescope (Piirola 1988; Berdyugin and Shakhov-
skoy 1993). The corresponding images are formed inside two diaphragms in the 
focal plane. The intensities of two images are measured by a single photomulti-
plier using a chopping technique. For the measurement of linear polarization, the 
signals are modulated using a rotating half-wave phase plate. During the course of 
the measurement, the phase plate rotates with 22.5° steps in front of a fixed calcite 
plate, which allows one to detect the intensities of the two orthogonal states of po-
larization corresponding to the eight position angles of the retarder. One meas-
urement consists of the integration over eight different orientations of the retarder. 
Using four dichroic filters, the instrument yields measurements of the intensity 
and polarization for the object in the standard U, B, V, R, and I bands (with the 
corresponding effective wavelengths 0.36, 0.44, 0.53, 0.69, and 0.83 μm) simulta-
neously. The method of synchronic detections is used in all three polarimeters. 
This technique ensures a quasi-simultaneous measurement of the normalized 
Stokes parameters q and u. Subsequently, the degree of linear polarization and the 
position angle of the polarization plane are determined using the following stan-
dard expressions: 

,22 uqP +=    .arctg
2
1

q
u=θ  

The respective errors 

2)( 22
uqP σσσ +=    and   
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Pσ

σθ 65.28=  

are calculated using the mean square errors of the individual measurements of pa-
rameters q and u which, in turn, are estimated using both the statistics of recorded 
photoelectrons and their internal dispersion (Shakhovskoy and Efimov 1972). The 
greater of these two errors is adopted as an accuracy measure of the weighted 
mean values of the polarization parameters P and θ for each set of measurements 
during the night. The errors of the parameters P and θ averaged over the entire 
night are determined using the variance of the individual values. Typical errors in 
the degree of linear polarization in the R filter vary from 0.03% to 0.07%. 

The weakness of polarization at very small phase angles (|P | ~ 0.1% − 0.3%) 
necessitates measurement accuracies better than ~ 0.03%, which means that the 
instrumental polarization must be known to better than 0.02%. In fact, the errors 
in the parameters of instrumental polarization determined from observations of 
unpolarized standard stars did not exceed 0.01%, as was the case during our po-
larimetric observations of the Galilean satellites (Rosenbush and Kiselev 2005). 
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The calibration of the position angle of the polarization plane is performed using 
observations of standard stars with well-known large interstellar polarization. The 
zero-point of position angles is determined with an accuracy of ±0.7°. All po-
larimetric standard stars are usually taken from the database compiled in Heiles 
(2000) and references therein. The cumulative error in our measurements of the 
degree of linear polarization includes the mean square error averaged over each 
night and the error of the instrumental system. In most cases the cumulative error 
did not exceed 0.03% − 0.07%. The zero-point of position angles was stable to 
within ~1°.  
 
3.  Polarimetric data for asteroids near opposition 

Lyot (1934) was the first to discover polarization of light scattered by aster-
oids. He found that asteroids 1 Ceres and 4 Vesta exhibit negative polarization at 
small phase angles, similarly to the Moon, Mars, and Mercury. An extensive pro-
gram of polarimetric observations has been carried out by Zellner, Gradie, and 
Gehrels (Zellner et al. 1974; Zellner and Gradie 1976), and the results were sum-
marized by Dollfus and Zellner (1979). In the subsequent years, polarimetric ob-
servations of asteroids have been actively pursued, and a large volume of data 
(mostly UBVRI polarimetry) has been archived in the Asteroid Polarimetric Data-
base (APD; Lupishko and Vasil’ev 2008, http://sbn.psi.edu/pds/resource/apd. 
html). As a result, the NPB for many asteroids has been studied in detail, and their 
polarimetric albedos were estimated. The parameters ,minP  ,minα  and invα  have 
been found to be different for the main compositional types of asteroids (F, C, M, 
S, A, and E types) and, therefore, have been widely used for the classification of 
asteroids (Mishchenko et al. 2010, and references therein). 

Currently, the APD contains all published and the majority of unpublished re-
sults of polarimetric observations of about 280 asteroids. However, only for six as-
teroids the behavior of polarization has been investigated in detail near opposition, 
at very small phase angles (< 2°). Among them are the high-albedo E-type aster-
oids 64 Angelina (Rosenbush et al. 2005) and 44 Nysa (Rosenbush et al. 2009), V-
type 4 Vesta (Rosenbush 2006), S-type 20 Massalia (Belskaya et al. 2003), and F-
type 1021 Flammario and 419 Aurelia (Fornasier et al. 2006b).  

 
3.1.  High-albedo E-type asteroids  

Harris et al. (1989) found that the phase curve of brightness for the high-
albedo asteroids 64 Angelina and 44 Nysa exhibits a strong and unusually narrow 
opposition spike, or brightening, of about 0.25m at small phase angles. Rosenbush 
et al. (2002) estimated the half-width at half-maximum (HWHM) of the opposi-
tion surge to be 0.85° in the V band. According to the theoretical prediction by 
Mishchenko (1993), the sharp opposition effect of brightness should be accompa-
nied by the POE at very small phase angles provided that the BOE is caused by a 
fine-grained regolith surface. If so, both effects could be spectacular manifesta-
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tions of the same light-scattering phenomenon, namely, CB. Therefore, our obser-
vational program has been designed to capture minimal achievable phase angles in 
search of the POE. 

Asteroids 44 Nysa and 64 Angelina. Asteroid 44 Nysa is the largest member of the 
class of high-albedo E-type asteroids; its albedo and diameter, estimated from 
IRAS data, are 0.55 and 70.6 km, respectively (Tedesco et al. 2002). The geomet-
ric albedo and effective size of 64 Angelina estimated from radiometric data are 
0.43 and 60 km, respectively. The albedo derived from polarimetric data is 0.48 
(Lupishko and Mohamed 1996), which is greater than that estimated from radi-
ometry. 

Zellner and Gradie (1976) were the first to carry out polarimetric observations 
of 44 Nysa and 64 Angelina in the B and G (V) spectral bands within the range of 
phase angles 3.7°–24°. During the 1987 apparition, Kiselev and Lupishko meas-
ured polarization of 44 Nysa in the U, B, V, R, and I filters at phase angles 7.6° –
11° (see APD). Thus, the existence of the NPB for 44 Nysa and 64 Angelina had 
been a well-known fact. However, no polarimetric observations had been per-
formed at phase angles smaller than 3.7°. 

The first near-opposition polarimetric observations at phase angles from 0.43° 
to 13.02° were carried out for 64 Angelina in the U, B, V, R, and I filters with the 
1.25-m CrAO telescope during the oppositions of 1995, 1999, 2000/01 (Rosen-
bush et al. 2005), and 2008 (unpublished data). These observations have shown 
that in all the spectral bands, there is a secondary minimum of negative polariza-
tion (i.e., the POE) with an amplitude of about 0.4% in the R band centered at a 
phase angle αmin ~ 1.8°. This minimum along with a regular NPB forms a bimodal 
phase curve of polarization. The amplitude of the POE appears to be apparition-
dependent. The POE as well as the regular NPB depend on the wavelength, but in 
different ways. As an example, Fig. 3 shows the phase dependence of polarization 
for 64 Angelina observed in the R filter; these measurements have the highest ac-
curacy (~ 0.03% – 0.07%).  

The first V-filter polarimetric observations of 44 Nysa were carried out at 
phase angles ranging from 0.41° to 7.49° on 10 − 14 August 2005 (Rosenbush et 
al. 2009). The most important result of these observations was the detection of a 
bimodal phase-angle dependence of polarization, which consists of a POE with 
parameters αmin,РОЕ ~ 0.8° and %04.0%31.0POEmin, ±−≈P  superposed on a much 
broader NPB with %30.0NPBmin, −≈P  at αmin, NPB ~ 5.8° (Fig. 4). Polarimetric ob-
servations of 44 Nysa near opposition in February 2011 with the 2.6-m CrAO tele-
scope and the 0.7-m KhNU telescope (unpublished data) confirmed the previously 
established existence of the POE (see Fig. 4).  

Near-opposition photometric observations of 64 Angelina and 44 Nysa in dif-
ferent spectral bands were also carried out during the 1999 and 2005 apparitions, 
respectively (Rosenbush et al. 2005, 2009). Our photometric data confirmed the 
earlier detection by Harris et al. (1989) of a very strong and unusually narrow op-
position spike, i.e., the BOE, for both asteroids in the B, V, R, and I spectral 
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bands. The composite phase curves obtained in the B and V bands for both aster-
oids showed that the parameters of the BOE for 44 Nysa are similar to that for 64 
Angelina within the measurement accuracy at comparable phase angles. It appears 
that all color indices increase as the phase angle decreases from ~2° to zero. Al-
though the amplitude of this increase for 44 Nysa is only 0.03m, there may be 
some evidence of the wavelength dependence of the BOE. 

Asteroid 214 Aschera. This rather faint E-type asteroid has an estimated diameter 
of 23 km and a geometric albedo of 0.52 (Tedesco et al. 2002). Near-opposition 
polarimetric observations of this object were performed during the 1996–98 appa-
ritions using the 1.25-m CrAO telescope equipped with the UBVRI photopo-
larimeter (Beskaya et al. 2003). The measurements were taken at phase angles 
0.72°, 5.3°, and 11.5°. Substantial measurement errors for Aschera, comparable to 
its own polarization, in combination with poor phase-angle sampling do not allow 
one to record the NPB minimum and identify a secondary polarization minimum 
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Fig. 3. (a) BOE and (b) POE for asteroid 64 Angelina. Polarization measurements in the R 
filter were obtained during four apparitions: 1995, 1999, 2000/01 (Rosenbush et al. 2005), 
and 2008 (unpublished data by Kiselev, Rosenbush, and Zaitsev). The solid curves repre-
sent the best fits to the data. 
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in individual spectral bands or to characterize the spectral variability of polariza-
tion. Therefore, in order to determine the phase-angle dependence of polarization 
for Aschera more accurately, we averaged data for this asteroid in the B, V, R, and 
I filters using the respective errors σP as weights. As a result, we have found that 
Aschera exhibits a rather significant degree of polarization, P = −0.38% ± 0.09%, 
at a phase angle α = 0.72°.  

 
3.2.  Comparison of opposition effects for E-type asteroids 

Comparison of the photometric phase curves and the NPBs for 44 Nysa and 
64 Angelina (Mishchenko et al. 2010) reveals certain differences potentially at-
tributable to differences in the morphology and/or composition of the reflecting 
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Fig. 4. The composite phase curves of (a) brightness and (b) polarization for asteroid 44 
Nysa. In the top panel, triangles, asterisks, diamonds, squares, and circles represent the data 
obtained during the 1979 (Birch et al. 1983), 1982 (Tupieva 2003), 1986 (Harris et al. 
1989), 1987 (Shevchenko et al. 1992), and 2005 apparitions, respectively. Unpublished po-
larization data obtained by Kiselev, Rosenbush, Velichko, and Zaitsev during the 2011 ap-
parition are depicted by open circles in panel (b). The solid curves represent the best fits to 
the data. 
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surfaces. In particular, Nysa exhibits a significantly narrower POE than Angelina. 
The difference between the measured polarization and extrapolated NPB value in 
the minimum of POE is ∼0.12% – 0.25% for Angelina and ∼ 0.12% for Nysa. 
One can also notice differences between the respective NPBs: Pmin = −0.30%  
± 0 .02% and αmin = 5.8° ± 0.1° for Nysa and Pmin = −0.26% ± 0.02% and αmin =  
6.9° ± 0.1° for Angelina.  

Figure 5 summarizes all polarization measurements for E-type asteroids in the 
V/G and R filters for different oppositions (APD; Zellner and Gradie 1976; Bel-
skaya et al. 2003; Fornasier et al. 2006a,b; Rosenbush et al. 2005, 2009; Cellino, 
private communication). In addition to our results, polarimetric data for the E-type 
asteroids 214 Aschera, 1251 Hedera, and 2867 Steins (Fornasier et al. 2006a,b) as 
well as NEA 33342 WT24 (Kiselev et al. 2002) are shown. The polarization val-
ues measured for these asteroids are characteristic of the E type. Moreover, one 
can see that the value of negative polarization for 214 Ashera at a phase angle 
~0.8° coincides with the secondary minimum of negative polarization for Nysa 
and is close to that for Angelina. Thus, the composite phase-angle dependence of 
polarization for high-albedo asteroids reliably establishes the presence of the POE 
in the form of a sharp minimum of negative polarization centered at a phase angle 
of ~1° and having an amplitude of ~ 0.35%. Of course, additional high-accuracy 
polarimetric observations of E-type asteroids are required to confirm these conclu-
sions, because there remains a non-zero probability that the phase-angle depend-
ence of polarization for Ashera has a very asymmetrical shape of the NPB. It is 
important, however, that for at least two asteroids the characteristic angular widths 
of the respective BOEs and POEs are essentially the same, which is consistent 
with a common CB origin of these opposition phenomena. Unfortunately, we have 
no reliable and detailed data for other asteroids. 
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Fig. 5. Composite phase-angle dependence of polarization for E-type asteroids based on all 
available data (Zellner and Gradie 1976; Kiselev et al. 2002; Belskaya et al. 2003; Rosen-
bush et al. 2005, 2009; Fornasier et al. 2006a,b; data by Kiselev and Lupishko from APD; 
Cellino, personal communication). 



420 V. K. ROSENBUSH and M. I. MISHCHENKO 

3.3.  Near-opposition polarimetric observations of other types of asteroids 

V-type asteroid 4 Vesta. According to the IRAS data, the albedo of this object is 
pV = 0.423 (Tedesko et al. 2002), i.e., is quite comparable to those of E-type aster-
oids. However, using polarimetric data, Lupishko and Mohamed (1996) inferred a 
much lower value, pV = 0.255. To resolve this discrepancy, and also since all pre-
vious polarimetric observations of 4 Vesta had been performed at phase angles 
α > 5.13° and all photometric observations at phase angles α > 1°, the obvious ob-
jective of our observations was to measure Vesta’s brightness and polarization at 
very small phase angles, analyze the potential opposition effects, and determine 
the albedo of this asteroid. Therefore during the 2005–06 apparition, photopo-
larimetric observations in the U, B, V, R, and I filters were performed using the 
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Fig. 6. Phase-angle dependence of (a) brightness and (b) polarization for asteroid Vesta in 
the V filter. The data obtained during the 2005−06 apparition are depicted by filled circles 
(Rosenbush 2006). Open symbols depict APD data. The approximation of the phase-angle 
dependence of brightness in panel (a) is defined by the empirical function for E-type aster-
oid 64 Angelina and two S-type asteroids 20 Massalia and 29 Amphitrite (Rosenbush et al. 
2002). The curve in panel (b) shows the approximation of the NPB data with a trigonomet-
ric polynomial according to Lumme and Muinonen (1993).  
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1.25-m CrAO telescope. The resulting range of phase angles was from 0.6° to 
5.0°, which yielded a more detailed and accurate polarization phase dependence 
(Rosenbush 2006).  

One can see from Fig. 6a that within the measurement errors (± 0.02% −
0.04%) , the V-filter polarimetry of Vesta shows no secondary minimum at oppo-
sition. The absence of this feature may actually imply that Vesta is not a high-
albedo asteroid. We have compiled a detailed polarization phase curve from all 
observations of Vesta during several previous oppositions (Zellner and Gradie 
1976; APD) along with our more recent observations to obtain improved estimates 
of the parameter Pmin and polarimetric slope h at the inversion phase angle, which 
usually correlate with the surface albedo. The values Pmin = −0.66% ± 0.05% and 
h = 0.066 ± 0.002 were used to estimate the geometric albedo of Vesta at          
pV = 0.24, which is smaller than the IRAS-based albedo by a factor of almost two. 
This low albedo is indirectly confirmed by photometric data. It can be seen from 
Fig. 6a that the average phase-angle curve of brightness for Vesta is distinctly dif-
ferent from that for E-type asteroid 64 Angelina, which shows a very strong and 
narrow BOE. Obviously, the photometric data for Vesta are consistent with those 
for typical moderate-albedo S-type asteroids 20 Massalia and 29 Amphitrite. Thus, 
the absence of a POE for asteroid 4 Vesta may not, after all, be surprising. 

S-type asteroid 20 Massalia. Gehrels (1956) was the first to discover the BOE for 
asteroids, specifically, for the S-type asteroid 20 Massalia, from photometric ob-
servations near opposition at phase angles down to 0.5°. This asteroid has been es-
timated to have a diameter of 145 km and a geometric albedo of 0.21 (Tedesco et 
al. 2002). As one can see in Fig. 7a, Massalia shows a pronounced opposition ef-
fect at small phase angles, with a rather large amplitude (Rosenbush et al. 2002).  

Polarimetric observations of Massalia at extremely small phase angles (down 
to 0.08°) were carried out during the 1998 apparition by Belskaya et al. (2003). 
The phase-angle dependence of polarization is shown in Fig. 7b. Here, the degree 
of polarization in each of the B, V, R, and I filters as well as filter-averaged values 
are given. The measurement errors are within 0.02% − 0.05%. One can see that 
this asteroid has a significant scatter of data points at a phase angle of 0.6° which 
is close to the phase angle of the secondary minimum of negative polarization for 
E-type asteroids. This scatter, along with a strong BOE, precludes a reliable con-
clusion regarding the presence or absence of a secondary minimum of polarization 
for Massalia near the opposition. Further detailed observations of this asteroid as 
well as other asteroids of the S type at different wavelengths are needed to derive 
a definitive conclusion. 

F-type asteroids 419 Aurelia and 1021 Flammario.  According to the IRAS data, 
the geometric albedo of 419 Aurelia is 0.046 and that of 1021 Flammario is 
0.0458 (Tedesco et al. 2002). Belskaya et al. (2005) and Fornasier et al. (2006b) 
measured the degree of polarization for these asteroids at extremely small phase 
angles, down to 0.1°, in different spectral bands. These were the first detailed po-
larimetric observations near opposition for dark asteroids. Measured values of po-
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larization are shown in Fig. 8. Small positive polarization at phase angles α < 1° 
was observed for Flammario in all filters, while negative polarization was ob-
served for Aurelia. Given the rather high accuracy of polarization measurements 
(0.04% − 0.05%) for Flammario and large deviations of the polarization plane 
from the scattering plane (approximately from 14° to 40°), these authors proposed 
that positive polarization in the phase angle range 0.1° − 0.6° can be related to 
nonstandard scattering geometry caused by the surface structure of the asteroid, 
e.g., an anisotropy caused by grooves, such as the Phobos grooves. Certain labora-
tory measurements (e.g., Geake and Dollfus 1986; Shkuratov et al. 2002) imply 
that such an explanation is physically sound. However, it is obvious that these ef-
fects can not be caused by multiple scattering of light.  
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Fig. 7. S-type asteroid 20 Massalia. (a) Phase-angle dependence of brightness in the V filter 
according to data taken from Gehrels (1956); the solid curve shows the approximation of 
data according to Rosenbush et al. (2002). (b) Phase-angle dependence of polarization 
based on data taken from Belskaya et al. (2003), Zellner and Gradie (1976), and Kiselev 
(APD). Open circles depict the data separately in the B, V, R, and I filters, while the filled 
squares show the respective average values. The filled circles in panel (b) depict the data by 
Zellner and Gradie (1976). The solid curves represent the best fits to the data. 
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4. Opposition effects for planetary satellites 

Systematic polarimetric observations of the Galilean satellites of Jupiter in the 
U, B, V, and R filters and in the entire accessible range of phase angels from 
~11.8° down to almost zero as well as sparse polarization measurements for three 
Saturnian satellites Dione, Rhea, and Iapetus have been carried out by different 
authors (see Rosenbush et al. 2002, and references therein). The phase-angle, or-
bital, and spectral dependencies of polarization have been studied. There are cer-
tain systematic differences in the depth of the NPB for Io, Europa, Ganymede, and 
Callisto. Large orbital variations in the degree of polarization were found for Cal-
listo and Io, whereas smaller longitudinal effects have been detected for Gany-
mede and Europa.  

For the first time, during the 1988 − 91 oppositions, the presence of a POE 
centered at a very small phase angle of α ≈ 0.5° − 0.7° and superposed on a regular 
NPB was detected for Io, Europa, and Ganymede (Rosenbush et al. 1997). This 
phase angle is comparable to the width of the brightness peak observed for Europa 
(Thompson and Lockwood 1992), thereby indicating that both opposition phe-
nomena are likely to be caused by CB (Mishchenko 1993). 

However, the previous polarimetric data were often obtained with low accu-
racy even for the bright satellites of Jupiter; they were rather limited and even mu-
tually inconsistent. Furthermore, up until then there were no sufficient and reliable 
polarization data at phase angles smaller than 2°. Stimulated by the theoretical 
prediction of the POE by Mishchenko (1993), we initiated a long-term program of 
low-phase-angle observations of the Galilean satellites of Jupiter and the Saturnian 
satellite Iapetus in order to investigate in detail the behavior of polarization near 
opposition. In this section, we present and analyze the most recent results.  

Galilean satellites. For the first time, the polarization phase dependence for the 
Galilean satellites near opposition was studied in detail and with high accuracy 
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Fig. 8. Degree of linear polarization for low-albedo F-type asteroids 419 Aurelia and 1021 
Flammario as measured by Belskaya et al. (2005) and Fornasier et al. (2006b).  
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(about ±0.02%) during the 2000 opposition (Rosenbush and Kiselev 2005). The 
minimal phase angle reached was as small as 0.20°. Also, high-accuracy po-
larimetric observations were carried out during 2007 − 08 in different spectral 
bands (Kiselev et al. 2009; Mishchenko et al. 2009a). The results of these observa-
tions fully confirmed our previous conclusion (Rosenbush et al. 1997) that Io, Eu-
ropa, and Ganymede exhibit a pronounced and narrow POE at very small phase 
angles (0.4°− 0.7°) superposed on a regular NPB. We have also established that 
Callisto exhibits only the regular NPB for both the leading and the trailing hemi-
sphere, with no traces of a POE (Rosenbush 2002). 

Figure 9 summarizes the results of observations of Europa, which is believed 
to be covered by almost pure particulate water ice. The top panel shows the 
photometric results from Thompson and Lockwood (1992), while the bottom 
panel depicts the results of the 2000, 2007, and 2008 polarimetric observations 
(Rosenbush and Kiselev 2005; Kiselev et al. 2009). The 2000 and 2008 polarimet-
ric data obtained with several spectral filters are averaged according to the proce-
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Fig. 9. (a) BOE and (b) POE for Europa in the V band. The brightness data are fitted with 
an exponential– linear function according to Rosenbush et al. (2002), while the polarization 
data are fitted with a trigonometric polynomial according to Lumme and Muinonen (1993).  
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dure described in Rosenbush et al. (2009). It is quite remarkable that Europa ex-
hibits a strong BOE (see also Helfenstein et al. 1998) as well as a pronounced and 
asymmetric POE with an amplitude of about 0.35% at a phase angle of ~0.2°. The 
latter is superposed on a wide, nearly parabolic NPB typical of most ASSBs 
(Muinonen et al. 2002). Furthermore, the phase angle of the POE is comparable to 
the angular semi-width of the BOE, in agreement with the theory of CB 
(Mishchenko 1993; Mishchenko et al. 2000, 2006b).  

Figures 10a and 10b illustrate the behavior of polarization for Io and Gany-
mede near opposition. By comparing these figures with Fig. 9 we can identify sig-
nificant differences between the POEs for the three Galilean satellites. The POE 
for Europa has the shape of a sharp and asymmetric minimum with a depth of 
~0.3% centered at αmin,POE ≈ 0.2°. The POE for Ganymede is wider (αmin,POE  
≈ 0.6°), and, apparently, slightly deeper (Pmin,РOE ≈ −0.4%). The POE for Io ap-
pears to be more symmetric and shallow (Pmin,РOE ≈ −0.2%) and is centered at 
αmin,POE ≈ 0.5°. In addition, the POEs for Europa and Ganymede deepen with de-
creasing wavelength. 
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Fig. 10. POE for the Galilean satellites Io and Ganymede. The respective NPBs are shown 
schematically for the leading and trailing hemispheres of Io and the whole disk of Gany-
mede. 
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In summary, multiple polarimetric observations of the Galilean satellites con-
firm unambiguously the existence of the POE.  

Saturnian satellite Iapetus. The two thoroughly different hemispheres of Iapetus 
are of exceptional interest from the standpoint of microphysical diagnostics of its 
surface as well as the study of pertinent scattering effects. The leading hemisphere 
of the satellite is dominated by dark materials consisting of organic PAH and ali-
phatic compounds and has an albedo of ~4%, whereas the bright trailing side is 
covered with water ice and has a geometric albedo exceeding 60% (Goguen et al. 
1983; Squyres et al. 1984). High-resolution images of Iapetus suggest the presence 
of fine-grained and porous surface materials.  

A nonlinear surge of brightness was found for both sides of the satellite 
(Franklin and Cook 1974; Noland et al. 1974). Prior to our observations, there 
were only several sparse polarization measurements for Iapetus by Zellner (Zell-
ner 1972; Veverka 1977), which were sufficient to estimate the depth of the NPB, 
but the detailed phase-angle dependence of polarization could not be determined. 
It was found that the NPB for Iapetus is much deeper for the dark leading hemi-
sphere (Pmin ≈ –1.3%) than for the bright trailing side (Pmin ≈ –0.2%). 

We have been carrying out UBVRI polarimetric observations of Iapetus since 
1998 using the 2.6-m and 1.25-m CrAO telescopes and the 2-m telescope of the 
Pick Terskol Observatory (Northern Caucasus, Russia). The minimal phase angle 
reached is as small as 0.3°. The results of these observations in the R filter, for 
which the measurement accuracy is the best, along with the V-filter data by Zell-
ner (1972) are shown in Fig. 11. The observed phase-angle dependences of polari-
zation (Fig. 11a) for the leading dark side (0° ≤ L ≤ 180°) and the trailing bright 
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Fig. 11. Degree of linear polarization versus (a) phase angle and (b) longitude for Iapetus in 
the R filter. The respective NPBs are shown schematically for the leading (1 – filled sym-
bols) and trailing (2 – open symbols) hemispheres. Triangles show polarization data in the 
V filter taken from Zellner (1972) and Veverka (1977).  
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side (180° ≤ L ≤ 360°) of Iapetus as well as the longitudinal dependence of polari-
zation (Fig. 11b) are depicted. It is seen that the observed absolute value of polari-
zation reaches a maximum at L ≈ 130° for the leading hemisphere and at L ≈ 250° 
for the trailing hemisphere, thereby indicating that the dark and bright sides of Ia-
petus do not coincide precisely with its leading and trailing hemispheres, respec-
tively. It should be noted that the correction for the orbital latitudinal variations 
was not taken into account in plotting the NPBs for either hemisphere.  

One can readily see significant NPB differences between the two hemispheres. 
The leading-hemisphere polarization (Fig. 11a, curve 1) changes abruptly from 
about –0.4% to about –0.8% within the phase-angle range from ~0.3° to ~1°. At 
α ≈ 6° the polarization is close to that at α ≈ 1°. Therefore, the NPB for the lead-
ing hemisphere of Iapetus in the phase-angle range 0.3° – 6.1° can be represented 
by an asymmetric parabola with a minimum at α ≈ 3° – 4° without any hint of a 
secondary minimum. It is worth noticing that asteroids with albedos as low as that 
of the leading hemisphere of Iapetus have minimal polarization at αmin ≈ 10°. 

The bright-side polarization of Iapetus measured at phase angles 5°– 6° is 
close to −0.2%, which is a typical value for the regular NPB of high-albedo aster-
oids such as 64 Angelina and 44 Nysa or ice-covered satellites such as Europa and 
Ganymede at the corresponding phase angles. On the other hand, within the phase 
angle range 1.5° to 0.3°, the phase dependence of polarization for the bright side 
of Iapetus shows strong negative polarization, about −0.7% at α ≈ 1°. Taking into 
account the value of polarization P = −0.5% measured in April 2010 at the phase 
angle ~3° ,  we cannot exclude a strongly asymmetric polarization phase curve 
with a ~0.7% minimum at ~1.5° similar to those observed in the laboratory meas-
urements for particulate MgO (Lyot 1929) and Al2O3 (Geake and Geake 1990) 
surfaces.  

Further polarimetric observations of Iapetus are obviously needed, especially 
within the phase-angle range 2°–5°, to understand whether the POE for the bright 
hemisphere has the shape of a strongly asymmetric curve or is a separate secon-
dary minimum of polarization near opposition. 

 

5. Trans-Neptunian objects and Centaurs 

TNOs and Centaurs are believed to represent one of the oldest and possibly 
most primitive populations of Solar System bodies. For observations of these dis-
tant and faint (~20m) bodies, large telescopes with mirrors in the 8 – 10-m diame-
ter range are required. Because of the geometric conditions of ground-based ob-
servations, the maximal possible phase angle that can be reached for Centaurs is 
7° – 8°, while that for the TNOs is less than 2°. Nevertheless, even at such small 
phase angles the measured polarization, especially when combined with results 
from other observations, can yield valuable information about the optical and 
physical properties of the most primitive surface materials preserved from early 
stages of evolution of the Solar System.  
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The first polarimetric observations of TNOs, with the exception of (134340) 
Pluto, were carried out in 2002 (Boehnhardt et al. 2004). At present, the list of 
TNOs and Centaurs, for which polarimetric observations have been carried out, 
includes eight TNOs [(28978) Ixion, (29981) 1999 TD10, (50000) Quaoar, 
(136199) Eris, (26375) 1999 DE9, (38628) Huya, (136108) Haumea, and (20000) 
Varuna)] and three Centaurs [(2060) Chiron, (5145) Pholus, and (1019) Chariklo] 
(Bagnulo et al. 2011, and references therein). There are also polarimetric data for 
Pluto, which is now classified as a TNO (Fix and Kelsey 1973; Breger and Coch-
ran 1982; Avramchuk et al. 1992). 

Summarizing the studies by Boehnhardt et al. (2004), Rousselot et al. (2005), 
Bagnulo et al. (2006, 2008), and Belskaya et al. (2010), one can conclude that the 
main observational results of polarimetry of the selected Centaurs and TNOs are 
the following (see Fig. 12): 

• the degree of polarization varies from −0.3% to −2% in the phase angle 
range from 0.1° to 4.4°. The strong polarization observed for some Cen-
taurs and TNOs at a phase angle of 1° is unique among ASSBs;  

• there are two classes of TNOs with different polarimetric behavior: (i) 
TNOs with diameters smaller than 1000 km (Ixion, Huya, DE9, Varuna, 
and TD10) exhibit negative polarization which rapidly increases (in absolute 
value) with phase angle, reaching about −1% at a phase angle of 1°, and    
(ii) larger TNOs (Eris, Haumea, Quaoar, and Pluto) exhibiting relatively 
weak negative polarization (≤ 0.7% in absolute value) which is nearly con-
stant in the observed phase-angle range;  

• the Centaurs observed (Chiron, Pholus, and Chariklo) exhibit different 
phase-angle dependences of polarization with a minimum value varying 
from about −1% to about −2.1% at phase angles of 1.5° – 2.0°. It appears 
that the polarization minima are shifted toward the smallest angles as com-
pared to any other ASSB observed so far. Unlike the TNOs, all three Cen-
taurs show a noticeable diversity in the behavior of the polarization phase-
angle dependence.  

As one can see from Fig. 12, the behavior of the polarization phase depend-
ence for objects residing in the inner part of the Solar System (i.e., at distances 
from the Sun limited by radius of the Saturnian orbit) differs significantly from 
that exhibited by more distant objects. All high-albedo objects in the left-hand 
panel (E-type asteroids and the Galilean satellites) show similar polarization phase 
curves: there is a secondary polarization minimum (POE) at phase angles of 
0.2° – 0.7° superposed on a shallow NPB. There is, however, a considerable dis-
tinction between the POEs exhibited by silicate asteroids and water-ice-covered 
satellites. At the same time, much greater differences in the polarization phase de-
pendences are observed among TNOs and Centaurs. In particular, there is no dis-
tinct secondary minimum of polarization for these distant objects. However, deep 
and very asymmetric phase curves with minima at phase angles of about 1° – 2° 
are observed for some dark (e.g., Chiron, Huya, and DE9) and bright (e.g., the 
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trailing side of Iapetus) objects as well as moderate-albedo bodies (e.g., Ixion and 
Varuna). It is obvious that this great diversity in the observed polarization phase 
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Fig. 12. The degree of linear polarization versus phase angle for different objects. Secon-
dary local minima of polarization near opposition are observed for the E-type asteroids and 
Jovian satellite Io, Europa, and Ganymede. The polarization data for Io, Europa, and Gany-
mede at phase angles greater than 1° were obtained by averaging data from Dollfus (1975), 
Rosenbush et al. (1997), and Rosenbush and Kiselev (2005) over 1° intervals with equal 
weights assigned to all observations. The solid curves represent the best fits to the data. 
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curves cannot be explained as resulting solely from differences in the respective 
surface albedos.  

 
6. Summary 

The photometric and polarimetric behavior of different ASSBs near opposi-
tion is highly variable, as illustrated in Fig. 13 (as well as in other figures, e.g., 
Figs. 1, 2, and 12). Here, the results of photometric and polarimetric observations 
of several objects are summarized in order to demonstrate the following features. 
Certain high-albedo objects (e.g., asteroid 64 Angelina and the Jovian satellite Eu-
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Fig. 13. Comparison of (а) photometric phase curves after the subtraction of the linear part 
and (b) polarization phase curves for different objects. A second local minimum of polari-
zation near opposition is shown for the Jovian satellite Europa and asteroid 64 Angelina. 
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ropa) exhibit a very narrow opposition brightness peak (see Figs. 3, 4, 9, and 13). 
For some objects (e. g., for the low-albedo Deimos and comet Halley), the curva-
ture of the photometric phase curve changes rather slowly over a broad range of 
phase angles, which does not allow one to separate a linear part (see Fig. 13). 
Some dark objects (e.g., C- and P-type asteroids) show a very weak increase of in-
tensity at phase angles approaching zero, and one can identify only a linear part of 
the brightness phase curve (see Fig. 1). At the same time, the backscattering inten-
sity peaks are extremely narrow for moderate-albedo major satellites of Uranus 
(e.g., the darkest satellite Umbriel with an albedo of pV = 0.19 and the brightest 
satellite Ariel with pV = 0.35; see Fig. 1 and Avramchuk et al. 2007). According to 
our studies (Rosenbush et al. 2002), the amplitude (i.e., the brightness increase 
relative to the background intensity) of the BOE lies in the range 1.1 – 5.4, the 
HWHM of the BOE varies from 0.08° to 6.1°, the phase angle at which the 
nonlinear BOE begins varies from 0.4° to ~ 30°, and the phase coefficient varies 
from 0.0005 to 0.06 mag/deg.  

The shape of the polarization phase curve is also quite variable (see Figs. 3, 
12, and 13). For certain high-albedo objects, for which a spike-like BOE has been 
detected, the phase-angle curves of polarization consist of a POE in the form of a 
separate peak of negative polarization at phase angles α < 2° and a shallow regular 
NPB. Our most recent observations confirm the existence of a class of high-albedo 
ASSBs (including asteroids 44 Nysa and 64 Angelina, the Jovian satellites Io, Eu-
ropa, and Ganymede, and the A and B rings of Saturn) with unique opposition 
properties: a spike-like BOE is accompanied by an equally narrow POE. These 
observational results are in a reasonable quantitative agreement with the existing 
theory (Mishchenko et al. 2006a,b, 2009a,b, 2010). 

For dark objects (e.g., C- and P-type asteroids and Martian satellites), deep 
regular NPBs are observed. An especially deep NPB with a minimum of              
Pmin ≈ 2.1% at αmin ≈ 9.5° is found for asteroid Fortuna (APD). However, no po-
larization feature at small phase angles has been observed for moderate- and low-
albedo objects. The corresponding NPB parameters typically vary within the fol-
lowing ranges: 0.2% − 2.1% for |Pmin|, 2°− 12° for αmin, and ~ 7°− 29° for α inv.  

As one can see from Figs. 12 and 13, the phase dependences of polarization 
for objects belonging to the inner part of the Solar System (within the Saturnian 
orbit) differ considerably from those for objects residing in the outer part. Unex-
pectedly asymmetric and deep phase curves of polarization with very small inver-
sion angles are observed for the bright hemisphere of Iapetus (about −0.7% at 
α ≈ 1.1°), Chiron (about −1.4% at α ≈ 1.5°), and Pholus (about −2.3% at α ≈ 2.5°) 
(Belskaya et al. 2010). Extremely sharp and deep negative polarization features 
are exhibited by some TNOs (such as Ixion, Huya, DE9, and Varuna), although 
other TNOs (Eris and Pluto) show much smaller absolute polarization values at 
the same phase angles, only 0.1% − 0.2% (Bagnulo et al. 2008; Mishchenko et al. 
2010, and references therein; Bagnullo et al. 2011). Even though the range of 
phase angles covered does not allow one to determine unambiguously the full 
shape of the respective NPBs, we can conclude that the NPBs for objects in the 
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inner and outer parts of the Solar System are very different. It appears that the ob-
served polarization of objects from the inner part is generally related to their al-
bedos, whereas the polarization observed for distant objects cannot be explained 
as being controlled solely by the brightness of the surface material. 

This conclusion may be confirmed by Fig. 14, in which the degree of polariza-
tion at the phase angle 1° versus the distance from the Sun (semi-major orbital 
axis) is shown for different objects. Despite the small sample of objects, there is a 
rather significant correlation with a correlation coefficient of −0.737. It is quite 
natural to associate different types of behavior of polarization phase dependences 
with different compositions and/or morphologies of ASSB surfaces. In particular, 
one can expect a more pronounced evolution of the surface owing to greater inso-
lation for objects residing closer to the Sun. 

Large-amplitude BOEs and an unusually strong polarization for TNOs are in-
dicative of a specific composition and/or microstructure of their surfaces. These 
special properties can be caused by a relatively weak insolation of primitive mate-
rials typical of the outer regions of the Solar System. An example would be irradi-
ated ices enriched by organic matter. It is natural to assume increasingly primitive 
and unprocessed surface materials with increasing distance from the Sun. In other 
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Fig. 14. The degree of polarization at the phase angle 1° for different objects as a function 
of the distance from the Sun. Triangles show TNOs with shallow NPBs, while the other 
TNOs are depicted by squares. Centaurs are shown by diamonds. Notation: M – the Moon; 
H – comet 1P/Halley; A – asteroids; J – Jovian satellites; S – Saturnian salellites and rings; 
C – Centaurs (diamonds); TNO – trans-Neptunian objects (squares and triangles). 
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words, the composition and structure of the surfaces of small bodies should vary 
with their distance from the Sun rather than being determined solely by the bod-
ies’ evolutionary history. 

A more detailed quantitative analysis of the observational data in terms of spe-
cific physical parameters of the regolith layer is hardly possible at this time given 
the limited nature of the observational dataset, the constrained theoretical ability to 
compute all photometric and polarimetric characteristics of the opposition phe-
nomena for realistic polydisperse particle models, and the extreme morphological 
complexity and heterogeneity of the surfaces of the ASSBs. 
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Abstract. Various kinds of abnormalities and pathologies result in changes of the 
structural properties of collagen and other fibrous biological tissues, thereby lead-
ing to significant alterations of their morphological and anisotropic properties. The 
Mueller matrix contains all the optical information that one can obtain from light 
scattered by a medium and, therefore, shows great promise for the efficient use of 
polarization parameters in the characterization of sizes, shapes, and orientations of 
tissue structural elements as well as the birefringence, dichroism, depolarization, 
etc. of biological tissues. The extraction of this information via the interpretation 
of experimental results of Mueller-matrix measurements represents an important 
challenge, especially when the various tissue properties must be characterized si-
multaneously. The purpose of this chapter is to (i) present, in a systematic way, 
the main properties of Mueller and Jones matrices that can be experimentally or 
numerically derived, and (ii) provide a review of the information content of Muel-
ler matrices for biological tissues in the framework of models according to which 
a tissue is a discrete ensemble of scatterers or a continuous distribution of optical 
parameters. 

Keywords: Mueller matrix, biological tissue, linear and circular birefringence and dichroism, 
depolarization, polar decomposition 

1.  Introduction 

To develop polarimetric methods for biological tissue diagnostics and thera-
peutics, one needs to understand the relation between polarimetric and biological 
properties of tissues. The understanding of the nature of light interaction with bio-
logical tissues is relevant to a number of noninvasive medical diagnostic tech-
niques for cancer and other tissue pathologies. As light propagates through a bio-
logical tissue, its polarization state changes as does its intensity. Polarization 
properties of the scattered light contain extensive information on morphological 
and functional properties of the tissue. For example, since depolarization of scat-
tered polarized light depends on the morphological and optical parameters of scat-
terers (i.e., density, size, distribution, shape, refractive index etc.) present in the 
–––––––––––––––––––– 
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tissue (Bickel et al. 1976; Tuchin et al. 2006), this information can be utilized for 
tissue diagnostic techniques. 

Many constituents of a tissue also exhibit anisotropic properties such as bire-
fringence and dichroism. For example, collagen is a structural protein present in 
tissue that has linear birefringence property due to its oriented fibrous structure. 
The structural properties of collagen and other fibrous structures present in tissues 
with various kinds of abnormalities such as keratosis, neurofibroma, psoriasis, 
erythema, and the numerous types of carcinomas (e.g., melanomas, basal cell, 
squamous cell carcinoma, etc.) are characterized by changes leading to significant 
alterations in their linear birefringence (see, e.g., Maitland et al. 1997; de Boer et 
al. 1997, 2002; Everett et al. 1998; Simonenko et al. 2000). The presence of su-
crose or glucose possessing intrinsic circular birefringence due to their chiral 
structure results in the rotation of linear polarization about the direction of light 
propagation (Applequist 1987; Barron 1982; Studinski and Vitkin 2000; Hadley 
and Vitkin 2002; Manhas et al. 2006). 

The enormous importance of the Mueller matrix is that it contains all the in-
formation (birefringence, dichroism, and depolarization) that one can obtain from 
light scattered by a medium (Bohren and Huffman 1983; Brosseau 1998; Azzam 
and Bashara 1987; Collett 1993; Shurcliff 1962). The information contained in the 
Mueller matrix has many useful applications in such diverse fields as interaction 
with various optical systems (Shurcliff 1962; Azzam and Bashara 1977; Collett 
1993; Brosseau 1998), cloud diagnostics (van de Hulst 1957; Bohren and Huffman 
1983; Mishchenko et al. 2000, 2002; Kokhanovsky 2003b), remote sensing of the 
ocean, atmosphere, and planetary surfaces (Boerner 1992; Kokhanovsky 2001, 
2003a,b; Muttiah 2002; Mishchenko et al. 2010), and biological tissue optics 
(Priezzhev et al. 1989; Tuchin 2002; Tuchin et al. 2006). 

Hence, the Mueller matrix shows great promise for the efficient quantification 
of polarization parameters, i.e., sizes, shapes and orientation of the tissue struc-
tural elements as well as birefringence, dichroism, depolarization, etc. of biologi-
cal tissues. To extract this information and interpret experimental results on light 
scattering, one needs an appropriate polarimetric matrix model for the particular 
tissue in question. There are two approaches which are currently used for tissue 
modeling. First, a tissue can be modeled as a discrete ensemble of scatterers 
(Wang et al. 2002; Tuchin et al. 2006); and second, the tissue can be modeled as a 
medium with a continuous distribution of optical parameters (Tuchin 1994; 
Schmitt et al. 1996; Fanjul-Vélez and Arce-Diego 2010). The choice of approach 
is fully determined by both the structural features of the tissue in question and the 
type of light-scattering characteristics that are to be obtained. In the first case, the 
Mueller matrix contains information related to the optical properties, size, shape, 
and composition of the constituent scatterers (van de Hulst 1957; Bohren and 
Huffman 1983), while in the second case, the Mueller matrix contains information 
related to the anisotropy of the medium, viz., linear and circular dichroism and bi-
refringence (i.e., amplitude and phase anisotropies) (Landau et al. 1984; Berry and 
Dennis 2003). In both cases the Mueller matrix can contain information on depo-
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larization (Chipman 1995; Mishchenko and Travis 2000; Gil 2007). The methods 
of interpretation of the Mueller matrices have been developed by many authors 
(Hurwitz and Jones 1941; Whitney 1971; Cloude 1986; Gil and Bernabeu 1987; 
Lu and Chipman 1994, 1996; Mar’enko and Savenkov 1994; Savenkov et al. 
2005, 2006, 2007b). 

Our main focus in this chapter is on the Mueller-matrix interpretation intended 
for the characterization of biological tissues. Many important polarimetric appli-
cations which do not involve the measurement of the Mueller matrix are beyond 
the scope of our discussion. Hence, our reference list should by no means be con-
sidered exhaustive and is merely intended to provide initial reference points for 
the interested reader.  

 
2.  Mueller matrix calculus 

In the Mueller-matrix calculus, the polarization state of light can be com-
pletely characterized by a Stokes vector, while the polarization transforming prop-
erties of a medium can be completely characterized by a Mueller matrix:  

 ,inpout MSS =  (1) 

where the four-component Stokes column vector (with “out” and “inp” denoting 
the Stokes vectors of the output and input light, respectively) consists of the fol-
lowing parameters:  
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with i = (–1)1/2. Among the pioneering contributions to this field of research, we 
note those by Soleillet (1929), Perrin (1942), Mueller (1948), and Parke (1948, 
1949). 

The Stokes parameter I is proportional to the total energy flux of the light 
beam. The Stokes parameters Q and U represent the differences between two com-
ponents of the flux in which the electric vectors oscillate in mutually orthogonal 
directions. The Stokes parameter V is the difference between two oppositely circu-
larly polarized components of the flux. As indicated by the angular brackets, the 
Stokes parameters si are ensemble averages (or time averages in the case of er-
godic, stationary processes). This implies that no coherence effects are considered.  

The Stokes vectors and Mueller matrices represent operations on intensities 
and their differences, i.e., incoherent superpositions of light beams; they are not 
adequate to describe either interference or diffraction effects. However, they are 
well suited to describe partially polarized and unpolarized light. Extensive lists of 
various Mueller matrices have been presented by several authors (e.g., Shurcliff 
1962; Kliger et al. 1990; Gerrard and Burch 1975). 
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The Stokes parameters obey the inequality  

 .2
4

2
3

2
2

2
1 ssss ++≥  (3) 

This inequality is called the Stokes−Verdet criterion and is a consequence of the 
Schwartz (or Couchy−Buniakovski) theorem (Barakat 1963). The degree of po-
larization p is defined by  
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In Eq. (3), the equality holds for a completely polarized (pure) beam of light. 
In this case, .1=p  Another limiting case, ,0=p  occurs when ,02

4
2
3

2
2 =++ sss  

i.e., when the electric vector vibrates in all directions randomly and with no pref-
erential orientation. An intermediate case, ,10 << p  implies that light contains 
both polarized and depolarized components and is, therefore, called partially po-
larized. 

The inequality (3) plays an important role in polarimetry because it allows one 
to classify the character of the light–medium interaction. Assume first that the in-
put light is completely polarized. In this case, the equality in Eq. (3) implies that 
the medium is non-depolarizing. Note that the terms “non-depolarizing” and “de-
terministic” or “pure” are not, in general, identical. The term “deterministic” 
means that the Mueller matrix describing such a medium can be derived from the 
corresponding Jones matrix (Simon 1982; Gil and Bernabeu 1985; Anderson and 
Barakat 1994; Gopala Rao et al. 1998b). This condition is more rigid than the 
condition of a non-depolarizing medium (Savenkov and Yushtin 2000). Hereinaf-
ter, we call this class of matrices pure Mueller matrices (Hovenier 1994). If the 
output light results in an inequality in Eq. (3) then the scattering medium is not de-
terministic. If, in addition, the transformation matrix in Eq. (1) can be represented 
as a convex sum of deterministic Mueller matrices (Cloude 1986; Gil 2000, 2007) 
then the result is a depolarizing Mueller matrix (hereinafter Mueller matrix); oth-
erwise, the result is a Stokes transformation matrix, i.e., the transformation matrix 
ensures the fulfillment of the Stokes−Verdet criterion only. The properties of ma-
trices transforming Stokes vectors into Stokes vectors, i.e., those satisfying the 
Stokes−Verdet criterion, have been studied by many authors (Xing 1992; van der 
Mee 1993; van der Mee and Hovenier 1992; Sridhar and Simon 1994; Nagirner 
1993; Givens and Kostinski 1993; Gopala Rao et al. 1998a). 

Any pure Mueller matrix M can be traced back to the corresponding Jones 
matrix T using the following relation (Parke III 1949; Azzam and Bashara 1977):  

 ,)( 1−∗⊗= ATTAM  (5) 

where the asterisk denotes the complex-conjugate value,  
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the it  are, in general complex, and ⊗  is the tensorial (Kronecker) product.  
Since the element 11m  is a gain for unpolarized incident light, it must satisfy 

the following inequality:  

 .011 >m  (8) 

Furthermore, the elements of the Mueller matrix must obey the following condi-
tions: 

 |,|11 ijmm ≥  (9) 

 ,0)(Tr ≥M  (10) 

 ,||~ 2 MT μμ  (11) 

where Tr denotes the trace operation and μ  is an arbitrary real or complex con-
stant. 

Note that the last relation defines the ability of the Jones and Mueller matrices 
to represent a “physically realizable” medium (Lu and Chipman 1994; Anderson 
and Barakat 1994; Gil 2007) and implies the physical restriction according to 
which the ratio g of the intensities of the emerging and incident light beams (the 
gain or intensity transmittance) must always be in the interval .10 ≤≤ g  This 
condition is called the gain or transmittance condition and can be written in terms 
of the elements of the Mueller matrix as follows (Barakat 1987):  
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While a Jones matrix has generally 8 independent parameters, the absolute 
phase is lost in Eq. (5), yielding only seven independent elements for a pure Muel-
ler matrix. Evidently, this results in the existence of interrelations for the elements 
of a general pure Mueller matrix. This fact was pointed out for the first time, al-
though without a derivation of their explicit form, by van de Hulst (1957). Since 
then this subject has been studied by many authors (e.g., Abhyankar and Fymat 
1969; Fry and Kattawar 1981; Hovenier et al. 1986). In the most complete and re-
fined form these interrelations are presented in Hovenier (1994).  

In particular one can derive the following important equation for the elements 
of a pure Mueller matrix:  
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This equality was obtained for the first time by Fry and Kattawar (1981). How-
ever, the question of whether this is a sufficient condition for M to be a pure 
Mueller matrix has been the  subject of extensive discussions (see, e.g., Simon 
1982, 1987; Hovenier 1994; Kim et al. 1987; Kostinski 1992; Kostinski et al. 
1993; Gil and Bernabeu 1985; Anderson and Barakat 1994; Brosseau 1990; 
Brosseau et al. 1993). Under the premise that the Mueller matrix in question can 
be represented as a convex sum of pure Mueller matrices, Eq. (13) is both a neces-
sary and a sufficient condition for M to be a pure Mueller matrix (Gil 2007). 

In addition to the equalities presented above, a set of inequalities can be de-
rived to characterize the structure of the pure Mueller matrix, as follows (Hovenier 
et al. 1986): 
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Equation (5) can be used to derive interrelations between the structures of a 
Jones matrix and the corresponding pure Mueller matrix. For example, the succes-
sive application of transposition and sign reversal for the off-diagonal elements of 
the Jones matrix in Eq. (6) yields  
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Physical reasons for the above relations are quite clear. Indeed, Eq. (15) originates 
from the operation of interchanging the incident and emerging light beams, the 
principle of reciprocity (Saxon 1955; Sekera 1966; Vansteenkiste et al. 1993; Pot-
ton 2004), and mirror symmetry (Hovenier 1969; 1970).  

It is important to note that although analyses of the internal structure of a gen-
eral pure Mueller matrix have historically been carried out in the framework of 
light scattering by a single particle, the results obtained can also be used in the 
more general context of properties of a pure Mueller matrix. 

If the incident light is fully polarized and the output light is characterized by 
an inequality in Eq. (3) then the equalities for matrix elements obtained in Hove-
nier (1994) and Eq. (13), which determine the structure of the Mueller matrix as a 
deterministic matrix, are lost. In this case the output light is composed of several 
incoherent contributions, and the medium as a whole cannot be represented by a 
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Jones matrix. However, the medium can be considered as a parallel set of deter-
ministic media, each one being described by a well-defined Jones matrix, in such a 
way that the light beam is shared among these different media. It is important to 
point out that the same result could be obtained by considering the medium as an 
ensemble (Kim et al. 1987) so that each realization i, characterized by a well-de-
fined Jones matrix ,iT  occurs with a probability .ip   

If a Mueller matrix can be represented by a weighted sum of deterministic 
Mueller matrices (Cloude 1986; Simon 1987; Cloude and Pottier 1995; Gil 2007) 
then it is called a depolarizing Mueller matrix. It is important to note that this class 
of matrices does not coincide with the class of matrices, called Stokes matrices, 
satisfying the Stokes−Verdet criterion, i.e., matrices transforming Stokes vectors 
into Stokes vectors, see Eq. (3). Any physical Mueller matrix is a Stokes matrix, 
but the converse is not, in general, true (Gil 2007). On the other hand, no method 
has been quoted to physically realize a Stokes matrix that cannot be represented as 
a weighted sum of deterministic Mueller matrices. 

Linear inequalities for the elements of a pure Mueller matrix are also valid for 
a depolarizing Mueller matrix M (Hovenier and van der Mee 2000), in particular:  
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In this case the following quadratic inequalities are also valid (Fry and Kattawar 
1981):  
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while Eq. (13) becomes an inequality as well:  
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The study and characterization of depolarization is of considerable importance 
owing to the fact that depolarization phenomena are encountered in many theo-
retical and experimental applications of polarimetry to discrete random media and 
media with bulk and surface inhomogeneities. Note that the light–medium inter-
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action with depolarization is heretofore studied in considerably less detail than the 
problem described by Mueller−Jones matrices discussed above. 

Depolarization is the result of decorrelation of the phases and the amplitudes 
of the electric field vectors and/or selective absorption of polarization states 
(Brosseau 1998). Depolarization can be observed in both single and multiple light 
scattering and depends on geometrical and physical characteristics of the scatter-
ing particles: shape, morphology, refractive index, size parameter (ratio of the par-
ticle circumference to the wavelength of the incident light), and orientation with 
respect to the reference frame (Mishchenko and Travis 2000). Furthermore, multi-
ple scattering results in depolarization of the output light even in the case of a col-
lection of spherically symmetric particles and often reinforces depolarization 
caused by particle nonsphericity. Our purpose here is to consider the depolariza-
tion phenomenon using the Mueller-matrix formalism; in particular, we intend to 
discuss single-number depolarization metrics and Mueller matrices of depolariza-
tion. The notion of depolarization Mueller-matrix factorization has long existed in 
the literature and will be considered in Section 4. 

Depolarization metrics provide a single scalar number that varies from zero, 
thereby corresponding to a totally depolarized output light, to a certain positive 
number corresponding to a totally polarized output light. All intermediate values 
are associated with partial polarization. 

The depolarization index was introduced by Gil and Bernabeu (1985, 1986): 
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The depolarization index is bounded according to 1)(0 ≤≤ MDI . The extreme 
values of )(MDI  correspond to the case of unpolarized and totally polarized out-
put light, respectively. 

An “analog” to the degree of polarization, Eq. (4), for linearly polarized input 
light in terms of Mueller matrix elements, the so-called index of linear polariza-
tion, was introduced by Bueno (2001):  
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It can be seen that LG  is the ratio of the mean of the sum of the squares of matrix 
elements corresponding to linear polarization of the output light and the value of 
the corresponding averaged intensity normalized by the maximum value of this ra-
tio which occurs for a linear polarizer: .32)( 21

max =LG  The former implies the 
following range of variation: .10 ≤≤ LG  

The average degree of polarization was defined by Chipman (2005):  
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The term ζεε ddcos  scans the incident polarization state over the Poincaré 
sphere, with the latitude ε  and longitude ζ. The Stokes vector ),( ζεS  is a func-
tion of ellipticity and orientation azimuth of the polarization ellipse of light: 

 ,]2sin2sin2cos2cos2cos1[),( Tεζεζεζε =S  (21) 

where T stands for “transposed”. 
The so-called )(MQ  metric is defined as follows (Espinosa-Luna and Berna-

beu 2007): 
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where 212
14

2
13

2
12 )()( mmmD ++=M  is the diattenuation parameter and )(0 MD≤  

.1≤  The metric )(MQ  is bounded according to 3)(0 ≤≤ MQ . Specifically, 
0)( =MQ corresponds to a totally depolarizing medium; 1)(0 << MQ  describes 

a partially depolarizing medium; 3)(1 <≤ MQ  represents a partially depolarizing 
medium if, in addition, ;1)(0 << MDI  otherwise, it represents a non-depolarizing 
diattenuating medium; finally, 3)( =MQ  for a non-depolarizing non-diattenuating 
medium.  

Thus, the depolarization metrics provide a summary of the depolarizing prop-
erty of a medium via a single number. The depolarization index )(MDI  and the 

)(MQ  metrics are directly related to the Mueller matrix elements only and, in 
contrast to the average degree of polarization Average DoP, require no scan of the 
whole Poincaré sphere of the input polarizations. Furthermore, )(MQ  provides 
more detailed information about depolarization properties of a medium. 

Quantities referring to the intrinsic depolarization properties of light have had 
wide applications in polarimetry as well. These are the linear, ,Lδ  and circular, 

,Cδ  depolarization ratios defined according to (Mishchenko and Hovenier 1995; 
Mishchenko and Travis 2000) 

 ,)()( 2121 ssssL +−=δ  (23) 

 .)()( 4141 ssssC −+=δ  (24) 

The interest in these parameters is explained by the fact that they are susceptible to 
particle nonsphericity. Indeed, for spherical particles both ratios are equal to zero 
identically, whereas for nonspherical scatterers both Lδ  and Cδ  can substantially 
deviate from zero (Mishchenko and Hovenier 1995). The former means that if the 
incident light is linearly polarized then the backscattered light is completely line-
arly polarized in the same plane, whereas if the incident light is circularly polar-
ized then the backscattered light is completely circularly polarized in the opposite 
sense. For nonspherical particles this is generally not the case.  

Chipman (1995) introduced somewhat different versions of the degrees of lin-
ear and circular polarization: 

 ,1
2
3

2
2 sssDoLP +=  (25) 
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 .14 ssDoCP =  (26) 

These parameters turn out to be very useful for applications in meteorology, as-
tronomy, ophthalmology, optical fibers, etc. (e.g., Bueno 2001, and references 
therein). 

Some media depolarize all polarization states equally. Other depolarizing me-
dia partially depolarize most polarization states but may not depolarize one or two 
particular incident states. A single-number metric providing a summary of depo-
larization by a medium cannot give detailed information about all features of de-
polarization. Such information can only be obtained from Mueller-matrix models 
of depolarization. The case when for all polarizations of the input light the degree 
of polarization p of the output light is the same is called isotropic depolarization. 
When the degree of polarization of the output light is a function of parameters of 
the input polarization, one speaks of anisotropic depolarization.  

There seems to be a consensus regarding the form of the Mueller matrix 
model describing isotropic depolarization (Brosseau 1998; Chipman 1999):  

 ].1[diag ppp  (27) 

It can be seen that the properties of this type of depolarization are the following:  
(i) the transmittance is the same for all polarizations of the incident light;  
(ii) p of the output light is the same for all input polarizations. 

On the other hand, there is no agreement in the literature concerning the Muel-
ler matrix for the case of anisotropic depolarization. Apparently, one of the most 
accepted forms of the Mueller matrix describing the dependence of p  of the out-
put light on the incident polarization is the following (Shindo 1995; Brosseau 
1998; Chipman 1999; Ossikovski 2009):  

 ].1[diag cba  (28) 

The elements a, b, and c are interpreted physically in the following manner: a and 
b are the degrees of linear depolarization, while c is the degree of circular depo-
larization. If 0=== cba  then the Mueller matrix represents an ideal depolarizer. 
Bicout et al. (1994) discussed the depolarization arising in multiple scattering of 
light by spherical scatterers in the Rayleigh regime and given by Eq. (28) with 

.ba =  
The most general expression for the Mueller matrix describing depolarization 

was suggested by Lu and Chipman (1996):  

 ,,1
∆∆

∆∆
mm

mP
O =⎟⎟

⎠

⎞
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⎝

⎛ T
T

 (29) 

where ∆P  denotes the so-called polarizance vector. The polarizance vector de-
scribes the state of polarization generated by this Mueller matrix from unpolarized 
incident light. The Mueller matrix of Eq. (29) has nine degrees of freedom, and 
this situation is of interest because this matrix along with a generalized determi-
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nistic Mueller matrix are jointly characterized by 16 degrees of freedom. This 
means that in this way one obtains the generalized Mueller matrix of an arbitrary 
medium that has 16 degrees of freedom and linearly interacts with polarized light.  
 
3.  Polarization properties of tissues: the case of a discrete ensemble  

of scatterers 

In this section we consider the structures and information content of Mueller 
matrices in the framework of the model according to which a tissue is a discrete 
ensemble of scatterers. The effect of the symmetry of the individual scatterers and 
collections of scatterers on the structure (number of independent parameters) of 
the Mueller matrix has been considered by van de Hulst (1957). In particular, he 
demonstrated the following structural features of the Mueller matrices: 
 (i) The collection contains one kind of particles, and for each particle in one 
position there is a particle in the reciprocal position:  
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 (10 parameters) (30) 

with .044332211 =−+− mmmm  
 (ii) The collection contains equal numbers of particles and their mirror parti-
cles:  
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 (8 parameters). (31) 

If, in addition, 43 tt =  then ,02
34

2
33

2
12

2
11 =−−− mmmm  ,1122 mm =  ,4433 mm =  and 

.4334 mm −=  
The Mueller matrix of Eq. (31) plays a key role in many light-scattering appli-

cations. Some of them will be discussed later in this section. The structure of 
Eq. (31) can be caused by a symmetry of individual particles and a collection of 
particles in single and multiple scattering (van de Hulst 1957; Mishchenko and 
Travis 2000) as well as by illumination-observation geometries for backward 
(Zubko et al. 2004) and forward (Savenkov et al. 2007a) scattering.  

The model of a medium described by the Mueller matrix of Eq. (31) has been 
used in studies of optical characteristics of oceanic water (Voss and Fry 1984; 
Kokhanovsky 2003a); ensembles of identical, but randomly oriented fractal parti-
cles (Kokhanovsky 2003c); dense spherical particle suspensions in the multiple-
scattering regime (Kaplan et al. 2001); ice clouds consisting of nonspherical ice 
crystals in the multiple-scattering regime (Lawless et al. 2006); polydisperse, ran-
domly oriented ice crystals modeled by finite circular cylinders with different size 
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distributions (Xu et al. 2002); cylindrically shaped radially inhomogeneous parti-
cles (Manickavasagam and Mengüç 1998); and small spherical particles (ranging 
in diameter from 0.2 to 1.5 μm) sparsely seeded on the surface of a crystalline sili-
con c-Si wafer (Kaplan and Drevillon 2002). Other applications included meas-
urements of the complex refractive index of isotropic materials as matrices of iso-
tropic and ideal metal mirror reflections (Deibler and Smith 2001); the develop-
ment of a symmetric three-term product decomposition of a Mueller−Jones matrix 
(Ossikovski 2008); and the description of very general and practically important 
cases of (i) randomly oriented particles with a plane of symmetry (Hovenier and 
van der Mee 2000) and/or (ii) equal numbers of particles and their mirror particles 
(Mishchenko et al. 2002). This list of applications can be extended significantly. 

An example of the situation in which the Mueller matrix has the structure of 
Eq. (31) and contains information on the strong dependence of depolarization and 
depolarization on the polarization state of the input light is the exact forward scat-
tering of polarized light by a slab of inhomogeneous linear birefringent medium 
(Savenkov et al. 2007a).  

If for any particle described by Eq. (6) there is a particle in the position corre-
sponding to the transposition of the off-diagonal elements of the Jones matrix in 
Eq. (6) then the resulting Mueller matrix has the form 
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 (10 parameters). (32) 

(iii) The collection contains equal numbers of particles in positions described 
by Eqs. (6) and (15) and those corresponding to the transposition and sign reversal 
of the off-diagonal elements of the Jones matrix (6); then the resulting Mueller 
matrix reads: 
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 (6 parameters). (33) 

The scattering angles 0° (exact forward direction) and 180° (exact backward 
direction) deserve special attention owing to their importance in numerous practi-
cal applications, including the scattering by biological tissues. For the first time 
the general form of Mueller matrices for these scattering angles was derived by 
van de Hulst (1957). Hu et al. (1987) presented a comprehensive study of forward 
and backward scattering by an individual particle in a fixed orientation. For for-
ward scattering, they distinguished sixteen different symmetry shapes which were 
classified into five symmetry classes; for backward scattering, four different 
symmetry shapes were identified and classified into two symmetry classes. A 
large number of relations were derived in this way. Below we present the struc-
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tures of Mueller matrices for various collections of particles in the cases of for-
ward and backward scattering (van de Hulst 1957; Hovenier and Mackowski 
1998). 

For the forward scattering we have the following scenarios: 
(i) There is one kind of asymmetric particles in the collection, and the as-

sumption of rotational symmetry is made. Then  
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 (6 parameters). (34) 

(ii) There is one kind of asymmetric particles. The assumption of rotational 
symmetry is combined with the assumption that equal numbers of particles occur 
in reciprocal positions. Then  
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 (5 parameters). (35) 

(iii) Particles and their mirror contreparts occur in equal numbers. The as-
sumption of rotational symmetry is combined with the assumption that any parti-
cle is accompanied by its mirror particle with respect to any plane trough the axis. 
Then 
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 (3 parameters) (36) 

with .2 112244 mmm −≥  In the special case of homogeneous, optically inactive, 
spherical particles, 442211 mmm ==  (Hovenier and Mackowski 1998). 

(iv) Particles and mirror particles occur in equal numbers. The assumption of 
rotational symmetry is combined with the assumption of mirror symmetry with re-
spect to a plane perpendicular to the axis. Then  
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 (4 parameters). (37) 

 For the backward scattering we consider the following scenarios: 
(i) No assumption about the kind of particles is made: 
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(ii) There is one kind of asymmetric particles in the collection, and the as-
sumption of rotational symmetry is made. Then 
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 (4 parameters) (39) 

with ;02211 ≥≥ mm  ,2 221144 mmm −=  and .2211441122 mmmmm −≤≤−   
(iii) The collection contains particles and their mirror counterparts in equal 

numbers. The assumption of rotational symmetry is combined with the assumption 
that any particle is accompanied by its mirror particle with respect to any plane 
trough the axis. Then  
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 (3 parameters) (40) 

In the special case of homogeneous, optically inactive, spherical particles, one has 
442211 mmm −==  (Hovenier and Mackowski 1998). 

Multiple scattering can significantly effect the process of polarization (the oc-
currence of at lest one non-zero Stokes parameter other than the total intensity for 
an unpolarized input Stokes vector) and depolarization. In particular, polarization 
can be considerably diminished by multiple scattering. At the same time, multiple 
scattering causes non-zero depolarization values even for spherically-symmetric 
particles and often reinforces depolarization caused by particle nonsphericity 
(Mishchenko and Travis 2000; Mishchenko et al. 2006). 

Depolarization depends significantly on the polarization state of the input light 
in the multiple-scattering regime as well (Bicout et al. 1994; Rojas-Ochoa et al. 
2004; Kim et al. 2006, and references therein). In particular, Bicout et al. (1994) 
studied numerically and experimentally how depolarization evolves for linear and 
circular input polarizations as the size of the particles increases from very small 
(Rayleigh regime) to large (Mie regime) in the case of a forward scattering ge-
ometry. 

Based on the above results, the following features can be pointed out which 
allow one to classify certain parameters of scatterers, e.g., tissue or other biomedi-
cal structural components, by interpreting their Mueller matrices.  

The ratio 1121 mm−  is called  the degree of linear polarization for unpolarized 
incident light (Mishchenko and Travis 2000; Kokhanovsky 2003c). It is often 
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negative for most scattering angles. This means that the vibrations of the electric 
field vector occur predominantly in the plane perpendicular to the scattering plane. 
For single spheres, the ratio 1121 mm−  at scattering angles 0 and π is identically 
equal to zero. Mishchenko et al. (2002) pointed out that the most prominent fea-
ture of nonspherical scattering appears to be the bridge of positive linear polariza-
tion at scattering angles near 120°. 

The ratio 1122 mm  is equal to unity for spherical particles at any scattering 
angle (Mishchenko et al. 2002). Therefore, the deviation of 1122 mm  from unity 
can be used as an indicator of particle nonsphericity sensitive, at least in some 
cases, to the particle size and aspect ratio (Mishchenko and Hovenier 1995; 
Quinby-Hunt et al. 2000). The angular features of this ratio have been studied for 
different kinds of pollen (Bickel et al. 1976) and marine organisms (Voss and Fry 
1984; Lofftus et al. 1992). However, similar features can be caused by multiple 
scattering in turbid collections of spherical particles (e.g., Mishchenko et al. 
2006). 

He et al. (2010) showed that characteristic scattering features of the skeletal 
muscle (bovine Sternomandibularis) can be described by sphere–cylinder scat-
tering because the element 22m  has an asymmetry in the image scattering pattern 
characteristic of the scattering by cylinders. The Mueller-matrix element patterns 
of the skeletal muscle found by He et al. are similar to those reported in other 
studies (Ranasinghesagara and Yao 2007; Li et al. 2008). 

The ratio 1134 mm  describes the transformation of the linearly polarized inci-
dent light into the circularly polarized output light. The 1134 mm  decreases with 
the particle refractive index. Bickel et al. (1976) and Bickel and Stafford (1980) 
have found a high specificity of the normalized element 1134 mm  for every type 
of biological scatterers. Strong distinctions are revealed in the values of 1134 mm  
for spores of two mutant varieties of bacteria, which are distinguished by varia-
tions in their structures not detectable by traditional scattering techniques. The 
sensitivity of other matrix elements to these types of scatterers appears to be sig-
nificantly weaker. 

If scattering is well described by the Rayleigh–Gans approximation then 
.034 =m  Thus, a non-zero value for this element can be related to a deviation of 

the particle characteristics from those satisfying the Rayleigh–Gans scattering re-
gime (Bohren and Huffman 1983). 

As noted in Bickel et al. (1976), Bickel and Stafford (1980), Hoekstra and 
Sloot (1993, 2002), Bronk et al. (1995), and Van de Merwe et al. (1989, 1997), the 
element 34m  is sensitive to properties of various biological microorganisms, in 
particular, to small morphological alterations in scatterers. It has been shown that 

34m  is affected by a small surface roughness of a sphere (Hoekstra and Sloot 
1993). It has also been demonstrated that measurements of  34m  can be a basis for 
determining the diameters of rod-shaped bacteria (Escherichiacoli cells) which are 
difficult to characterize using other techniques (Bronk et al. 1995). The angular 
dependences of the normalized element 1134 mm  for different bacteria turn out to 
be oscillating functions whose maxima positions are very sensitive to varying 
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sizes of the bacteria (Bronk et al. 1995; Van de Merwe et al. 1989, 1997) thus al-
lowing bacterial growth to be traced. Mueller matrix measurements have been 
used to examine the formation of liposome complexes with plague capsular anti-
gens (Tuchin 1993; Tuchin et al. 2006) and various particle suspensions, e.g., 
those of spermatozoid spiral heads (Johnston 1988; Salzmann et al. 1990).  

The ratio 1133 mm  describes the reduction of the degree of circular polariza-
tion for circularly polarized incident light. Like for ,1122 mm  the behavior of the 
element ratios 1133 mm  and 1144 mm  also represents asymmetric particle shapes, 
i.e., the deviation of 1144 mm  from 1133 mm  indicates a nonspherical morphology 
of particles (Mishchenko et al. 2002; Xu et al. 2002). The polarization character-
istics of suspensions of biological particles have been described by Lopatin et al. 
(2004) who analyzed the sensitivity of different matrix elements to variations in 
scatterer shapes and sizes. It was noted that the values of the elements 33m  and 

44m  in the backward scattering direction may serve as indicators of biological par-
ticle nonsphericity. 

By experimentally measuring backscattering Mueller-matrix patterns, it was 
demonstrated in Antonelli et al. (2010) that for the tumoral and healthy parts of a 
sample of ex vivo human colon tissue the absolute value of 22m  and 33m  was lar-
ger for the diseased tissue than in healthy regions. The same difference between 
cancerous and healthy regions was observed in the 44m  element. For both kinds of 
tissue, the following inequality holds:  

 .|||||| 443322 mmm >=  (41) 

Note that this trend seems to be quite general. Indeed, it has been observed for 
healthy and cancerous cell suspensions by Hielscher et al. (1997) and Sankaran et 
al. (2002) for a variety of tissues (fat, tendon, arterial wall, myocardium, blood) in 
transmission. Only whole blood displayed the opposite trend,  

 |,||||| 443322 mmm <=  (42) 

with lower depolarization for circularly polarized incident light. 
Many tissues are characterized by optical activity manifesting itself in circular 

dichroism and circular birefringence. The optical activity of tissues may be caused 
by the optical activity of the substances they are formed from and by their struc-
tural features. Circular intensity differential scattering is the difference between 
scattered intensities for left- and right-hand circularly polarized incident light. Cir-
cular intensity differential scattering effects can be studied by measuring the ma-
trix element 14m  (Bohren and Huffman 1983). The so-called “form circular inten-
sity differential scattering” is an anisotropy resulting from the helical structure of a 
scatterer (Hoekstra and Sloot 2002). Dorman and Maestre (1973) were likely the 
first to point out that the matrix element 14m  could be useful in studies of helical 
structures. Indeed, Maestre et al. (1982) reported large 14m  values for octopus 
sperm heads of the species Eledone cirrhosa. In Shapiro et al. (1994a), the Muel-
ler matrix elements for a model of DNA plectonemic helix were calculated using 
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the coupled dipole approximation. The calculations of the Mueller matrix ele-
ments were carried out for two and four turn helices versus scattering angle. It was 
shown that the elements 12m  and 14m  exhibit the largest change with respect to 
the number and position of nodes, maxima, and minima for the calculation per-
formed at λ = 20 nm and allow one to discriminate between the cases of two and 
four turn helices. In Shapiro et al. (1994b), the matrix element 14m  was used for 
the determination of the average DNA orientation of this scatterer. 

In Maksimova et al. (1992), it was shown that for small particles the effects of 
multiple scattering become evident as a broken symmetry between the Mueller 
matrix elements, Eq. (33), i.e., ,2112 mm ≠  ,4433 mm ≠  and as a significant reduc-
tion of linear polarization of the light scattered at angles close to .2π  

 
4.  Polarization properties of tissues: the case of a continuous distribution  

of optical parameters 

In this section, we consider the problem of Mueller matrix interpretation in the 
framework of the approach wherein the tissue is modeled as a medium with a con-
tinuous (and possibly random) distribution of optical parameters. It is important to 
note that the results for the internal structure of a pure Mueller matrix, the symme-
try relations caused by interchanging the incident and emerging light beams, and 
the principle of reciprocity presented earlier and obtained in the framework of 
light scattering by discrete particles are also relevant to pure Mueller matrices in 
the continuous-medium approximation. 

The polarization of light changes if the amplitudes and phases of the compo-
nents of the electric field vector E change separately or simultaneously (Shurcliff 
1962; Azzam and Bashara 1977; Brosseau 1998). It is, therefore, customary to dis-
tinguish between the corresponding classes of anisotropic media: dichroic (or pos-
sessing amplitude anisotropy), influencing only the amplitudes; birefringent (or 
possessing phase anisotropy), influencing only the phases; and “all other” (pos-
sessing both amplitude and phase anisotropy) affecting both the amplitudes and 
the phases of the components of the electric field vector. Among these classes, 
four types of anisotropic mechanisms are recognized as basic or, after Jones, ele-
mentary (Jones 1941, 1942, 1947, 1956; Hurwitz and Jones 1941): linear and cir-
cular phase and linear and circular amplitude anisotropies. Biological tissues are 
often optically anisotropic (Hunter et al. 1999; Tuchin et al. 2006, and references 
therein; Benoit et al. 2001; Naoun et al. 2005; Chung et al. 2007; Twietmeyer et 
al. 2008; Li and Yao 2009; Fanjul-Vélez and Arce-Diego 2010) and, in principle, 
can exhibit all these elementary types of anisotropy. 

Tissues are primarily characterized by the linear birefringence caused by fi-
brous structures, which are common constituents of many connective tissues. A 
large variety of tissues, such as eye cornea, tendon, cartilage, eye sclera, dura ma-
ter, testis, muscle, nerve, retina, bone, arteries, myocardium, myelin, etc., exhibit 
birefringence. All of these tissues contain uniaxial and/or biaxial birefringent 
structures. The refractive index of the medium is greater along the length of the fi-
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bers than across the width. Reported birefringence values for tendon, muscle, 
coronary artery, myocardium, sclera, cartilage, and skin are on the order of 10– 3 
(Maitland et al. 1997; de Boer et al. 1997, 2002; Everett et al. 1998; Simonenko et 
al. 2000). Linear birefringence is described by the following pure Mueller matrix: 
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  (43) 
where ∆  is the phase shift between two orthogonal linear components of the elec-
tric field vector and α is the azimuth of the anisotropy. 

Linear dichroism (diattenuation), i.e., differential wave attenuation for two or-
thogonal polarizations, in systems formed by long cylinders or plates is defined by 
the difference between the imaginary parts of the effective refractive indices. For 
example, the linear dichroism of the retinal nerve’s fiber layer gives rise to partial 
polarization of an unpolarized laser beam that has passed the retinal fiber layer 
twice (Benoit et al. 2001; Louis-Dorr et al. 2004; Naoun et al. 2005). Naoun et al. 
(2005) reported significant differences in dichroism between normal and glauco-
matous eyes. The magnitudes of birefringence and diattenuation are related to the 
density and other properties of the collagen fibers, whereas the orientation of the 
fast axis indicates the orientation of the collagen fibers. The pure Mueller matrix 
describing linear dichroism is as follows:  
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where P is the relative absorption of two linear orthogonal components of the 
electric vector and γ is the azimuth of the anisotropy. 

In addition to linear birefringence and dichroism, many tissue components ex-
hibit optical activity. There are a number of effects generically called optical ac-
tivity resulting from the molecule’s chirality that stems from its asymmetric struc-
ture (Applequist 1987; Barron 1982; Studinski and Vitkin 2000; Hadley and 
Vitkin 2002; Manhas et al. 2006). A well-known manifestation of optical activity 
is the ability to rotate the plane of linearly polarized light about the axis of propa-
gation. The angle of rotation depends on the chiral molecular concentration, the 
pathlength through the medium, and the wavelength of light. Interest in optically 
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active turbid media is caused by the possibility of noninvasive in situ optical 
monitoring of the glucose in diabetic patients. The Mueller matrix describing cir-
cular birefringence is as follows:  
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where ϕ  is the induced phase shift between two orthogonal circular components of 
the electric vector. 

Many tissues demonstrate effects of optical activity resulting in circular di-
chroism. An example is the difference between the scattered intensities for left- 
and right-handed circularly polarized incident light (the so-called circular intensity 
differential scattering) resulting from the helical structure of scatterers (Busta-
mante et al. 1984; Zietz et al. 1983; Gross et al. 1991). In terms of the Mueller-
matrix calculus, this type of anisotropy is described by the following matrix:  
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where R is the magnitude of anisotropy, i.e., the relative absorption of two or-
thogonal circular components of the electric vector. The six quantities α, ∆, P, γ , 
ϕ, and R are called anisotropy parameters.  

It can be seen that the matrices describing linear and circular birefringence be-
long to the class of unitary matrices (in the case of matrices with real-valued ele-
ments – orthogonal matrices). The matrices of linear, Eq. (44), and, circular Eq. 
(46), dichroism belong to the class of Hermitian matrices (in the case of matrices 
with real-valued elements – symmetric matrices).  

The Mueller matrices of Eqs. (43)−(46) represent tissues exhibiting individual 
types of anisotropy. Experimental measurements of these matrices or of the corre-
sponding informative matrix elements allow one to interpret and characterize ani-
sotropy properties of biological tissues. However, more often two or more types of 
anisotropy are exhibited by a tissue simultaneously. Evidently, such cases require 
the development of more sophisticated polarimetric matrix models (Hurwitz and 
Jones 1941; Cloude 1986; Gil and Bernabeu 1987; Lu and Chipman 1996; 
Savenkov et al. 2006; Ossikovski 2008, 2009). 

Note that the interpretation of the individual contributions of several types of 
anisotropy occurring simultaneously is made considerably more complicated by 
multiple scattering in optically thick turbid media (such as most biological tis-
sues), resulting in strong depolarization. Depolarization is controlled by a large 
number of tissue parameters such as the concentration, size, shape, and refractive 
index of the scatterers, the detection geometry, and the incident light’s state of po-
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larization (Sankaran et al. 2002; Ghosh et al. 2003; Bicout et al 1994) 
The matrix model that is used most extensively in polarimetry for decoupling 

constituent polarization properties of biological tissues is the generalized polar de-
composition proposed by Lu and Chipman (1996). This model is based on the so-
called polar decomposition theorem (Lancaster and Tismenetsky 1985), according 
to which an arbitrary matrix M can be represented by a product  
 RP MMM =    or   ,PR MMM ′=  (47) 

where PM  and PM′  are Hermitian matrices and RM  is a unitary one. The Her-
mitian matrix is associated with amplitude anisotropy, while the unitary matrix de-
scribes phase anisotropy (Whitney 1971). The matrices PM  and RM  are called 
the dichroic and the phase polar form (Whitney 1971; Gil and Bernabeu 1987; Lu 
and Chipman 1996).  

The polar decomposition was first employed by Whitney (1971) without find-
ing explicit expressions for PM  and .RM  They were proposed later, independ-
ently by Gil and Bernabeu (1987) and Lu and Chipman (1996). Alternatively, the 
dichroic and phase polar forms can be derived using spectral methods of linear al-
gebra (Azzam and Bashara 1977).  

The phase polar form RM  (using notation from Lu and Chipman 1996) is 
given by  

 

∑
=

+−+=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛=

3

1
,sin)cos1(cos)(

,
0

01

k
kijkjiijijR

R

T

R

RaRaaRm εδ

m
M

 (48) 

where 0  is the 13×  zero vector; TTT Raaa ]1[]1[ 321 =  is the normalized 
Stokes vector for the fast axis of ;RM  ijδ  is the Kronecker delta; ijkε  is the 
Levi−Civita permutation symbol, Rm  is the 33×  submatrix of RM  obtained by 
striking out the first row and the first column of ;RM  and R is the birefringence 
given by  
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The dichroic polar form PM  is as follows:  
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where I is the 33×  identity matrix; ||DDD =  is the unit vector in the direction 
of the diattenuation vector ;D  uT  is the transmittance for unpolarized light; and 
the value of diattenuation can be obtained as  
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 .)](Tr[|)(det|41 2122 }{ TTT ∗−=D  (51) 

The models of anisotropic media based on the polar decomposition contain six 
independent parameters, three for the phase polar form RM  and three for the di-
chroic polar form .PM  It can be seen that the phase polar form is a unitary (or-
thogonal) matrix and the dichroic polar form is a Hermitian (symmetric) matrix. 
Note that unitarity (orthogonality) of the phase polar form, Eq. (48), is in complete 
agreement with the first Jones’ equivalence theorem (Hurwitz and Jones 1941), 
and is a general model of elliptically birefringent media. The situation with the di-
chroic polar form is more complex (Savenkov et al. 2005, 2007). Mathematically, 
the complexity originates from the fact that, in contrast to unitary matrices, the 
product of Hermitian matrices is generally not a Hermitian matrix (Lancaster and 
Tismenetsky 1985).  

The product of Mueller matrices of the polar forms (48) and (50) and the de-
polarizing Mueller matrix (29),  

 ,PR MMMM ∆=  (52) 

is the generalized polar decomposition and a multiplicative matrix model of an ar-
bitrary Mueller matrix (Lu and Chipman 1996; Gil 2000, 2007).  

The product of the phase polar form and the depolarizing matrices can then be 
obtained as  

 .1−=′= PR MMMMM∆  (53) 

Then  

 ),1()( 2D−−= DmPP∆  (54) 

where Tmmmm ][)1( 41312111=P  and m is the submatrix of the initial matrix 
M. The m′  is the submatrix of M′  and can be written as  

 .Rmmm ∆=′  (55) 

The submatrix ∆m  can be calculated as follows:  
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where iλ  are the eigenvalues of .)( Tmm ′′  The sign “+” or “−” is determined by 
the sign of the determinant of .m′  The net depolarization coefficient ∆ can be cal-
culated according to 

 .|| 1)(Tr1
3
1 −−= ∆∆ M  (57) 

Using the polar decomposition model, Manhas et al. (2006) showed that the 
change in the orientation angle of the polarization vector of light propagating 
through a chiral turbid medium arises not only due to the circular birefringence 
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property of the medium but also is caused by linear diattenuation and linear bire-
fringence of light scattered at large angles. Measurements were carried out on 
chiral turbid samples prepared using known concentrations of scatterers and glu-
cose molecules. This research can potentially facilitate the determination of the 
concentration of chiral substances present in a turbid medium using the measured 
Mueller matrix. 

Structurally each muscle fiber consists of many myofibrils, which appear stri-
ated due to the periodic sarcomere structure (Tuchin et al. 2006). Sarcomeres are 
the fundamental functional unit in each muscle fiber. Using the bovine Sterno-
mandibularis muscle as an example, Li and Yao (2009) applied the polar decom-
position to study the effect of sarcomere lengths, which is closely related to force 
generation in skeletal muscles, by comparing polarization images of muscle sam-
ples in their original states and after stretching along the muscle fibers. 

Many forms of precancerous changes in tissues are difficult to detect using 
conventional techniques, which require a histological examination of biopsies ob-
tained from visible lesions or random surveillance biopsies. On the other hand, it 
is known that cancerous tissues depolarize light less than their surrounding tissues, 
whereas noncancerous tissues have the same depolarizing properties as the sur-
rounding tissue (Smith 2001). This effect is caused by changes in the subsurface 
structures of cancerous tissues that prevent light from penetrating inside the tissue 
as deeply as it would in the case of a normal tissue. These facts are indicative of 
the likely potential of the polarimetric approach to noninvasive cancer detection. 

This potential was demonstrated by Chung et al. (2007) based on the polar de-
composition of in vivo Mueller matrix image patterns of nine cheek pouches in 
female golden Syrian hamsters (Mesocricetus auratus). The histological features 
in this model have been shown to correspond closely with those of premalignancy 
and malignancy in human oral mucosa. Figures 1 and 2 show in vivo depolariza-
tion and birefringence images for normal and precancerous tissues, respectively. 
These images were taken from three different hamster cheek pouches, and the im-
aged fields were 2.25 × 2.25 mm. 

Thus, depolarization and birefringence images can be used to identify quanti-
tatively the dysplastic region of a tissue. Apparently, this suggests that depolariza-
tion and birefringence results will facilitate earlier and more sensitive diagnosis of 
precancerous changes and to improve the monitoring of disease progression, the 
identification of region boundaries, and the assessment of cancer response to ther-
apy. Ghosh et al. (2009a) used the polar decomposition methodology for moni-
toring regenerative treatments of myocardial infarction. To this end, the Mueller 
matrices were measured in the transmission mode for 1 mm thick ex vivo myocar-
dial samples from Lewis rats harvested after myocardial infarction, both with and 
without the stem-cell treatment. The measured Mueller matrices were analyzed 
with the polar decomposition method to obtain the values of linear birefringence. 
The results are shown in Fig. 3. It can be seen that significant differences in the 
derived linear birefringence values exist between normal and infracted regions as 
well as between infracted regions with and without the stem-cell treatment. An in-
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                                          (a)                                           (b)                         

Fig. 1. (a) Depolarization images and (b) birefringence images of the 33m  element of the 
Mueller matrix for healthy tissues. The scale bars are 0.5 mm (after Chung et al. 2007). 

crease in birefringence in the infracted regions of the treated hearts indicates reor-
ganization and re-growth, as confirmed by a histologic examination. 

Several important problems related to the validation of the generalized polar 
decomposition for the quantification and interpretation of all the intrinsic polari-
zation parameters of a complex turbid medium have been analyzed in Ghosh et al. 
(2008,  2009b, 2010) and Wood et al. (2009). The gist of this issue is that the gen-
eralized polar decomposition, Eq. (52), represents the initial Mueller matrix as an 
ordered product of the Mueller matrices of the constituent polarization effects, 
thus implying that they act in succession. However, in actual tissues, all the po-
larization effects are exhibited simultaneously and not in an ordered sequential 
manner. To realize the potential of the polar decomposition approach for real tis-
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                                          (a)                                           (b)                                 

Fig. 2. As in Fig. 1, but for precancerous tissues. 

sues, Ghosh et al. (2008,  2009b) have tested the validity of the decomposition 
process in the case of multiply-scattering media exhibiting simultaneous linear bi-
refringence, optical activity, and depolarization for the forward and backward di-
rections. The simultaneous effects of linear birefringence and optical activity have 
been accounted for by using the Jones N-matrix formalism (Jones 1948; Wood et 
al. 2007) in a Monte Carlo simulation of light propagation between successive 
scattering events. The simulation results for the forward direction were found to 
corroborate the experimental findings and demonstrate that the Mueller matrix de-
composition methodology can successfully extract the individual polarization 
characteristics of a medium that exhibits simultaneous linear birefringence, optical 
activity, and multiple-scattering effects. In the backward geometry, it was shown 
that the simultaneous determination of the intrinsic values of linear and circular bi-
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Fig. 3. The results of linear birefringence measurements from control and stem-cell-treated 
groups of infracted tissues (after Ghosh et al. 2008). 

refringence can be accomplished by decomposing the Mueller matrix measured at 
a distance from the point of illumination greater than the transport mean free path. 

In Wood et al. (2009), the validity of the polar decomposition was demon-
strated in vivo by carrying out intravital measurements in a dorsal skin window 
chamber mouse model using collagenase to induce changes in tissue structure and 
birefringence. In the window chamber model, the skin layer of the mouse was re-
moved from a 10 mm diameter region on the dorsal surface, and a titanium saddle 
was sutured in place to hold the skin flap vertically. The treatment and measure-
ments were carried out under general anesthesia. The values for linear and circular 
birefringence, depolarization, and diattenuation were extracted from the experi-
mentally derived Mueller matrices at successive moments in time. The properties 
of the referenced and treated tissues were alternatively controlled by the histologi-
cal examination. 

In Fig. 4, the values of the birefringence δ and the net depolarization coeffi-
cient ∆, Eq. (57), in treated and control regions of the tissue are plotted as func-
tions of time following the collagenase injection. The birefringence ranges from 
1.2 to 0.3 rad, in contrast to the control region where the values remain essentially 
constant at 1 rad. The decrease in birefringence is likely due to the denaturation of 
the collagen fibers which reduces the structural anisotropy. This reduction in de-
polarization (∆ decreases from 0.63 to 0.45) is also due to the destruction of the 
collagen fibers, since these represent one of the primary scattering structures in the 
tissue. These results were confirmed by histology. 

It is quite evident that due to the non-commuting nature of the matrix multi-
plication, the multiplication order in Eq. (52) is ambiguous. This results in the pos-
sibility of six different decomposition orders of multiplication which can be 
grouped into two families, depending upon the position of the depolarizer and the 
diattenuator matrices (Lu and Chipman 1996; Morio and Goudail 2004; Os-
sikovski et al. 2007). The three decompositions with the depolarizer set after the 
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Fig. 4. (a) Birefringence and (b) depolarization as functions of time after the collagenase 
injection in the treated and control regions (after Wood et al. 2009). 

diattenuator form the first family, while the three decompositions with the depo-
larizer preceding the diattenuator constitute the second family:  

                                    First family                     Second family  
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In Ghosh et al. (2010), the influence of the multiplication order for two cases from 
both families represented by the first rows in Eq. (58) was studied. 

The experimental Mueller matrices were measured for the dermal tissue of an 
athymic nude mouse (NCRNU-M, Taconic), in vivo from a dorsal skinfold win-
dow chamber mouse model, using a high-sensitivity turbid-polarimetry system 
(Wood et al. 2009). Table 1 shows the experimental Mueller matrix (in transmis-
sion), the corresponding decomposed constituent matrices, and the determined 
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Table 1. The experimental Mueller matrix and the decomposed constituent matrices

from dermal tissue (top) and the values of the polarization parameters extracted
from the decomposed matrices (bottom).

−
−−

−

1783.03571.00465.00021.0
3580.02243.00184.00162.0
0650.00077.04099.00480.0
0060.00348.00707.01

M

− 3768.0000060.0
04596.000076.0
004006.00193.0
0001

M

−
−

4897.08655.01049.00
8673.04960.00435.00
0897.00697.09935.00
0001

RM

−

−

9969.0000060.0
09975.00012.00348.0
00012.09994.00707.0

0060.00348.00707.01

PM

−

3758.0000
04588.000
003994.00
0037.00301.00516.01

−
−

4898.08655.01047.00
8672.04960.00436.00
0898.00701.09935.00
0001

9987.0000021.0
09988.00004.00162.0
00004.09999.00480.0

0021.00162.00480.01

Parameters Estimated values using

the order MΔMRMP

Estimated values using

the order MPMRMΔ

d 0.079 0.051

0.58 0.59

(deg) 0.51 0.50

(rad) 1.06 1.058

Δ
ψ
δ

Δ

 

values of the polarization parameters. The constituent matrices obtained via the 
decomposition according to the first rows of Eq. (58) PR MMM∆(  and 

)∆MMM RP  are shown in the second and third rows, respectively. The results 
summarized in the table show that the polar decompositions using the two selected 
multiplication orders of the constituent matrices give quite similar values for the 
retrieved polarization parameters. An insignificant difference is observed in the 
linear dichroism value only, the other parameters being almost identical. We can 
thus conclude that the individual polarization parameters of the tissue could be de-
coupled and quantified despite their simultaneous occurrence, even in the presence 
of multiple scattering. 

It should be noted that although almost all existing polarimetric matrix models 
assume successive multiplication of the constituent Mueller matrices, the physical 
nature of the interrelation between this successive multiplication and the actual 
simultaneity of the polarization effects in real anisotropic media has not been 
clarified completely. Therefore, the results of Ghosh et al. (2008,  2009b, 2010) 
and Wood et al. (2009) have the utmost practical importance.  
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Abstract. Surface-plasmon resonance features in nanosized gold films are studied 
in the Kretschmann geometry using the polarization modulation technique. The re-
flection coefficients Rs

2 and Rp
2 for the s- and p-polarized light, respectively, as 

well as their polarization difference Δρ = Rs
2 – Rp

2 are measured as functions of the 
angle of incidence of electromagnetic radiation, wavelength, and film thickness. 
Manifestations of classical and topological size effects and a qualitative model of 
the transition between them in nanosized gold films are discussed. It is found that 
the magnitude and the sign of curvature of the angular dependence of the polari-
zation difference ∆ρ(θ) are related to the excitation of surface plasmons by either 
p-polarized light or both s- and p-polarized light in the case of homogeneous or 
cluster-structured metal films, respectively. It is demonstrated that nanocomposite 
films with gold nanoparticles embedded in a dielectric matrix can exhibit anisot-
ropy of dielectric properties not only in the case of oblique incidence of light but 
also because of their macroscopically heterogeneous structure. 

Keywords: polarization modulation, surface plasmon resonance, gold films, size effects 

1.  Introduction 

The development of nanoscience and nanotechnology has made it possible to 
create new nanosized materials having unique electronic and optical properties 
quite different from those of the bulk state. Such optical properties of nanostruc-
tures of noble metals remain the focus of investigations [1]. Among these are rep-
resentative variations of color, and changes in transmission and reflection spectra 
with varying size, shape, and dielectric material surrounding the metal nanoparti-
cles, as well as the distance between them. In addition, special attention has been 
paid to effects related to the resonance absorption of electromagnetic radiation in 
metals and manifestations of the surface plasmon resonance (SPR) [2]. 

The origin of this absorption is attributed to the interaction between light and 
mobile surface charges, typically the conduction electrons in metals. This light-
matter interaction leads to surface plasmon–polariton modes having a greater 
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Fig. 1. Classification of optical polarization effects: n || , ⊥ , κ || , ⊥  are the refraction and ab-
sorption coefficients parallel and perpendicular to the optical axis; n + , –, κ+ , – are the refrac-
tion and absorption coefficients for left- and right-circular polarization state (after [9]). 

momentum than light of the same frequency. Consequently, the electromagnetic 
fields associated with them cannot propagate away from the surface; rather, the 
fields decay exponentially in strength with distance from the surface. The bound-
ary conditions for electromagnetic fields lead to different conditions for the occur-
rence of plasmons in the case of bulk material, planar metal–dielectric interfaces, 
and metal particles. It is, therefore, useful to distinguish these modes by referring 
to bulk plasmons, surface plasmon–polaritons, or localized plasmons, respec-
tively. Since the time SPRs were discovered [3,4], interest constantly has grown, 
with the emphasis shifting from investigations of their physical content [5,6] to 
applications in material science, medicine [7], chemical biology [8], and other 
fields. 

To excite surface plasmon–polaritons with photons, one must use appropriate 
techniques. Two of the most popular are presented in [3,4]. While differing in de-
tails, these two techniques have a common feature in that the dependence of the 
coefficient of internal reflection from a prism surface on the angle of incidence is 
measured in the so-called Kretschmann and Otto geometries. The probe radiation 
should be linearly polarized, and the electric field vector should be parallel to the 
plane of light incidence ( p-polarization). The minimal amplitude value in the 
above dependence indicates SPR. 

The number of publications on SPRs reporting results obtained by various me-
thods of investigation is extremely large. There is no need to list these methods 
here because they are all used in solid-state physics. When a phenomenon has 
been thoroughly and deeply investigated, new data can be obtained using a radi-
cally new technique only. 
 
2.  Polarization modulation technique 

Here we consider studying SPRs using a polarization modulation (PM) tech-
nique. Such an approach has its justification. To illustrate this, we consider the ex-
isting classification of polarization effects [9] shown in Fig. 1. The interaction of 
polarized radiation with anisotropic objects brings about the appearance of optical 
effects that are characterized with a complex refractive index N = n – iκ, where i = 
(–1)1/2. According to the polarization state of light (linear or circular), its compo-



 Plasmonic optical properties and polarization modulation technique 475 

nents correspond to those of birefringence and dichroism. These effects are char-
acterized by amplitude and phase anisotropy of the internal reflection of light in 
the objects under investigation. One of these characteristics, namely amplitude 
anisotropy, may be exemplified by the effect of dichroism, which depends on the 
coefficient of absorption (reflection) of linearly polarized radiation on the polari-
zation azimuth, i.e., the angle between the electric field vector and the plane of in-
cidence of the electromagnetic wave, relative to the optical axis of the anisotropic 
sample [10]. 

Another reason to apply the PM technique when studying SPRs is its consid-
erable information efficiency. The PM technique used in this study can hardly be 
considered as a new one. Contrary to all known versions of the modulation spec-
troscopy method [11], PM as a spatial characteristic of electromagnetic radiation 
is realized by the two-dimensional (2D) action on an electromagnetic wave. This 
fact, although insignificant prima facie, makes the experimental technique more 
complicated, and in addition, requires development of novel interpretation tech-
niques to be applied to the results obtained. Nevertheless, if one knows how to in-
terpret these results, one can obtain additional information about the objects under 
investigation, surrounding media and so on, which were inaccessible with the pre-
viously used methods. 

PM was implemented with the investigation of the photoelastic effect [12], 
and subsequently became widespread. At the same time this technique has been 
fruitful in the study of such polarization-dependent effects in anisotropic media as 
dichroism in transmission [13], pleochroism in photoconductivity [14], and the 
photovoltaic effects [15,16].  

Thus, the PM technique is a highly informative and sensitive method of analy-
sis of polarized electromagnetic radiation. The intensity, frequency, phase, and 
wave vector remain unchanged under its action. Only the polarization state of light 
changes. 

The most important element of the PM technique is the polarization modula-
tor based on the photoelastic effect [12]. It consists of two quartz plates (amor-
phous and piezocrystalline) that are in acoustic contact. The polarization modula-
tor is a dynamic phase plate that can be operated in two modes by controlling its 
power supply. In the first mode, it acts as a half-wave plate and changes the azi-
muth of a linearly polarized wave from parallel to perpendicular to the plane of in-
cidence of light twice during the modulation period. In the second mode, it acts as 
a quarter-wave plate and transforms the linear polarization into right- and left-cir-
cular polarization once during the period. 

In this case, a stationary quarter-wave phase plate is installed after the modu-
lator to transform light to make the linear polarization orthogonal once during the 
period. This version is preferred when using a photodetector with sensitivity re-
duced at the doubled modulation frequency. In both cases, by rotating the modu-
lator around the optical axis of the measuring system, one chooses the position at 
which the polarization azimuths of emerging light are successively parallel and 
perpendicular to the plane of incidence ( p- and s-polarizations, respectively). The 
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constant-intensity radiation modulated with respect to the polarization state is di-
rected to the sample under investigation. 

The essence of this method is that the sample is successively irradiated with 
beams of s- and p-polarized light of constant intensity. In this case, the measure-
ment recorded is the difference in the s- and p-functions whose arguments may be 
energy, deformation, electric or magnetic fields, reflection angle of light, etc. An 
advantage of this technique is that the result obtained is reliable even if the signal 
difference is below the noise level of the individual s- and p-intensities. This 
means that small differences in the polarizations can be amplified significantly 
and detected through cancellation of their mutual dependence. 

A SPR is also characterized by its polarization dependence: an angular scan of 
an internal reflection prism with a resonantly sensitive metal film in p-polarized 
light results in a minimum at resonance. So this demonstrates the linear amplitude 
anisotropy of the internal reflection. The use of the PM technique leads to regis-
tration of the polarization difference between the reflectances of the intensities of 
s- and p-polarized radiation: Δρ = Rs

2 – Rp
2. 

The polarization difference is nearly instantaneously measured in the experi-
ment rather than obtained through mathematical calculations. This physical quan-
tity is a highly reliable characteristic of the smallest amplitude anisotropy of the 
dielectric properties. This is possible because the dependence of the polarization 
difference on a certain parameter (the light wavelength λ, deformation, field 
strength, etc) is obtained by subtracting functions with different polarizations, 
thereby eliminating the common features of these functions and enhancing their 
individual features. 

 
2.1.  Formalism 

In the simplest case, SPR is observed during the propagation of light through a 
medium having at least three layers. The first layer (glass) should be denser than 
air, the second layer is a metal or a heavily doped semiconductor with a complex 
refractive index N1 = n – iκ, and the third layer is, generally, air. To describe the 
SPR as a version of a more general phenomenon, i.e., reflection, the Fresnel equa-
tions are used [17]. In this case, the evolution of the polarization state of light 
passing through the layers and reflecting from the interfaces is represented in a 
matrix form. The matrix product makes it possible to describe the polarization 
state of light in the final form as Mj = Ij01L1Ij12. Here, j = s,p indicates the polari-
zation state;  
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is the matrix of the film; 
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are the amplitude reflection coefficients for the s- and p-polarized light, where θ0, 
θ1, and θ2 are the angles of light propagation in the glass, metal film, and air, re-
spectively: θ1 = arcsin[(N0 sinθ0)/N1],  θ2 = arcsin[(N0 sinθ0)/N2], and N0, N1, and 
N2 are the refractive indices of the prism, film, and external medium (air), respec-
tively. The phase factor  

0
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θ
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π

β NNd −=  

is common for both polarizations, where d is the layer thickness. 
The above expressions make it possible to determine the reflection coeffi-

cients for electromagnetic waves of both polarizations: 

 Rp = Mp(2,1) /Mp(1,1),   Rs = Ms(2,1) /Ms(1,1), (1) 
where Mp(2,1), Mp(1,1), Ms(2,1), and Ms(1,1) are the corresponding matrix elements for 
the s- and p-polarizations. Therefore, the expression for the measured polarization 
difference of the reflection coefficients for the s- and p-polarizations will take the 
form 

 Δρ = Rs
2 – Rp

2. (2) 
Firstly, let us refine the terms in order not to confuse the parameter measured 

with PM, in our case, with one of the four Stokes vector components. Indeed, ac-
cording to [10], this parameter corresponds to the definition of the Q component 
(in terms of the notation adopted in [18]), as a difference of the intensities of two 
in-phase linearly polarized waves whose polarization azimuths are oriented paral-
lel and perpendicular to the optical axis. Note that the intensity of this component, 
in the general case of elliptical polarization, can be only a part of the total inten-
sity. However, the PM technique in this version operates only with the numerator 
of the value: P = (R⊥ – R||)/(R⊥ + R||), which is referred to as pleochroism and is 
used to illustrate the contrast of polarization-dependent effects. In this case, the 
other components of the Stokes vector are, in principle, absent in all situations be-
cause of operation only with one wave whose polarization azimuth is modulated. 
At the same time, as was shown in [14], the singularities in the functional expres-
sions in the numerator and denominator are cancelled out as a result of their divi-
sion, thus leading to a loss of information. That is why the parameter Δρ = Rs

2 – 
Rp

2 contains information about the difference in the functional dependences of its 
terms that disappears as a result of the division of the polarization difference by 
the sum. It should be emphasized that only the sign of the signal is reversed after 
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Fig. 2. Optical scheme of the experimental setup for measuring the angular characteristics 
of the polarization difference Δρ with application of polarization modulation. Notation: 
LGN – He–Ne laser; MDR – monochromator; PP – quarter-wave phase plate; PEM – pho-
toelastic polarization modulator; p, s – linear polarizations whose azimuths are parallel and 
perpendicular, respectively, to the plane of incidence; G – Glan prism; PD – photodetector; 
θcr – critical angle of total internal reflection; and N0, N1, N2 – refractive indices of glass, 
metal, and air, respectively (after [19]). The inset shows the part of the experimental setup 
for measuring the Stokes components [20]. 

the rearrangement of terms in Eq. (2) for the polarization difference; this is not of 
importance when using synchronous phase detection. 

Thus, such a parameter as polarization difference Δρ, that is the difference be-
tween the reflection coefficients Rs

2 and Rp
2 for s- and p-polarized radiation, re-

spectively, should be considered only as an analog of the Q component of the 
Stokes vector. 
 
2.2.  Laboratory setup 

Figure 2 shows the experimental optical scheme incorporating PM according 
to the technique for measuring both the characteristics of internal reflection and 
the polarization difference of the reflection coefficients for s- and p-polarized light 
[19,20]. 

An LGN-113 He–Ne laser with fixed wavelengths of 0.63 and 1.15 μm and 
an MDR-4 monochromator with a KGM-150 halogen lamp equipped with a linear 
polarizer are used as sources of linearly polarized light. The monochromator 
makes it possible to generate light with a wavelength in the range 0.4–2 μm and a 
minimum intensity no less than 1012 photons per cm2 s at a slit width of 0.1 mm. In 
both cases, the direction of linearly polarized light makes an angle of 45° with the 
modulator axes. A photoelastic modulator PEM transforms the wave polarization 
in such a way that during this period, the electric field azimuth changes its posi-
tion twice, from parallel to perpendicular relative to the plane of light incidence. 

Depending on the experiment, the modulator acts as an analyzer or converter 
of the light polarization state. These two components are separated by the ar-
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rangement of the modulator in the optical scheme as follows. If the modulator 
coupled with a linear polarizer is placed behind the sample, we have an analyzer 
of the polarization state and can measure the phase anisotropy (see inset in Fig. 2). 
In this case, the performance of the polarization analysis of light becomes more 
simple and convenient [21]. It is well known that the polarization analysis of light 
is a decomposition procedure for an elliptically polarized electromagnetic wave 
into the Stokes components. Among them are one circular component (V ) which 
is determined by the phase difference between the orthogonal components of line-
arly polarized waves and characterizes the magnitude of the phase anisotropy, and 
two linear components (Q and U ) which are differences between the correspond-
ing radiation intensities and characterize the amplitude anisotropy. 

To register the Q component, it is easy to measure an analogous parameter 
such as the polarization difference Δρ [22]. To this end, the modulator should be 
placed in front of the sample. In this case, we have a converter of the polarization 
state and can measure the amplitude anisotropy. So, after interaction with the 
prism and resonantly sensitive film on the prism working surface, the light is di-
rected to the photodetector (PD; a silicon or germanium photodiode). The light ab-
sorbed by the PD generates a signal having a variable component at the doubled 
modulation frequency in the first case (half-wave plate) and at the modulation fre-
quency in the second case (quarter-wave plate). This component is proportional to 
the reflection coefficient difference for the p- and s-polarizations. This latter case 
has some advantages over the former one, namely, a more acceptable operating 
mode of the modulator power supply and the possibility to use a more sensitive 
PD. 

Gold layers of different thicknesses are deposited onto the working surface of 
a total internal reflection half-cylinder. Since the reflection coefficients Rp and Rs 
are different, the signal is proportional to their difference: 

∆I ≈ (Rs
2 – Rp

2) sinωt, 
where t is time; this signal can be measured from the PD by a selective nanovolt-
meter with a synchronous-phase detector at the modulation frequency ω. 

In the same version, the arrangement of a linear polarizer G before the PD 
leads to modulation of the intensity of the polarized light beam with respect to 
which the polarizer is oriented for transmission. Then, the intensity measurement 
makes it possible to obtain the SPR characteristic in the conventional form, i.e., as 
a narrow angular dependence of the reflection coefficient for p-polarization only, 
Δρ = Rp

2, whose amplitude becomes minimal at resonance excitation. 
As for the practical significance, the detective ability of the PM technique 

with respect to the amplitude and phase anisotropy is 10– 4 and 10 – 6, respectively, 
which is very important for any current sensor devices. 

 
2.3.  Objects under investigation 

Thin gold films (Au 99.999%) 5 to 200 nm thick were deposited on a quartz 
substrate at room temperature by thermal evaporation from a molybdenum heater 
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in vacuum (10– 3 Pa). The deposition rate was 1–1.5 nms–1 and the film thickness 
was defined by the deposition time. Quartz plates 1 mm thick served as substrates. 
The free surface of the substrate is in contact with a half-cylinder segment of the 
same material on an immersion liquid (glycerin), and they form a half-cylinder. 
More careful measurement of the film thickness was performed by atomic force 
microscopy (AFM) NanoScope ׀׀׀a (Digital Instrument, USA) when studying 
sample topology. To this end, we use the mode of periodic contact of the film sur-
face with a silicon needle (rated needlepoint up to 10 nm). The 5-nm-thick film 
had a granular structure whose grain size correlates with thickness. The films with 
thickness over 10 nm had a smooth and continuous structure with low roughness. 
Some of these films were subjected to heat treatment at temperatures of 120°C and 
230°C in air for different time intervals. 

Thin gold films are also obtained by using pulsed-laser deposition on quartz 
substrates. The beam of a YAG: Nd3+ laser (wavelength of 1.06 μm, pulse energy 
of 0.2 J, pulse duration of 10 ns, and pulse repetition of 25 Hz) scanned target in a 
vacuum chamber in an argon atmosphere at a pressure of 10 – 20 Pa. We obtained 
two kinds of film. The first one was a thin gold film formed using an Au-target 
and deposited from a direct high-energy flux of erosion torch particles. The sub-
strate is located normally to the torch axis at a distance of 20 to 25 mm from the 
target. The density of the irradiation energy is 5 Jcm–2. The thicknesses of these 
films do not exceed 50 nm. The second type of film represents a composite nanos-
tructure including Au nanoparticles in an Al2O3 matrix. It is formed from the re-
verse low-energy flux of the erosion torch particles. The substrate is placed in the 
target plane at a distance of 5 – 10 mm from the torch axis. The target consists of 
gold and aluminum bits. The concentration of gold varies from 20 to 50%. The 
density of the irradiation energy is changed within 5 – 20 Jcm–2. Some of these 
films are subjected to heat treatment at a temperature of 400°C for 10 minutes. 
The surface morphology of the films of the first type is rough and consists of 
nanoparticles with different lateral dimensions and considerable height dispersion. 
The films of the second type are much more homogeneous, without clusters on the 
surface. They are characterized by smaller grain sizes. The films of the first type 
are single-phase with low porosity; whereas, the porosity in the films of the sec-
ond type is significant (20% – 40%). The films of the second type represent three-
phase systems including Au nanoparticles in Al2O3 matrices and air. 
 
3.  Results and discussion 

3.1.  Polarization modulation characteristics of nanosized gold films 

Figure 3 shows the dependence of the experimental value of polarization dif-
ference Δρ on the angle of incidence of light for the Au film of thickness d = 50 
nm at a wavelength of λ = 632 nm. The curves of Rp

2(θ) and Rs
2(θ) obtained by 

angular scanning of a prism with a resonantly sensitive film by p- and s-polarized 
beams are also shown here for comparison. It can be seen that the signal amplitude 
becomes maximal at the resonance angle θres, i.e., the angle at which the quantity 
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Fig. 3. Dependence of the reflection coefficients of (□) s- and (○) p-polarized light (Rs
2 and 

Rp
2, respectively), and (▲) polarization difference Δρ, and (solid line) the calculated de-

pendence of Δρ on the angle of incidence of light for a gold film with d = 50 nm. The cal-
culation was performed using the values L = 11 nm, λ = 632 nm, N0 = 1.456, N2 = 1.003, 
and Eq. (2) for N1 = n1 – iκ1 (after [22]). 

Rp
2(θ) generally becomes minimal [23]. It should be emphasized that permutation 

of terms in Eq. (2) affects only the signal sign and is of little importance in syn-
chronous phase detection. The amplitude of this signal is phase independent be-
cause the signal is measured with respect to one of the Rs

2(θ) or Rp
2(θ) curves that 

plays the role of the abscissa axis in this measurement technique. Note that the 
Rp

2(θ) and Δρ(θ) curves are not mirror reflected with respect to some horizontal 
axis, since the Rs

2(θ) curve exhibits dispersion near the resonance angle, which 
becomes especially pronounced with a decrease in the film thickness. This disper-
sion is related to the sharp kink in the Rs

2(θ) curve at the critical angle in the ab-
sence of a metal film that is smoothed out when the film thickness increases. 

Figure 3 demonstrates also a good agreement between the experimental and 
calculated (from Eq. (2)) characteristics of the polarization difference Δρ for a 
film of the same 50-nm thickness. We suggest that the optical properties of metal 
films, such as the refraction and extinction coefficients, decay with thickness ex-
ponentially. The following functions were used in this model: 

 n1 = 0.2 + exp(– 0.2 – d/L),   κ1 = 3.6[1 – exp(– d /L)]. (3) 

Here the characteristic length L plays the role of a fitting parameter. Its value is 
determined from the condition of best agreement between the calculated and ex-
perimental data at a wavelength λ = 0.632 μm to be L = 11.0 ± 0.5 nm. The am-
plitude values of the optical constants n1 and κ1 were referenced to vacuum values 
at zero film thickness; with an increase in the film thickness, they were extrapo-
lated to the bulk values reported in [24]. For the wavelength used in our experi-
ment, they are n1 = 0.2 and κ1 = 3.6. 
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Fig. 4. Dependence of the reflection coefficients for (□) s- and (○) p-polarized light (Rs

2 
and Rp

2, respectively) and (▲) polarization difference Δρ on the angle of incidence of light 
for a Au film with d = 5 nm; λ = 632 nm (after [22]). 

To interpret the negative value near the θ = 44° angle (Fig. 3), we use the an-
gular dependence of all three polarization characteristics, Rs

2(θ), Rp
2(θ), and Δρ(θ) 

measured for one of the thinnest samples studied. To explain this feature, Fig. 4 
shows separately the dependences of the coefficients of reflection of s- and p-
polarized light from the prism with a 5-nm-thick Au film. It can be seen that these 
curves cross each other near the critical angle (θ ≈ θcr) due to the violation of the 
conditions of total internal reflection for the metal film. Note that only the s-
polarized wave exhibits the anomalous reflection that causes the negative sign in 
the polarization difference Δρ(θ) that is also shown in Fig. 4. The range of angles 
at which the polarization difference becomes negative depends on the film thick-
ness as well. The lower limit of this range corresponds to the critical angle θcr = 
43°, with an extreme amplitude at d = 5 nm, while the upper limit is extended to 
the value corresponding to beam grazing with a decrease in the film thickness. In 
addition, these negative amplitude values of polarization difference depend on the 
sample thickness non-monotonically. 

The evolution of the SPR angular dependence, which is caused by changes in 
the thickness or nature of the metal film or changes in the dielectric properties of 
the external medium, measured by the classical method, has been fairly well stud-
ied [23]. However, the shape of the characteristics of the polarization difference 
differs significantly from that of these dependencies. This fact stimulates new con-
sideration of the influence of sample thickness on the evolution of the PM de-
pendence. To this end, we consider the angular dependence Δρ(θ) for samples 
with thicknesses d = 0, 5, 23, 35, 50, 90, 120, and 200 nm. These results (Fig. 5) 
are more convenient for visual analysis when compared to theoretical quantities 
that are presented in the form of a set of curves calculated from Eq. (2) and shown 
in the 3D inset in Fig. 5 for the angular range θ = 40° – 50° in the vicinity of the 
plasmon resonance and the range of film thicknesses from 0 to 100 nm. 
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Fig. 5. Dependence of the polarization difference Δρ on the angle of incidence of light for 
the Au films with thicknesses of (×) 0, (○) 5, (●) 23, (▲) 35, (□) 50, (■) 90, (▼) 120, and 
(⃟) 200 nm; λ = 632 nm; the inset shows the three-dimensional dependence of Δρ on the 
same parameters (θ, d ), calculated from Eq. (2) (after [22]). 

A comparison of the plots in Fig. 5 demonstrates qualitative agreement be-
tween the calculated and experimental data. Concerning quantitative agreement, a 
theoretical dependence can be put into correspondence with each individual ex-
perimental curve. Also this series of angular dependences of Δρ(θ) for different 
film thicknesses demonstrates the classical size effect. It is known that the abnor-
mal phenomena appear in the optical properties of metal films when the film 
thickness becomes comparable to the mean free path of electrons. 

It is necessary to note some characteristic features of this set. Two of them are 
related to the positive extrema of the parameter Δρ that are located on each side of 
the value θcr = 43°. The set of extrema that are located near θres ≅ 46° within a nar-
row angular range illustrates resonant interaction of light with surface plasmon–
polaritons. This first component of the angular polarization difference Δρ(θ) is re-
ferred to as the resonance component. The shape of the curves at θ < θcr is deter-
mined by the properties of incomplete internal reflection. The second component 
is revealed when the increase of metal thickness reduces the peculiarities of at-
tenuated internal reflection of light. The third feature of the angular dependences 
of the polarization difference is that they, along with the SPR component, contain 
a component due to the conventional reflection from the metal. The two compo-
nents last mentioned are referred to as non-resonance components of the polariza-
tion difference. 

An analysis of Eq. (2) that describes the SPR phenomenon shows that both the 
magnitude of the negative polarization difference Δρ and its distribution in the an-
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Fig. 6. Dependence of the polarization difference Δρ on the thickness d of a Au film at an 
angle of incidence of light θ = 42° and λ = 632 nm: (■) experimental data (solid) and results 
of the calculations (dashed), taking into account and disregarding the dependence of the op-
tical constants on the film thickness. The parameters are the same as in Fig. 3 (after [22]). 

gle–thickness coordinates depend to a great extent on the dependence relating the 
permittivity and thickness of the metal film. Figure 6 shows the dependence of the 
amplitude values of Δρ(θ) at θ = 42° (less then θcr) on the thickness of the Au film 
on the prism surface. Here the squares are the experimental data, and the solid and 
dashed curves show, respectively, the results of the calculations performed taking 
into account and disregarding the dependence of the optical constants on the film 
thickness. For such a dependence, we use the dependence of the refractive and ab-
sorption indices of films on their thickness d from Eq. (3) at L = 11 nm. This ex-
trapolation is justified by a more-than-satisfactory agreement between the experi-
mental data and the solid curve. The physical meaning of the parameter L can be 
interpreted as the film thickness at which an increase results in the bulk properties. 
In other words, this is an average value in the dependence between the optical 
constants of gold films and their thickness. This situation can manifest itself, for 
example, in the fact that the electromagnetic interaction of a wave with plasma, 
characterized by a set of parameters (one of which is the mean free path of elec-
trons under the field action), becomes independent of the film thickness. 

The non-resonance component of light reflection from a metal is most pro-
nounced for relatively thick films in which the resonant part of the angular charac-
teristic Δρspr(θ), due to its smallness, does not distort the angular dependence of 
the metallic reflection Δρmet(θ). The angular dependence Δρspr(θ) obtained for the 
Au film with d = 120 nm at λ = 0.6 μm is shown in Fig. 7 (circles), in comparison 
with the dependence Δρmet(θ) obtained by measuring the external reflection from 
the same film (squares) [25]. Recall that, in the case of external reflection, SPR 
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Fig. 7. Angular dependence of the polarization differences Δρ(θ) of the internal Δρspr (○) 
and external Δρmet (■) reflection for a Au film with d = 120 nm; λ = 600 nm (after [25]). 

does not manifest itself, and PM reveals only the polarization difference Δρ that 
decreases with an increase in the reflection coefficients for the s- and p-
polarizations. Note that both characteristics are shown in relative units obtained by 
normalization of the magnitudes to the same value. It is noteworthy that the ob-
served discrepancy between the curves Δρspr(θ) and Δρmet(θ) (Fig. 7) is not due to 
the measurement error; being highly reliable, this difference has a physical mean-
ing that is as follows. 

The relatively simple dependence Δρmet(θ) is determined by two characteristic 
parameters: the amplitude at maximum and its angular position. These parameters 
are related by the corresponding expressions to the refractive and absorption indi-
ces of the sample. One can easily make sure of it using the conventional Fresnel 
equations for external reflection of a material with a complex refractive index. 
Varying the refractive and absorption indices, one can obtain characteristics with-
out the SPR component that are in satisfactory agreement with the curves in Fig. 
7, at least, in their monotonic parts. Their analysis makes it possible to obtain ad-
ditional data on the relationship between the dielectric function and the metal film 
thickness, which is a separate problem. The results of measuring the internal re-
flection parameters reported in the form provided by applying the PM technique 
are not only convenient for analysis but also help expand the experimental possi-
bilities as well. This is facilitated by the ability to observe the resonant component 
against the background of a small total signal Δρ(θ) due to its amplification. 

Amplification becomes necessary when the SPR component in the characteris-
tic becomes vanishingly small for a particular reason, like an increase in the metal 
film thickness or a change in the wavelength. Nevertheless, even against the back-
ground of a small polarization difference Δρ(θ) for reflection from metal, this 
quantity remains reliably detectable. 
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Fig. 8. Angular dependences of polarization difference Δρ(θ) for a Au film with d = 50 nm 
at the wavelengths of (□) 500, (○) 600, and (▲) 900 nm (after [22]). 

PM techniques make it possible to investigate the evolution of the angular de-
pendences Δρ(θ) in the wide wavelength range λ = 0.4 – 2 μm. The results of the 
measurements at three wavelengths (Fig. 8) give an idea about the change in the 
shape and peak-to-peak ratio of the Δρ(θ) dependence with an increase in the wa-
velength. The angle θres corresponding to the maximum amplitude Δρ decreases 
with wavelength and tends to a constant value at θcr without exceeding it. This 
trend allows us to obtain the experimental dispersion SPR characteristic relating 
the plasmon resonance frequency and wave vector for the Au film with a thickness 
of 50 nm (Fig. 9). This characteristic for a given sample, its nature and shape, is 
typical of SPR and is described by a certain set of parameters, like the ranges of 
variation in the function and argument. 

 
3.2.  Size-dependent effects of internal reflection in gold-cluster films 

Most nanosized metal films do not have a uniform layer of metal [26], but 
rather have an inhomogeneous cluster structure. The optical properties of such 
films are determined by the nature of the light scattering from individual clusters 
or nanoparticles that may be entirely separated from or slightly touching each 
other [27]. The interaction of electromagnetic radiation with these particles has 
specific features due to the relation of their transverse dimensions to the electron 
mean free path. In other words, the relation of the relaxation time of a system of 
free electrons to the reciprocal frequency of a wave electric field determines the 
degree of response of the cluster electronic system to the external radiation. 
Hence, if the metal film thickness is comparable with the electron mean free path 
or de Broglie wavelength then the anomalous optical properties of the films ap-
pear; i.e., classical and quantum size effects take place, respectively [28,29]. A 
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Fig. 9. Dispersion characteristic of SPR for a Au film with d = 50 nm: (□) experimental da-
ta and (dashed line) light in vacuum (after [22]). 

critical thickness of 11 nm was obtained in [30] from transmission and absorption 
spectra of gold films. By changing the wavelength of incident radiation and re-
cording the reflection (transmission) of light by a film of a fixed thickness (or by 
changing the film thickness at a fixed wavelength), one can differentiate the ef-
fects of size on these films that may include the classical size effect [31] as well as 
its modification associated with the surface shape or cluster sizes (the topological 
size effect [32]). The specific features of polarization-dependent SPR effects in ul-
trathin gold films, in particular, in cluster structures are poorly studied. That is 
why they are of interest in the view of PM technique investigations [33]. 

The Fresnel formulas that strictly determine the propagation of light through 
interfaces of homogeneous media cannot be used in the case of ultrathin films. 
The known approximate models [34] based on the introduction of effective prop-
erties to analyze the light-matter interaction may be useful but cannot adequately 
describe this process and, hence, are not sufficient to determine the dielectric 
properties and topology of an object. The problem is also complicated by the fact 
that, as will be shown below, the dielectric properties and SPR in clustered metal 
films are determined by their topological characteristics rather than thickness. 

Figure 10 shows the angular dependences Rs
2(θ), Rp

2(θ), and Δρ(θ), at a wave-
length of λ = 1.15 μm for an Au film with a thickness d = 5 nm. For comparison, a 
typical dependence Rp

2(θ) for a sample with a thickness of 50 nm that is optimal 
for SPR [4] is also shown. By comparing the Rp

2(θ) curves for these samples, we 
can see that these curves have important properties that were not identified previ-
ously. First, their positive extrema near the angle θcr are almost the same despite 
the fact that the film thicknesses differ by an order of magnitude. Second, the an-
gular positions of these maxima coincide. And third, both curves tend to decrease 
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Fig. 10. Dependence of the reflection coefficients for (□) s- and (○) p-polarized light (Rs
2 

and Rp
2, respectively) and (▲) polarization difference Δρ for a Au film with d = 5 nm on 

the angle of incidence of light; (■) Similar dependence of Rp
2(θ) for a Au film with d = 50 

nm; λ = 1150 nm (after [33]). 

with increasing angle. This tendency is typical of the resonance interaction of a 
wave with an electron gas. Although the degree of decay and the band width of 
these dependences are different, each of them reflects the same condition of the in-
teraction of light with the electron system. 

From the condition following from the equality of wave vectors of the inci-
dent wave and the surface plasmon [5], we have for the case of a metal film with a 
geometrically plane surface:  

.)]([)(sin ωεεεωεθε ′+′= aaresg  

Here ε' is the real part of the complex permittivity of gold, ε = ε' + iε'', εg and εa are 
the permittivities of the prism material and ambience, respectively; and the angle 
θres corresponds to the minimum of the Rp

2(θ) curve. However, when passing from 
a film that is homogeneous throughout its thickness to a film consisting of clus-
ters, this relation, as well as the Fresnel equations, are inadequate. Nevertheless, 
external radiation can also excite an SPR in a cluster (island) film; the only differ-
ence is that the excited surface plasmon in this case is localized in a region of the 
particle surface such that the normal makes an angle θres with the incident wave 
vector. It is easy to imagine that if clusters were hemispherical, then, in some re-
gion of incidence angles, it would be possible to find a plane surface on this hemi-
sphere that satisfies the dispersion condition. In this case, the narrow resonance 
band of the Rp

2(θ) function (black squares in Fig. 10) spreads over a wide angular 
range and transforms into the curve with open circles. Because of this, the ampli-
tude measured from the maximum of the total internal reflection coefficient, 
Rp

2(θ) = 1, decreases. 
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Fig. 11. Angular dependences of polarization difference Δρ(θ) for a Au film with d = 5 nm 
at the wavelengths of (×) 450, (□) 500, (▲) 600, (■) 800, (⃟) 900, (●) 1000, (○)1200 nm. 
The inset shows the surface topology of this film (after [33]). 

Note that this situation also agrees with the Heisenberg uncertainty relation 
ΔxΔp ≥ h/2 applicable to quantum particles, including surface plasmons. In par-
ticular, the localization of a surface plasmon on a decreasing area of the cluster, 
corresponding to the approximately linear part of the hemispheric surface, leads to 
an uncertainty in the plasmon wave vector and, hence, to a spread in the direction 
and magnitude of the excitation wave vector. This, in turn, implies that the reso-
nance condition for the interaction of light with the film electronic system is satis-
fied in a wide range of incidence angles. 

The hemispherical approximation of the cluster shape also explains the reso-
nant nature of the interaction of the s-polarized light with the film (see Fig. 10). 
This is evidenced by the fact that the angular dependence of the reflection coeffi-
cients Rp

2(θ) and Rs
2(θ) differ only quantitatively, which is indicated by the polari-

zation difference Δρ. Therefore, from the angular dependence of the polarization 
difference Δρ(θ), one can evaluate the surface plasmon excitations by both s- and 
p-polarized electromagnetic radiation. In this case, it seems reasonable to consider 
the evolution in the behavior of the polarization difference Δρ caused by a change 
in the film topology, first of all, by a change in the size of its clusters. In practice, 
it is more convenient to compare the Δρ(θ) dependence obtained at a fixed sample 
topology and different wavelengths. From the viewpoint of the relation between 
the cluster size and the electron mean-free path, which is determined by the action 
of the wave field at a distance corresponding to one wave period, or wavelength, 
these two methods are equivalent to a first approximation. 

The angular dependences of the polarization difference Δρ(θ) were measured 
on a sample of Au film with a thickness d = 5 nm over a wide wavelength range, 
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from 450 to 1200 nm (Fig. 11). The investigation of the film topology showed (in-
set in Fig. 11) that the film consisted of separate cylindrical clusters with diame-
ters of 30 – 80 nm and heights of 5 – 25 nm. In the 1×1-μm area, the height drop 
was 30.24 nm and the root-mean-square (RMS) roughness was 4.95 nm. 

Initially, we obtained a set of crossing curves, corresponding to different wa-
velengths of incident light that differed in both amplitude and shape. For greater 
convenience, all curves were normalized to a constant value of extrema. The ob-
served small shift of the extremum to larger angles with increasing wavelength 
agrees with the dispersion of the refractive index of the half-cylinder material. 
However, the most important fact is that the curve corresponding to the polariza-
tion difference for the wavelength λ = 800 nm is, unlike the rest of the curves, lin-
ear in a wide region. The other curves can be divided into two groups that fall on 
both sides of the linear dependence. Taking into account such behavior, we have a 
system that can be described by opposite signs of curvature. As is shown by our 
analysis, the sign of curvature reflects the resonance nature of the interaction of 
differently polarized light with the electron system. Thus, the positive curvature of 
Δρ(θ) characterizes the resonance mechanism of simultaneous interaction of s- 
and p-polarized light with clusters. The Δρ(θ) dependence with the negative cur-
vature is related to the resonance solely with the p-polarized light. Finally this se-
ries of angular dependencies of Δρ in a wide wavelength range demonstrates the 
topological size effect. 

To substantiate and systematize our results, we measured all three polarization 
characteristics of an Au film with d = 10 nm in the initial state and after thermal 
annealing. It is known that annealing of a thin film results in aggregation of the 
metal in balls [35]. Owing to this fact, the film turns, partially or completely, into 
an island having a constant mass thickness. This results in violation of not only the 
total internal reflection but also the reflection at angles smaller than the critical 
one. 

The corresponding film topologies in the initial state and after annealing are 
shown in Fig. 12a,b. The initial Au film was solid, with a surface consisting of 
grains 20 – 45 nm in diameter and 0.5 – 2 nm in height, with fuzzy boundaries. 
The film was very smooth, the height drop was 6.78 nm, and the RMS was 0.91 
nm. Annealing at a temperature of 230°C in air radically changed the film struc-
ture. Similarly to [33], the film was structured into separate clusters of irregular 
shape, with increased diameters (30 – 50 nm) and heights (6 – 30 nm). The rough-
ness characteristics were close to those of the initial 5-nm film; the height drop 
was 35.89 nm and RMS roughness was 5.69 nm. 

The results of initial film measurements (Fig. 13a) show clear evidence of sur-
face plasmon–polariton resonance interaction for p-polarized radiation only 
(opened circles) and almost complete lack of reflection of s-polarized radiation 
(opened squares). An increase in the reflection coefficient of s-polarized radiation 
after annealing (Fig. 13b) is indicative of the typical SPR interaction of light with 
the cluster electron system. Moreover, the sharpness of the extremum of Rp

2(θ) 
that characterizes the resonance degree is reduced after annealing. This change, 
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(a) (b) 
 

Fig. 12. Surface topology of a Au film with d = 10 nm (a) in the initial state and (b) after 
annealing (after [33]). 

35 40 45 50 55 60 65 70 75 80

-8

-6

-4

-2

0

2

4

6

8

 

 
35 40 45 50 55 60 65 70 75 80

-8

-6

-4

-2

0

2

4

6

8

 

 

θ, deg 
θ, deg.

Δρ
, R

s2 , R
p2 , a

rb
. u

ni
ts

 

Δρ
, R

s2 , R
P2 , a

rb
. u

ni
ts

 

(а) (b) 
 

Fig. 13. Dependence of reflection coefficients for (□) s- and (○) p-polarized light (Rs
2 and 

Rp
2, respectively) and (▲) polarization difference Δρ for a Au film with d = 10 nm on the 

angle of incidence of light: (a) in the initial state and (b) after annealing. A similar depend-
ence Δρ(θ) is seen for a Au film with d = 5 nm at λ = 1150 nm (⃟) (after [33]). 

along with the unchanged curve shape, is explained by a decrease in the effective 
film surface due to the hemispherical surfaces that do not satisfy the above rela-
tion. The negative sign of curvature of the Δρ(θ) curve in the range of angles ex-
ceeding the critical one is also changed to positive, which is more evidence for 
SPR excited by s-polarized light. Also the polarization characteristics and the 
AFM images of the film with d = 5 nm in the initial state and the film with d = 10 
nm after annealing are similar. This is shown by coincidence of the curve with di-
amond symbols of the angular polarization difference Δρ(θ) for the sample with d 
= 10 nm and the same curve for the film with d = 5 nm. 

For a more in-depth study of the transition process from classical to topologi-
cal size effect, we investigated the gradual influence on the polarization character-
istics of the surface structure using gradual annealing. Three Au films with the 
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(b) (a) (c)  

Fig. 14. Surface topology of a Au film with d = 20 nm (a) in the initial state, (b) after an-
nealing at T = 130°C, and (c) after annealing at T = 230°C. 

same thickness, d = 20 nm in the initial state, had similar angular characteristics of 
Δρ(θ). The surface structure of the first film (sample 1) remained unchanged. Re-
structuring of the second and third surfaces was performed by annealing at tem-
peratures of 130°C (sample 2) and 230°C (sample 3). The corresponding topolo-
gies are shown in Fig. 14. Sample 1 was solid and homogeneous, with a surface 
RMS of 1.91 nm. The film was very smooth (Fig. 14a). Annealing of sample 2 led 
to increasing roughness and, as a result, its surface consisted of grains 35 – 80 nm 
in diameter and 5 – 13 nm in height. Moreover the height drop was 7.41 nm and 
the RMS was 2.33 nm (Fig. 14b). Further annealing of sample 3 led to the forma-
tion of a porous structure and separate clusters 80 – 180 nm in diameter and 18 –
25 nm in height. The height drop was 21.73 nm and the RMS was 7.24 nm (Fig. 
14c). 

In further consideration, it is necessary to mark another peculiarity in the be-
havior of the polarization difference Δρ(θ) [36]. Figure 15 shows three angular 
characteristics of Δρ(θ) for samples 1, 2 and 3. There are two intersection points 
of Δρ with the abscissa axis at some angles that lay on each side of the critical an-
gle θcr. At these points the polarization difference is equal to zero and reflection 
does not depend on the polarization state of the wave. Therefore, the isotropic re-
flection condition for s- and p-polarized radiation takes place, with Rs

2 = Rp
2. This 

peculiarity cannot be described by the Fresnel formulas, either its position in the 
angular dependence or especially the number of intersections. One of them (lo-
cated at θ < θcr) is caused by the presence of an absorbing medium on the surface 
of the totally reflecting prism. Its origin is as follows. Action of the electric field 
of the s-polarized wave that is not restricted by the surface results in stronger ab-
sorption of the energy of the s-polarized wave in the absorbing medium as com-
pared to that of the р-polarized wave. The decrease of the reflection coefficient is 
the reason for the anomalous reflection. Another isotropic point in the angular de-
pendence of the polarization difference (located at θ > θcr) is due to the resonance 
interaction of radiation with the electron system of the cluster. Its angular position 
depends on the resonance condition of the interaction between the cluster and ra-
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Fig. 15. Angular dependence of the polarization differences Δρ(θ) for a Au film with d = 20 
nm (□) in the initial state, (●) after annealing at T = 130°C, and (▲) after annealing at T = 
230°C; λ = 630 nm. 

diation with р-polarization or both s- and p-polarizations. Also this point is very 
sensitive to any changes, for example, to those of wavelength and structural fea-
tures of films. 

If the topology of a film surface changes into a cluster structure, the angle of 
isotropic reflection becomes sensitive to the degree of film clustering owing to 
changes in the ratio between the intensities of polarizations. Since it is difficult to 
give the definition of the degree of clustering, we will analyze the dispersion angle 
of isotropic reflection θ|Δρ=0 = f (λ) that is located to the right of the critical angle 
(θ|Δρ=0 > θcr). 

Figure 16 shows the dependence of the angle of isotropic reflection on wave-
length for Au films 1, 2 and 3 with the same thickness of 20 nm. One can see that 
the angle corresponding to the condition of equality of the reflection coefficients 
depends non-monotonically on the radiation wavelength. The same behavior of 
the curves in the wavelength range λ = 400 − 700 nm for the initial (film 1) and 
annealed at T = 130°C (film 2) samples characterizes their morphology as solid. 
Both curves also have a break, but at different wavelengths. For these dispersion 
curves θ|Δρ=0(λ) tends to the critical angle θcr with increasing wavelength in the 
range of λ > 500 nm. Therefore, the classical size effect dominates in gold films 1 
and 2. For gold film 3, its dispersion characteristic of angle of isotropic reflection 
has a point of inflection at a wavelength λ = 500 nm, which can be treated as an 
indication of porous film structure. The common feature for all dispersion curves 
in Fig. 16 is their location on a scale of ordinates in the range of angles close to 
the critical angle θcr, with the common resonant mechanism of surface plasmon-
polaritons excitation by p-polarized radiation only. 
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Fig. 16. Spectral dependence of the angle of isotropic reflection of light θ|Δρ=0(λ) for a Au 
film with d = 20 nm (□) in the initial state, (●) after annealing at T = 130°C, and (▲) after 
annealing at T = 230°C. 
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Fig. 17. Spectral dependence of the angle of isotropic reflection of light θ|Δρ=0(λ) for Au 
films with thickness of (▲) 5, (●) 10, (■) 20 nm: (a) in the initial state, (b) after annealing 
at T = 230°C (after [36]). 

Similar research was performed for film thicknesses d = 5, 10, and 20 nm be-
fore and after annealing at a temperature T = 230°C. The results obtained on 
θ|Δρ=0(λ) for these Au films are presented in Fig. 17. With the help of additional 
investigations of the angular characteristics of polarization difference, it is possi-
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Fig. 18. Dependence of reflection coefficients for (□) s- and (○) p-polarized light (Rs
2 and 

Rp
2, respectively) and (▲) the polarization difference Δρ on the angle of incidence of light 

for a Au film with d = 20 nm obtained by pulsed laser deposition (a) in the initial state and 
(b) after annealing; λ = 630 nm (after [37]). 

ble to interpret the behavior of the curves. One can see that the curves correspond-
ing to smaller thicknesses are arranged higher than those for the previously con-
sidered samples with thickness d = 20 nm. This peculiarity is associated with dif-
ferent thickness of Au films. The angular arrangement of these curves at λ > 500 
nm can be treated as follows. On the one hand, if a curve tends to a glancing an-
gle, then the excitation of surface plasmons will take place by both p- and s-
polarized radiation. On the other hand, if the curve tends to the critical angle then 
the excitation of surface plasmons by p-polarized radiation only will occur. More-
over, at wavelengths λ > 500 nm, points of inflection take place for all curves. 

In conclusion, one can say that in the first region the topological size effect is 
predominant, with excitation of surface plasmons in gold films having a cluster 
structure; whereas, in the second region the classical size effect dominates, with 
excitation of surface plasmon–polaritons in gold films having a homogeneous 
structure. Figure 17 illustrates the transition from the classical size effect to the 
topological one. However, in-depth determination of the physical origin of the 
dispersion of the isotropic reflection point θ|Δρ=0(λ) located to the left of the critical 
angle θcr remains beyond the scope of this chapter. 

 
3.3.  Mechanism of resonance interaction in gold–dielectric composite films 

The above results from single-phase nanosized gold films obtained with the 
PM technique can provide new information about the surface plasmon excitation 
in gold–dielectric nanostructures [37]. For performing such experiments, compos-
ite nanostructures including gold nanoparticles in the aluminum oxide matrix were 
used (see Section 2.3). 

At first, the characteristics of the angular polarization difference Δρ(θ) at a 
wavelength λ = 630 nm were obtained, both before and after thermal annealing, 
for an Au film with thickness d = 20 nm prepared using the pulsed laser deposition 
technique (type 1, see Section 2.3). They are presented in Fig. 18. One can see the 
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Fig. 19. Angular dependence of the polarization differences Δρ(θ) for a Au film with d = 20 
nm obtained by (□) thermal evaporation and by (■) pulsed laser deposition; λ = 1150 nm 
(after [37]). 

change of sign curvature from negative (corresponding to the initial sample) to 
positive (corresponding to the annealed sample). After annealing, the dispersion in 
the curve Rs

2(θ) becomes more intense, and the magnitude of the resonance extre-
mum in the curve Rp

2(θ) decreases correspondingly. This indicates that the condi-
tion of the surface plasmon excitation is fulfilled over the whole range of angles 
exceeding the critical one. Moreover, if the Au films obtained by thermal evapora-
tion in vacuum have a mirror surface then these films deposited from the direct 
beam of the erosive torch are characterized by a rough relief caused by different 
sizes of separate granules, crystallized drops, and nanoparticles with a shape vary-
ing from spherical to ellipsoidal and spherical ones.  

Besides, the comparison of the angular characteristics of Δρ(θ) at a wave-
length λ = 1150 nm for two Au films of the same thickness (d = 20 nm) demon-
strates the pronounced difference in their structure (Fig. 19). One of these films 
was considered in Fig. 18 and another one, obtained by thermal evaporation in 
vacuum, was considered previously in Fig. 15. Such reflectance behavior confirms 
that the corresponding samples have cluster structure with high roughness and 
smoother homogeneous structure, respectively. We can consider this cluster film 
as a nanocomposite film consisting of gold nanoparticles and some dielectric 
component (for example, air). The penetration depth of the electromagnetic wave 
in the metal increases because of the presence of the dielectric component. As a 
result, the dispersion relations are fulfilled over the wider range of incidence an-
gles. 

Figure 20 shows all three angular polarization characteristics, Rs
2(θ), Rp

2(θ), 
and Δρ(θ), at a wavelength λ = 630 nm for the nanocomposite film including Au 
nanoparticles in Al2O3 matrixes. One can see that the resonance characteristics of 
the interaction of s- and p-polarized radiation with electrons of Au nanoparticles is 
more pronounced in this film as compared with pure gold films. It is unusual that 
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Fig. 20. Dependence of the reflection coefficients for (□) s- and (○) p-polarized light (Rs
2 

and Rp
2, respectively) and (▲) polarization difference Δρ on the angle of incidence of light 

for a Au/Al2O3 film obtained by pulsed laser deposition. A similar dependence is calculated 
using the values N0 = 1.445, N2 = 1.003, λ = 630 nm, d = 100 nm, N1s = n1s – iκ1s, N1p = n1p 
– iκ1p, np = 1.53, κp = 0.065; ns = 1.51; κs = 0,08 (solid curves) (after [37]). 

the intensity of the s-polarized wave is higher than in the case of the p-polarized 
wave based on their estimation from the ratio of the amplitudes at the critical an-
gle and in the minimum region. This could be due to the anisotropy of the dielec-
tric properties of Au nanoparticles as well as to their preferred orientation. In addi-
tion, as was shown in [38], the role of the substrate appears to be different for the 
two states of the polarized radiation at the expense of the polarization of the sub-
strate by the wave field. In this case, the film under investigation is characterized 
by the anisotropy of dielectric properties, not only due to the oblique incidence of 
light, but also due to the macroscopically heterogeneous structural character. 

The application of the Fresnel formulas to the description of the experimental 
results obtained for our media is possible only with regard for the following condi-
tion. To the film, we assign a certain indicatrix of dielectric properties based on 
the complex refractive index separately for s- and p-polarized radiations. Eventu-
ally, we describe satisfactorily all the three results of measuring the angular char-
acteristics Rs

2(θ), Rp
2(θ), and so Δρ(θ) by means of the Fresnel formulas with the 

use of multiparametric fitting of the components of the complex refractive index 
for two orthogonal polarizations. The fitting procedure appears to be simple as the 
directions of variation of the curve shape (i.e., the amplitudes of the extrema and 
their angular positions) differ in the case of independent variations of the refrac-
tive and absorption indices. In addition, we do not use the dependence of the opti-
cal constants on the film thickness, as was done in [22] according to Eq. (3), be-
cause its thickness is much larger than the characteristic parameter of this 
dependence. The best agreement between the results of calculations and measure-
ments is reached if we assign the only possible combinations of the refractive in-
dices ns = 1.51, np =1.53 and absorption indices κs = 0.08, κp = 0.065 to the com-
posite film. 
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The obtained optical constants allow us to derive a conclusion about the role 
of Au nanoparticles in the optical parameters of a composite substance. Their 
presence in the dielectric medium results in a decrease of the effective refractive 
index of the composite film as compared to that of the Al2O3 matrix (n = 1.765 at λ 
= 632 nm). As to the absorption index, its value is lower than that in a homogene-
ous gold film (κ = 3.6 for the same wavelength). In other words, the optical con-
stants of the system take on intermediate values between the components of the 
film. Their specific magnitudes are somehow related to the solution concentration. 
 
4.  Conclusions 

For the first time, the use of the polarization modulation technique of electro-
magnetic radiation for investigations of the SPR effect in gold nanosized films 
provides the possibility to obtain information on the structural and morphological 
peculiarities of films with thicknesses up to 5 nm. New features of linear ampli-
tude anisotropy of the internal reflection in the SPR effect were revealed that are 
related to the size effects in the homogeneous and cluster gold films as well as in 
gold–dielectric nanocomposite structures. 

A new registration principle of the SPR effect is offered by measuring the po-
larization difference ∆ρ of the reflection coefficients for s- and p-polarized light 
analogous to the Q component of the Stokes vector. It is easy to determine the 
domination of metal or dielectric optical properties in metal films owing to the 
presence of resonant and non-resonant components in the angular polarization dif-
ference. It is found that the gold film thickness value of 11 ± 0.5 nm is the charac-
teristic parameter of the exponential dependence of the refraction and extinction 
coefficients on the gold film thickness. This characteristic parameter is the transi-
tional value of optical properties from dielectric to metal ones. 

The PM technique that operates with spatially dependent azimuths of the elec-
tric field allows us to separate the anomalous behavior of the optical properties of 
homogeneous and cluster gold films associated with the simultaneous manifesta-
tions of both the classical and topological size effects. A qualitative model of tran-
sition between them in the nanosized gold films is presented. It is revealed that the 
sign of curvature of the angular dependence of the polarization difference ∆ρ(θ) 
shows two different resonance mechanisms of interaction between radiation and 
the electron system of nanosized gold films. The surface plasmons are excited by 
p-polarized light or both s- and p-polarized light if a metal film has homogeneous 
or cluster structure, respectively. This effect is demonstrated for gold films having 
different degrees of clustering that is represented in the frequency dispersion char-
acteristic of the angle of isotropic reflection where ∆ρ = 0. These new features in 
the surface plasmon resonance effect can serve for testing the topological proper-
ties of the surface of thin absorbing films as well as for the determination of their 
optical parameters and thicknesses. 

Moreover, for nanocomposite films with gold nanoparticles within a dielectric 
matrix, it is demonstrated that such films can be characterized by an anisotropy of 
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their dielectric properties, not only because of oblique incidence of light but also 
owing to their macroscopically heterogeneous structure. 
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Inferring microstructure and turbulence  
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with Doppler–polarimetric radars 
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Abstract. Doppler radars are able to measure important parameters of the target 
velocity. In contrast, polarimetric radars are very sensitive to features of the target 
shape and orientation relative to the radar beam direction. This chapter describes a 
novel Doppler–polarimetric approach to radar remote sensing. The combination 
of the Doppler ability and polarization diversity in the radar technology enables 
more comprehensive investigations of objects and phenomena in radar coverage. 
The discussion is adapted to the case of atmospheric remote sensing. A special 
case of cloud and precipitation observations is considered in greater detail. Mathe-
matical models of signals and spectra of Doppler–polarimetric returns are dis-
cussed. It is demonstrated (theoretically, by simulation, and by real data process-
ing) that important parameters of dynamic characteristics and microstructure of 
meteorological objects can be retrieved from Doppler–polarimetric observations. 
These results lead to new interesting and important applications like turbulence in-
tensity measurement, drop size distribution estimation, recognition of type of scat-
terers, detection of hail zones, etc. 

Keywords: microwave scattering, polarimetry, phenomenological model, atmospheric remote 
sensing, spectral differential reflectivity, turbulence intensity retrieval, Doppler radar  

1.  Introduction 

The purpose of remote sensing is to derive information about properties of the 
outlying objects under observation using special technique without coming into 
physical contact with the object. Radar meteorology uses remote-sensing tech-
niques to study physics of clouds and precipitation and to obtain meteorological 
information for different important applications such as aviation, hydrology, cli-
matology, agriculture, and weather manifestation.  

The advent of meteorological radars (initially non-coherent) was a very sig-
nificant benefit for both operational work and research in the atmosphere. Radar 
–––––––––––––––––––– 
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reflectivity (Z ) measurement was the first stage of quantitative observations in ra-
dar meteorology. Rapid advances occurred when Doppler radars were introduced 
into the practice of radar meteorology. The early years of Doppler radar in mete-
orology are described by Rogers (1990). However, neither reflectivity nor Doppler 
measurements can separately solve the problem of obtaining unambiguous infor-
mation on microstructure and wind dynamics in clouds and precipitation.  

Multi-parameter techniques, which involve simultaneous application of a set 
of informative parameters and/or a set of different facilities promise new possi-
bilities. Probably, radar polarimetry provides the best and, at least, the simplest 
way to switch from single-parameter to multi-parameter measurements. It does not 
require an extra frequency contribution. The study of polarization features of non-
spherical water drops was actually started in the 1950th (Seliga et al. 1990). The 
problem of elliptically polarized electromagnetic wave scattering by non-spherical 
atmospheric particles was solved in the Rayleigh approximation, and the first ex-
perimental measurements were performed (Shupiatsky 1959). A period of rapid 
advance in radar polarimetry occurred since the mid 1970s up to mid 1980s, when 
the potential of the differential reflectivity (Zdr) was analyzed (Seliga and Bringi 
1976) and then much work was done to develop and better understand diverse me-
teorological applications of radar polarimetry. In addition to the differential re-
flectivity, other polarimetric parameters such as the linear depolarization ratio 
(Ldr), specific differential phase (Kdp), and cross correlation coefficient (ρhv) were 
introduced. Since then, the progress in weather radar polarimetry has been gradual 
but steady.  

While the first polarimetric methods were developed for non-coherent radars, 
currently we can see a growth of activity in radar polarimetry related to Doppler–
polarimetric studies. The advent of multi-polarization techniques gave a strong 
impetus to the development of quantitative operational radar measurements of 
rainfall. It has also enabled radar meteorologists to study physical processes in 
precipitation in more detail. The correct use of Doppler–polarimetric information 
could help answer many questions concerning the microstructure and dynamics of 
rain. A detailed analysis of the capabilities of multi-polarized Doppler radars for 
the remote sensing of precipitation was performed by Russchenberg (1992). There 
are two comprehensive books available to the scientific community and engineers 
on the Doppler weather radar (Doviak and Zrnić 1993) and polarimetric weather 
radar (Bringi and Chandrasecar 2001) theory and application.  

The combination of polarization diversity with Doppler measurements opens 
additional possibilities for the study of microphysics and dynamics of scatterers in 
the atmosphere, and the effect of this combination, i.e., Doppler polarimetry, 
should be significantly greater than the sum of the effects of the Doppler capabil-
ity and polarimetry applied separately. Doppler–polarimetric radars enable one to 
estimate many variables related to different properties of hydrometeors. Never-
theless, the number of variables is always limited, and the fact that the variables 
are not completely independent is even more important. However, it is obvious 
that a simple increase of the number of observables is not the best way to maxi-
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mize the efficiency of remote sensing.  
One of the first coherent radar systems developed for the study of atmospheric 

objects using different polarizations for both transmission and reception was the 
Delft Atmospheric Research Radar (DARR) designed and implemented in The 
Netherlands. It was the 9-cm Frequency Modulated Continuous Wave (FM-CW) 
Doppler radar installed on the roof of the 21-storey TU-Delft building not far from 
the Dutch sea shore (Ligthart and Nieuwkerk 1980). The next Doppler–polarimet-
ric product of the TU-Delft was the Transportable Atmospheric RAdar (TARA; 
Yanovsky et al. 1997; Heijnen at al. 2000). Both DARR and TARA were designed 
as fully polarized systems in the linear orthogonal polarization basis.  

The advent of the Doppler–polarimetric technique of observation is accompa-
nied by the rapid growth in the number of measured variables. The means of data 
interpretation became better, but also much more complicated. It was necessary to 
examine the relationships between different Doppler and polarimetric parameters 
and, perhaps, to find new measurands characteristic of and suitable for Doppler 
polarimetry. This was described in Yanovsky (1998a), where new measurands 
such as the spectral differential reflectivity sZdr(v) and the spectral linear depo-
larization ratio sLdr(v), which are functions of the Doppler velocity (or fre-
quency), were introduced and studied, as well as other parameters such as the 
slope of sZdr (SLP) and differential Doppler velocity (DDV). The DDV was pro-
posed and studied by Wilson et al. (1997) as a parameter for the drop size distri-
bution retrieval. The idea of differential reflectivity and differential phase repre-
sentation as a Doppler distribution was suggested earlier in Kezys et al. (1993), 
although not much analysis was done there. Using spectral analysis, the polarimet-
ric parameters can be expressed as functions of Doppler frequency or radial ve-
locity. This approach has been used for different applications (e.g., Yanovsky and 
Ligthart 2000; Unal et al. 2001; Yanovsky et al. 2005; Bachmann and Zrnić 2006; 
Wang et al. 2008).  

Different meteorological dual-polarization Doppler radars (research-level and 
operational) have been developed in Great Britain, France, Germany, The Neth-
erlands, and the USA for different frequency bands (S, C, X). For example, 
SELEX-Gematronik manufactures dual-polarization Doppler radars METEOR 
635C and METEOR 1600C. The KOUN radar in the USA, operated by the Na-
tional Severe Storms Laboratory (NSSL), is a research prototype of the dual-po-
larization WSR-88D, and the US network of WSR-88D is being upgraded (Zrnić 
and Boren 2008). Taking into account that a massive introduction of Doppler–
polarimetric meteorological radars into operational practice is expected soon, it is 
very important to develop new efficient approaches and algorithms of signal proc-
essing and data interpretation; the existing research-level radars are an important 
tool for that. It is appropriate to remind the reader that among the numerous other 
experimental results obtained with the DARR in the 1990s, an unexpected one 
was obtained during Doppler–polarimetric measurements of overcast rain. It con-
cerned a significant correlation between Ldr and the Doppler spectrum width ob-
served sometimes (Russchenberg 1994). This result was preliminarily interpreted 
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as being caused by turbulence, but definitely required a more rigorous investiga-
tion. 

Currently much effort is expended in working up different schemes to relate 
observed polarimetric signatures with various properties of scattering hydrome-
teors. The inverse scattering problem is always an incorrectly posed one from the 
mathematical point of view. The verification of solutions of such problems is dif-
ficult. So, how to solve the inverse scattering problem? One approach consists of 
modeling the scattering characteristics of various hydrometeor populations, com-
puting the expected observables, and comparing them with experimental data. Un-
fortunately, compatible in situ measurements are usually unavailable. However, it 
could be possible to derive compatible data from indirect measurements related to 
multi-parameter and multimode applications. For example, drop size distributions 
derived from Doppler spectral data obtained with vertically looking radars could 
be compared with polarimetric measurements at grazing incidence, or both Dop-
pler and polarimetric information could be extracted from the signal received at 
elevation angles between 0° and 90°, and so on. 

The problem of data interpretation could be simplified if reliable and physi-
cally transparent models of the relationships between Doppler–polarimetric ob-
servables and measured properties of the object were available. Several specific 
models have been developed and described in the literature. For example, a model 
for the simulation of radar scattering from precipitation is presented in Kwiat-
kowski et al. (1995). This model takes into account polarization features caused by 
nonspherical shapes and canting of drops and provides the rms scattering matrix 
for an ensemble of canting drops with a prescribed two-parameter canting-angle 
distribution. The model of the effect of turbulence on the radar signal coming from 
clouds and precipitation (Yanovsky 1996) takes into account the behavior of iner-
tial droplets under the action of turbulence. One can find several important partial 
models in Russchenberg (1992). However those models use integrated parameters 
of the drop size distribution as initial data and cannot relate everything simultane-
ously: the turbulence parameters, drop size distribution, shape and spatial orienta-
tion of drops on the one hand, and the Doppler spectrum and polarization observ-
ables on the other. A successful attempt to construct a general Doppler–polarimet-
ric spectrum model was made in Yanovsky (1998b), and subsequently this phe-
nomenological model was widely discussed (Yanovsky 2002) and used for turbu-
lence estimation (Yanovsky et al. 2005). 

The purpose of this chapter is to describe the concept and the most important 
details of the complex mathematical model of Doppler–polarimetric returns from 
precipitation, taking into account the microstructure and dynamic characteristics 
of the object under observation and the mode of sounding by the polarimetric ra-
dar with given performance specifications, as well as to demonstrate (theoreti-
cally, by simulation, and by real data analyses) that important parameters of tur-
bulence and microstructure of meteorological objects can be retrieved from Dop-
pler–polarimetric observations. 
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2.  Doppler–polarimetric approach 

2.1.  Doppler approach 

A Doppler radar is able to measure important parameters of the target veloc-
ity. Let us consider a droplet as the target. The radial velocity of the droplet rela-
tive to the radar depends on a number of factors. The droplet is falling down with 
the vertical rate of fall ,gV  which contributes a radial component .grV  The influ-
ence of the wind and turbulence )(tVw  causes a radial component ).(tVwr  In the 
case of a moving carrier (with a speed )cV  of the radar, there is an unwanted con-
tribution to the radial velocity crV  which may change in time with changing angle 

)(tα  between the direction of movement and the antenna beam axis. In the case of 
a ground-based radar, the crV  component is absent. In reality, the situation is 
much more complicated. Due to a number of moving scatterers in the radar resolu-
tion volume, the reflected signal contains the entire spectrum of Doppler frequen-
cies forming the Doppler spectrum. The Doppler spectrum (*)S  is the power 
spectrum of a complex signal expressed as a function of the Doppler frequency 

)( fS  or velocity ).(vS  The spectrum )(vS  is interpreted as the reflectivity-
weighted distribution of radial velocities of scatterers in the resolution volume. 
Thus, dvvS )(  is equal to the received power in the velocity interval .dv  Based on 
this definition, )(vS  should be normalized according to  

 .)( RxPdvvS =∫
∞

∞−

 (1) 

Here, RxP  is the mean received power which can be calculated from the radar 
equation:  

 ,|| 2
2 KZ

R
CP PS

Rx =  (2) 

where PSC  is the dimension factor depending on the performance specifications 
of the radar, R  is the distance between the radar and the object observed (i.e., the 
resolution volume), and Z  is the radar reflectivity factor. The latter is a parameter 
of the object; in the case of a rain, it can be computed by summing up the sixth 
powers of the diameters of all the drops contained in a unit volume. Assuming that 
the drop size distribution )(DN  is a continuous function of the drop size ,D  the 
reflectivity factor can be written as follows: 

 .)(
0

6∫
∞

= dDDNDZ  (3) 

The reflectivity factor is related to the reflectivity η  (i.e., the specific radar cross 
section of a volume-distributed target) via the wavelength λ  according to  
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Z
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Here, 2|| K  is the dielectric factor depending on the complex refractive index of 
the target (≈0.93 for water and ≈0.19 for ice). The reflectivity η  is defined as  

 ,∑=
i

ii Nση  (5) 

where iN  is the number of hydrometeors per unit volume with a radar cross sec-
tion (RCS) ,iσ  and the summation is performed over all the hydrometeors in the 
unit volume. In accordance with the definition given above, the Doppler spectrum 

)(vS  can be modeled as being proportional to the following integral: 

 .)()()()(
max

min

∫∝
D

D

r dDDNDDvpvS σ  (6) 

Here, )( Dvpr  is the probability density function (PDF) of the radial velocity of a 
scatterer of size ,D  )(Dσ  is the RCS of this scatterer, and )(DN  is the drop size 
distribution; the integration extends from the smallest, ,minD  to the largest, ,maxD  
scatterer sizes, e.g., drops in the case of a rain. 

On the other hand, the Doppler spectrum estimate )(ˆ vSv  can be obtained by 
taking a Fourier transform over the received signal reflected from the object. 
Three parameters of the Doppler spectrum are most important in the Doppler ap-
proach: 

                    ZdvvS =∫
∞

∞−

)(  – the radar reflectivity factor, (7) 

                    vdvvSv
Z

=∫
∞

∞−

)(1  – the mean Doppler velocity, (8) 

                    22 )()(1
vdvvSvv

Z
σ=−∫

∞

∞−

 – the Doppler velocity variance. (9) 

The parameters (7), (8), and (9) determined via processing of the reflected 
signal are widely used in the practice of meteorological observations with Doppler 
radars (Doviak and Zrnić 1993). For correct data interpretation, certain problems 
of the Doppler approach must be addressed or at least accounted for, such as: the 
ambiguity of velocity measurements owing to a modulated sounding waveform; 
spectrum broadening owing to the limited beam width; the influence of the sound-
ing waveform and antenna pattern; the influence of wind; the inertia of scatterers 
when measuring turbulence; and the effect of the carrier velocity. This technique 
is not sensitive to the shape of scatterers. 
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2.2.  Polarimetric approach 

If a radar enables one to control the polarization of the transmitted waveform 
and to measure the polarization of the received signal, we can speak of a po-
larimetric approach to remote sensing. Polarimetric radars are very sensitive to 
features of the target shape and non-symmetric target orientations with respect to 
the radar beam.  

When an arbitrary linearly polarized wave is incident on a target, the back-
scattered field is given by  

 ,][ ⎥
⎦
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where the superscripts i and s denote the incident and scattered fields, respec-
tively, the quantities mns  are, in general, complex, the subscripts m, n = H, V rep-
resent any combination of orthogonal polarizations for transmission and reception, 
and [S] is the amplitude scattering matrix. The backscattered RCS matrix ][σ  is 
related to the scattering matrix components via the following relation: 

 .
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It thus follows that once the scattering matrix is specified, the target backscattered 
RCS matrix can be computed for any combination of transmitted and received po-
larizations. 

In atmospheric measurements, the temporal behavior of an element of the 
scattering matrix can be described as a random process. Radar meteorologists of-
ten use various second-order moments grouped into a three-by-three covariance 
matrix (Doviak and Zrnić 1993): 
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The elements of the covariance matrix (12) are the correlation and cross-correla-
tion functions ,HHR ,HVR  and VVR  of the random processes ,HHs ,HVs  and .VVs  

With regard to rain, a polarization radar can sense the shape of raindrops. 
Since small droplets are almost spherical while the bigger drops are more oblate, 
the differential reflectivity defined as  

 )|||)|(log10)(log10)(log10 22
VVHHVVHHVVHH ssZZZdr === σσ  (13) 

is a measure of the mean shape of raindrops in the resolution volume.  
Certain types of hydrometeors deviate from a sphere even more than large wa-

ter drops, for example, ice crystals, hailstones, and snowflakes. Many other po-
larimetric observables sensitive to the shape and orientation of scatterers are 
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widely used in atmospheric radar research (Bringi and Chandrasekar 2001). 
Among them are the following: 
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where )()()( RRR VHDP φφφ −=  is the phase difference between the horizontally- 
and vertically-polarized pulses at a given point R  in the propagation path. 

The benefits of the polarimetric technique are the following: (i) polarimetry 
normally deals with relative quantities, which allows one to bypass difficult abso-
lute measurements; (ii) polarimetry leads to multi-parametric systems; (iii) po-
larimetric parameters are very sensitive to the shape and orientation of scatterers; 
and (iv) the scattering matrix actually provides a “signature” of a target, and so 
polarimetric parameters can be used for target recognition.  

The practical implementation of the polarimetric approach requires dealing 
with the following problems: (i) the antenna design must ensure the identity of an-
tenna patterns for different polarizations, a reliable isolation between the co-polar 
and cross-polar components, and a controllable-polarization capability; and (ii) 
one needs to develop complicated signal processing algorithms. In addition, the 
polarimetric approach provides no information about the target velocity. More-
over, the scattering matrix elements must be measured simultaneously. In practice, 
the measurements of the co-polar elements of the scattering matrices HHs  and VVs  
are separated by a finite time interval Δt, which must be smaller than the decorre-
lation time of the signal reflected from the hydrometeors. A procedure correcting 
for the non-simultaneity of HH and VV polarimetric measurements was proposed 
by Unal and Moisseev (2004).  

 
2.3.  Doppler polarimetry 

A combination of the spectral analysis and polarization diversity in radar tech-
nology enables a more comprehensive characterization of objects and phenomena. 
According to Kozlov et al. (2002), the Doppler polarimetry is a methodology for 
the determination of both the Doppler velocity (radial component) and the polari-
zation signature of a moving scatterer. When the scatterer is moving, the phase of 
the received scattered signal is determined by the polarization-dependent proper-
ties of the scatterer and its radial velocity. However this definition is too general to 
be useful.  

More specifically, by combining the Doppler and polarimetric information, 
one attempts to measure and interpret different polarimetric parameters per a 
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Doppler velocity bin (Yanovsky et al. 2001). Let us explain the transition from the 
traditional polarimetric approach to the Doppler polarimetry by considering the 
differential reflectivity Zdr  defined by Eq. (13). From Eqs. (12) and (13) it is 
seen that Zdr  can be determined from the correlation functions at zero time lag 

)0(HHR  and )0(VVR  (Unal et al. 2001): 

 ,
),0(
),0(log10)(

nR
nRnZdr

VV

HH=  (17) 

where  

 〉〈= ),(),(),0( * ntsntsnR xxxxxx  (18) 

are covariance matrix elements. In Eqs. (17) and (18), the integer n represents the 
range bin considered, t is time, the subscript xx stands for HH or VV, and the an-
gular brackets indicate averaging over time. 

The covariance matrix elements (18) and the differential reflectivity (17) de-
rived from two of these elements represent the average polarimetric properties of 
the range bin considered. In this case, the differential reflectivity describes an av-
erage particle shape. The value 0 dB indicates, for example, the predominantly 
spherical shape HHR( = ).VVR  One can attempt to retrieve more specific informa-
tion about polarimetric properties of the scatterers inside the resolution volume by 
using the spectral analysis. 

When the random processes are stationary, the second-moment spectral analy-
sis can be performed (Ryzhkov 2001). The dynamic properties of the targets are 
then also considered. Using the time series of the scattering matrices, the Fourier 
transform of the correlation and cross-correlation functions leads to the power 
spectra HH, HV, and VV as well as the cross spectra (HV, HH), (VV, HH ), and 
(VV, HV ). They represent the elements of the spectral covariance matrix which is 
then defined for different ranges and Doppler frequencies. This results in a com-
plete target description combining polarimetric and dynamic properties of the ra-
dar target. We call this description the “radar Doppler polarimetry”; the spectral 
covariance matrix is a Doppler–polarimetric result (Unal et al. 2001). Unlike Eq. 
(12), the target spectral covariance matrix can be defined for each range bin and 
each Doppler bin l. It can be expressed as follows (Unal and Moisseev 2004): 
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Here, the caret indicates that the matrix or parameter is expressed in the frequency 
domain, meaning that )(ˆ Dx ls ω  is defined as a discrete time Fourier transform of 

),( mx nTs  where mmT  is the time lag during the correlation function determina-
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tion, n  is the sample size, Dω  is the Doppler frequency resolution, and k is the 
number of averages of the Doppler spectra. 

Using this approach, all polarimetric parameters (13)−(16) can be expressed 
as functions of the Doppler velocity or frequency, that is, for each velocity bin the 
spectral differential reflectivity sZdr (v) and other useful measurands (functions 
and parameters) can be introduced. 

 
3.  Theory and models for rain 

In this section, we consider a complex phenomenological model which yields 
polarization properties of the radar signal coming from raindrops as functions of 
their radial velocity. The main objective is to relate Doppler–polarimetric observ-
ables with weather object parameters for further data interpretation. This is im-
portant for meteorological target detection and recognition, but also is useful in 
cases when meteorological objects are in the state of clutter. 

 
3.1.  Phenomenological model 

Hereinafter, our phenomenological model is understood as a mathematical 
model describing a body of knowledge of phenomena and processes under study 
(objects) and taking into account the results of empirical observations of certain 
objects as well as interrelations between different elements of these objects. This 
complex model may not follow entirely from the fundamental theory, but is con-
sistent with the theory and can involve other theoretical and empirical models as 
its components. Our phenomenological model considers interrelations between the 
various elements of an object as well as modes of their existence. Therefore, it en-
ables one to investigate certain features of a phenomenon or an object in a wide 
range of conditions, which is often impossible to do via natural experiments, espe-
cially if the parameters and the structure of the object in question cannot be con-
trolled. 

 
3.2.  Concept of modeling 

We assume that the radar resolution volume is filled with particles which may 
differ in size, concentration, shape, orientation, velocity, and permittivity. 

The concept of mathematical modeling is presented here in accordance with 
Yanovsky (2002) and Yanovsky et al. (2001). The model yields the Doppler spec-
tra Smn(v) for different combinations of polarization for transmission (second in-
dex) and reception (first index) of waves with m = x,y and n = x,y;  x and y repre-
sent the linear orthogonal polarization basis. In the special case of the horizontal–
vertical polarization basis, x = h (horizontal) and y = v (vertical), the model yields 
three Doppler–polarimetric spectra: SHH (v), SVV (v), and SHV (v). Based on these 
spectra, polarization observables such as the spectral differential reflectivity 
sZdr (v) and spectral linear depolarization ratio sLdr(v) are calculated. They are 
defined as follows: 
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 ,])()([log10)( vSvSvsZdr VVHH=  (20) 

 .])()([log10)( vSvSvsLdr VVHV=  (21) 

The model calculates three intermediate kinds of Doppler spectra. The first 
one is calculated without turbulence and is caused by gravity only; the second one 
is caused by turbulence of a given intensity but without taking into account the fall 
velocity of particles; the third one accounts for both turbulence and gravity. 

The model is initialized with: 
• parameters of the drop size distribution;  
• parameters of atmospheric turbulence;  
• radar-system parameters (wavelength, range resolution, and antenna beam 

width).  
The main source of experimental data used for model verification is the 

TARA system (Heijnen et al. 2000) which uses a linear polarization basis. There-
fore, the model is developed for the same polarization basis. However, other or-
thogonal bases can provide the same information.  

In the model, the following main stages can be identified: 
• a parameterization of the rain drop size distribution is assumed as well as 

a relationship between the raindrop size and the “stagnant air” fall veloc-
ity; 

• the velocity distribution of raindrops caused by turbulence is derived. It 
accounts for the inertia of the drops and the turbulence scale;  

• the combined velocity distribution caused by both turbulence and the ter-
minal velocity that the raindrops would have in stagnant air is derived;  

• the shape of the raindrops is taken into account for each interval of the 
drop size distribution; the water drops are modeled as spheroids;  

• the RCSs for co-polar and cross-polar radar signals are calculated as func-
tions of the equivalent drop diameter, shape, and orientation;  

• the Doppler spectrum of the radar signal scattered from an ensemble of 
particles is calculated for different polarizations using statistical distribu-
tions of particle sizes and shapes; 

• the polarization variables are calculated as functions of the Doppler veloc-
ity; and finally  

• the Doppler–polarimetric spectra and polarization variables are related to 
the parameters of turbulence and the microstructure of rain in different 
conditions. 

 
3.3.  Initial models 

Initial models should be chosen and substantiated for the object, type of radar 
and its performance specifications, mode of sounding, wavelength, coordinates 
and polarization basis, and conditions of wave propagation. 
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3.3.1.  Rain microphysics 

The microstructure of rain is described by statistical distributions of size, 
shape, fall velocity, orientation, and number concentration. 

Drop fall velocity in stagnant air. According to the Stokes law, the fall velocity of 
raindrops in stagnant air is related to their size. The relationship between the drop 
diameter D and the drop fall velocity vf is approximated in Atlas et al. (1973) as 
follows:  

 ,)3.10659()( 6.0 D
f e.Dv −×−=   109.0≥D   D(  in mm; fv  in ms − 1). (22) 

This relationship was derived from data taken at the sea level and should be cor-
rected when other altitudes are considered (Foote and Toit 1969). 

Particle shape. The shape of a falling raindrop is not exactly spherical but rather is 
flattened at the base. To describe the shape of a raindrop mathematically, it is 
modeled as a spheroid. The size of a non-spherical particle is characterized by the 
equivolumetric diameter, which is defined as the diameter of the sphere with the 
same volume as the spheroid. The shape of the spheroid is characterized by the ax-
ial ratio ,ρ  i.e., the ratio of the shortest to the longest particle dimensions. 

Theoretical calculations and measurements of the shape of raindrops have 
been performed by Shupiatsky (1959), Pruppacher and Beard (1970), Pruppacher 
and Pitter (1971), Beard and Chuang (1987), Kubesh and Beard (1993), Tokay 
and Beard (1996) and others. They reported different quantitative relationships be-
tween the degree of oblateness and the particle size. These results were combined 
by Yanovsky (1998a) into the following relationship between the axial ratio ρ  
and the equivolumetric diameter D: 

 ]5.0)27[exp(5.0)( 2 +−= DDρ   D(  in mm). (23) 

Equation (23) can be used in practice for D ≥ 0, whereas the traditional approxi-
mation by the fourth-order polynomial (Pruppacher and Klett 1997) gives realistic 
results only for D > 2.12 mm. 

Spatial particle orientation. Wind variations may force the raindrop to cant. The 
canting angle is defined as that between the axis of rotational symmetry corre-
sponding to the shortest dimension of the spheroid and the vertical direction. 
Brussaard (1976) related the canting of an individual raindrop to the vertical wind 
shear described by the altitude gradient of the horizontal wind velocity and found 
that usually this gradient is small at altitudes above 100 m and, consequently, the 
canting angle is small (< 3°). Based on this result, we assume a zero mean canting 
angle. Furthermore, we assume that turbulence causes a random distribution of 
canting angles. The relationship between turbulence and canting is not known, but 
is often assumed to result in a Gaussian distribution of canting angles ),(δp  δ  
being the mean canting angle and δσ  being the rms (Russchenberg 1992). 



 Inferring microstructure and turbulence properties in rain 513 

 

Drop size distribution. The average raindrop size distribution is often described by 
the Marshall–Palmer formula: 

 ,)( 0
DdeNDN Λ−=  (24) 

where N(D) is the number of particles with equivalent diameters between D and 
D + dD per unit volume, N0 = 8000 mm− 1 m– 3, and the factor dΛ  depends on the 
rain intensity R (in mmh– 1): 

 21,01.4 −= RdΛ  [mm– 1]  and  ,67.3 0Dd =Λ  (25) 

D0 being the diameter of the median drop volume. Although Eq. (24) is widely 
used, many experiments have shown that it is not universally applicable: it exag-
gerates the number of small drops even for the average data. To overcome this 
problem, the following gamma distribution is used: 

 .67.3exp)(
0

0 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +−= D
D

DNDN μμ  (26) 

It includes the Marshall−Palmer model as a special case for .0=μ  For ,0≠μ  N0 
can be derived from the Marshall−Palmer distribution by keeping the rainwater 
content constant for a given .0D  This yields 
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The normalized raindrop diameter distribution n (D), which can be used as a 
PDF function, is derived from Eq. (26) by integrating over D  from 0 to :∞  
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Figure 1 shows n (D) calculated for different μ  values and 0D = 2 mm. The 
drop size distribution plays a very important role in the development of the gen-
eral model because it affects both Doppler and polarization characteristics. 

Inertia of drops. The inertia of raindrops in a turbulent environment was estimated 
in Gorelik and Chernikov (1964). In the case of homogeneous and isotropic turbu-
lence, the correlation function of turbulent wind pulsations was considered. Then 
the correlation function of drop velocities was derived from the solution of a linear 
equation for the component of drop velocity. The comparison of these two corre-
lation functions yields the condition of obtaining an undistorted spectrum of tur-
bulent pulsations from the drop velocities (Doppler velocities), assuming that the 
interaction of the drops with the medium is defined by the Stokes law. This con-
sideration allowed Gorelik and Chernikov to derive the relaxation time T of a 
droplet with a given effective size D. The difficulty with this approach is the tran-
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Fig. 1. Normalized gamma distribution of raindrops with D0 = 2 mm and μ= 0, 1, 2, and 3. 
D is given in mm. 

Table 1. Relationship between raindrop diameter and relaxation time

D, mm 6            5            4             3            2            1            0.5         0.1

T, s 19.8 19.5 18.8 17 14 8.65 4.38 0.538
 

sition from the Euler to the Lagrange scale. The relaxation time multiplied by the 
dimension factor Vw gives the appropriate spatial scale of turbulence. In Gorelik 
and Chernikov (1964), the value Vw = 10 ms – 1 was used as a typical parameter for 
the calculations. In the phenomenological model described below, the Vw can be 
changed during the adaptation. The relationship between the raindrop diameter D 
and its relaxation time T is summarized in Table 1 taken from Gorelik and 
Chernikov (1964). 
 
3.3.2.  Turbulence 

Scales of turbulence. The instantaneous velocity of the turbulent flow can be con-
sidered to result from the superposition of three-dimensional fluctuations and the 
average air motion. The turbulent velocity components follow a normal distribu-
tion with a zero mean (Dobrolensky 1969). Turbulence has an eddy nature with a 
wide spectrum of spatial scales L: from a minimum (inner) scale innerL  up to a 
large (outer) scale outerL  which may be comparable to the scale of the airflow as a 
whole. However, in our model, only the inertial subrange (Frisch 1995) of turbu-
lence is taken into consideration. It includes all scales existing in the free atmos-
phere, from the smallest ones (several mm) up to about Louter (set to 1500 m). This 
scale range encompasses the characteristic size of the radar spatial resolution as 
well as the scales of turbulence dangerous for aircraft. 

Energy spectrum of turbulence. The turbulence energy spectrum )(ΩS  is the de-
composition of the kinetic energy of turbulence in a Fourier series over wave 
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numbers LπΩ 2=  (the spatial frequency). In the inertial subrange, where the 
conditions of homogeneity and local isotropy of turbulence are satisfied, the ana-
lytical expression for the spectrum is as follows: 

 ,)( 3532 −= ΩεΩ CS  (29) 

where C is a dimensionless constant and ε  is the eddy dissipation rate. The Ω  is 
defined as ,2|| LπΩ == Ω  where Ω  is the three-dimensional turbulence wave 
vector.  

The dimensionless constant C depends on the direction of the velocity vector 
component. The one-dimensional spectra Su, Sv, and Sw for the components u 
(along the basic flow) as well as v and w (across the basic flow) are also described 
by Eq. (29), but with different values of C. The longitudinal, Cu, and transversal, 
Cv and Cw, constants are related by Cv = Cw = .34 uC  According to experimental 
data (Vinnichenko et al. 1968), Cu approximately equals 0.50 with a 20% uncer-
tainty. Taking into account that Cu ≈ 0.327C (Vinnichenko et al. 1968), we can de-
rive Cu ≈ 0.40 − 0.60, Cv = Cw ≈ 0.53 − 0.80, and C ≈ 1.22 − 1.83. One can find dif-
ferent estimates of these constants in the literature, but they all have the same or-
der of magnitude. 

Variance of turbulence velocity. Estimating the spatial spectrum )(ΩS  ex-
perimentally is very difficult. That is why simpler statistical parameters such as 
the velocity variance 2

vσ  are often used. The velocity variance due to turbulence 
in a given range of scales can be calculated from the energy spectrum )(ΩS  
(Vinnichenko et al. 1968): 

 ,)(
max

min

2 ∫=
Ω

Ω

ΩΩσ dSv  (30) 

where ulLπΩ 2min =  and llLπΩ 2max =  correspond to the upper and lower lim-
its of the turbulence scales considered. Substituting Eq. (29) into Eq. (30), inte-
grating, and taking into account that the effect of Lll, which is much weaker than 
that of Lul, can be neglected, yields: 

 .313121
0 ulv LC εσ ≈  (31) 

In our model, the upper scale ulL  does not have to be identical to the outer 
scale of turbulence. Instead, it depends on the spatial resolution of the radar. Tur-
bulence at scales much larger than the radar resolution does not affect the velocity 
variance, but changes the observed mean velocity. 

Turbulence intensity. The kinetic energy of turbulence is passed sequentially from 
larger scales to smaller ones and then dissipates at a scale .innerLL ≈  The latter 
process is quantified by the eddy dissipation rate ,ε  which is a fundamental pa-
rameter of turbulence characterizing its intensity. It does not depend on the scale 
of turbulence within the inertial subrange, which makes ε  a convenient initial 



516 F. YANOVSKY 

Table 2. Turbulence classification based on the eddy dissipation rate

,ε  cm2s– 3  < 0.2 0.2 – 3.4 3.4 – 42.9 42.9 – 550 >550

Intensity scale negligible light moderate heavy severe 
 

 
Fig. 2. Coordinates systems. X,Y,Z − main (radar) coordinates; XA,  YA,  ZA − antenna 
coordinates; η,ζ,ξ  − particle coordinates; O – radar; ZA − antenna beam; θ − elevation; δ − 
particle canting angle; φ − polarization angle; and ξ  − the symmetry axis of a spheroid. 

modeling parameter. The classification of turbulence from the standpoint of air-
craft safety in terms of ε  is shown in Table 2 (MacCready 1964). The value of ε  
in cumulonimbus clouds can reach 1000 cm2s– 3.  

The eddy dissipation rate ε  and the spatial scale L are the only important pa-
rameters of turbulence in our model. They are used to calculate the effect of tur-
bulence on the behavior of the particles in the radar volume. 

 
3.3.3.  Coordinates 

The coordinates of the mutual locations of the radar system, the moving an-
tenna beam, and the scatterer are shown schematically in Fig. 2, in which: 

O is the point where the radar system is located;  
X, Y, and Z are the basic (radar) coordinates;  
ZA is the direction of the antenna beam;  
XA, YA, and ZA are coordinates associated with the antenna beam;  
θ  is the antenna elevation (the angle between the OZA and XOY planes);  
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η, ζ , and ξ  are the particle coordinates;  
δ  is the particle canting angle;  
φ  is the polarization angle;  
ξ  is the axis of symmetry of the spheroid representing the particle. 
 

3.4.  Modeling velocity distribution of raindrops 

3.4.1.  Distribution of the drop fall velocity 

In the absence of winds, the drop fall velocity vector is directed straight down; 
the radar only measures the projection of this vector on the line of sight. Intro-
ducing the elevation angle θ  in Eq. (22) yields  

 ,)( 6.0 D
f eDv −−= βα  (32) 

where θα sin65.9=  and .sin3.10 θβ =  
The drop fall velocity fv  is assumed to be a function of the random parameter 

,D  which obeys the known PDF as given by Eq. (28). According to Venttsel’ 
(1998), dividing Eq. (26) by the derivative || dDdvv  and substituting )( fvD  
yields the analytical expression of the drop fall velocity distribution (Yanovsky et 
al. 2001):  
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The PDF of the fall velocity can be obtained by normalization:  

 .)()()( ∫= fffffff dvvNvNvn  (34) 

The integration of Eq. (34) over fv  can be done analytically (Yanovsky 1998a), 
but the resulting expressions are rather bulky and are not given here. The values of 
Eq. (34) for 0D =1.5 and θ = 45° are shown in Fig. 3. The calculations were done 
for different values of the spread parameter of the gamma size distribution: 
μ =1, 2, 5, 7. A significant effect of μ  is obvious from these plots. The most 
probable fall velocity shifts to greater values when μ  increases; however, the 
maximum velocity remains almost the same.  
 
3.4.2.  Drop turbulent velocity distribution 

The detection of turbulence in clouds and precipitation by a Doppler radar re-
quires scatterers to respond instantly to the turbulent motion. However, scatterers 
such as raindrops may not respond perfectly due to inertia. In this section the ve-
locity distribution of raindrops due to turbulence is calculated. 

Concept of a threshold turbulence scale. To make a raindrop move, a turbulent 
eddy must have enough energy; the larger the raindrop the more energy is needed. 
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Fig. 3. Radial drop fall velocity distribution for different drop size distributions and antenna 
elevations under the condition of constant volume of water in m3 (approximately the same 
rain rate); vf  is given in ms– 1. 

 

In Yanovsky (1996), a new approach was adopted to model the interaction of tur-
bulence and raindrops with the purpose of accounting for the inertia in the simula-
tion of the reflected signal. It was based on an earlier work by Fishman and 
Yanovsky (1983). In this approach, the key is the assumption that a threshold tur-
bulent scale thresL  exists and is specific for a given mass (and size) of drops. Ac-
cording to this approach: 

• below a threshold scale, turbulent eddies do not affect raindrops of a certain 
size; this threshold scale thresL  corresponds to a raindrop size ;thresD  

• turbulence at scales larger than the threshold scale thresL  affects all rain-
drops with sizes ;thresDD <  

• turbulence at scales smaller than the threshold scale thresL  does not affect 
the raindrops with ;thresDD ≥  

• once raindrops are set into motion they act as perfect tracers of turbulence, 
i.e., the inertia does not play a role anymore. 

Thus each drop diameter thresD  corresponds to a unique value of the threshold 
spatial scale ,thresL  i.e., thresL  and thresD  are functionally related values: thresL  

).( thresDf=  

General expression. Based on this concept, the drop turbulent velocity distribution 
for drops with a diameter D can be obtained as follows:  

 ,)(),(),,(
)(

dLLwLvwDvp
ul

thres

L

DL

TTTT ∫= εε  (35) 



 Inferring microstructure and turbulence properties in rain 519 

 

where ),( εLvw
TT  is the conditional probability density of turbulence velocity 

and )(Lw  is the probability density of spatial scales for given turbulence parame-
ters. As follows from Section 3.2.2, any component of the random turbulent ve-
locity field follows the normal distribution law with zero mean and the variance 
depending on the eddy dissipation rate ε  and spatial scales L  of turbulence ac-
cording to Eq. (31):  
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Turbulence scale distribution. Since L  and ε  are functionally related random 
variables (Venttsel’ 1998), we derive the function )(Lw  from  

 ,
||

)]([)(
Ω

Ω
ddL
LSLw =   

where the PDF of the variable Ω  is defined by Eq. (29) after appropriate normali-
zation. Finally, the normalized density function )(Lw  can be written as follows 
(Yanovsky 1996): 

 .
3
2)( 3231 −−= ulLLLw  (37) 

ulL  appears as the upper limit of integration over L  and can be interpreted as the 
largest spatial scale of turbulence taken into account, the lower limit being set to 
zero. 

Analytical solution. Substitution of Eqs. (36) and (37) into Eq. (35) yields:  
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The integral in Eq. (38) can be expressed analytically in terms of the error func-
tion )(erf x  (Venttsel’ 1998). Then the equation for ])([ DLvp thresTT  is as follows 
(Yanovsky et al. 2001):  
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Fig. 4. Partial distribution for different ε  and D. Dotted curve: ε = 1 cm2s–3 and D = 1 mm; 
solid curve: ε = 1 cm2s–3 and D = 4 mm; dashed curve: ε = 100 cm2/s3 and D = 1 mm; dot-
dashed curve: ε = 100 cm2s–3 and D = 4 mm. 

Limits of integration. The lower integration limit in Eq. (35), ),(DLthres  is the 
minimal spatial scale affecting all raindrops with equivolumetric diameters .D≤  
The numerical relationship between the diameter D  and the relaxation time pre-
sented in Table 1 is used to determine ).(DLthres  It can be approximated as fol-
lows:  

 ,)1(17.21)( 527.0
w

D
thres VeDL −−=  (40) 

where Vw is a constant having the dimension of velocity (ms– 1); it relates the 
droplet relaxation time with the scale of turbulence. Note that D  and )(DLthres  in 
Eq. (40) are expressed in millimeters and meters, respectively. 

The upper integration limit ulL  follows from the maximum spatial scale of 
turbulence contributing to random motion of scatterers in the radar volume 
(Yanovsky 1998b). It can be defined as the scale of turbulence that affects indi-
vidual particles in a single resolution volume differently. Scales larger than ulL  
only influence the mean particle velocity. In fact, it is the largest characteristic 
size of a single resolution volume in radial or tangential direction: =ulL  

).,max( tanRRrad  

Calculations. Equation (39) allows one to calculate the partial distribution of tur-
bulence-induced velocity for raindrops of a given diameter D for the turbulence 
parameters ,0C  ,ulL  and .ε  Figure 4 shows the results for C0 = 1.5, Vw = 10 ms– 1, 
and Lul = 1000 m (Yanovsky et al. 2001). Two pairs of distributions can be seen. 
The pair of narrower distributions corresponds to light turbulence (ε = 1 cm2 s– 3), 
while the pair of broader ones corresponds to heavy turbulence (ε = 100 cm2 s– 3). 
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Fig. 5. Distribution of turbulent velocities of the drop ensemble. 

Each pair depicts the results for two drop diameters: the upper curve corresponds 
to small drops (D = 1 mm), while the lower one corresponds to large drops (D = 4 
mm). 

The integration of Eq. (39) over D yields the drop turbulent velocity distribu-
tion accounting for all the drops within the integration limits: 

 ,)(),()(
max

min

dDDNDvpvN
D

D

TTTT ∫=  (41) 

where pT(vT, D) is defined by Eq. (38) or (39); N (D) is defined by Eq. (26); Dmin 
and Dmax are the bounding drop-diameter values. Figure 5 shows NT(vT) for the 
median drop size D0 = 1.6 mm, dispersion factor μ = 1, and three values of the 
eddy dissipation rate :ε  1, 10, and 100 cm2s – 3. The results demonstrate that the 
greater the eddy dissipation rate ε  the broader the distribution caused by turbu-
lence. TTT dvvN )(  is the number of raindrops in a unit volume with turbulent ve-
locity component values between vT and vT + dvT  provided that pT (vT, D) is nor-
malized according to the following condition: 

 .1),( =∫
∞

∞−

TTT dvDvp   

 
3.4.3.  Drop velocity distribution caused by both turbulence and gravity 

The separate velocity distributions Nf (vf ) and NT(vT) due to gravity and turbu-
lence, respectively, were derived above. Expressing the total drop velocity as 
v = vf + vT and neglecting the correlation between the two components, the com-
bined PDF can be determined by convolution. However, taking into account that 
the terminal fall velocity of a drop is unambiguously related to the drop diameter 
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Fig. 6. Radial drop velocity distribution in the Marshall–Palmer case for two values of ε  
and two antenna elevations θ. 

according to Eq. (22), we can write the partial velocity distribution )( Dvp p  for a 
given drop by substituting fT vvv −=  in Eq. (39) (Yanovsky et al. 2005). In this 
case the partial distribution for a given drop diameter D written in the form of a 
conditional distribution is as follows: 

 ],)([)( DvvpDvp fTp −=  (42) 

where Tp  is given by Eq. (38) or (39). Integrating over all droplet diameters 
yields the distribution of radial velocities of the ensemble:  

 .)(})],([{)(
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D

fT dDDNDDvvpvp θΣ  (43) 

After normalization, one obtains the PDF model for Doppler velocities of the   
drops in the resolution volume:  

 .)()()( ∫
∞

∞−

= dvvpvpvp ΣΣ  (44) 

Figure 6 shows p(v) in the Marshall–Palmer case (μ = 0) for light (dashed 
curves) and heavy (solid curves) turbulence and two modes of sounding: (i) an-
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Fig. 7. Radial drop velocity distribution for different μ (D0 = 2 mm, ε = 50 cm2s–3, 
θ = 90°, Lul = 1000 m, and Vw = 3.5 ms–1). 

tenna is pointed towards zenith (θ = 90°) and (ii) the antenna elevation angle is 
20°. The rest of the parameters are fixed: D0 = 2 mm, Lul = 350 m, and Vm = 3.5 
ms– 1. It is seen that the θ = 90° curves are shifted to the right of the θ = 20° 
curves because the drop radial fall velocity is maximal when the antenna is 
pointed towards zenith. The maxima corresponding to heavy turbulence are sig-
nificantly broader than those for light turbulence. The degree of broadening due to 
turbulence is more apparent at small elevation angles (θ = 20°) than at large ele-
vation angles (θ = 90°). More positive velocities (relative to the radar) are seen in 
the case of zenith sounding, while more negative velocities occur in heavy turbu-
lence. This figure demonstrates clearly that in the case of sufficiently strong tur-
bulence, negative velocities appear in the convoluted velocity spectrum. These re-
sults will serve us as the basis for Doppler spectra calculations 

Figure 7 shows the behavior of the drop velocity distribution for different val-
ues of the dispersion factor μ of the drop size distribution. The curves become 
more symmetric when the parameter μ is increased.  

Increasing the turbulence eddy dissipation rate ε  enhances the spread of the 
velocity distribution, as shown in Fig. 8 generated for μ = 3, D0 = 1.6 mm, θ =  
30°, Lul = 1000 m, and Vw = 3.5 ms– 1. A similar effect occurs when Lul is in-
creased, e.g., by enlarging the radar resolution cell. Finally, the parameter Vw has a 
rather weak effect on the resulting drop velocity distribution. Figure 9 shows the 
radial drop velocity PDF for different values of the antenna elevation θ  while 
keeping other parameters constant (ε = 50 cm2 s– 3, μ = 3, D0 = 1.6 mm, Lul = 1000 
m, and Vw = 3.5 ms– 1). In the case of near-horizontal sounding (the left-hand 
curve), turbulence mainly contributes to the drop velocity distribution; the role of 
the gravitational fall velocity becomes more pronounced when the antenna points 
closer to the zenith. 
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Fig. 8. Radial drop velocity distribution for different ε . 

 
Fig. 9. Radial drop velocity distribution for different θ. 

 
3.5.  Polarization parameter models 

The models developed in the previous section do not involve explicit assump-
tions regarding the shape of raindrops. In this section, the non-sphericity, or more 
specifically, the near-spheroidal shape of the particles is taken into account, 
thereby enabling one to model polarization parameters of the reflected signals.  
 
3.5.1.  Drop shape and orientation parameters affecting polarization 

In Section 3.2.1, the axial ratio ρ  was introduced as a function of the axes 
=1a 2a  and 3a  of a spheroid. Let us assume that the volume of the spheroid is 
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equal to that of a sphere with a diameter .D  Then 31
1 )]([5.0)( −= DDDa ρ  and 

).()( 13 DaDa ρ=  According to De Wolf et al. (1990), the depolarization factors 
321 and,, λλλ  of the spheroid  can be calculated via the following formulas:  
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Taking into account the relative permittivity of water ,rε  the shape factors of the 
spheroidal raindrop are as follows: 

 ,)]1)((1[)( 1−−+= rii DD ελΛ   .3,2,1=i  (48) 

Thus, in the framework of the accepted model, the drop shape can be calculated 
for any drop equivolumetric diameter .D   

Let us now consider the orientation parameters affecting the polarization of 
the reflected signal. The particle azimuth α  and canting δ  angles, the antenna 
elevation angle ,θ  and the polarization angle φ  can be considered parameters 
characterizing the mutual orientation of the particle and the sounding wave. Sim-
ple yet rather bulky formulas for the polarimetric orientation parameters 

,, VVHH ΦΦ  and HVΦ  for co-polar (HH, VV ) and cross-polar (HV ) signals were 
derived by Ruschenberg (1992): 
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According to De Wolf et al. (1990) and Ruschenberg (1992), the combined pa-
rameters taking into account both the shape and the orientation of a drop are as 
follows: 

 ,)},,,()]()([)({),,,( 2
131 θφαδΦΛΛΛθαδ HHHH DDDDQ −+=  (52) 

 ,)},,,()]()([)({],,,[ 2
131 θφαδΦΛΛΛθαδ VVVV DDDDQ −+=  (53) 

 .)},,,()]()({[),,,( 2
13 θφαδΦΛΛθαδ HVHV DDDQ −=  (54) 

 
3.5.2.  Radar cross section of spheroidal drops 

The models of RCS calculation for raindrops with an equivolumetric diameter 
D in the Rayleigh approximation were considered by De Wolf et al. (1990). Using 
the notation introduced in Section 3.2, the RCS of a spheroidal drop with a relative 
permittivity rε  at a wavelength λ >>D is given by  

 ,|1|
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)( 2
4

65

xyrxy QDD −= ε
λ

π
σ   .,, vhyx =  (55) 

Here, the complex parameter  

 ),,()( θαδΦΛ xyxyxy FQ =  (56) 

is responsible for the polarization characteristics of the RCS. In Eq. (56), xyF  
represents the particle shape (parameterized with a vector of shape parameters )Λ  
according to Eqs. (56)−(58) and (45)−(47), while xyΦ  takes into account the par-
ticle orientation (parameterized by the canting angle δ  and azimuth angle α) and 
the radar elevation angle θ  according to Eqs. (49)−(51). In the special case of a 
spherical particle, 2|2|9 −+== rVVHH QQ ε  and ,0== VHHV QQ  and so =HHσ  

=VVσ 22465 |2||1| −− +− rrD εελπ  and VHHV σσ = = 0, that is, Eq. (55) is reduced 
to the well-known result of Rayleigh scattering. 
 
3.5.3.  Polarization parameters of an ensemble of drops 

In order to calculate the conventional polarization parameters of the signal re-
flected from an ensemble of drops located inside the resolution volume, the inte-
gration over all scatterers must be performed. Let us calculate the polarization pa-
rameters Zdr and Ldr assuming that )(δδp  is the PDF of the particle canting an-
gle, the particle azimuth α is a fixed, and )(DN  is the drop size distribution:  
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Fig. 10. Zdr and Ldr [dB] as functions of D0 for different antenna elevations θ. 
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An example of Zdr and Ldr calculations as functions of the median equivolu-
metric drop diameter D0 using the Gaussian )(δδp  (see Section 3.3.1) for 

δσ = 30°, μ = 0, Dmin = 0.1, Dmax = 8, δmin = 0, δmax = ,π  and different antenna ele-
vation angles θ  is given in Fig. 10. These dependencies are consistent with com-
mon sense and actual measurements. However, owing to the integration over D  
they cannot be used for modeling Doppler–polarimetric spectral functions such as 
sZdr(v). For the purpose of Doppler polarimetry, it is not sufficient to obtain the 
polarization parameters as functions of an integral drop size distribution parameter 
such as D0. The general concept of our model (Section 3.2) requires the polariza-
tion parameters as functions of the drop diameter taking into account statistical 
characteristics of particle orientations. 

 
3.5.4.  Averaging over particle orientations 

General expressions for the orientation-averaged parameters ,xyQ  =yx,  
,,VH  described by Eq. (56) are as follows: 

 ,)()(),,,(),( δαδαθαδθ δ

δ α

α ddppDQDQ xyxy ∫ ∫=  (59) 

where )(ααp  is the drop azimuth distribution and )(δδp  is the drop canting dis-
tribution. The polarization angle φ  in the initial expressions of xyQ  can be as-
sumed to be zero without loss of generality. The expressions (52)–(54) with non-
averaged values ,,,, VHyxxy =Φ  can be considered as sums of squares. There-
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fore, the average values of orientation parameters ,,,, 22
VVVVHHHH ΦΦΦΦ  and 

2
HVΦ  are needed; they were obtained analytically by Yanovsky (1998a). For ex-

ample, some simple final expressions obtained are as follows: 
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One can see from the expressions (60) that there is no dependence on the antenna 
elevation in the case of the HH polarization. Physically, this is because the plane 
of polarization rotates around the H polarization axis when the elevation angle is 
changed. 
 
3.5.5.  Polarization parameters versus equivolumetric diameter in an ensemble          

of drops 

The average shape–orientation parameters can be derived by combining the 
expressions (59) with Eqs. (52)–(54) as well as the average orientation parameters 

:2,1, =ii
xyΦ  
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Because no averaging over D is performed, it is not necessary to multiply 
QHH, QVV, and QHV by the radar cross section ).(Dxyσ  Finally, the differential ra-
dar reflectivity and linear depolarization ratio can be calculated as functions of D  
via the following formulas:  
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These expressions yield quite realistic curves of Zdr and Ldr versus D  for differ-
ent θ  and δσ  (Yanovsky 1998a). 
 
3.6.  Doppler–polarimetric characteristics 

Doppler–polarimetric spectra and Doppler–polarimetric parameters such as 
the spectral differential reflectivity introduced theoretically in Section 2 are con-
sidered here in more detail for the case of rain.  
 
3.6.1.  Polarimetric Doppler spectra 

In accordance with our main concept (Section 3.2), in the frequency domain 
the complex model provides Doppler spectra for different combinations of polari-
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Fig. 11. Generalized structure of the phenomenological model developed for the computa-
tion of Doppler spectra under different conditions. 

zations for transmitted and received waves. Figure 11 shows the general structure 
of the model, which uses as input data the parameters of the drop size distribution 
(DSD; μ  and ),0D  the antenna elevation ),(θ  the polarization mode, the pa-
rameters of turbulence ε(  and ),L  and the radar performance specifications (not 
shown). Based on the mathematical models described above, the model yields the 
drop fall velocity distribution (DFVD); drop turbulence velocity distribution 
(DTVD); and RCS for a given polarization mode, DSD, particle shape, antenna 
elevation, wavelength, etc. Finally, the requisite spectra and Doppler–polarimetric 
parameters are computed (Yanovsky 2002). 

In the case of the HV linear polarization basis, at least three functions, 
),(vSHH  ),(vSVV  and ),(vSHV  are generated for given conditions. They are the 

models of Doppler energy spectra for different combinations of polarizations of 
transmitted and received waves, i.e., the Doppler–polarimetric spectra:  

     ,)(),(),,()( 0
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dDDDNDDvpvS xy

D

D

xy εθσθε∫=   .,, VHyx =  (66) 

An example of calculations for the same hypothetic rain event but for different 
polarizations is shown in Fig. 12 (left-hand panel). The upper curve corresponds to 
the HH spectrum, while the lower curve represents the VV case. In the case of a 
slant sounding of rain, the horizontal polarization provides more energy in the re-
flected signal due to predominantly horizontal orientation of the larger axes of 
spheroidal drops.  

In the absence of turbulence, the Doppler spectrum )(vS f
xy  is controlled only 

by the DFVD and is given by  

 ,)()()( dvvvNdvvS xyf
f

xy σ=  (67) 

while including turbulence yields:  
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Fig. 12. Generated Doppler spectra for horizontal and vertical polarizations (left-hand 
panel). Three sZdr (v) curves are computed for different turbulence intensities (negligible, 
light, and moderate) corresponding to eddy dissipation rates ε = 0.1, 1, and 10 mm2s–3 as 
well as for two modes of the model (right-hand panel). 
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where xy denotes the polarization pair HH, HV, or VV, and )(vxyσ  is the RCS of 
the particle with velocity v. Since turbulence produces different wind velocities at 
different locations in the radar volume, equal-sized raindrops will not appear in 
the same velocity bin of the Doppler spectrum. This trivial aspect is important 
when Doppler spectra are calculated for different polarizations, as will be shown 
later. 
 
3.6.2.  Polarization parameters of rain as functions of the Doppler velocity 

Following the Doppler–polarimetric approach, one can construct different po-
larimetric characteristics, for example, those corresponding to Eqs. (13)−(16), but 
as functions of the Doppler velocity by using the elements of the spectral target 
covariance matrix (19) instead of the conventional covariance matrix (12). Using 
the models (66) according to the above discussion, one can calculate the radar ob-
servables (20), (21), etc. for different conditions.  

An example of calculating the spectral differential reflectivity in rain as a 
function of the Doppler velocity for different turbulence intensities ε  and fixed 
remaining parameters is shown in Fig. 12 (left-hand panel). It is seen that the 
sZdr(v) curve flattens with increasing intensity of turbulence. In the case of negli-
gible turbulence (ε = 0.1 cm2s– 3), the larger droplets are more oblate and fall 
faster than the smaller ones. If scatterers become more oblate then sZdr increases. 
This behavior changes in the case of substantial turbulence. Because of the turbu-
lence-induced random mixing, particles with different shapes and velocities are 
mixed, resulting in a flattened sZdr(v) curve.  

In theory, the spectral linear depolarization ratio sLdr(v) behaves similarly; 
however, its values in rain are rather small, typically –30 dB and even much 
smaller. Obviously, it is difficult to measure such values reliably. 
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Fig. 13. Definition of the slope of the sZdr (v) curve, SLP, as the tangent of the angle α . 

 
3.6.3.  Slope of  sZdr(v) 

Unlike the traditional Zdr parameter (13), the sZdr(v) (20) is a function (gen-
erally nonlinear) that in the case of a rain increases monotonously. To characterize 
a sZdr(v) curve, the slope of sZdr (SLP) was introduced (Yanovsky et al. 2005). 
The SLP is estimated as the slope ratio of the tangent at the inflection point, as ex-
plained in Fig. 13.  

The SLP is not the only parameter analyzed previously; another informative 
parameter is DELTA defined as the difference between the maximum and mini-
mum of the sZdr(v) curve (Yanovsky et al. 2003a). However, the SLP is more 
sensitive to turbulence intensity. 
 
3.6.4.  Differential Doppler velocity 

Another Doppler–polarimetric parameter is DDV defined as the difference 
between the mean Doppler velocities for horizontal and vertical polarizations: 

=ΔV VVHH VV −  (Yanovsky et al. 2003b). It can be calculated using modeled 
Doppler spectra according to  
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The actual DDV  varies with elevation angle θ ; this pronounced dependence can 
be used to retrieve useful information by comparing measurement and model re-
sults. 
 
4.  Analysis of polarimetric parameters 

In this section we consider analysis results based on computing Doppler–po-
larimetric parameters for different conditions with the help of the phenomenologi-
cal complex model described above. 
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Fig. 14. Relationships between the Doppler-spectrum width vσ  and the sZdr (v) slope, 
SLP, and the intensity of turbulence in rain defined by the eddy dissipation rate ε . 

4.1.  Relation of SLP and slope of sZdr(v) to turbulence intensity 

In the practice of radar meteorology, the main parameter traditionally used to 
retrieve information on turbulence intensity characterized by the eddy dissipation 
rate ε  is the Doppler spectrum width vσ  (Doviak and Zrnić 1993). Figure 14 
shows the relationship between )(εσ v  and )(εSLP  computed on the basis of 
mathematical models and the computer realization of the complex phenomenol-
ogical model.  

Figure 15 confirms the strong influence of turbulence on the behavior of the 
spectral differential reflectivity (left-hand panel) and the spectral linear depolari-
zation ratio. These plots are calculated for eddy dissipation rates ε  ranging from 
0.1 up to 100 cm2 s– 3, which implies a wide range of turbulence intensity from 
negligible to severe. Figure 16 shows the effect of the drop size distribution on the 
relationships between SLP and other parameters. More specifically, the left-hand 
panel depicts SPL as a function of ε  for different values of the spread parameter 
μ  of the gamma drop size distribution, while the right-hand panel shows the in-
verse value 1/SLP versus the Doppler spectrum width for the same .μ   
 
4.2.  Relation of DDV to turbulence intensity and rain microstructure 

The first study of DDV as a radar parameter for characterizing the micro-
structure of weather formation was performed by Wilson et al. (1997). Their paper 
contains a detailed analysis of the relationship between DDV and the hydrometeor 
size distributions under the assumption that turbulence does not affect the former. 

The effect of turbulence was taken into account by Yanovsky et al. (2003b). 
Figure 17 shows the relation of DDV for an antenna elevation of 45° to parameters 
of the drop size distribution for three values of turbulence intensity: ε = 0.1cm2 s–3 
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Fig. 15. Spectral differential reflectivity (left-hand panel) and spectral linear depolarization 
ratio as functions of the Doppler velocity computed for different intensities of turbulence 
represented by a wide range of eddy dissipation rates ε  from 0.1 up to 100 cm2s–3. 

 

Fig. 16. Relationships between SLP and ε  (left-hand panel) and between 1/SLP and Dop-
pler spectrum width for different spread parameters μ of the gamma drop size distribution. 

(solid curve), ε = 10 (dotted curve), and ε = 100 (dashed curve). These results 
show a pronounced dependence of DDV on μ  and D0. It is seen that the solid and 
dotted curves are close to each other on both panels, which implies that light tur-
bulence does not affect the relationships significantly. However strong turbulence 
(dashed curves) is rather important.  

The direct dependence of DDV on the eddy dissipation rate is illustrated in 
Fig. 18 corresponding to θ = 30°, D0 = 1.5 mm, and μ = 5. One can see that the 
rate of change of the function DDV = )(εf  is increasing with ε  and then is al-
most constant for strong and severe turbulence. 
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Fig. 17. Dependence of DDV on the parameters of the drop size distribution (μ and D0) for 
three values of the turbulence intensity ε = 0.1 cm2s–3 (solid curve), ε = 10 (dotted curve), 
and ε = 100 (dashed curve). The antenna elevation is 45°. 

 

Fig. 18. Dependence of DDV on the eddy dissipation rate for θ = 30°, D0 = 1.5 mm, and 
μ = 5. 

Additional analyses of the DDV parameter and its relation to other radar pa-
rameters and the object features have been presented by Glushko and Yanovsky 
(2009, 2010) and Yanovsky and Glushko (2010). 
 
5.  Measurements 

The Doppler–polarimetric measurements with the radar TARA (Yanovsky et 
al. 1997; Heijnen et al. 2000) were used for the verification of the model described 
above. The combination of Doppler and polarimetric measurements is discussed in 
Unal and Moisseev (2004). Using the measured time series of scattering matrices, 
we perform the Fourier transforms (or Doppler processing) and calculate the sec-
ond moments of the resulting spectral scattering matrices, which yields polarimet-
ric spectrographs. Some results were discussed in Yanovsky et al. (2005, 2007). 
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Fig. 19. Comparison of different measures of turbulence. 

Measurements were performed with different antenna elevations, including 
vertical (zenith) sounding, but mostly in the slant sounding mode (45° and 30°). In 
this chapter we will not discuss the details of signal processing, but it is useful to 
mention that the received signal was subjected to the procedures of unfolding, 
clipping, averaging, and smoothing. Moments and other parameters of the Doppler 
spectra were estimated as well as polarimetric parameters such as sZdr (v), SLP, 
DDV, etc. The turbulence eddy dissipation rate was retrieved from the Doppler 
spectrum width using the established methodology (Doviak and Zrnić 1993) and 
making the correction for the drop fall velocity variance as described in Yanovsky 
et al. (2005).  
 
5.1.  Comparison of different parameters 

Comparison of different measures of turbulence is presented in Fig. 19. One 
can identify the maxima of all parameters, except for SLP (Slope sZdr), occurring 
at ~1140 m; these maxima are perfectly collocated with the SLP minimum.   

Space and time distributions of different Doppler–polarimetric parameters are 
shown in Fig. 20. The horizontal axis is time and the vertical axis is height, while 
the value of each parameter is shown by color according to the color bar on the 
right-hand side of the respective panel. All fields were obtained by processing the 
same raw data of light overcast rain in The Netherlands (Yanovsky et al. 2003a, 
2005). One can clearly see correlation between all these parameters. For example, 
small (blue) values of SLP (the stripe at the ~800 m altitude) correspond to large 
values of the Doppler spectrum width, the eddy dissipation rate, and the rms Dop-
pler velocity. The behavior of DDV is similar to that of SLP, but it is less sensitive  
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Fig. 20. Comparison of space– time behavior of Doppler–polarimetric parameters. 
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Fig. 21. Comparison of modeled and measured data. 

to the turbulence intensity. The measurements show that the above-mentioned cor-
relation is observed not only in the space domain but also in time. 
 
5.2.  Comparison between the model and measurements 

As an example, in Fig. 21 the model results are shown together with the proc-
essed measurements. The former are represented by triangles connected by the 
dashed curve. The solid gray curve shows the best lest-squares fit. We processed a 
~15-min measurement dataset accumulated for overcast rain. The key parameters 
of the model were chosen to maximally correspond to the parameters of the real 
event. 

Specifically, D0 = 1.023 mm is the average median drop diameter retrieved 
from the reflectivity and rain rate; Lul = 15 m is equal to the radar resolution; 
θ = 45° is equal to the antenna elevation. The remaining parameters of the model 
were derived from the best fit to the measured data.  

One can see that the model is in a rather good agreement with the meas-
urements and not too far from the best-fit curve. 

 
6.  Discussion and applications 

So far the model results and the Doppler–polarimetric measurements (reflec-
tivity, Doppler spectrum, spectral differential reflectivity, DDV, SLP) have shown 



538 F. YANOVSKY 

 

Fig. 22. Combination of modeling and measurements. 

consistency, thereby implying that the model can be used to estimate the micro-
physics of rain events. Several comparisons have been done for light stratiform 
rains, in which case it is necessary to consider medium or large rain intensity in 
order to verify the significant differentiation in the sZdr slope with the eddy dissi-
pation rate. For light rain rates (see Fig. 18, where D0 is ~1 mm), the sensitivity of 
the sZdr curve to the eddy dissipation rate is weak when the turbulence starts to be 
moderate (eddy dissipation rates >3 cm2 s– 3). With this example of measurements, 
we cover only the interval [0, 3] ms – 1 of radial drop velocities in Fig. 15, which is 
not sufficient to obtain significantly different sZdr slopes. From 5 ms– 1, there is a 
clear differentiation of the sZdr slope when the eddy dissipation rate varies. We 
need, therefore, moderate to high rain intensities for a further verification and to 
study whether the retrieval of the eddy dissipation rate from the sZdr slope is fea-
sible. 

As follows from Fig. 21, the combination of modeling and measurements 
makes it possible to obtain much indirect information about the object of observa-
tion, specifically, on the microstructure of and turbulence in rain. The mathemati-
cal representation of the object described above and the relations between its com-
ponents and the radar sounding waveform improve our understanding and allow 
the inference of the microstructure and turbulence properties of rain by comparing 
modeled and measured data and tuning the model to bring its results in agreement 
with the object. This is illustrated in Fig. 22.  

The approach developed can be used operationally to improve the quality of 
radar meteorological information. New parameters SLP, DDV, and other po-
larimetric characteristics are independent of the Doppler spectrum width and other 
conventional parameters and, therefore, can be used together to obtain more reli-
able and comprehensive information on the microstructure and turbulence of rain 
as well as for the retrieval of the hydrometeor type. 
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7.  Conclusions   

The Doppler–polarimetric radar is a powerful tool for remote sensing of rain. 
The potential of Doppler polarimetry exceeds significantly that of the sum of the 
Doppler technique and polarimetry used separately. Doppler–polarimetric tech-
niques provide promising capabilities for data interpretation. However, the num-
ber of variables grows significantly and the mutual interrelations between them 
are rather complicated. The interpretation of Doppler–polarimetric measurements 
requires an adequate model capable of relating the Doppler–polarimetric observ-
ables to the parameters of precipitation. Such a model has been created and de-
scribed in this chapter.  

The approach presented has facilitated the selection of certain Doppler–
polarimetric parameters helping to retrieve turbulence parameters in precipitation 
as well as the microstructure of rain. The results of actual data processing using 
different approaches have demonstrated good agreement. The application of inde-
pendent turbulence-related variables can improve the reliability and accuracy of 
radar retrievals in rain.  

Measurements of weather-related objects by Doppler–polarimetric radars can 
be very useful in solving the wave propagation problem for the tasks of micro-
wave remote sensing, communications, and radar detection of targets embedded in 
intensely cluttered backgrounds. 

The continued research in this field should result in further improvements of 
models, the development of algorithms and devices for real-time measurements, 
more efficient processing, coverage of objects other than rain, optimal combina-
tion of different parameters, and adaptive methods of measurements and signal 
processing. 

Our approach to the Doppler–polarimetric modeling is promising, deserves 
further development, and may play an important role in radar remote-sensing data 
interpretation and signal processing.  
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