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Preface

The problem of cosmic ray (CR) geomagnetic effects came to the fore at the begin-
ning of the 1930s after the famous expeditions by J. Clay onboard ship (Slamat)
between the Netherlands and Java using an ionization chamber. Many CR lati-
tude expeditions were organized by the famous scientists and Nobel Laureates
R. Millikan and A. Compton. From the obtained latitude curves it follows that CRs
cannot be gamma rays (as many scientists thought at that time), but must be charged
particles. From measurements of azimuthally geomagnetic effect at that time it also
followed that these charged particles must be mostly positive (see Chapter 1, and
for more details on the history of the problem see monographs of Irina Dorman,
M1981, M1989).

The first explanations of obtained results were based on the simple dipole ap-
proximation of the geomagnetic field and the theory of energetic charged particles
moving in dipole magnetic fields, developed in 1907 by C. Störmer to explain the
aurora phenomenon. Let us note that it was made about 5 years before V. Hess
discovered CRs, and received the Nobel Prize in 1936 together with K. Anderson
(for the discovery of CR and positrons in CR). Störmer’s theory, based only on the
first, dipole harmonic of the earth’s internal magnetic field, played an important
role for many years in the explanation of the basic properties of CR geomagnetic
effects (see Chapter 2), and is usually used even today for rough estimations of
geomagnetic cutoff rigidities and behavior of trapped radiation in the earth’s mag-
netosphere. This theory, developed by G. Lemaitre and M.S. Vallarta, extended the
conception of Störmer’s cone of forbidden trajectories and introduced the concep-
tion of CR allowed cone with the existence of a penumbra region between these
cones. From Störmer’s theory it follows, for example, that minimal CR intensity line
on the earth, so-called CR equator, must coincide with the geomagnetic equator in
dipole approximation. However, detailed experimental investigations of CR latitude
effect along different meridians show that there are sufficient differences between
CR and geomagnetic equators caused by important influence of higher harmonics of
the geomagnetic field on CR energetic particles moving in that geomagnetic field.
Moreover, besides internal sources of the geomagnetic field also are important ex-
ternal sources caused by different currents in the earth’s magnetosphere.
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viii Preface

Several analytical and numerical methods for CR trajectory calculations were
developed for determining cutoff rigidities for vertical and oblique directions at dif-
ferent zenith and azimuth angles, effective and apparent cutoff rigidities, effective
asymptotic directions, impact zones, and acceptance cones in the real geomagnetic
field including the higher harmonics (see Chapter 3). This chapter is based not only
on original papers of the author and his colleagues N.G. Asaulenko, V.S. Smirnov,
and M.I. Tyasto, but also on key works of P. Bobik, E.O. Flückiger, M. Kodama, I.
Kondo, K. Kudela, K.G. McCracken, J.J. Quenby, E.C. Ray, M.A. Shea, D.F. Smart,
M. Storini, I. Usoskin, W.R. Webber, G.J. Wenk, and many others who calculated
these important parameters for CR behavior in the earth’s magnetosphere. Espe-
cially important are calculations during 1960–1970s of effective cutoff rigidities
for vertical direction and effective asymptotic directions for all CR stations of the
worldwide network by K.G. McCracken, M.A. Shea, and D.F. Smart (McCracken
et al., M1962, M1965; Shea et al., M1965, M1976; Shea and Smart, M1975). M.A.
Shea and D.F. Smart also regularly published articles every 5 years, starting from the
epoch 1955.0 up to the present time, on data regarding 5◦ latitude ×15◦ longitude
world grids of trajectory-derived effective vertical cutoff rigidities.

Theoretical results obtained in Chapter 3 were checked in many CR latitude
surveys during the Japanese expeditions during 1956–1962 to Antarctica; in
Swedent–USA latitude surveys during 1956–1959 in connection with Interna-
tional Geophysical Year; in Canadian expeditions during 1965–1966; in neutron
monitor surveys in the Southern Ocean by USA, South Africa, and Australia; in
latitude surveys of environmental radiation and soft secondary CR components by
Italian expeditions to Antarctica; in annual CR latitude summer surveys over the
territory of the former USSR during 1964–1982; in CR planetary surveys by USSR
expeditions on the ships Kislovodsk and Academician Kurchatov; in South African
latitude surveys on different altitudes from airplanes; and many CR latitude surveys
on balloons and satellites (see Chapter 4). In this chapter we consider also: (1)
the problem on CR latitude knee mainly in the frame of the key works by O.C.
Allkofer and W.D. Dau, (2) CR latitude–altitude dependencies in the frame of the
key work by A.V. Belov and colleagues, and (3) daily CR intensity dependencies
from cutoff rigidity in the frame of key works by F. Bachelet and colleagues. Let us
note that experimental data obtained in many CR expeditions during about 80 years
are unique because the geomagnetic field changes sufficiently with time and con-
sequently causes changes in planetary distributions of cutoff rigidities, asymptotic
directions, and acceptance cones.

An example of detail analysis of CR latitude survey data obtained in the Italian
expedition to Antarctica during 1996–1997 taking into account many different data,
exact corrections on meteorological factors, CR worldwide variations, CR North–
South and Forward–Backward asymmetries, exact account of oblique CR arriving
in calculations of apparent cutoff rigidities along the latitude survey, and some other
exact corrections are described in Chapter 5 based mainly on original works of
Dorman and his colleagues O.A. Danilova, N. Iucci, M. Parisi, N.G. Ptitsyna, M.I.
Tyasto, and G. Villoresi. This analysis made possible the finding of coupling func-
tions for standard neutron monitors and for neutron counters without lead with the
highest accuracy at present time.
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Geomagnetic time variations of CR intensity (caused by variations of cutoff
rigidities) are determined by internal and magnetospheric sources (see Chapter 6).
This chapter considers the trajectory calculations of long-term variations of plan-
etary distribution of cutoff rigidities caused mainly by internal source during the
last 2,000 years, during 1600–2000 in steps of 50 years, and during 1950–2005 in
steps of 5 years based mainly on key papers of M.A. Shea, D.F. Smart, and E.O.
Flückiger. CR geomagnetic variations of magnetospheric origin were discovered
in detailed investigations of CR Forbush-decreases during the main phase of great
magnetic storms, when at middle latitude stations CR intensity increase caused by
decrease of cutoff rigidity was observed. Through many investigations it was estab-
lished that this decrease of cutoff rigidity is mainly caused by sufficient increase of
ring current from about 106 A in quiet periods up to about 107 A during the main
phase of a strong geomagnetic storm (the same phenomenon caused moving of au-
rora boundary to low latitudes, up to Egypt, in periods of big magnetic storms). CR
variations of magnetospheric origin were investigated in detail theoretically and ex-
perimentally in key papers by H. Debrunner, E.O. Flückiger, M. Kodama, S. Kudo,
T. Makino, T. Obayashi, P. Tanskanen, M.A. Shea, D.F. Smart, and M. Wada, as
well as in papers of Dorman and his colleagues L.G. Asaulenko, L.M. Baisultanova,
A.V.Belov, V.M. Dvornikov, V. Sdobnov, A.V. Sergeev, M.I. Tyasto, and V.G. Yanke.
This chapter also shows that by using CR data inverse problems and estimated time
variations of main parameters of ring current and other magnetospheric current sys-
tems during big magnetic storms may be solved.

In the last 20 years sufficient jumps were made in our understanding of the earth’s
magnetospheric structure for different disturbance levels, thanks to key papers by
N.A. Tsyganenko and his colleagues M.I. Sitnov and A.V. Usmanov, who developed
magnetospheric models on the basis of a lot of satellite and ground observation data.
The main matter of Chapter 7 is based on crucial results of Tsyganenko and on
key papers which checked these results, and some other magnetospheric models by
galactic and solar CR observations (see Contents and References for Chapter 7).

In Chapter 8 we consider very short atmospheric and magnetospheric effects of
CR in other planets. It is a pity that this problem up to now is only weakly developed.
We do not find any papers in scientific literature devoted to the problem of CR
behavior in atmospheres and magnetospheres of other planets and satellites, except
two papers of Dorman and colleagues which consider only the planets Venus, Mars,
and Jupiter. However, we hope that in the near future this problem will receive higher
attention of CR scientists and will be developed to a level comparable with the level
of research on our planet.

Let me note, that in this book, as in the previous two (Dorman, M2004 and
M2006), I often use extended nomination of CRs as particles with energy much
bigger than average energy of background plasma’s particles. It means that we have
extragalactic CR, galactic CR, solar CR, anomaly CR, interplanetary CR, and mag-
netospheric CR (there are also outer CR and local CR; for details, see Dorman,
M2004, Chapter 1). Scientific literature often uses nomination energetic particles
for CRs generated on the sun, in interplanetary space and in magnetospheres of the
earth and other planets and their satellites.
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The behavior of galactic, solar, and anomaly CRs in the planetary magne-
tospheres are determined not only by main planetary magnetic fields but also by
very variable magnetospheric currents caused by drifts of local CR (energetic par-
ticles) in radiation belts and plasma processes from solar wind–magnetosphere in-
teractions as well as interplanetary shock waves–magnetosphere interactions during
substorms and magnetic storms. On the other hand, main sources of radiation belts
are caused by interactions of galactic, solar, anomaly, and interplanetary CRs with
upper atmosphere causing the formation of albedo and acceleration local CRs in
many processes inside magnetospheres. So there are really very complicated non-
linear interactions of CR, solar wind, and interplanetary shock waves with planetary
magnetospheres.

The detailed Contents give information on the problems considered and dis-
cussed in the monograph. At the beginning of this monograph, there is a list of
Frequently used Abbreviations and Notations. At the end of the book, in the Con-
clusion and Problems, we summarize the main results and consider some unsolved
key problems, which are important for the development of the considered branch of
research. In the References there are separate lists for Monographs and Books (with
years starting by the letter M) as well as for each chapter. For the convenience of
the reader, we have also prepared a Subject Index. At the end of the book there are
Appendices, where we have placed big tables and complicated colored figures; ith
labels starting with the letter A.

I would be grateful for any comments, suggestions, preprints, and reprints that
can be useful in our future research, and can make the next edition of the book better
and clearer. They may be sent directly to me by e-mail (lid@physics.technion.ac.il;
lid010529@gmail.com), by fax [+972] 4 696 4952, or by post to the following
address: Prof. Lev I. Dorman, Head of ICR&SWC and ESO, P.O. Box 2217, Qazrin
12900, ISRAEL.

July 2008 Lev I. Dorman
Qazrin, Moscow, Princeton
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Chapter 1
First Measurements of Cosmic Ray Geomagnetic
Effects and the Problem of CR Nature

1.1 The First Measurements of CR Latitude Effect
in Expeditions from Holland to Java and Problems
in their Interpretation

Up to the end of the 1920s the common opinion on the nature of cosmic rays (CRs)
was that they were high-energy γ-rays. If this were so, the Earth’s magnetic field
would not have any influence on CR intensity. The geomagnetic effect in CRs was
discovered accidentally in 1927 by Dutch researcher J. Clay (1927). For a long time
he investigated the time variations and dependence on altitude CR intensity using an
ionization chamber on the island of Java. For interpretation of the obtained exper-
imental results, Clay tried to determine background radiation from the material of
the ionization chamber, but without any success, and so he decided to make this de-
termination in Holland deep underground. During his journey from Java to Holland
on the ship Slamat, Clay made several measurements of CR intensity, and to his
surprise he found that when approaching the equator the CR intensity decreased by
more than 10%. At first, he came to the conclusion that this effect can be explained
by possible decrease of γ-emanations in the atmosphere with decreasing latitude.
These measurements were repeated many times in the period 1928–1932 during
several sea voyages between Java and Holland, and back (Clay, 1928, 1930, 1932;
Clay and Berlage, 1932). Figure 1.1 shows these results in comparison with those
obtained by other authors using the same type of instruments – shielded by a Pb
ionization chamber. The Holland-equator effect was measured with good accuracy:
on average 14±1%.

However, the discovered dependence of the CR latitude effect from season to
season was very strange: in winter it was bigger than in summer. Also, it was not
clear why at latitudes higher than 50◦ there was no CR intensity increase with
an increase in latitude as shown in the following: measurements of CR intensity
by F. Begonek in 1928 on the dirigible “Italy” during the first Polar expedition
headed by Umberto Nobile (described in Dorman, 1981); negative result obtained
by the ionization chamber in the survey from Hamburg to Shpizbergen in 1930

L. Dorman, Cosmic Rays in Magnetospheres of the Earth and other Planets, 1
Astrophysics and Space Science Library 358,
c© Springer Science+Business Media B.V. 2009
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Fig. 1.1 The dependence
of CR intensity I (in ion
cm−3 sec−1) at sea level
on latitude measured by
an ionization chamber in
several surveys (According to
Clay, 1932)

(Bothe and Kolhörster, 1930); and no CR intensity change between Archangelsk
(65◦N) and Franz Josef Land (82◦N) observed in 1932 on the icebreaker “Maligin”
(Verigo, 1938).

1.2 The First Correct Explanation of CR Latitude Survey
Results and Nature of CR; Compton and Millikan’s CR
Latitude Surveys

The first researchers to give a correct explanation of the Clay effect were Bothe
and Kolhörster (1929): they noted that direct information on the nature of CR can
be obtained by investigating the influence of the geomagnetic field on CR intensity
measured at different geomagnetic latitudes (latitude effect). The existence of this
effect discovered in Clay’s CR latitude surveys shows that at least some part of a CR
must be charged particles. To explain the constant of CR intensity above a latitude
of 50◦ (Kolhörster and Tuwim, 1931), Clay (1932) supposed that primary CRs with
rigidity smaller than 4× 109 V could not reach the earth’s surface (caused by the
absorption of CRs in the atmosphere). The strong season dependence of the CR
latitude effect was explained later by the temperature effect of the CR muon compo-
nent (Dorman, 1954). The problem of measuring CR geomagnetic effects and their
correct interpretation was recognized after a public discussion between two Nobel
Prize winners, Robert Millikan (γ-ray hypothesis) and Arthur Compton (charged
particle hypothesis) (for details, see Dorman, M1981 and M2004, Chapter 1). On
the one hand, no CR latitude effect was observed by Millikan and Cameron (1928)
between 19◦S (Bolivia) and 34◦N (Pasadena, USA), and by Millikan (1930)
between 34◦N (Pasadena, USA) and 59◦N (Churchill, Canada). On the other hand,
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in 1932, Compton organized eight expeditions for CR intensity measurements at
69 points at different latitudes and altitudes (see Fig. 1.2).

All measurements in these expeditions were made with the same type of
Pb-shielded ionization chambers constructed by Compton (see Fig. 1.3).

Fig. 1.2 The position of the main points where CR intensities were measured during eight
Compton expeditions in 1932 (According to Compton, 1932, 1933)

Fig. 1.3 The Pb-shielded
ionization chamber used in
all CR intensity measure-
ments in 1932, organized by
A. Compton
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Fig. 1.4 CR latitude effects
(CR intensity is given in ion
cm−3 sec−1) on altitudes of
4,360 m and 2,000 m, and
at sea level (According to
Compton, 1932, 1933)

Results of CR measurements at sea level (total latitude effect about 14%), at
altitudes of 2,000 m (effect 22%) and 4,360 m (effect 33%) are shown in Fig. 1.4.

Let us note that in 1928 and 1930, R. Millikan and colleagues obtained negative
results on CR latitude effect, but continued these measurements from airplanes in
1933 using ionization chambers (Bowen et al. 1933), and came to the conclusion that
the CR latitude effect is real and increased sufficiently with an increase of altitude
(see Fig. 1.5).

1.3 The First Determination of Planetary Distribution of CR
Intensity at Sea Level; Longitude Geomagnetic Effect

Many CR latitude surveys (Clay, 1934; Johnson and Read, 1937; Compton, 1937)
were carried out a few years after the famous discussion between Millikan and
Compton on the nature of CRs at the end of 1932, and stimulated the development of
research into CR geomagnetic effects. It became clear that investigation of CR geo-
magnetic effects (latitude and longitude) could give the answer to this key problem:
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Fig. 1.5 Comparison of CR measurements by the ionization chamber taken from airplane flights
at March Field (34◦N), Panama (9◦N), and Peru (12–17◦S) (According to Bowen et al., 1933)

Fig. 1.6 The curves of equal CR intensity (in ion cm−3 sec−1 – figures on curves) over the whole
world (According to Compton, 1936)

What is the main part of a CR, charged particles or γ-rays? For the first time, on
the basis described above, and with the results of eight CR expeditions organized by
Compton, and measurements made after this, the planetary distribution of CR inten-
sity at sea level all over the world (see Fig. 1.6) was found by Compton (1936). From
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Fig. 1.6 it can be seen that: (1) CR intensity mostly depended on not geographic lat-
itudes, but on geomagnetic latitudes (the earth’s magnetic dipole is inclined at about
11◦ to the earth’s axis of rotation); (2) there is not only the latitude CR effect, but
also the longitude CR effect (CR intensity sufficiently changed along geomagnetic
latitudes; in the region of the geomagnetic equator, a minimum of CR intensity is ob-
served in the Indian Ocean). Let us note that the existence of the longitude CR effect
was first mentioned by Clay in 1932; he explained this effect by the displacement
of the magnetic dipole more than 300 km from the earth’s center in the direction of
the Indian Ocean.

1.4 The First Measurements of the CR Latitude Effect
in the Stratosphere

From Fig. 1.4 it can be seen that the amplitude of the CR latitude effect increased
sufficiently with increasing altitude (from 14% at sea level up to 33% at altitude
4,360 m). So the expected CR latitude effect in the stratosphere must be much
bigger. The first measurements of CR intensity in the stratosphere were made by
S. N. Vernov, who in 1934 developed a special method of receiving CR and meteo-
rological data from balloons by radio. It was found that CR intensity at an altitude
of 12 km over Leningrad at latitude 56◦N is 2.5 times bigger than at the same al-
titude over Yerevan at 35◦N (Vernov, 1937). During the survey onboard the ship
Sergo from the Black Sea to the Far East in 1937, CR intensity was measured on
balloons at many points; it was found that over the equator region the CR intensity
in the stratosphere is about four times smaller than over Leningrad (Vernov, 1938).
On the basis of these measurements, Vernov (1939) came to the conclusion that at
least 90% of primary CRs are charged particles (and it was possible approximately
to determine their energy spectrum).

A lot of CR intensity measurements with ionization chambers on balloons at
many latitudes were made in 1937 by Bowen et al., (1937, 1938). Based on the
obtained results, they came to the conclusion that in the stratosphere CR intensity
changes about three times with latitude (see Fig. 1.7). The four curves shown in
Fig. 1.7 are strictly comparable, since the flights were all made using essentially
identical thin-walled electroscopes (0.5 mm of steel). The whole instrument, with
accessories, weighs but 1,400 g. In a number of cases, the flights at different latitudes
were made using the same instrument.

1.5 East–West CR Geomagnetic Effect and Determination
of the Sign of Primary Charged Particles

From the above-described investigations of latitude and longitude CR geomagnetic
effects, it became clear that most primary CRs are charged particles. However, what
is the sign of these particles? The matter of the problem is that the latitude CR
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Fig. 1.7 Results of balloon
flights at four different
geomagnetic latitudes
(According to Bowen
et al. 1938)

geomagnetic effect is the same for positive and negative particles (it is also true for
longitude CR geomagnetic effect). The possibility of using the geomagnetic field
to determine the sign of primary CR charged particles was indicated for the first
time by Rossi (1931): he noted that if primary CRs contain a non-equal number of
positive and negative particles, the intensity from West and East will be different;
the biggest difference will be in the case when primary CRs are mostly particles
of the same sign. In 1931 he tried to measure the West–East CR asymmetry at sea
level by the first constructed CR telescope based on Geiger–Muller counters and
electronic schemes of coincidences, but within the frame of statistical errors, no
difference in CR intensity from East and West was observed (this experiment is
described in Rossi, M1966). The first positive results on measurements of West–East
CR asymmetry were obtained in 1933 in Mexico (29◦N, 2,250 m above sea level) by
Johnson (1933a) and Alvarez and Compton (1933). From the measurements carried
out by the telescope on Geiger–Muller counters with axes inclined from the vertical
to 45◦, it was found that the CR flux from the West is about 10% higher than from
the East. A little later in Eritrea at latitude 11◦N and an altitude of 2,370 m above
sea level, Rossi (1934) measured the West–East CR asymmetry and found that from
the West the flux was about 26% higher than from the East. Later the West–East CR
asymmetry was measured also on Mt. Alagez in Armenia (35◦N): the amplitude of
the effect was found to be 9% (Dukelsky and Ivanova, 1935).
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By analyzing all data obtained at different latitudes and altitudes, Johnson
(1933b) found that the value of West–East CR asymmetry sufficiently increased
when approaching the equator: at an altitude of 3,000 m above sea level this asym-
metry was only 2% at latitude 48◦, 7% at 25◦, and 13% at the equator. It was also
found that the West–East CR asymmetry sufficiently increased with an increase of
altitude: measurements in Peru in the region of the geomagnetic equator showed
that at sea level the asymmetry was 7%, but at 4,200 m it was about 16%. On the
basis of these measurements, Johnson (1933b) came to the conclusion that almost
all primary CRs are positive charged particles. In the framework of CR geomagnetic
effects research, Johnson (1938) came to the conclusion that positive charged par-
ticles of primary CRs cannot be positrons. Why? Because geomagnetic effects of
CR are observed at sea level, under about 1,000 g cm−2 of air, it means that primary
particles with rigidity smaller than 15 GV (or the secondary CR generated in the
atmosphere by these primary particles) can reach sea level. However, at about this
time, it became well known that positrons with rigidity smaller than 15 GV (or with
energy smaller than 15 GeV and their secondary particles and γ-rays) cannot reach
sea level. From this it follows that primary CRs must be protons and/or heavier
nuclei.



Chapter 2
Cosmic Rays in the Dipole Geomagnetic Field

2.1 Dipole Approximation of Geomagnetic Field
and Geomagnetic Equator

2.1.1 Polar Aurora and Störmer’s Theory

The foundation and development of the theory of charged energetic particles moving
in the magnetic field of the earth came about through the need to explain some
geophysical phenomena. These investigations were initiated by C. Störmer (1907),
who by researching charged energetic particles moving in the earth’s magnetic field,
tried to understand the nature of the polar aurora phenomenon. The earth’s magnetic
field may be presented for a first approximation as a field produced by a dipole with
a moment ME = 8.1×1025 Gs.cm3 inclined at 11.5◦ to the earth’s rotation axis and
shifted by 342 km relative to the earth’s center (according to the magnetic survey of
1944). Störmer (1907, 1931, M1955) based his theory on the dipole approximation
of the earth’s magnetic field, which describes the main part of the real geomagnetic
field. For a long time Störmer’s theory was also applied to the investigation of the
behavior of charged particles of CRs in the earth’s magnetic field. Until now this
theory has not lost its interest because many effects of CRs in the geomagnetic field
(latitude and East–West geomagnetic effects, cutoff rigidities, penumbra, formation
of radiation belts, and others) are the same as in a real field and the difference is
only quantitative.

2.1.2 Equations for Particle Moving in Dipole Field
and their Integrals

The equation of relativistic particle with the rest mass mo and charge Ze moving in
the magnetic field H is

d(mv)
dt

=
Ze
c

(v×H) , (2.1)

L. Dorman, Cosmic Rays in Magnetospheres of the Earth and other Planets, 9
Astrophysics and Space Science Library 358,
c© Springer Science+Business Media B.V. 2009
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where
m =

mo√
1− v2

/
c2

, (2.2)

v is the velocity of particle, and c is the velocity of light. If the particle moving is
considered not in Descartes coordinates but in some other coordinates qi, we obtain,
instead of Eq. 2.1, an equation in the Lagrangian form:

d
dt
∂L
∂ q̇i

=
∂L
∂qi

, (2.3)

where the Lagrangian function L(qi, q̇i) for a particle moving in the magnetic field is

L = moc2 (1− v2/c2)−1/2 +
Ze
c

v ·A. (2.4)

The vector-potential A is connected with the magnetic field H by the relation H =
rotA. For the dipole magnetic field

A =
ME × r

r3 , (2.5)

where ME is the magnetic dipole moment of the earth. For the corresponding choice
of coordinate system (spherical or cylindrical) the vector-potential A will be char-
acterized only with one azimuthal component. For example, in the cylindrical coor-
dinate system ρ,z,ϕ , we obtain

Aρ = 0, Az = 0, Aϕ =
MEρ

(ρ2 + z2)3/2 . (2.6)

The general solution of Eq. 2.1 is a system of six functions (integrals) fk depending
on space coordinates r, particle velocity v, and time t as well as six constants Ck:

fk (r,v,t) = Ck; k = 1, 2, . . . ,6. (2.7)

The analytical expressions of integrals fk (r,v,t) can be obtained only in some spe-
cial cases when the field does not depend on time and depends only on one or two
space coordinates. In these cases, integrals do not depend on time and reflect the
laws of conservation. The nondependence of the magnetic field on time leads to
the law of energy conservation, which can be very easily obtained from Eq. 2.1:
multiplying the scalar in this equation by particle velocity v, we obtain

d
(
mv2

)
dt

= 0; mv2 = const. (2.8)

Because during the moving of a charged particle in the constant magnetic field m =
const, relativistic particles will move in the same manner as nonrelativistic particles
but with the mass m determined by Eq. 2.2. So, to make the consideration easier,
we will analyze nonrelativistic equations of charged particles moving in a constant
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Fig. 2.1 The system of
coordinates used for describ-
ing a charged particle moving
in the field of a magnetic di-
pole
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magnetic field. By using the cylindrical coordinate system (see Fig. 2.1), the integral
of energy described by Eq. 2.8 will be as follows for the nonrelativistic case:

ρ̇2 + ż2 +ρ2ϕ̇2 = const. (2.9)

The existence of axial symmetry in the case of a dipole field, i.e., nondepen-
dence of the magnetic field from the azimuth ϕ , leads to the law of conservation
of momentum component pϕ because in this case ∂L

/
∂ϕ = 0 and we obtain from

Eq. 2.3

pϕ =
∂L
∂ ϕ̇

= mρ2ϕ̇+
Ze
c
ρ Aϕ = const. (2.10)

Let us introduce the Rauss function

LR = L−∑qc pc, (2.11)

where qc is the derivative from the cyclic coordinate and pc corresponds to the coor-
dinate momentum of the particle (in the case of the axial magnetic field symmetry,
the cyclic coordinate is ϕ). In cylindrical coordinates, the Lagrangian function L
described by Eq. 2.4 will be

L =
m
2

(
ρ̇2 + ż2 +ρ2ϕ̇2)+

Ze
c
ρϕ̇ Aϕ , (2.12)

and the Rauss function

LR = L− ϕ̇ ∂L
∂ ϕ̇

=
m
2

(
ρ̇2 + ż2) −U, (2.13)
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where

U =
1

2m

(
pϕ
ρ

− Ze
c

Aϕ

)2

; pϕ = const. (2.14)

Taking into account the integrals of a moving particle transforms the 3-D problem
of particle propagation in the dipole magnetic field into a 2-D problem of particle
moving in the meridian plane (ρ,z) in the potential field U:

mρ̈ = −∂U
∂ρ

; mz̈ = −∂U
∂ z

. (2.15)

2.2 Principles of Störmer’s Theory

For convenience of mathematical research into a charged particle moving in the
dipole magnetic field, Störmer introduced a special unit of length (now called the
Störmer unit)

s =
√

MEZe
/

mcv, (2.16)

and changed in equations of particle moving the differentiation over time t on the
differentiation over s by using relation ds = vdt (let us remember that particle ve-
locity v = const). In this case the integrals described by Eqs. 2.9, 2.10, and 2.15 of
particle moving will have the forms

(
dρ
ds

)2

+
(

dz
ds

)2

+ρ2
(

dϕ
ds

)2

= 1, (2.17)

ρ2 dϕ
ds

+
ρ2

r3 = 2γ, (2.18)

d2ρ
ds2 =

1
2
∂Q
∂ r

;
d2z
ds2 =

1
2
∂Q
∂ z

, (2.19)

where

Q = 1−
(
ρ
r3 +

2γ
r

)2

. (2.20)

Equations 2.16–2.20 make up the basis of Störmer’s theory. In the framework of
this theory were found a lot of trajectories of charged particles in the field of the
magnetic dipole. The easiest trajectories are in the equatorial plane and trajectories
crossing the dipole.

The trajectories of particles in the equatorial plane (at z = 0,r = ρ) on the basis
of Eqs. 2.17–2.20 will be determined by the following equation:

dϕ
dρ

=
2γρ−1

ρ
(
ρ4 − (2γρ+1)2

)
1/2

. (2.21)
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Fig. 2.2 Trajectories of
charged particles in the equa-
torial plane in the magnetic
field of a dipole at different
values of Störmer’s constant γ

g = 1.001

g = -0.3

g = 1
g = 1.2

This equation can be integrated by using elliptic functions. All orbits in the equa-
torial plane can be separated into two types: finite (corresponding to encroached
particles) and infinite (corresponding to particles that have arrived from infinite).
Both types of orbits are shown in Fig. 2.2. Finite orbits are periodic with γ ≥ 1;
infinite orbits can have any value of γ . Finite and infinite orbits are separated by a
cyclic curve with the radius corresponding to s = 1 and characterized by γ = 1.

The trajectories of particles crossing the center of a dipole were also investigated
in detail by Störmer (1907, 1931, M1955) using the numerical solution of equa-
tions described above. Each trajectory can be considered as a particle moving in the
meridian plane in the potential field Q according to Eq. 2.19, and the rotation of this
plane around the dipole axis. Let us consider the angle ω as the angle between the
element of the trajectory and the East–West direction (see Fig. 2.1). In this case we
obtain

ρ
dϕ
ds

= cosω. (2.22)

From Eqs. 2.18 and 2.20, by using Eq. 2.22, we obtain

cos2ω = 1−Q. (2.23)

From Eq. 2.23 it follows that particles can move only in the region of space where
1 > Q > 0, and cannot move in the region of space where Q < 0. Therefore, the line
Q = 0 is the boundary between the allowed and forbidden trajectories (see Fig. 2.3).

From Fig. 2.3 it can be seen that the trajectory crossing the center of the dipole
does not coincide with the magnetic force line: when approaching near the center,
the particle comes close to the force line and achieves a spiral movement around the
force line. Simultaneously the particle achieves drift in a direction perpendicular to
the magnetic force line (rotation of meridian plane of the trajectory at some value of
longitude – angle of demolition). In Fig. 2.4, the asymptotic latitudeΛ and longitude
Φ of trajectories are shown passing the center of the dipole in dependence of the
value of Störmer’s constant γ , found by Störmer (1931, M1955) on the basis of
numerical calculations of many particle trajectories in the magnetic dipole field.
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Fig. 2.3 Trajectories of
charged particles in the merid-
ian plane in the magnetic field
of a dipole at different values
of Q. The trajectory crossing
the center of the magnetic
dipole is shown by a broken
line

Fig. 2.4 The asymptotic latitude Λ and asymptotic longitude Φ for charged particles crossing the
center of a magnetic dipole depending on Störmer’s constant γ (numbers near the points on the
curve)

In the general case it can be found that the surface separated allowed and for-
bidden trajectories in the 3-D space. As we mentioned above, this surface will be
determined by the condition Q = 0, or according to Eq. 2.20, by equation

(
ρ
r3 +

2γ
r

)2

= 1. (2.24)

The crossings of this surface by the meridian plane at two values of Störmer’s con-
stant γ are shown in Fig. 2.5.

From Fig. 2.5 it can be seen that at γ > 1 the allowed region consists of two
separated regions: one starts from about the center of the dipole and is bounded
before s = 1 in the equatorial plane; the other starts at s > 1 and extends to infinity.
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Fig. 2.5 The allowed and forbidden regions of charged particle moving in the meridian plane at
two different values of Störmer’s constant γ . Along the abscissa axes, the distance from the center
of the earth is given in Störmer’s units. The forbidden regions are shown by hatching, and the
allowed regions are shown in white

The first region corresponds to the particles captured by the dipole magnetic field,
and the second is filled by particles arriving from infinity. It is important to note that
at γ > 1 particles cannot arrive from infinity to the region s ≤ 1.

At γ < 1, the allowed region also consists of two regions, but now they are con-
nected with a narrow isthmus: this means that particles from infinity can reach the
region s ≤ 1. The value γ = 1 is critical: both allowed regions are separated by one
point on the equatorial plane and the achievement of particles from infinity to the
region s ≤ 1 becomes impossible.

2.3 Störmer’s Cone of Forbidden Trajectories

Let us consider the equation for cosω . From Eqs. 2.18 and 2.22 it follows that

cosω =
2γ

r cosλ
− cosλ

r2 . (2.25)

As was shown in Section 2.2, all points r < 1 (r is in Störmer’s units of length, see
Eq. 2.16) are forbidden for trajectories characterized with γ > 1. Therefore, from
Eq. 2.25 it follows that forbidden directions will be all directions for which at r < 1

cosω > cosωm =
2

r cosλ
− cosλ

r2 . (2.26)
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These forbidden directions are inside the circle cone with the axis directed as East–
West and the opening angle

ωm = arccos
(

2
r cosλ

− cosλ
r2

)
, (2.27)

determined from Eq. 2.26. From Eq. 2.25 it follows that

r =
cos2λ

1+
√

1− cosω cos3λ
, (2.28)

and in usual units of length (using the determination of Störmer’s units of length
according to Eq. 2.16) this relation for particles with charge Ze can be rewritten as

Rc (λ ,ω) =
ZeME

crE

cos4λ(
1+

√
1− cosω cos3λ

)2 , (2.29)

where Rc (λ ,ω) is the minimal cutoff rigidity which is necessary so that a parti-
cle can achieve the earth’s surface on the latitude λ at angle ω to the East–West
direction. From Eq. 2.29 it follows that a particle with rigidity smaller than

Rcmax =
ZeME

crE
, (2.30)

cannot achieve the earth’s surface at any latitude and at any azimuth and zenith
angle. For vertical arriving of charged particles at any latitude, the minimal rigidity
will be

Rcvert =
Rcmax

4
, (2.31)

and for arriving at the equator from the West and zenith angle 90◦, the minimal
rigidity for positively charged particles will be (for negatively charged particles the
expression for the minimal rigidity will be the same, but for particles arriving at the
equator from the East at the same zenith angle 90◦):

Rcmin =
Rcmax(

1+
√

2
)2 =

Rcmax

5.84
, (2.32)

For primary protons and the present value of the earth’s magnetic dipole, the above-
described values will be

Rcmax = 59.2GV, Rcvert = 14.8GV, Rcmin = 10.2GV. (2.33)

In the general case, instead of Eq. 2.29 for protons and the present value of the
earth’s magnetic dipole, we obtain
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Rc (λ ,ω) =
59.2cos4λ(

1+
√

1− cosω cos3λ
)2 GV, (2.34)

for cutoff rigidity in dependence of latitude λ and angle ω (Störmer’s cone), and for
vertical arriving (ω = 90◦) it will be

Rcvert (λ ) = 14.8cos4λ GV. (2.35)

2.4 Lemaitre and Vallarta CR Allowed Cones in the Dipole
Geomagnetic Field; Existence of Penumbra Region

In Eq. 2.26 determining Störmer’s cone of forbidden trajectories, it was assumed
that γ = 1. Lemaitre and Vallarta (1933), by numerical calculations of a lot of
charged-particle trajectories in the dipole magnetic field, show that it is necessary to
use equations

cosω > cosωm =
2γc

r cosλ
− cosλ

r2 (2.36)

for the cone of allowed trajectories instead of Eq. 2.26 Störmer’s constant γc depends
on the geomagnetic latitude as shown in Table 2.1.

If Störmer’s cone determines the cutoff rigidities that all particles with smaller
rigidities will have forbidden trajectories, the main cone introduced by Lemaitre and
Vallarta (1933), or allowed cone according to Vallarta (M1938), determines the cut-
off rigidities that all particles with bigger rigidities will have allowed trajectories. As
can be seen from Table 2.1, only for the equator will both these cones coincide, but
for bigger geomagnetic latitudes there is a sufficient difference: the region of rigidi-
ties between both cones formed the penumbra that coincides with a lot of allowed
and forbidden trajectories. The relative role of penumbra sufficiently increases with
an increase of geomagnetic latitude. The function of penumbra f (R) is determined
as 0 for forbidden trajectories and 1 for allowed trajectories. The early theoreti-
cal investigations of the penumbral effects in the dipole field approximation were
summarized by Vallarta (1949) and Schwartz (1959); experimental investigations of
these effects were made by Hedgecock (1964, 1965) using terrella experiments.

Table 2.1 Values of Störmer’s constant γc depending on geomagnetic latitude λ

Geomagnetic latitude λ 0◦ 10◦ 20◦ 30◦

Störmer’s constant γc 1.000 0.978 0.911 0.806
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2.5 Drift Hamiltonian for a Dipole Magnetic Field

2.5.1 The Matter of Problem

Nosov and Kyzhyurov (1995) note that, after papers of Gardner (1959), Northrop
and Teller (1960) were issued, there was significant interest in the Hamilton for-
mulation of drift theory. In these papers it was shown that the drift equations of
the motion of the charged particles captured by the magnetic field look like the
Hamilton canonic equations provided they are expressed within the terms of α and
β coordinates which are actually Euler’s potentials. In the paper by Nosov (1992),
the drift Hamiltonian is obtained in the α and β magnetic coordinates. It shows that
the Hamiltonian structure is defined by choosing the third s parameter. In the paper
by Nosov and Kyzhyurov (1995), the curtain expressions for drift Hamiltonian are
drawn in the three most important cases by the choice of the s parameter. The or-
thogonal system of coordinates is defined in which the velocity of the cross-drift of
the particle is easily calculated from the Hamilton equations. The geometric shapes
of the adiabatic zone are found in the dipole magnetic field, where applying the drift
Hamiltonian for the description of charged-particle motion is most appropriate.

2.5.2 Drift Hamiltonian

According to Nosov and Kyzhyurov (1995), the magnetic field B and the magnetic
vector-potential A, owing to Euler’s potential, can be put down as follows:

B = [∇α×∇β ] , A = α∇β . (2.37)

For the dipole magnetic field, parameters α and β can be expressed through the
spherical coordinates r, θ , ϕ by the following relations (Stern, 1976):

α= Boa2
or−1 sin2 θ , β = aoϕ, (2.38)

where ao is the planet’s radius, B∼
o the magnetic field on the equator, and θ and ϕ

polar and azimuthal angles.
By adding the set α and β to the third parameter s, it is possible to define them

as single-valued functions from spatial coordinates x j:

ξ 1 = β
(
x j) , ξ 2 = s

(
x j) , ξ 3 =

(
q
/

c
)
α
(
x j) , (2.39)

where q charge of the particle, c velocity of light. Taking the functions ξ i
(
xk

)
as curvilinear coordinates, it can define a symmetric contra-variant tensor gik =(
∇ξ i ·∇ξ k

)
, and metric tensor gik. The main term of drift Hamiltonian in coor-

dinates α, β , s is obtained as (Nosov, 1992):

H(α,s; I) = IΩ(α,s)+
(

p2
s
/

2m
)

g22 (α,s)+qΦ(α,s) , (2.40)
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where Ĩ the first adiabatic invariant, Ω cyclotron frequency, m mass of particle, g22
the component of metric tensor,Φ electric field potential, and ps generalized particle
moment canonically conjugated with the coordinate s.

As a result of the axial symmetry of the dipole magnetic field, coordinate β
is a cyclic one, and the components of tensor g13 and g12 are equal to zero. The
components g11 and g33 for the dipole magnetic field are equal:

g11 = a2
o
/

r2 sin2 θ ,g33 = m2Ω2
o
(
ao

/
r
)4 sin2 θ

(
1+3cos2 θ

)
, Ωo =

|q|Bo

mc
.

(2.41)

The other components, g22 and g23 , and also the components of metric tensor g22
and g23 can be defined by the choice of parameter s.

2.5.3 Three Cases of the Choice of Parameters

Nosov and Kyzhyurov (1995) considered three most important cases of the choice
of parameter s:

Case I. Usually, parameter s is considered to be the length of the magnetic force
line. In this case parameter s can be expressed in coordinates r, θ as follows:

s(r,θ) = r
(

cosθ
√

1+3cos2 θ +3−1/2 ln
∣∣∣
√

1+3cos2 θ +
√

3cosθ
∣∣∣
)/

2sin2 θ ,

(2.42)
and the values g22 and g23 equal as follows:

g22 = 1, g23 =
[
−qα(r,θ)s(r,θ)+2qα(r,θ)cotanθ

∂ s
∂θ

]/
cr2. (2.43)

In the considered case, the Hamiltonian has the simplest form. In this coordinate
system, it is easy to obtain the approximated expression for the second adiabatic
invariant J, to the action–angle variables and put down the Hamiltonian as follows:

K(α, IJ) = IΩe (α)+ JΩb (I,α) , (2.44)

where
J = (E − IΩe)

/
Ωb, (2.45)

and E− total energy of the particle, Ωe− quatorial cyclotron frequency, Ωb− fre-
quency of particle oscillation between the mirror points:

Ωb =
√

Im−1d2Ω
/

ds2 +qm−1d2Φ
/

ds2. (2.46)

The results of the second derivatives are defined on the equator. However, it is worth-
while noting that in case I, the system of coordinates is not orthogonal. That is why,
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in this case, the β̇ value from the Hamilton equations cannot be defined as the ve-
locity of a transverse drift of particle.

Case II. If you take the angle between direction of magnetic field and equatorial
plain as the parameter

s(θ) = θ + arctan
(

1
2

tanθ
)

+
π
2

, (2.47)

for the values which depend on the choice of s, it will be

g22 = rc (α,s) , g23 �= 0, (2.48)

where rc is the radius of curvature of the magnetic force line. Hamilton’s equation

ṗs = −∂H
/
∂ s, (2.49)

describing the motion of the guiding center of a particle along the magnetic force
line, can be easily integrated in this coordinate system. Its solution (when Φ = 0)
corresponds to the constancy of the magnetic moment of the particle. This coordi-
nate system, as the preceding one, is not orthogonal and the value β̇ here also does
not correspond to the velocity of the drift of the guiding center across the magnetic
force line.

Case III. On the condition that all non-diagonal metric matrix elements equal zero,
the orthogonal coordinate system is formed by the choice, as the parameter s is the
quantity of the scalar potential of magnetic dipole:

s = a3
oBo cosθ

/
r2. (2.50)

In this case it will be
g22 = B−2, g23 = 0. (2.51)

For the drift velocity udr across the magnetic field, which in this coordinate system is
proportional to the value β̇ , Nosov and Kyzhyurov (1995) obtained the well-known
expression (Alfvén and Fälthammar, M1963):

udr =
(
β̇
/

ao

)
r sinθ =

q
|q|

(
v2
⊥
2

+ v2
||

)
sin5 θ

(
1+ cos2 θ

)
L2/aoΩo, (2.52)

where v|| and v⊥ are the velocities of a particle in the longitudinal and transverse
direction relative to the magnetic field, respectively; L = aoBo

/
α is the McIllwain

parameter.
Nosov and Kyzhyurov (1995) note that in case III parameter s is the potential,

naturally adding the set of Euler’s potentials α and β . In this coordinate system,
Hamilton’s equations describe both the longitudinal and transverse motions of the
guiding center. However, the coordinate systems I and II appear to be much more
convenient for solving some problems.
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2.5.4 The Conditions for Drift Approximation

The coordinate system in case II is convenient for defining the geometric shape
in the region of the magnetic dipole, which, when using the drift approximation,
is true. The conditions of drift approximation for the transverse and longitudinal
particle motions are put down as follows:

∣∣(rg ·∇)B
/

B
∣∣ = ε⊥ 	 1, (2.53)

∣∣2π (v ·B)(B ·∇)B
/

B3Ω
∣∣ = ε|| 	 1, (2.54)

where rg is the Larmor radius. Usually, defining the criterion of adiabaticity for
particle moving in the dipole magnetic field the condition is used:

|rg| · |∇B|
/

B = ε 	 1. (2.55)

The critical value of the parameter ε = εcr can be defined either in an experimen-
tal way or with the help of numerical simulation. The observations of intensity of
trapped radiation decreasing in the magnetosphere with increasing distance from the
earth show the critical value εcr = 0.075 (Singer, 1959). Webber (1963) has found
that the divergence between trajectories calculated by the Störmer method and the
method of drift approximation becomes considerable when εcr ≈ 0.4. Nosov and
Kyzhyurov (1995) considered the drift conditions for the transverse (Eq. 2.53) and
longitudinal (Eq. 2.54) motions separately and found the geometry of adiabatic area.
The critical values of these parameters ε⊥cr and ε||cr are assumed alike and equal to
0.1. Then, from Eqs. 2.53 and 2.54 Nosov and Kyzhyurov (1995) defined four dif-
ferent zones in the mirror-point distribution and on the meridian plane. In Fig. 2.6
these shaded areas are denoted as A, B, C, and D. Both conditions described by
Eqs. 2.53 and 2.54 are satisfied for adiabatic area A. In area D, neither condition
is satisfied. In area C, there are the points of particle reflection for which only the
second condition is broken. In area B only Eq. 2.53 is not satisfied.

For comparison, Fig. 2.6 also plots the curve 1 corresponding to Störmer’s for-
bidden region. The equation of this curve is the following:

r/CSt = sin2 θ
/(

1+
√

1+ sin3 θ
)
, (2.56)

2.6 Symplectic Method for the Tracing of CR Particle Motion
in a Dipole Magnetic Field

2.6.1 The Matter of Problem

In the paper by Yugo and Iyemori (2001), a new integration technique, the symplec-
tic method, is introduced and applied for tracing CR charged particle motion in a
dipole magnetic field. This method is an integral technique for the Hamilton system
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Fig. 2.6 Structure of the adiabatic region A, and regions B, C, and D in a dipole magnetic field.
Curve 1 corresponds to Störmer’s forbidden region. At the bottom there are two L-scales for pro-
tons and electrons (According to Nosov and Kyzhyurov, 1995)

using the repetition of canonical transformation, and has been tested in celestial
mechanics (Kinoshita et al. 1991; Gladman et al. 1991). Yugo and Iyemori (2001)
noted that if the magnetic field is strong enough to trap the energetic charged par-
ticle, it becomes possible to separate the motion of a charged particle into Larmor
motion and guiding center motion. The motion in a dipole magnetic field has been
analyzed with the guiding center approximation by many authors (e.g., Ejiri, 1978).
Calculations using the guiding center approximation in a realistic magnetosphere
have also been made (e.g., Takahashi and Iyemori, 1989). However, if the electro-
magnetic fields fluctuate on a time scale comparable to the Larmor period, or if the
Larmor radius is comparable to the size of the magnetosphere, or if the curvature of
a magnetic field line of interest is not everywhere small compared to the reciprocal
Larmor radius, the adiabaticity (i.e., the guiding center approximation) is broken
and it is necessary to trace the particle orbit directly.

Yugo and Iyemori (2001) firstly introduced the concept of the symplectic inte-
gration. Next, they tested the method by tracing the charged particles in a dipole
magnetic field and made an error estimation. Then, the Hamiltonian of the motion
of a charged particle in a dipole magnetic field and an “effective potential” were
given. They introduced the symplectic integration and its numerical scheme used
in this study, and showed the results of calculations by the symplectic method and
compared them with those by the standard Runge–Kutta method.
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2.6.2 Hamiltonian Description of Energetic Charged Particle
Motion in a Dipole Magnetic Field

As was described in Section 2.3, in a dipole magnetic field the motion of an ener-
getic charged particle is classified into trapped and untrapped regions. This motion
was first analyzed by Störmer (1907). The dipole magnetic field is represented in a
spherical coordinate system with a vector potential

Aϕ = −μoM
4π

sinθ
r2 . (2.57)

Here, M = 8×1022 [Am2], for the earth’s dipole moment. According to Yugo and
Iyemori (2001), the motion of an energetic charged particle in a dipole magnetic
field is written with a Hamiltonian as

H =
1

2m

[
p2

r +
p2
θ

r2 +

(
pϕ −qrAϕ sinθ

)

r2 sin2 θ

]
, (2.58)

where pr, pθ and pϕ are canonical momenta that correspond to space coordinates
r, θ , and ϕ , respectively, m is the mass, and q is the charge of the particle. The
following is the case when the sign of q is positive. For the normalized canonical
equations, one can write the Hamiltonian as

H =
1
2

[
p2

r +
p2
θ

r2 +

(
pϕ + r−1 sin2 θ

)2

r2 sin2 θ

]
, (2.59)

where H is a conserved quantity, and by one of the canonical equations, ṗϕ = 0, pϕ
is another conserved quantity.

Yugo and Iyemori (2001) set H = E and pϕ = −C. From other canonical equa-
tions, ṙ = pr and θ = pθ

/
r2, they get

v2/2+U (r,θ) = E, (2.60)

where
v2 = ṙ2 +

(
rθ̇

)2
, (2.61)

and introduced

U (r,θ) =
1

2r2 sin2 θ

(
sin2 θ

r
−C

)2

, (2.62)

as an effective potential (see Fig. 2.7).
Figure 2.8 shows the regions of trapped and untrapped conditions of protons in

the earth’s dipole magnetic field calculated by Eq. 2.62.
If the starting of the tracing of proton is from region A, the proton is trapped;

however, if the starting of the tracing is from region C, the proton is untrapped. In
the case when the starting of the tracing of the proton is from region B, the state,
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Fig. 2.7 Panels a and b show the intersection of U at θ = π/2 for C > 0 and for C < 0, respectively.
The energy level El is in the trapped region, and E2 and E3 are in the untrapped region. Panel c
is a cartoon for a trapped particle (Larmor motion), and panel d is for an untrapped particle (From
Yugo and Iyemori, 2001)

Fig. 2.8 The trapped and untrapped regions of protons in the earth’s dipole field. Region A is
trapped, and region C is untrapped. In region B, the trapped and untrapped states depend on the
direction of the initial velocity. In region B, the state, trapping or untrapping, depends on the
direction of the initial velocity (From Yugo and Iyemori, 2001)
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trapping or untrapping, depends on the direction of the initial velocity (formation
of penumbra, see Section 2.4). Yugo and Iyemori (2001) noted that the untrapped
particles do not show the Larmor motion anymore.

2.6.3 Symplectic Integration Method of Calculations

Yugo and Iyemori (2001) applied the symplectic integration method to solve the
equations of particle motion in the dipole magnetic field. An explicit method ex-
ists when the Hamiltonian is separated into the generalized momentum term and
the generalized coordinate term (Yoshida, 1993). Investigations have been made to
test the method in celestial mechanics, especially in the 2-body problem (Kinoshita
et al. 1991; Gladman et al. 1991). However, in the case of charged particles moving
in the dipole magnetic field, the two terms cannot be separated, and this explicit
method cannot be used; it is necessary to develop a special implicit method (Yugo
and Iyemori, 2001).

Let the variables p = (p1, p2, . . . pn), q = (q1,q2, . . .qn) be the canonical variables
of a Hamilton system. Mapping (p,q) → (p∗,q∗) is called “symplectic” when

ψ ′Tψ ′ = J (2.63)

is satisfied. Here

ψ ′ =
∂ (p∗,q∗)
∂ (p,q)

, J =
(

On In
−In On

)
, (2.64)

and On is an nth-order zero matrix, and In is an nth-order unit matrix.
The transformation (p(t) ,q(t)) → (P(t) ,Q(t)) = (p(t +h) ,q(t +h)) is sym-

plectic (i.e., canonical) and, by Liouville’s theorem,

dp(t)∧dq(t) = dp(t +h)∧dq(t +h) . (2.65)

This means that the symplectic mapping is an area-preserving mapping in a 2ñ di-
mensional plane. The symplectic method is an integration method to keep this con-
dition numerically. The symbol like dx1/\dx2 indicates an oriented volume element
of dx1/\dx2. Here,

dx1/\dx2 = dx2/\dx1 (2.66)

and ∫
f (x)dx1 ∧dx2 =

∫
f (x)dx1dx2. (2.67)

One of the symplectic-type integral methods is written by the general Runge–Kutta
formula shown below, and details are written in Sanz-Serna and Calvo (M1994).

Yugo and Iyemori (2001) considered a set of differential equations

dy
dt

= F(y) (2.68)



26 2 Cosmic Rays in the Dipole Geomagnetic Field

and tried to develop yn with a time step h. In this calculation, Eq. 2.68 corresponds
to the canonical equations derived from Eq. 2.59. Yugo and Iyemori (2001) chose a
set of weights ∣∣∣∣∣∣∣∣∣∣∣∣

a11 . . . ..a1s
. . . . ...
. . . . ...
as1 . . . ..ass

b1 . . . ..bs

(2.69)

and found Yi (i = 1, . . .,s) that satisfied

Yi = yi +h
s

∑
j=1

ai jF(Yj). (2.70)

The development of y is described as

Yn+1 = yn +h
s

∑
i=1

biF(Yi). (2.71)

It is known that if Eq. 2.68 is a set of canonical equations, and if the above set of
weights satisfies the condition

biai j +b ja ji −bib j = 0 (i, j = 1, . . . s), (2.72)

this calculation becomes the symplectic method. At a 5-stage, as Eq. 2.69, there are
some sets of (a, b) that satisfy Eq. 2.72. The orders of calculations in each selection
are over s, and there is a unique choice of (a, b) that achieves the order 2s. The set
of (a, b) for the fourth-order method is described as

∣∣∣∣∣∣∣∣

1
4

1
4 −

√
3

6
1
4 −

√
3

6
1
4

1
2

1
2

(2.73)

and that for the sixth-order method as

∣∣∣∣∣∣∣∣∣∣∣

5
36

2
9 −

√
15

15
5

36 −
√

15
30

5
36 +

√
15

24
2
9

5
36 −

√
15

24
5
36 +

√
15

30
2
9 −

√
15

15
5

36

5
18

4
9

5
18

(2.74)

To show the advantage of the above method, Yugo and Iyemori (2001) used the
standard Runge–Kutta method (fourth order). This method is written as
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yn+1 = yn +
h
6

(k1 +k2 +k3 +k4) , (2.75)

where,

k1 = F(yn), k2 = F
(

yn +
h
2

k1

)
, k3 = F

(
yn +

h
2

k2

)
, k4 = F(yn +hk3)

(2.76)
The above method is described by the general Runge–Kutta formula as

∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0
1/2 0 0 0
0 1/2 0 0
0 0 1 0

1/6 1/3 1/3 1/6

(2.77)

2.6.4 Comparison with the Standard Runge–Kutta Method

Yugo and Iyemori (2001) made a tracing of single proton drift motion having energy
from 10 keV to 10 MeV at 5 re in the geomagnetic dipole field with fourth- and
sixth-order symplectic methods. The pitch angles at the crossing of the equatorial
plane were set at several values from 90◦ to 30◦. The time step was about 0.016
of the Larmor period on the equatorial plane and the calculations were made for
10,000,000 steps. For comparison, Yugo and Iyemori (2001) solved the equation of
motion

m
d2r
dt2 = qv×B (2.78)

in a spherical coordinate system with the standard Runge–Kutta method (fourth
order). Figure 2.9 shows the examples of relative error accumulation in energy
with fourth- and sixth-order symplectic methods, S4 and S6, and with the standard
Runge–Kutta method, RK4.

The relative error in Fig. 2.9 is defined as

error = |E −Eo|
/

Eo, (2.79)

where Eo is the exact energy and E is the energy in numerical integration. From
Fig. 2.9, the advantage of the symplectic method is clear. Although the error for the
calculation with the fourth-order symplectic method for pitch angle 30◦ apparently
fluctuates (panels c and d in Fig. 2.9) because of the mirror motion along the dipole
magnetic field, the error does not continue to increase. On the other hand, the cal-
culation with the standard Runge–Kutta method soon breaks down. This indicates
that, in the calculation using the symplectic method, the numerical error accumu-
lation is much smaller than that with the standard Runge–Kutta method. Yugo and
Iyemori (2001) also found that, because of the co-negation of the error, the error
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Fig. 2.9 The relative error in energy for protons at 5 re with fourth-order symplectic method (S4,
fluctuating in panels c and d), with the sixth-order symplectic method (S6, thick lines), and with
the standard Runge–Kutta method (RK4). The energies and the pitch angles of each proton are: in
panel a 10 keV, pitch angle 90◦; in panel b 10 MeV, pitch angle 90◦; in panel c 10 keV, pitch angle
30◦; in panel d 10 MeV, pitch angle 30◦ (From Yugo and Iyemori, 2001)

development with the fourth-order symplectic method is in the same order as that
with the sixth-order symplectic method. The CPU times necessary for the calcu-
lation with fourth- and sixth-order symplectic methods are almost the same and,
at most, 10 times that with the standard Runge–Kutta method. On the other hand,
Yugo and Iyemori (2001) had to set the time step more than 100 times shorter in the
calculation with the standard Runge–Kutta method even for the particle with pitch
angle 90◦. With the standard Runge–Kutta method, it is difficult to trace a proton
having a 30◦ pitch angle at the equatorial plane with any time step.

2.6.5 Main Results and Discussion

Yugo and Iyemori (2001) tested the symplectic integrator in the earth’s dipole mag-
netic field for typical high-energy charged particles in the radiation belt, and showed
the advantage of the new method. They believe that this method is useful for the
numerical simulation of the earth’s or other planets’ radiation belts in which the
acceleration mechanisms have not been well understood. For example, the forma-
tion of the radiation belt under a geomagnetic storm is very peculiar (e.g., Knipp
et al., 1998). Some scenarios are considered, but no one has produced a quantita-
tive and satisfactory theory. There must exist some non-adiabatic processes and the
described method would be useful to solve the problem. The following point should
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be noted. In Fig. 2.7 in panel a, the energy level El is the trapped region and the E2
is the untrapped region, and the transition between these two regions is very abrupt.
This characteristic can be confirmed by tracing a particle trajectory in a dipole field
with a small perturbation, although not shown here. That is, the injection and the
escape of high-energy charged particles, such as protons of several hundred million
electron volts (see Fig. 2.8), is not gradual, but abrupt. It is necessary to take into
account this abrupt transition between these two regions when one investigates the
problems of radiation belt formation and decay.

2.7 Effective Cutoff Rigidity in Dipole Approximation

As pointed out in Section 2.4, the influence of the earth’s magnetic field on pri-
mary CRs cannot strictly be characterized by the cutoff rigidity Rc, as was done in
Section 2.3, but at each observing point a penumbra function f (R) must be intro-
duced, which is equal to 0 in the forbidden region and may jump back and forth
between 0 and 1 several times before settling on the value 1 in the permitted region.
In some papers cited in the preceding section, the effective geomagnetic cutoff rigid-
ity Rc was then defined by

∞∫

Rc

dR =
∞∫

0

f (R)dR. (2.80)

However, Eq. 2.80 is a useful definition only if the primary CR spectrum D(R) =
const and is recorded above the atmosphere. Let the penumbra cover the energy
interval Rmin −Rmax, where R < Rmin is the completely forbidden region, and R >
Rmax the completely permitted region. When recording any secondary component
of type i originating from a primary spectrum D(R), the following expression for
determining the effective cutoff rigidity Rci is appropriate:

∞∫

Rmin

f (R)mi (R,ho)D(R)dR =
∞∫

Rci

mi (R,ho)D(R)dR, (2.81)

or (taking into account that f (R) = 1 at R > Rmax)

Rmax∫

Rmin

f (R)mi (R,ho)D(R)dR =
Rmax∫

Rci

mi (R,ho)D(R)dR, (2.82)

where mi (R,ho) is the integral multiplicity. Thus, strictly speaking, different in-
struments at one observing point will have different cutoff rigidities. Therefore, the
customary method in which the spectrum of the variations is determined from ob-
served amplitudes in various components at one point, on the assumption of equal
cutoff rigidity for all components, is not strictly correct. More precisely, the effec-
tive geomagnetic cutoff rigidity Rcik for a type i detector and a type k variation
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of the primary spectrum ΔkD(R)
/

D(R) recorded at an altitude with pressure ho is
determined by the equation

Rmax∫

Rmin

f (R)Woi (R,ho)
ΔkD(R)

D(R)
dR =

Rmax∫

Rcik

Woi (R,ho)
ΔkD(R)

D(R)
dR. (2.83)

In the relatively small interval Rmin −Rmax, the coupling coefficients can be repre-
sented in the form of a power function

Woi (R,ho) ∝ Ra, (2.84)

where a is positive in the low-energy region and negative for large R. Similarly, the
primary variation can be represented in this interval by

ΔkD(R)
D(R)

∝ Rb. (2.85)

The integrand on the right-hand side of Eq. 2.83 can then be written as

Woi (R,ho)
ΔkD(R)

D(R)
= A×Rγ , (2.86)

where γ = a+b and A is a constant, irrelevant for further computations. The func-
tion f (R) can be represented in the form

f (R) =
{

1 for R2m−1 ≤ R ≤ R2m,
0 for R2m ≤ R ≤ R2m+1,

(2.87)

where m are integers, and 1 ≤ m ≤ n with R1 = Rmin,R2n+1 = Rmax. Substitution of
Eq. 2.87 into Eq. 2.83 with taking into account Eq. 2.86 gives

n

∑
m=1

(
Rγ+1

2m −Rγ+1
2m−1

)
= Rγ+1

max − (Rcik (ho))
γ+1 , (2.88)

Hence, for the required effective cutoff rigidity, we find

Rcik (ho) =

[
Rγ+1

max −
n

∑
m=1

(
Rγ+1

2m −Rγ+1
2m−1

)] 1
γ+1

. (2.89)

Thus, for each observing point, Rcik (ho) is a function of γ . Figure 2.10 shows f (R)
for the geomagnetic latitudes 30◦, 40◦, and 50◦ (in dipole approximation), found in
Makino and Kondo (1965). This figure explains the notations used in Eqs. 2.87–2.89
for n = 2.

In Dorman and Gushchina (1967a, b) the effective cutoff rigidities were com-
puted from Eq. 2.89 as a function of γ (obtained results are shown in Fig. 2.11).



2.7 Effective Cutoff Rigidity in Dipole Approximation 31

Fig. 2.10 Penumbra function f (R) in the dipole approximation for three geomagnetic lati-
tudes according to Makino and Kondo (1965); the bottom panel explains the notations used in
Eqs. 2.7.8–2.7.10 for n = 2

Fig. 2.11 Effective cutoff rigidity as a function of γ = a + b (From Dorman and Gushchina,
1967a, b)

From Fig. 2.11 it can be seen that, first, the effective cutoff rigidity at all latitudes
decreases with decreasing γ from +3 to 8, and, second, that the largest variations of
the effective cutoff rigidity are expected at latitude 30◦ and amount to 0.093 GV for
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a variation of 1 in γ . At latitudes 40◦ and 50◦ the same change in γ shifts the effec-
tive geomagnetic cutoff rigidity by 0.0045 GV and 0.007 GV, respectively. Table 2.2
gives examples of the expected effective rigidity changes for these three geomag-
netic latitudes. The values of the exponent a, for different coupling coefficients were
taken from Dorman (M2004, Chapter 3).

Table 2.2 shows that even in a quiet period, a clear difference in effective geo-
magnetic cutoff rigidity for different recorded components exists. At latitude 30◦ the
effective rigidity changes from 9.20 GV, for recording on low satellites, to 9.33 GV,
for the neutron component at sea level, and to 9.56 GV for the hard component at
sea level. Still larger changes will arise from different variations of primary CRs.
For instance, the cutoff rigidity for the neutron component at sea level may be ex-
pected to vary, in a constant geomagnetic field, between 9.28 and 8.79 GV at 30◦

geomagnetic latitude, between 5.378 and 5.354 GV at 40◦, and between 2.679 GV
and 2.638 GV for observations at latitude 50◦. The corresponding variations for the
hard component at sea level are 9.52–8.98, 5.387–5.362 , and 2.687–2.645 GV. The
Table 2.2 also shows the expected variations for many other types of recording, in-
cluding underground observations at small depths, for various shapes of the primary
spectrum variations.

2.8 Checking of Dipole Model by Measurements of CR Equator

According to the above-considered dipole model of the geomagnetic field, the mini-
mum of CR intensity is expected at the geomagnetic latitude where cutoff rigidity is
maximal, i.e., at the geomagnetic equator. However, the first careful measurements
of the latitude effect of the hard component by Johnson and Read (1937) in 1935
showed that the minimum of CR intensity at longitude 80◦ W lies about 5◦ north of
the geomagnetic equator; Clay (1934) in 1933 found a shift to the north of 4◦ along
the meridian 3◦ W; Compton and Turner (1937) showed that in 1936 the minimum
of CR intensity along 170◦ W lies, to the contrary, south of the geomagnetic equator.
At that time, no great significance was attached to these relatively small differences
in the theory. The alternative explanation that they might be related to the distorting
influence of the local temperature effect (Dorman, 1954; Maeda, 1956), could not
be ruled out since no simultaneous radio sounding data were available to check the
temperature of the atmosphere above the recording instrument.

A decisive answer from the latitude effect of the neutron component, which is
not influenced by the atmospheric temperature, was given by Simpson (1956) by
means of neutron monitors aboard expedition ships to Antarctica in 1954/55 and
1955/56. The ships passed the equator several times so that the position of the min-
ima in the curves of the CR latitude effect could be accurately determined at dif-
ferent longitudes. Besides the measurements cited above (Clay, 1934; Compton and
Turner, 1937; Johnson and Read, 1937), those by Simpson (1951) in 1948 at longi-
tude 77◦ W (minimum 4◦ north of the geomagnetic equator) and by Law et al. (1949)
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Fig. 2.12 Comparison of the geomagnetic equator according to the dipole representation and the
CR equator – drawn in geographic coordinates (According to Simpson, 1956)

along 121◦ E (minimum 3◦ south of the geomagnetic equator) were used to deter-
mine the CR equator. It turned out that the data from different authors were lying
on a smooth curve (see Fig. 2.12) which shows beyond doubt that a real difference
between the geomagnetic and CR equators had been discovered.

Numerous later studies of the latitude effect from ships and airplanes, for in-
stance, Rose et al. (1956), Skorke (1956), Kodama and Miyazaki (1957), Simpson
et al. (1956), Katz et al. (1958), Pomerantz et al. (1958), Storey (1959), Kopylov and
Okulov (1961), and Pomerantz and Agarwal (1962), confirmed this. It was found
that variation in solar activity does not change the position of the CR equator relative
to the geomagnetic equator within the measuring errors of about 1◦ (Kodama, 1960;
Pomerantz et al., 1960).

2.9 The Checking of Dipole Model by Direct Cutoff Rigidity
Measurements

A further check of the dipole model came from direct measurements of
the cutoff rigidity with the aid of photo-emulsion stacks in the stratosphere.
Waddington (1956) concluded from measurements of primary α particles that
in computations of the energy threshold the usual geomagnetic latitude should not
be used, but a value which is 4–6◦ smaller in Europe and about 3◦ larger in Amer-
ica. Substantial differences between the measured cutoff rigidities and the values
expected for a dipole field were also found by MacDonald (1957). The cutoff rigid-
ity was also measured directly, by means of balloons and satellites in the latitude
interval 45–70◦ by Bingham et al. (1968).



2.11 Initial Interpretations of the Differences Between CR and Geomagnetic Equators 35

2.10 Checking of Dipole Model by Data on CR Variations

A clear difference between the CR coordinates and the geomagnetic ones is also
found in studying the CR time variations. For instance, during the second phase of
the solar CR burst of February 23, 1956, when the flux of solar particles was nearly
isotropic, the intensity of various secondary components was studied in Section 45.5
of Dorman (M1957), and in Marsden and Wilson (1958). The ratio of the neutron
intensity increases in Leeds and Chicago remained about 0.7 from 4 h till 18 h UT.
The fact that this ratio is less than unity, though Leeds is at a higher geomagnetic lat-
itude than Chicago, is again a consequence of the difference between the system of
geomagnetic coordinates and the coordinate system valid for CRs. Theoretical cal-
culation of Dorman (M1957) with the aid of the coupling coefficients showed that
the flux should at equal geomagnetic latitude be 1.1–1.2 times smaller in Europe
than in America for recordings of muons and about two times smaller for the neu-
tron component, in good agreement with experiments. A similar result was obtained
in Blokh et al. (1959a) from the amplitude distribution of the intensity decrease at
the time of the magnetic storm of 29 August 1957. Convincing results were obtained
also by Carmichael and Steljes (1960) from worldwide neutron monitor measure-
ments during the increase of CR intensity on 17 July 1959.

2.11 Initial Interpretations of the Differences Between CR
and Geomagnetic Equators

As soon as reliable data had been obtained about the difference between the CR
and the geomagnetic equators, Simpson (1956) showed that these two curves can be
made to roughly coincide with a relative displacement over 45◦ (see Fig. 2.12). He
suggested that the effect might be due to distortion of the geomagnetic field at large
distances by interaction of the rotating dipole of the earth with the interplanetary
medium. This hypothesis was developed by Maeda (1958), who showed that the
oblique dipole, rotating together with the earth, should displace the effective equator
to the west of the geomagnetic over an angle which depends on the dimensions of
the geomagnetic cavity. He also pointed out that the electromagnetic interaction with
the interplanetary medium should also lead to a small retardation of the rotation of
the earth. Similar ideas were developed by Beiser (1958) and Ingraham (1959).

However, many other investigators advanced weighty arguments to attribute the
effect to the particular distribution of the magnetic field near the earth’s surface
rather than to a distortion of the field at large distances. Computations by Jory (1956)
showed that the geomagnetic fields of a quadrupled character found from the mag-
netic survey of 1945, could actually have an essential influence on CR intensity. In
further works (Vallarta et al., 1958; Kellogg and Schwartz, 1959; Kellogg, 1960),
computations for non-dipole fields were extended and refined by bringing in terms
up to the sixth order. All these studies make it clear that the distribution of the



36 2 Cosmic Rays in the Dipole Geomagnetic Field

magnetic field close to the earth’s surface has a strong influence on the particle tra-
jectories and on the values of cutoff rigidity, for the field, due to the high-order
spherical harmonics, drops rapidly with height. The same point is illustrated by the
good agreement between the CR equator and the curve of zero dip (dip equator) and
by Sandström’s analysis (1959) of neutron flux measured aboard an airplane.

The most direct method for finding trajectories and cutoff rigidities in the given
geomagnetic field – numerical integration of the equations of motion of a negative
particle emitted from the surface of the earth – involves a huge amount of computa-
tion. Therefore many authors have tried to solve this problem either by simplifying
Störmer’s theory, so that the cutoff rigidity can be determined without determining
the orbits, or by generalizing this theory so as to take the influence of the higher har-
monics into account, if only approximately. Thus, Baxter and Kelsall (1962) have
computed accurate cutoff rigidities for protons in a dipole magnetic field, taking into
account the dependence on zenith and azimuth angles of incidence, geomagnetic lat-
itude, etc. The following approximation was found by Sauer and Ray (1963): they
neglected the influence of the higher harmonics at large distances and showed that,
at low latitudes, the cutoff rigidity remains approximately constant for a shift along
a magnetic force line. Sauer (1963) computed cutoff rigidities of vertically incident
particles for CR stations with geomagnetic latitudes |λ | ≥ 45◦. Again, for distances
larger than a certain value r, a dipole field was used, Störmer’s solution being ap-
plied, but at smaller distances, six terms of the development of the geomagnetic field
in spherical harmonics were taken into account and the equation of motion of the
particles was integrated numerically.

2.12 Impact Zones, Asymptotic Directions, and Acceptance
Cones in the Dipole Magnetic Field

Solution of this problem requires a large body of numerical computations; there-
fore a review of the available information will be useful. The principal features can
already be seen in the dipole approximation, which suffices in some practical appli-
cations. The literature over several decennia contains many relevant computations.
After Störmer’s first numerical calculations of trajectories in a dipole field (see the
review in Störmer, M1955), Boguslavsky (M1929) studied many particular cases
of trajectories. Lanza (1965) gave asymptotic directions in the form of nomograms.
Model experiments of Brunberg (1953, 1956), Brunberg and Dattner (1953) on the
asymptotic angles of trajectories of charged particles in the field of a magnetic di-
pole have been widely used. Using further orbit computations by Dwight (1950),
Schlüter (1951), and Malmfors (1945), Firor (1954) computed the impact zones for
particles reaching the earth in the direction from the sun. Four hundred new trajec-
tories were computed by Lüst et al. (1955).

Jory (1956) published computations of 663 trajectories of particles with rigidities
in the interval from 1 GV to 10 GV, emitted by the sun. Orbits are considered of
particles arriving at the boundary of the atmosphere along the vertical and under
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angles of 16◦ and 32◦ north, east, south, and west of the vertical. On the assumption
that the rigidity spectrum is flat in the interval 1–10 GV, i.e.,

DS (R) =
{

const, for 1GV ≤ R ≤ 10GV,
0, for R < 1GV, R > 10GV,

(2.90)

and that the particle source has a rectangular shape (solid angle ±5◦ in latitude
and ±10◦ in longitude), the impact zones of the particles on the earth are found at
various geomagnetic latitudes (at intervals of 10◦), and also the particle intensity in
these zones. He finds that at intermediate latitudes the chief impact zone must lie
at about 3 h, and at high latitudes at about 9 h local time. Lüst (1957) extended this
work with the examination of 1,500 orbits of particles coming from a region near the
sun and determined the regions on the earth where these particles may arrive. These
computations were performed for various positions of the source: in the plane of the
geomagnetic equator and shifted by ±20◦. It turned out that there should be clearly
marked impact zones on earth, depending little on the solid angle of the source. At
low latitudes, only the 3 h zone occurs, at high latitudes the 9 h zone occurs. The
impact zone is said to be at 3 h if the particles arrive at the points on earth for which
the local solar time at the moment when the flux was ejected was 3 h. Particles
arrive in each zone, in the rigidity interval characteristic for this zone. The position
of the zones and the intensity of the particle flux in each of them depend strongly
on the position of the source; in some cases the magnetic field of the earth causes
the particle flux to be focused, particularly at high latitudes. The latter result agrees
with results of computations by Aström (1956). An experimental check of the width
of the zones can best be made between latitudes 60◦ and 70◦ where the background
radiation consists of particles with rigidity less than 1 GV, which do not reach the
earth’s surface.

In a further article, Lüst (1958), assuming that the source of solar CR has an
extension of ±15◦ in latitude and ±10◦ in longitude, and that it has a differential
rigidity spectrum ∝ R−6 in the interval 1 GV < R < 30 GV computes the expected
total solar CR intensity at the top of the terrestrial atmosphere as a function of local
time and geomagnetic latitude for a source position at geomagnetic latitude 20◦, as
it was during the greatest FEP event on February 23, 1956. Results are shown in
Fig. 2.13.

The sun may also emit protons with a very small kinetic energy down to
0.010 GeV (rigidity 0.14 GV), or even 0.001 GeV (rigidity 0.045 GV). Therefore,
Sakurai (1960) computed the impact zones for particles with rigidity 0.03, 0.1 and
0.6 GV. Figure 2.14 shows the relation between the geomagnetic latitude λ of im-
pact and the latitude of the source λ∞, and Fig. 2.15 shows the relation between λ∞
and the angle of escape ϕ∞; with the aid of these results, the impact zones can be
found for various assumptions about the angular dimensions and the position of the
source relative to the geomagnetic equator.

The assembly of all asymptotic directions forms the acceptance cone. Therefore,
the counting rate of any CR detector depends on the way in which the geomagnetic
field transforms the infinitely small elements of solid angle forming the receiving
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Fig. 2.13 Computed counting rates at the top of the atmosphere on the assumption that the sun is
in the position it had been on February 23, 1956 (According to Lüst, 1958)

cone of the detector. Boström (1964) shows that for any latitude of the detector, the
ratio M of the receiving solid angle and the solid angle outside the geomagnetic field
M > 1, and for some rigidities M � 1. Thus the geomagnetic field exerts a focusing
action on CRs, in particular for detectors of soft particles at high-latitude stations
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Fig. 2.14 Graphs for determining the impact zones for particles with different rigidity from
0.03 GV up to 10 GV for the northern hemisphere (for the southern hemisphere results will be
symmetric); relations between λ and λ∞ (According to Sakurai, 1960)

Fig. 2.15 The same as in Fig. 2.14, but for relations between λ∞ and ϕ∞ (According to
Sakurai, 1960)
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(see in more detail Section 2.14). For determining the direction of an anisotropic
source, high-latitude stations are most suitable; detectors at low-latitude stations are
sensitive to sources near the equatorial plane only.

In order to avoid cumbersome numerical computations of orbits for low-energy
particles, Webber (1963) based his analysis on the properties of motion in Alfvén
regime and on analysis of the families of orbits computed by Störmer (see Chapter 3,
this volume for more detail on Alfvén and Störmer regimes). By this method as-
ymptotic directions are found for a wide range of geomagnetic latitudes, without
numerical integration. Webber (1963) also generalized this method for the case
of a non-dipole field and found the asymptotic directions for a number of actual
stations.

Kudryavchenko (1962) computed the average effective angles ψ (the angle of
trajectory shift in the plane of the equator) and ϕ (the angle between the effective
direction of incidence of the particles and the plane of the geomagnetic equator) for
cubic telescopes and neutron monitors at different geomagnetic latitudes (analogous
to the computations described in Section 15.2 in Dorman, M1957), and the corre-
sponding variation of the effective angles during Forbush effects. Analogous com-
putations may be found in papers by Fenton et al. (1959) and Fedchenko (1961).
The coupling coefficients in these papers were taken from Figs. 30 and 242 in
Dorman (M1957), and the angles ψ (R) and ϕ (R) for various zenith and azimuth
angles from the work of Brunberg and Dattner (1953). For obliquely incident parti-
cles, the above-mentioned exponential factor has also been included. The effective
angles ψ and ϕ , computed in dipole approximation by Lapointe and Rose (1961),
and angular width of the effective sensitivity cones Δψ and Δψ are given in Table 2.3
as a function of the geomagnetic latitude of the neutron monitor. Table 2.4 shows
the geographic latitude and longitude of the asymptotic directions of the highest
sensitivity for neutron monitors at 22 stations.

Table 2.3 Computed values of effective angles ψ and ϕ, and effective sensitivity cones Δψ and Δϕ
for neutron monitors as functions of geomagnetic latitude (According to Lapointe and Rose, 1961)

Geomagnetic ψ ϕ Δψ Δϕ Geomagnetic ψ ϕ Δψ Δϕ
latitude latitude

0◦ 77◦ 0◦ 38◦ 8◦ 50◦ 55◦ −1◦ 22◦ 16◦

5◦ 81◦ −1◦ 44◦ 8◦ 55◦ 43◦ 9◦ 13◦ 17◦

10◦ 83◦ −2◦ 48◦ 9◦ 60◦ 36◦ 21◦ 10◦ 14◦

15◦ 79◦ −2◦ 40◦ 11◦ 65◦ 32◦ 31◦ 10◦ 12◦

20◦ 72◦ −3◦ 33◦ 13◦ 70◦ 28◦ 44◦ 13◦ 9◦

25◦ 72◦ −3◦ 31◦ 15◦ 75◦ 27◦ 57◦ 17◦ 8◦

30◦ 80◦ −3◦ 41◦ 16◦ 80◦ 25◦ 67◦ 22◦ 7◦

35◦ 79◦ −5◦ 37◦ 16◦ 85◦ 79◦

40◦ 75◦ −5◦ 32◦ 17◦ 90◦ 90◦

45◦ 69◦ −5◦ 30◦ 17◦
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Table 2.4 Geographic latitude and longitude of the asymptotic directions of the highest sensitivity
for neutron monitors in dipole approximation of geomagnetic field (According to Lapointe and
Rose, 1961)

Station Direction of the highest Station Direction of the highest
sensitivity sensitivity

Latitude Longitude Latitude Longitude

Berkeley 16◦ S 60◦ W Ottawa 3◦ N 40◦ W
Mt. Washington 2◦ N 38◦ W Pic-du-Midi 5◦ N 78◦ E
Mt. Wellington 4◦ S 155◦ W Resolute 64◦ N 97◦ W
Deep River 6◦ N 40◦ W Rome 6◦ N 95◦ E
Climax 14◦ S 50◦ W Sydney 0◦ 130◦ W
College 28◦ N 132◦ W Thule 74–84◦ N
Leeds 20◦ N 53◦ E Uppsala 27◦ N 72◦ E
Lincoln 10◦ S 40◦ W Herstmonceux 14◦ N 60◦ E
Mawson 44◦ S 70◦ E Zugspitze 7◦ N 85◦ E
Munich 8◦ N 82◦ E Churchill 31◦ N 75◦ W
Mt. Norikura 5◦ S 151◦ W Chicago 0◦ 45◦ W

2.13 Seasonal and Daily Variation of the Position of Impact
Zones in Dipole Approximation

The position of the source of solar CR changes relative to the geomagnetic equator
during the day and during the year according to the change in the relative position
of the sun. The character of changes directly follows from Figs. 2.14 and 2.15. The
expected daily and season variations of the position of the impact zones, can also
be found from the results obtained by Jory (1956b), Lüst (1957), Kelsall (1961),
and other authors. Particularly, in Kelsall (1961), 4,000 numerical orbit integrations
were performed for protons with energies from 0.05 GeV to 50 GeV, assuming dif-
ferent orientations of the incident solar particle stream with respect to the dipole
axis. Two facts, which are not new but were overlooked in earlier work, emerged
from this study: (l) the relative number of impacts in the northern and southern
hemispheres strongly depends on the season; and (2) for certain seasonal conditions
there is a class of orbits which might be called “quasi-trapped”, resembling the
orbits of trapped particles predicted by Störmer. Injection into trapped (periodic)
orbits from these quasi-trapped particles may contribute to the intensity of the radi-
ation belts. This may be one of the causes of time variations of the radiation trapped
in the radiation belts.

Kaminer (1960), on the basis of published data on solar CR particle trajectories
in the approximation of the dipole magnetic field, prepared special graphics for
quickly determining longitude and latitude of 9 h and 4 h impact zones on earth
in dependence of UT (from 0 to 24 h) and of the position of the sun relative to
the earth’s geographical equator (from −23◦ to +23◦). It was supposed that the
emitted spectrum of solar energetic particles lasted from 1 to 10 GeV, the latitude
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Fig. 2.16 Graphics for quickly determining the latitude of the 9 h impact zone in dependence of
UT (from 0 to 24 h) and of the position of the sun relative to the earth’s geographical equator (from
−23◦ to +23◦, numbers near curves) (From Kaminer, 1960)

angle dimension of source is equal to ±15◦, and in the longitude direction it may be
described by the δ-function. The obtained results are shown in Figs. 2.16–2.19.

On the basis of the graphics presented in Figs. 2.16–2.19, it is very easy to deter-
mine the position of the 9 h and 4 h impact zones for any CR station. As an example,
Fig. 2.20 shows the seasonal changes of impact zones’ positions for several stations
in the former USSR: Apatity, Yakutsk, Moscow, Irkutsk, and Tbilisi.

Let us note that with the development of solar CR event in time, the flux be-
came more isotropic, so these impact zones really only exist at the initial stage
of the event (see Dorman and Miroshnichenko, M1968; Dorman, M1978, Mirosh-
nichenko, M2001).

2.14 Asymptotic Accepted Cones and Expected Counting Rates
of CR Detectors; Focusing Properties of Geomagnetic Field

The counting rates of a CR detector of type i will be determined by the following
expression:

Ni (ho) =
∫

ω

dω
∫

a

da
∫

R

D(R,ξ ,χ)mi (R,ξ ,χ,ho)dR, (2.91)

where D(R,ξ ,χ) is the intensity of CR incident on the boundary of the atmosphere
at zenith angle ξ and azimuthally angle χ , mi (R,ξ ,χ,ho) is the integral multiplic-
ity. Integration in Eq. 2.91 takes over the surface a and over the space angle ω on
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Fig. 2.17 Graphics for quickly determining the longitude of the 9 h impact zone in dependence of
UT (from 0 to 24 h) and of the position of the sun relative to the earth’s geographical equator (from
−23◦ to +23◦, numbers near curves) (From Kaminer, 1960)

the boundary of the atmosphere which corresponds to the detector on the level ho.
According to the Liouville theorem, in the static magnetic field along the particle
trajectory the intensity remains constant, i.e.,

D(R,ξ ,χ) = D(R,Φ,Λ) , (2.92)

where D(R,Φ,Λ) is the flux of primary CR out of the geomagnetic field in de-
pendence of the asymptotic geomagnetic longitude Φ and asymptotic geomagnetic
latitude Λ. Equation 2.92 is valid only along the trajectory, therefore, Φ and Λ are
functions of ξ ,χ, and R:

Φ=Φ(ξ ,χ,R) ; Λ= Λ(ξ ,χ,R) . (2.93)
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Fig. 2.18 Graphics for quickly determining the longitude of the 4 h impact zone in dependence of
UT (from 0 to 24 h) and of the position of the sun relative to the earth’s geographical equator (from
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According to Swann (1933), Eq. 2.92 can be written in the following form:

dΩdAh = dωhda, (2.94)

where dΩ and dAh are elements of space angle and surface out of the geomagnetic
field, and dωh and da are the same values but at the boundary of the atmosphere.
The introduction of index h = 1,2,3, . . . is caused by the fact that there are no sim-
ple connections between the asymptotical direction determined by angles Φ and Λ
with direction at the boundary of the atmosphere determined by zenith angle ξ and
azimuthally angle χ . Different values ξ and χ at definite rigidity R can correspond
to the same direction Φ, Λ, but at different positions in space dAh. Correspondingly,
for definite asymptotical direction dΩ but at different elements of surface dAh out of
the geomagnetic field, will correspond on the boundary of the atmosphere with one
element of surface da, but with different elements of space angle dωh. To character-
ize the change of space angle at the crossing of the geomagnetic field by the flux of
charged energetic particles, Brunberg (1958) introduced a coefficient for amplifying
of the space angle

Mh (Φ,Λ,R) = dωh
/

dΩ. (2.95)
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Fig. 2.19 Graphics for quickly determining the latitude of the 4 h impact zone in dependence of
UT (from 0 to 24 h) and of the position of the sun relative to the earth’s geographical equator (from
−23◦ to +23◦, numbers near curves) (From Kaminer, 1960)

On the basis of Eqs. 2.91–2.95, the expected counting rate of the detector will be

Ni (ho) =
∫

Ω

dΩ
∫

a

da
∫

R

D(R,Φ,Λ)∑
h

Mh (R,Φ,Λ)mi (R,Φ,Λ,ho)dR, (2.96)

where summation takes over all elements of space angle dωh which correspond to
the same element of space angle dΩ out of the geomagnetic field.

For practical use of Eq. 2.96, it is convenient to introduce differential coefficients
of sensitivity of the CR detector as follows. Let us divide the full space angle Ω out
of the geomagnetic field over many small elements ΔΩ jk displaced in a direction
characterized by asymptotical longitude Φ j and latitude Λk, and rigidity to divide
over many small elements ΔRl . Let us choose the elements so small that inside each
of them, primary CR flux D jkl can be considered as homogeneous and constant.
Now the counting rate of the CR detector will be expressed as

Ni (ho) =∑
j
∑
k
∑

l
D jklSi jklΔΩ jkΔRl , (2.97)
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Fig. 2.20 Seasonal change of position of the 9 h and 4 h impact zones for CR stations Apatity,
Yakutsk, Moscow, Irkutsk, and Tbilisi (According to Kaminer, 1960)

where

Si jkl = a∑
h

mi jklhMjklh = a∑
h

mi jklh
Δω jkh

ΔΩ jk
. (2.98)

The focusing properties of the dipole geomagnetic field were investigated in detail
by Boström (1964). As an example, in Fig. 2.21 values of coefficient of amplifying
M are shown for vertical incident particles at geomagnetic latitudes 0◦, 20◦, 45◦,
and 74◦.

From Fig. 2.21 it can be seen that for a large interval of rigidities, the coeffi-
cient of amplifying M > 1, i.e., the dipole geomagnetic field really has focusing
properties; only in small regions near the cutoff rigidity M < 1, and in these cases
the geomagnetic field is defocusing. For several rigidities M → ∞ and the focusing
action of the geomagnetic field became especially great. With an increase of geo-
magnetic latitude, the focusing action of the geomagnetic field increases sufficiently
(this is in agreement with the results of Aström, 1956). Therefore, the CR detectors
on high latitudes will have a sufficiently larger resolution than CR detectors on low
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Fig. 2.21 Focusing properties of the dipole geomagnetic field for vertical incident particles at
geomagnetic latitudes 0◦, 20◦, 45◦, and 74◦ (According to Boström, 1964)
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Fig. 2.22 Asymptotic accepted cones in the field of the geomagnetic dipole for CR particles arriv-
ing from the vertical direction at the geomagnetic latitudes 0◦, 20◦, and 45◦; numbers show particle
rigidity in GV (According to Boström, 1964)

latitudes. Figure 2.21 also shows that at all latitudes with a large increase of R, the
focusing or defocusing properties of the geomagnetic field dissipated (M → 1).

Figure 2.22 shows the asymptotic accepted cones in the field of the geomagnetic
dipole for CR particles that arrived from the vertical direction at latitudes 0◦, 20◦,
and 45◦, and in Fig. 2.23 at geomagnetic latitude 74◦.

In Figs. 2.22 and 2.23 the change of the form of circle element of space angle
during energetic charged particle bunch crossing of the geomagnetic field are also
shown; only at high rigidity (100 GV) there is no change (coefficient of amplifying
M = 1). On low latitudes (Fig. 2.22, panels for λ = 0◦ and λ = 20◦) asymptotic
directions are in the region near the equatorial plane. With a decreasing of particle
rigidity, the elements of the space angle become more and more drawn out and for
corresponding rigidities M → ∞, the width of elements → 0. For low and middle
latitude stations (see Fig. 2.22), the asymptotic directions are displaced in the broad
interval of longitudes. But for high-latitude stations (Fig. 2.23) asymptotic direc-
tions are displaced in the narrow interval of longitudes and with decreasing particle
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Fig. 2.23 The same as in Fig. 2.22, but for geomagnetic latitude 74◦; numbers show particle rigid-
ity in GV (According to Boström, 1964)

rigidity theyshift toward the equatorial plane. With decreasing rigidities the dimen-
sion of the elements of the space angle becomes smaller, and at certain rigidities
(10.5, 4.8, 3.2, and 2.3 GV, for which M →∞ according to Fig. 2.21), the dimension
of elements → 0.

From a comparison of Fig. 2.23 with Fig. 2.22, it also follows that at high lat-
itudes the decreasing of the dimension of the elements of the space angle with a
decreasing of particle rigidity occurs much more quickly than at low and middle
latitudes. Let us note that the described peculiarities of the asymptotic directions
formatted the basis of Bieber and Evenson’s (1995) concept of using high-latitude
CR stations for the Project “The Spaceship Earth” (see details in Dorman, M2004,
Chapter 4, Section 4.4.14).



Chapter 3
Cosmic Rays in the Real Geomagnetic Field

3.1 Inner and Outer Sources of the Real Geomagnetic Field;
Changing in Time

The main part of the geomagnetic field is produced by sources inside the earth: most
probably there are electrical currents in the rotated liquid metallic nucleus of the
earth supported by convective hydromagnetic flows (see, e.g., Braginsky, 1964a, b).
As discussed in Chapter 2 (Sections 2.1–2.7 and 2.12–2.14), in the first approxima-
tion, this field can be considered as the field of magnetic dipole displaced near the
center of the earth. However, as was shown in the same chapter, (Sections 2.6–2.11),
the dipole presentation is not enough for describing CR equator, CR time variations,
and planetary distribution of cutoff rigidities.

Outer sources of the geomagnetic field are produced by three systems of elec-
trical currents: ionosphere currents, ring current, and currents on the boundary of
the magnetosphere (see Chapter 6 for details). The influence of the magnetic field
of ionosphere currents on CR particles’ moving is usually considered as negligible.
The western directed ring current in the earth’s magnetosphere is the most impor-
tant for the geomagnetic field changing in time as well as for the influence on CR
particles moving in the magnetosphere (this influence will be considered in detail in
Chapter 7). The ring current is caused by charged particles trapped in the radiation
belts: beside the rotation of these particles around the magnetic force lines and mov-
ing along the force lines between mirror points in the north and south, they also have
a drift in the direction perpendicular to the magnetic field lines and to the gradient
of the magnetic field (positive particles drifted in the western direction and nega-
tive – in the eastern direction, so the total electrical current will be in the western
direction). The distribution of this western ring current depends on the distribution
of the charged energetic particles, and their velocities and pitch angles (see for more
detail in Dessler and Parker, 1959; Akasofu and Chapman, 1961, and in Chapter 6).

The vector of geomagnetic field is characterized in the Descartes system of co-
ordinates (introduced by French philosopher and mathematician Rene Descartes,
1596–1650), by components north (usually denotes as X), east (Y), and vertical (Z);
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in the cylindrical system by horizontal component H, vertical Z, and declination
D; in the spherical system by the module of magnetic force H, declination D, and
inclination I. These components of geomagnetic field changed in time: short-term
variations are mostly caused by outer sources in the magnetosphere and long-term
variations – mostly by interior sources inside the earth.

3.2 Presentation of the Real Geomagnetic Field by Series
of Spherical Harmonics; Gauss Coefficients

In the 19th century, the famous German scientist Carl Gauss (1777–1855) developed
a theory that analytically presented the real geomagnetic field on the earth’s surface
and in space as a sum of spherical harmonics. The basis of Gauss theory was the
supposition that all main sources of the geomagnetic field are inside the earth. In
this case, there will be no electrical currents in the outer-space of the earth. This
means that

rotH = 0. (3.1)

Therefore, the vector of geomagnetic field H on the earth’s surface and out of
the earth can be presented as a gradient of some scalar function U (r) because
rotgradU (r) ≡ 0. So we can suppose that

H = −gradU (r) , (3.2)

and because divH = 0, we obtain the Laplace equation for scalar potential of geo-
magnetic field

div(gradU (r)) = ∇2U (r) = 0. (3.3)

In the spherical system of coordinates Eq. 3.3 will be

r2 ∂ 2U
∂ r2 +2r

∂U
∂ r

+
1

sinθ
∂
∂θ

(
sinθ

∂U
∂θ

)
+

1
sin2 θ

∂ 2U
∂ϕ2 = 0, (3.4)

where r,θ ,ϕ are the spherical coordinates: radius–vector, addition to the geographic
latitude λ (θ = 90◦ −λ ), and geographic longitude. The solution of Eq. 3.4 can be
found in the form

U (r,θ ,ϕ) = f (r)Φ(θ ,ϕ) . (3.5)

Let us substitute Eq. 3.5 into Eq. 3.4 and, after division of variables, we obtain
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

r2 d2 f (r)
dr2 +2r

d f (r)
dr

−n2 f (r) = 0,

1
sinθ

∂
∂θ

(
sinθ

∂Φ(θ ,ϕ)
∂θ

)
+

1
sin2 θ

∂ 2Φ(θ ,ϕ)
∂ϕ2 +n2Φ(θ ,ϕ) = 0,

(3.6)

where n2 is the constant of the division of variables.
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The first equation in the system of Eq. 3.6 is the well-known Euler equation with
the solution

f (r) = Anrn +Bnr−(n+1), (3.7)

where An and Bn are arbitrary constants of integration and n is any positive inte-
ger value.

The second equation in the system of Eq. 3.6 can be also solved by the method
of variables division:

Φ(θ ,ϕ) = ξ (θ)ψ (ϕ) . (3.8)

By substituting Eq. 3.8 into the second equation of Eq. 3.6, we obtain
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

d2ψ (ϕ)
dϕ2 +m2ψ (ϕ) = 0,

d
dθ

(
sinθ

dξ (θ)
dθ

)
+

(
n(n+1)sin2 θ − m2

sinθ

)
ξ (θ) = 0,

(3.9)

where m2 is the constant of the division of variables. The solution of the first equa-
tion of the Eq. 3.9 will be the simple harmonic function

ψ (ϕ) = αm
n sinmϕ+βm

n cosmϕ, (3.10)

and the solution of the second equation of the Eq. 3.9 will be Légandre polynomials

ξ (θ) = Pm
n (cosθ) . (3.11)

Substituting into Eq. 3.5 f (r) determined by Eq. 3.7 and Φ(θ ,ϕ) determined by
Eqs. 3.8, 3.10, and 3.11, we obtain the following partial solution of the Laplace
equation 3.4:

U (r,θ ,ϕ) =
(

Anrn +
Bn

rn+1

)
(αm

n sinmϕ+βm
n cosmϕ)Pm

n (cosθ) . (3.12)

Because the Laplace equation 3.4 is linear, the general solution can be presented as
a sum of partial solutions in two forms:

U1 (r,θ ,ϕ) =
∞

∑
n=0

n

∑
m=0

rn (cm
n sinmϕ+dm

n cosmϕ)Pm
n (cosθ) , (3.13)

U2 (r,θ ,ϕ) =
∞

∑
n=0

n

∑
m=0

r−(n+1) (am
n sinmϕ+bm

n cosmϕ)Pm
n (cosθ) , (3.14)

where
am

n = Bnαm
n , bm

n = Bnβm
n , cm

n = Anαm
n , dm

n = Anβm
n . (3.15)

For analyzing the magnetic field out of the earth which is caused by interior sources
inside the earth, it is necessary to satisfy the boundary condition on infinity where
the magnetic field must equal zero, i.e., we need to choose the solution described
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by Eq. 3.14. Contrarily, for analyzing the magnetic field inside the outer sources, it
is necessary to satisfy the condition at the center of the coordinates that the mag-
netic field must be finite, i.e., we need to choose the solution described by Eq. 3.13.
The first members in Eqs. 3.13 and 3.14 describe the magnetic field of the magnetic
monopole, but really in any body, the sum of magnetic charges is equal to zero. This
means that in the above-mentioned equations, the summation starts from n = 1.
Usually, instead of coefficients am

n and bm
n we use the coefficients gm

n and hm
n deter-

mined by the expressions

am
n = rn+2

E gm
n , bm

n = rn+2
E hm

n , (3.16)

where rE is the radius of the earth. In this case, for inside sources of the geomagnetic
field out of the earth, we obtain

U2 (r,θ ,ϕ) = rE

∞

∑
n=1

n

∑
m=0

( rE

r

)n+1
(gm

n sinmϕ+hm
n cosmϕ)Pm

n (cosθ) . (3.17)

Now by using Eq. 3.2, it is easy to determine the three components of the vector of
geomagnetic field. The north (X), east (Y), and vertical (Z) components will be

X (r,θ ,ϕ) = −∂U2

r∂θ
= −

∞

∑
n=1

( rE

r

)n+2 n

∑
m=0

(gm
n cosmϕ+hm

n sinmϕ)
dPm

n (cosθ)
dθ

,

(3.18)

Y (r,θ ,ϕ) = − ∂U2

r sinθ∂ϕ

=
∞

∑
n=1

( rE

r

)n+2 n

∑
m=0

(mgm
n sinmϕ−mhm

n cosmϕ)
Pm

n (cosθ)
sinθ

, (3.19)

Z (r,θ ,ϕ) = −∂U2

∂ r

=
∞

∑
n=1

( rE

r

)n+2
(n+1)

n

∑
m=0

(gm
n cosmϕ+hm

n sinmϕ)Pm
n (cosθ) . (3.20)

When using Eqs. 3.18–3.20, it usually means that nmax is finite; the total number of
coefficients gm

n and hm
n will be nmax (nmax +2), so at nmax = 6 and 8, the total number

of Gauss coefficients will be, correspondingly, 48 and 80. For the presentation of
a geomagnetic field caused by outer sources instead of coefficients cm

n and dm
n in

Eq. 3.13, let us introduce the coefficients jm
n and km

n determined by the expressions

cm
n = r−(n−1)

E jm
n , dm

n = r−(n−1)
E km

n . (3.21)

In this case, the expression for scalar potential from outer sources will be

U1 (r,θ ,ϕ) = rE

∞

∑
n=1

rn

rn−1
E

n

∑
m=0

( jm
n cosmϕ+ km

n sinmϕ)Pm
n (cosθ) . (3.22)
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From Eq. 3.22, on the basis of Eq. 3.2, it can be very easy to obtain the three com-
ponents of the geomagnetic field inside of outer sources (in analogy with Eqs. 3.18–
3.20). By the summing the components of the magnetic field produced by inner and
outer sources, we obtain

X (r,θ ,ϕ) = −
∞

∑
n=1

n

∑
m=0

(lm
n cosmϕ+qm

n sinmϕ)
dPm

n (cosθ)
dθ

, (3.23)

Y (r,θ ,ϕ) =
∞

∑
n=1

n

∑
m=0

(lm
n sinmϕ−qm

n cosmϕ)
mPm

n (cosθ)
sinθ

, (3.24)

Z (r,θ ,ϕ) =
∞

∑
n=1

n

∑
m=0

(
l′mn cosmϕ+q′mn sinmϕ

)
Pm

n (cosθ) , (3.25)

where

lm
n = gm

n + jm
n , qm

n = hm
n + km

n , l′mn = (n+1)gm
n −n jm

n ,

q′mn = (n+1)hm
n −nkm

n . (3.26)

3.3 Relative Role of Spherical Harmonics in the Formation
of the Geomagnetic Field from Internal Sources

The first spherical harmonic in Eq. 3.17 (n = 1) corresponds to the field of the mag-
netic dipole, the second harmonic (n = 2) to the field of the quadruple, the third har-
monic (n = 3) to field of octuple, and so on. The relative role of different spherical
harmonics in the formation of a real geomagnetic field from internal sources were
calculated by Quenby and Webber (1959). They used Gauss coefficients gm

n and hm
n

obtained by Finch and Leaton (1957) on the basis of spherical harmonic analysis
of the magnetic maps of the epoch 1955.0. The scalar potential of the geomagnetic
field from internal sources, according to Eq. 3.17, can be presented as

U2 (r,θ ,ϕ) =
∞

∑
n=1

U2n (r,θ ,ϕ), (3.27)

where

U2n (r,θ ,ϕ) = rE

( rE

r

)n+1 n

∑
m=0

(gm
n sinmϕ+hm

n cosmϕ)Pm
n (cosθ). (3.28)

For the square of U2n (r,θ ,ϕ) averaged over the spherical surface on some distance
r ≥ rE, we obtain

|U2n (r)|2 =
r2

E
2n+1

( rE

r

)2(n+1) n

∑
m=0

(
(gm

n )2 +(hm
n )2

)
. (3.29)
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Table 3.1 The relative importance of the spherical harmonics, in percentage of the first harmonic

Distance from the center
of the earth, rE

Order of harmonics Sum of harmonics 2–6

2 3 4 5 6

1.0 10.4 5.9 2.8 0.9 0.4 20.4
1.2 8.7 4.1 1.6 0.4 0.2 15.0
1.5 6.8 2.6 0.8 0.2 0.1 10.5
2.0 5.2 1.5 0.3 0.1 <0.1 7.0
3.0 3.5 0.7 0.1 <0.1 <0.1 4.2

The role of each spherical harmonic will be determined by the value |U2n (r)| that
can be found as the root square of Eq. 3.29. The results are shown in Table 3.1.

As can be seen from Table 3.1, all highest harmonics gave only 20.4% near the
earth’s surface from the first, dipole harmonic. With an increase in the distance from
the center of the earth, the role of highest harmonics decreases abruptly: at distance
1.5 rE their role became 10%, at 3.0 rE–4.2%.

3.4 Analytical Methods of Trajectory Calculations in the Real
Geomagnetic Field

3.4.1 General Equation

If the Gauss coefficients for some epoch are known, the potential of geomagnetic
field U (r,θ ,ϕ) can be determined in any point; this means that the vector of the
magnetic field force is also known. The equation of a moving particle with the rest
mass mo, charge Ze, and velocity v(|v| = v is constant in the non-variable magnetic
field) will be

d2r
dt2 = − Ze

mc

(
dr
dt

×∇U
)

, (3.30)

where m = mo
(
1− v2

/
c2

)−1/2. Let us transform Eq. 3.30 to the differentiation over
trajectory path s (remember that ds = vdt, v = const); as a result, we obtain

d2r
ds2 =

Ze
mvc

(
∇U × dr

ds

)
. (3.31)

The solution of Eq. 3.31 is determined by the value of particle rigidity Ze
/

mvc and
the space distribution of the magnetic field.

At large distances from the earth (r ≥ 3rE) the magnetic field can be accurately
considered as an axial-symmetric field of the magnetic dipole. From Table 3.1 it can



3.4 Analytical Methods of Trajectory Calculations in the Real Geomagnetic Field 57

be seen that at these distances the role of the highest harmonics is smaller than 5%,
i.e., the influence of the highest harmonics and outer sources can be considered as
some small perturbation to the main dipole field. It means that for the real geomag-
netic field an “approximate integral” can be found which can be considered as an
analog of the Störmer integral for a dipole field (see Chapter 2). Therefore, at these
distances the so-called Störmer method can be used (see Section 3.4.2).

On the distances r < 3rE for particles with rigidity smaller than 3–5 GV, the cur-
vature radius of the particle trajectory will be smaller than the scale of the magnetic
field’s change and, in this case, can be used in the drift approximation describing the
moving of the center of a particle rotating in the magnetic field. The method of drift
approximation for particles moving in the geomagnetic field was applied for the first
time by H. Alfvén (see Alfvén, M1950; see also Pikelner, M1966); therefore, this
method is often called the Alfvén method (see Section 3.4.3).

3.4.2 Störmer Method

The Störmer method was used in many calculations of CR asymptotic directions
and cutoff rigidities in the real geomagnetic field (e.g., Quenby and Webber, 1959;
Webber, 1963; Ray, 1963a; Stern, 1967). Ray (1963a) and Stern (1967) considered
this method in more detail.

Let us describe magnetic field H by vector potential A; it can be produced with
accuracy for the gradient of any scalar function ϕ (r). Let us choose the gradient of
ϕ (r) so that scalar product AH = 0, i.e.,

A ·∇×A = 0. (3.32)

The solution of this equation can be written as follows:

A = α(r)∇β (r) , (3.33)

where α(r) and β (r) are scalar functions from the coordinates. On the other hand,
as we mentioned above, in the region without electrical currents, magnetic field H
can be described by the scalar potential U , i.e, H = ∇U . Three scalar functions
α, β , U can be chosen as the basis for the natural system of coordinates connected
with the magnetic field. Really,

H = ∇×A = ∇α×∇β , (3.34)

i.e., vectors ∇α and ∇β are perpendicular to H, which is equal to ∇U . This may be
written as

∇U ·∇α= ∇U ·∇β = 0. (3.35)

For determining the equation for a charged particle moving in this curvilinear system
of coordinates, let us find the Lagrangian of this system:
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L =
mv2

2
+

(
Ze
c

)
v ·A, m =

(
1− v2/c2)−1/2 . (3.36)

In the Descartes orthogonal system of coordinates we obtain

v2 = ẋ2 + ẏ2 + ż2, (3.37)

and consider x, y, and z as functions of α, β , U . Making differentiation and using
Eq. 3.34, we obtain

v2 =

[(
∂x
∂α

)2

+
(
∂y
∂α

)2

+
(
∂ z
∂α

)2
]
α̇2

+

[(
∂x
∂β

)2

+
(
∂y
∂β

)2

+
(
∂ z
∂β

)2
]
β̇ 2+

[(
∂x
∂U

)2

+
(
∂y
∂U

)2

+
(
∂ z
∂U

)2
]

U̇2

+2
[(
∂x
∂α

)(
∂x
∂β

)
+

(
∂y
∂α

)(
∂y
∂β

)
+

(
∂ z
∂α

)(
∂ z
∂β

)]
α̇β̇ . (3.38)

After calculating the derivatives in Eq. 3.38, we obtain

v2 =
A2

α2H2 α̇
2 +

|∇α|
H2 β̇

2 +
1

H2 U̇2 −2
A ·∇α
αH2 α̇β̇ . (3.39)

Because β̇ = ∇β ·v = |∇β |vβ , it follows that

A ·v = |A|vβ = αβ . (3.40)

Substituting Eqs. 3.39 and 3.40 into Eq. 3.36, we obtain

L =
m
2

[
A2

α2H2 α̇
2 +

|∇α|
H2 β̇

2 +
1

H2 U̇2 −2
A ·∇α
αH2 α̇β̇

]
+

Ze
c
αβ̇ . (3.41)

If the Lagrangian in the natural system of coordinates is known, it is easy to deter-
mine the integrals of a moving particle connected with the symmetry of the magnetic
field. For example, let us consider the field of a magnetic dipole. In this case

Ar = Aθ = 0, α= rAϕ (r,θ)sinθ , β = ϕ, H = |α| |β | . (3.42)

Substituting Eq. 3.42 into Eq. 3.39 shows that L does not depend on ϕ . In this case,
according to Eq. 2.3 (see Chapter 2), we obtain the integral ∂L/∂ϕ = const. By dif-
ferentiating, we will find that this integral coincides with Störmer’s integral deter-
mined by Eq. 2.10. The real geomagnetic field is quasi-symmetrical, i.e., very weak
depending on one of the coordinates: ∂L/∂β ≈ 0. Let us assume that ∂L/∂β = 0.
In this case, ∂L/∂ β̇ = const. By differentiating Eq. 3.39 over β̇ , we obtain
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m

[
|∇α|2

H2 β̇ − A ·∇α
αH2 α̇

]
+

Ze
c
α= const. (3.43)

Let us determine angles η , ω, ξ as follows:

v ·∇α= v |∇α|cosη ,v ·∇β = v |∇β |cosω,∇α ·∇β = |∇α| · |∇β |cosξ . (3.44)

In this case, Eq. 3.43 can be rewritten as

mv
A |∇α|2

αH2 (cosω− cosη cosξ )+
Ze
c
α= const. (3.45)

According to the cosine spherical law,

cosω− cosη cosξ = sinη sinξ cosΦ, (3.46)

where Φ is the bi-plane angle between planes (∇α,∇β ) and (∇α, v).
Let us express vector-potential through the magnetic field H:

A = α |∇β | = α |∇β | |∇α|sinξ
|∇α|sinξ

=
αH

|∇α|sinξ
, (3.47)

and introduce this expression into Eq. 3.45. We obtain

mv
(
|∇α|

/
H
)

cosψ+
(

Ze
c

)
α= const, (3.48)

where
cosψ = sinη cosΦ. (3.49)

Let us introduce Störmer’s units of length by taking the value (MZe/mcv)−1/2 for
the unit of length, where M is some constant characterized magnetic field with the
measurability of the magnetic dipole moment. In these units, Eq. 3.45 will be trans-
formed into (

|∇α|
/

H
)

cosψ+α= 2γ (3.50)

or
cosψ = (2γ−α)H

/
|∇α|. (3.51)

The integral described by Eq. 3.51 is an approximate integral of a particle moving in
a quasi-symmetrical magnetic field; it can be considered as an analog of Störmer’s
integral for a dipole field (see Chapter 2). For practical use of the integral Eq. 3.51
it is necessary to find function α for the real magnetic field. In the general case, this
function must be determined by the solution of the differential Eq. 3.34 in partial
derivatives. However, in some important partial cases, function α can be found by
an easier way. Detailed extended calculations of functions α and β (so-called Euler
potentials) were made by Stern (1967a, b) for the earth’s magnetic field caused by
inside and outside sources. The investigation of a charged particle moving in the real
geomagnetic field by using Euler potentials was also carried out by Ray (1963a).
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3.4.3 Alfvén Method

Let us consider the moving of a charged particle in a magnetic field under the Lorenz
force and some other force f. The equation describing this moving

mv̇ =
Ze
c

v×H+ f (3.52)

can be simplified by the substitution

v = v1g +v1, (3.53)

where

v1g =
c

ZeH2 f×H. (3.54)

Because
Ze
c

∣∣v1g ×H
∣∣ =

1
H2 , (3.55)

the Eq. 3.52 will be transformed into

mv̇1 =
Ze
c

v1 ×H−mv̇1g =
Ze
c

v1 ×H+ fi, (3.56)

where fi = −mv̇1g presents the inertia force. Let us now assume that

v1 = v2g +v2, (3.57)

where
v2g =

c
ZeH2 fi ×H. (3.58)

In this case we obtain the equation

mv̇2 =
Ze
c

v2 ×H−mv̇2g, (3.59)

which is an analog of Eq. 3.56. This process can be continued up to some number k,

mv̇k =
Ze
c

vk ×H−mv̇kg, (3.60)

when the Lorenz radius becomes much smaller than the scale of the magnetic field
change. In this case

Ze
c

vk ×H � d
dt

mc
ZeH2 fi ×H, (3.61)

and, by the second member in Eq. 3.60, may be neglected. Now the moving of a
charged particle in the real magnetic field can be resolved by three components:
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1. The fast cyclotron rotation around the magnetic force line
2. Drift moving of the center of the cyclotron circle across the magnetic field with

the velocity

vg = v1g +v2g + · · ·+vkg =
c

ZeH2 ((f+ fik)×H) , (3.62)

where fik = −mdvg/dt
3. Free movement along the magnetic force line described by the equation

mdv||
/

dt = f|| (3.63)

Let us note that the cyclotron rotation of a charged particle around the magnetic
force line generates a magnetic field which is equal to the field of a magnetic dipole
with moment

μ = mv2
⊥
/

2H. (3.64)

The value of the magnetic moment determined by Eq. 3.64 is approximately an
integral of a particle moving in a magnetic field and is usually called “the first adia-
batic invariant.” Potential energy Eμ of the magnetic dipole in the magnetic field is
determined by the expression

Eμ = μH, (3.65)

and the force acting on the particle will be

f = −μ∇H. (3.66)

Substituting Eq. 3.66 into Eqs. 3.62 and 3.63, we obtain the equation in the drift
approximation for moving the leader center of a charged particle in the nonhomo-
geneous magnetic field. Let us account that in Eq. 3.62, the force f also enters the
perpendicular component of inertia force fi⊥ and centrifugal force fc formatting
when particle moving with velocity v|| along the bending magnetic force line. If ρ
is the radius of curvature of magnetic force line,

fc = mv2
||

/
ρ. (3.67)

Calculating forces determined by Eqs. 3.66 and 3.67 for the field of magnetic dipole
and substituting the obtained expressions in Eqs. 3.62 and 3.63, after cumbersome
but simple calculations, we obtain as following:

dλ
dt

=

(
2μ

mr3
eq

Ho −H
cos2λ

(
1+3sin2λ

)
)1/2

, (3.68)

dϕ
dt

=
3cμ

Zer2
eq

1+ sin2λ

cos4λ
(
1+3sin2λ

)3/2
Ho −H

H
, (3.69)
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where req is the equatorial distance of the magnetic force line and Ho = Ek/μ is the
value of the magnetic field at the reflection point of a particle with kinetic energy
Ek. It is now possible to determine the trajectory of the particle:

ϕ−ϕo = Ī
( req

S

)
, (3.70)

where S is the Störmer unit of length, and

Ī =
3
2

λ∫

0

cos3λ
(
1+ sin2λ

)
(
1+3sin2λ

)3/2
2Ho −H
Ho −H

dλ . (3.71)

The connection between λ and Ī for different latitudes of refraction λo was calcu-
lated by Alfvén (M1950) and is shown in Fig. 3.1.

The moving of the leader center described by Eqs. 3.70 and 3.71 can be ap-
plied only to the dipole magnetic field. However, if the magnetic field force lines
are known, the calculation of trajectories in the drift approximation is not difficult.
Namely, in the real geomagnetic field, the charged particle will move along the force
lines with the azimuthal drift which depends on the gradient of the magnetic field
and curvature of the magnetic field force lines. Because the main part of the geo-
magnetic field is the dipole field, for the calculation of drift Eqs. 3.70 and 3.71 may
be used with small corrections.

Fig. 3.1 The connection
between displacement along
longitude (proportional to
Ī) and displacement along
latitude λ for charged particle
oscillated relative to the
equatorial plane with the
amplitude characterized by
the latitude of reflection λo
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3.4.4 Peculiarities at High Latitudes; Using Boltzmann Equation

Thanks to numeral experimental investigations on satellites with polar orbits (see,
e.g., Akasofu et al., 1963), it was found that the region of latitudes higher than
60–70◦ is practically open for the access of very small energy solar and galactic
CR. It means that the conception of CR cutoff rigidity does not exist for this region
and the above-considered analytical methods do not work. The main cause of this
phenomenon is small energy particle-scattering by magneto-hydrodynamic waves
in the outer magnetosphere, and especially in the tail of the magnetosphere. As a re-
sult, by a diffuse process, small energy particles can enter inside the magnetosphere
at any point above 60–70◦ latitude. For calculation of energetic charged-particle
distribution in the outer magnetosphere and their intrusion into the polar cap it is
necessary to use Boltzmann’s kinetic equation taking into account collisions:

∂ f
∂ t

+v
∂ f
∂r

+
Ze
c

(v×H)
∂ f
∂v

=
(
∂ f
∂ t

)

col
, (3.72)

where f ≡ f (r,v, t) is the distribution function, and the right part of Eq. 3.72 de-
scribes the collision of particles with magneto-hydrodynamic waves. Let us note
that Eq. 3.72 is valid until the energy density of CR particles is much smaller than
the energy density of the magnetic field in the region of particle propagation (if
not, it is necessary to solve the self-consistent problem: to take into account non-
linear effects – pressure of energetic particles and kinetic-stream instability, see
Section 3.4.5).

3.4.5 The Case of High CR Energy Density in the Outer
Magnetosphere and the Self-Consistent Nonlinear Problem

In all above-considered cases, it was assumed that the energy density of the charged
energetic particles is much smaller than the energy density of geomagnetic field
H2/8π and we considered the moving of a single particle, the behavior of which in
the geomagnetic field does not depend on the existence of other charged energetic
particles. It is absolutely true for galactic CRs with an energy density not more than
few eV/cm3. However, for a trapped population of energetic particles and in some
cases of great solar CR events, we have a different situation with a controversy rela-
tion, when the CR energy density is comparable to or bigger than the energy density
of the magnetic field, especially in the outer magnetosphere. In this case, it is neces-
sary to take into account the self-magnetic field of energetic particles and consider
the nonlinear self-consistent problem. It became important to account the pressure
of charged energetic particles, and in the case of energetic particle anisotropy, it was
also important to consider kinetic-stream instabilities in the background plasma with
additional generation of magneto-hydrodynamic waves on which energetic particles
scattered (see details in Chapter 3 in Dorman, M2006).
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3.4.6 Regions of Applicability of Analytical Methods

As we mentioned in Sections 3.4.4 and 3.4.5, in the region above geomagnetic lat-
itude 60–70◦, the concept of cutoff rigidity is not valid. The remaining region can
be approximately separated into three zones: (1) 60◦ > λ > 40◦, (2) 40◦ > λ > 20◦,
and (3) 20◦ > λ > 0◦.

For the first zone, 60◦ > λ > 40◦ in the high altitudes can be neglected by highest
harmonics of the geomagnetic field, and on the lower altitudes the drift method can
be used. The condition for conversion of the first adiabatic invariant for using the
drift method is

rL∇H/H 	 1, or 5×10−2R
(
r
/

rE
)2 	 1, (3.73)

where rL = p⊥c/ZeH is the Larmor radius, and R is the particle rigidity in GV.
For the second zone, 40◦ > λ > 20◦ analytical methods are not valid and cutoff

rigidities can be estimated approximately by interpolation of results obtained in the
first and third zones (Quenby and Webber, 1959). For more exact results and taking
into account sufficient for this penumbra region, it is necessary to make numerical
calculations of CR trajectories through 0.01 GV, or more exactly, through 0.001 GV.

For the third zone, 20◦ > λ > 0◦ for approximate calculations of cutoff rigidities,
Störmer’s analytical method can be used. However, asymptotic directions for this
region can be found only by numerical calculations of CR trajectories.

3.5 Main Methods of Numerical Calculation of Charged-Particle
Trajectories in the Real Geomagnetic Field

3.5.1 Gauss Coefficients and Expected Accuracy of Numerical
Calculation of Trajectories in the Real Geomagnetic Field;
Comparison with that Expected for Dipole Field

As is well known, there are no analytical expressions for CR trajectories, even in the
dipole approximation of the geomagnetic field (excluding trajectories in the equato-
rial plane). CR trajectories in the geomagnetic field can be determined in two ways:
(1) by model experiment (Malmfors, 1945; Brunberg and Dattner, 1953), and (2) by
numerical calculations (Störmer, M1955; Jory, 1956; Lüst, 1957; Lüst and Simpson,
1957; and many others).

The system of equations determining the charged particle moving in any mag-
netic field will be

dv
dt

= −Ze
c

(v×∇U) ,
dr
dt

= v. (3.74)
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Table 3.2 Gauss coefficients gm
n , hm

n for the epoch 1955 according to Finch and Leaton (1957) and
Adam et al. (1964a) in CGSM units

n m Finch and Leaton (1957) Adam et al. (1964a)

gm
n , 10−4 Gs hm

n , 10−4 Gs gm
n , 10−4 Gs hm

n , 10−4 Gs

1 0 −3055 0 −3046 0
1 1 −227 +590 −232 +581
2 0 −152 0 −114 0
2 1 +303 −190 +303 −194
2 2 +158 +24 +167 +32
3 0 +118 0 +113 0
3 1 +191 −45 −177 −44
3 2 +126 +29 +115 +20
3 3 +91 −9 +80 −14
4 0 +95 0 +104 0
4 1 +80 +15 +87 +13
4 2 +58 −31 +46 −31
4 3 −38 −4 −31 −1
4 4 +31 −17 +32 −23
5 0 −27 0 −23 0
5 1 +32 +2 +22 +1
5 2 +20 +10 +4 +12
5 3 −4 −5 −8 −7
5 4 −15 −14 −14 −11
5 5 −7 +9 −7 +7
6 0 +10 0 +10 0
6 1 +5 −2 +22 −3
6 2 +2 +11 −16 +12
6 3 −24 0 −22 +3
6 4 −3 −1 −3 −1
6 5 0 −3 +1 −1
6 6 −11 −1 −10 −1

If the Gauss coefficients, gm
n , hm

n , are known (e.g., Table 3.2), the strength of the real
geomagnetic field in Eq. 3.74, H = −∇U , can be calculated very easily according
to Eqs. 3.18–3.20.

Because the Gauss coefficients gm
n , hm

n are known with some definite accuracy,
for control of the trajectory, numerical calculations are necessary to make these
calculations for different groups of Gauss coefficients and then to compare the re-
sults. Table 3.2 gives Gauss coefficients gm

n , hm
n for the epoch 1955, according to

Finch and Leaton (1957), based on maps of the British Admiralty, and Adam et al.
(1964a) based on maps of IZMIRAN (Moscow region, Russia). On the basis of
groups of Gauss coefficients gm

n , hm
n for the epoch 1955.0, according to Finch and

Leaton (1957) and Adam et al. (1964a), in Dorman et al. (1966), trajectories of CR
in the rigidity interval from 1 to 10.5 GV are numerically calculated. As an exam-
ple, in Fig. 3.2 are shown asymptotic directions for the Russian CR station Mirny in
Antarctica for both groups of Gauss coefficients and for dipole approximation.
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It can be seen in Fig. 3.2 that the difference between asymptotic directions for
Gauss coefficients gm

n , hm
n according to Finch and Leaton (1957) and Adam et al.

(1964a), is not more than 1–2◦ in longitude and latitude. From Fig. 3.2 it can be also
seen that the asymptotic directions found for the real field described in Finch and
Leaton (1957) and Adam et al. (1964a), are shifted by about 20◦ to the west relative
to the asymptotic directions found for the dipole approximation of the geomagnetic
field (let us note that the magnetic force line corresponding to CR station Mirny in
the real magnetic field has also shifted by 20◦ relative to the force line in the dipole
approximation).

The other example is shown in Fig. 3.3: for CR station Tixie Bay in the north of
Siberia in Russia (for particles with rigidities from 1 to 106 GV).

From Fig. 3.3 it can be again seen that, though the asymptotic directions for
real and dipole magnetic field are situated on one smooth curve (like Störmer’s

Fig. 3.2 Asymptotic
directions for the Russian CR
station Mirny in Antarctica
for the epoch 1955 according
to Gauss coefficients gm

n ,hm
n

determined by Finch and
Leaton (1957) and Adam
et al. (1964a). Results
are shown by crosses and
circles, correspondingly.
For comparison, asymptotic
directions for dipole
approximation are shown
by black points (According to
Dorman et al., 1966)

Fig. 3.3 Asymptotic
directions for the station
Tixie Bay for particles with
rigidities from 1 to 106 GV;
circles: computations of
Dorman et al. (1966) with the
magnetic field development
for the epoch 1955.0
(According to Adam et al.,
1964a); dots: computations
for the dipole field (According
to Dorman et al., 1966)
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curve in Fig. 2.4), the asymptotic directions for small rigidities (about 1 GV) for
the real geomagnetic field are shifted in longitude for more than 100◦ relative to
asymptotic directions for the dipole field. So, the different presentations of the real
geomagnetic field for the same epoch gave about the same asymptotic directions
(with an accuracy of about 1–2◦), but the difference between asymptotic directions
in the real geomagnetic field and in the dipole field is several tens of degrees.

3.5.2 Störmer’s Method of Numerical Calculation of Trajectories
in Dipole Geomagnetic Field: Why it cannot be Used for Real
Geomagnetic Field

Störmer (M1955) developed a relatively simple method of numerical calculation
of CR trajectories in the dipole geomagnetic field, based on well-known difference
methods of integration of ordinary differential equations supposed by Adams (see
details in Berezin and Zhidkov, M1959; Mysovskikh, M1962; Lans, M1962). The
Adams method was applied by Störmer (M1955) for solving equations of the type

d2r
dt2 = F(r) , (3.75)

where, in the right hand, the force does not depend on ṙ, i.e., it does not depend on
the particle velocity (in difference from Eq. 3.74). By using a cylindrical system of
coordinates, the equation of a charged particle moving in any axial-symmetric mag-
netic field can be transferred to the equation of a particle moving in some potential
field in which, as is well known, the force does not depend on the particle velocity.
In particular, the system of equations of a particle moving in the cylindrical system
of coordinates for the dipole magnetic field is described in Chapter 2 (see Eq. 2.15).

When we consider the real geomagnetic field, it is necessary to take into account
not only the dipole field but also higher spherical harmonics. In this case, the mag-
netic field will not be axial-symmetric and therefore Eq. 3.75 cannot be transformed
to Eq. 2.15. This is the main reason why Störmer’s method (M1955) cannot be ap-
plied to numerical calculations of CR trajectories in the real geomagnetic field.

3.5.3 Method Runge–Kutta of Fourth Order for Numerical
Calculations of CR Trajectories in Real Geomagnetic Field

In many papers, relating to numerical calculations of CR trajectories in the real ge-
omagnetic field, the well-known Runge–Kutta fourth-order method in computation
mathematics is used. From the theory of differential equations it is known that any
system of ordinary differential equations can be, by changing the variables, trans-
formed into a system of first-order differential equations. Moreover, any method of
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numerical integration of one differential equation can be automatically applied for
the solution of the system of differential equations. Therefore, to avoid cumbrous
and complicated formulas, let us consider, instead of the system of second-order
differential equations, only one equation of the first order

y′ = f (x,y) , (3.76)

which satisfies the initial condition y = yo at x = xo. An unknown solution in the
neighborhood of point x = xo can be found by the Taylor series:

y(x) = yo +
y′o
1!

(x− xo)+
y′′o
2!

(x− xo)
2 + · · ·+ y(n)

o

n!
(x− xo)

n +O
(
|x− xo|n+1

)
,

(3.77)

where O
(
|x− xo|n+1

)
is the remainder term of the n+1 order of trifle. Let us choose

the value of the initial step of integration as x− xo = h and neglect the remainder
member of the n + 1 order of trifle. In this case, on the basis of Eq. 3.77, we can
calculate the value of the unknown function y at point x = xo +h:

y(xo +h) = yo +
y′o
1!

h+
y′′o
2!

h2 + . . .+
y(n)

o

n!
hn. (3.78)

Repeating this process step by step, we can find the integral curve of Eq. 3.76,
and in the case of the system of equations described by Eq. 3.75 – the trajectory
of a particle. Derivatives in Eq. 3.78 can be found by differentiation of the initial
Eq. 3.76:

y′o = f (xo,yo) = fo, y′′o =
d fo

dx
+ fo

d f
dy

, . . . (3.79)

For the described method the most difficult part is the calculation of higher-order
derivatives according to Eq. 3.79 (it can be limited only by derivatives of the second
order and, in this case, we obtain the method of Euler tangents which was used as a
basis of Störmer’s method, described in Chapter 2).

To avoid calculations of higher-order derivatives and taking into account a pos-
sibly larger number of members of the series of Eq. 3.77, it is convenient to use the
well-known Runge–Kutta method (see Berezin and Zhidkov, M1959; Mysovskikh,
M1962; Lans, M1962; Press et al., M1992). This method supposes to present the
solution in the following linear combination:

y(x) = y(xo)+a1k1 (x− xo)+a2k2 (x− xo)+ . . .+ankn (x− xo)+O
(
|x− xo|n+1

)
,

(3.80)

where⎧
⎪⎪⎨
⎪⎪⎩

k1 (x− xo) = (x− xo) f (xo,yo) ;
k2 (x− xo) = (x− xo) f (x+b1 (x− xo) ,yo + c21k1) ;
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
kn (x− xo) = (x− xo) f (x+bn−1 (x− xo) ,yo + cn1k1 + . . .+ cnn−1kn−1) .

(3.81)
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Coefficients ai, bi, ci j are some constants, which are chosen so that the difference
between the series Eq. 3.77 and Eq. 3.80 becomes minimal, i.e., the remaining mem-
bers of both series must be one order of trifle. This condition led to the system of
algebraic equations for determining coefficients ai, bi, ci j. Calculations show that at
n ≥ 5 the accuracy does not increase, so it is enough to use the method Runge–Kutta
of fourth order of accuracy. Now, because we know the initial condition y|x=xo

= yo,
and choosing the step x− xo = h, it is easy to start the process of integration:

y(xo +h) = y(xo)+a1k1 (h)+a2k2 (h)+ · · ·+ankn (h) . (3.82)

Comparison of Eq. 3.82 with Eq. 3.78 shows that instead of calculations of deriva-
tives y(i) up to order n, we need to calculate the function values of the initial equation
at different points, which is a much simpler problem.

3.5.4 The Choice of the Value of the Step of Numerical
Integration: The Gill’s Modification

The main difficulty of the Runge–Kutta method is the estimation of the error of
calculations that is necessary for determining the value of the step of integration. To
overcome this difficulty, Gill (1951) supposed using the method of subdivision of
the step: after obtaining the solution at the next point by step h, the calculations are
repeated at step h/2 and the obtained solutions are compared. If both solutions are
identical in the frame of the chosen accuracy, in further calculations the larger step h
will be used; if they are different, the calculation is repeated at step (h/2)/2 = h/4,
and then the obtained solution will be compared with the solution at step h/2, and
so on. This method can be effective when the value of the step is constant: after
choosing the step at the beginning of integration, the same step can be used along
the full trajectory.

For the real geomagnetic field, the situation is more complicated because, in this
case, it is necessary to obtain at each step about the same accuracy necessary to
sufficiently increase the value of the step with an increasing of distance from the
earth; e.g., for the integration of the trajectory of the negative particle with rigidity
10.5 GV started vertically from 20 km altitude above the earth’s surface at geomag-
netic latitude λ = 65◦ to obtain the error 0.01◦ in the direction necessary to use the
step 350 km at the beginning of integration and 7,000 km at the end (at a distance
of about 25rE). Of course, it is possible to use the minimal step 350 km during to-
tal integration, but in this case, the time of numerical calculations will be increased
about 10 times. Nevertheless, this method was widely used in many numerical cal-
culations of CR trajectories in the real geomagnetic field (see, e.g., McCracken,
1962; McCracken and Freon, 1962; McCracken et al., 1962, M1965; Shea et al.,
1965a, b).
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3.5.5 Kelsall’s Modification of the Runge–Kutta Method

To minimize the time of numerical calculations of CR trajectories in the real geo-
magnetic field and to obtain at each step about the same accuracy, Kelsall (1961)
came to the conclusion that the value of step h must be chosen as follows:

h =
{

0.2, if ρ ≥ 10,
0.02ρ, if ρ < 10,

(3.83)

where ρ is the radius of the curvature of the trajectory (here steps h and ρ are in
Störmer’s units of length). The separating of the region of integration on two regimes
corresponds to using Störmer’s method (ρ ≥ 10) and Alfvén’s method (ρ < 10)
which were described in Sections 3.4.2 and 3.4.3.

3.5.6 The Merson’s Modification of the Runge–Kutta Method

At integration of the differential equation by the Runge–Kutta method of fourth-
order accuracy, the error of each step of computations is determined by the fifth
member in the Taylor series, which is equal to f (5)

o h5
/

120. As we mentioned above,
the calculations of high-order derivatives are met with difficulties. In Merson’s mod-
ification of the Runge–Kutta method (see the detailed description in Lans, M1962)
it is shown that the computation of the fifth-order derivative of function f can be
transformed to the additional calculation of function f at some known point. The
following formula is used for this modification:

y(xo +h) = y(xo)+
1
6

[k1 (h)+4k4 (h)+ k5 (h)]+O
(

h5
)

, (3.84)

where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k1 = h f (xo,yo) ,

k2 = h f
(
xo + h

3 ,yo + k1
)
,

k3 = h f
(

xo + h
3 ,yo + k1

2 + k2
2

)
,

k4 = h f
(

xo + h
2 ,yo + 3k1

8 + 9k3
8

)
,

k5 = h f
(

xo +h,yo + 3k1
2 − 9k3

2 +6k4

)
,

(3.85)

and the error of integration is determined by the formula

ε =
1
5

(
k1 −

9
2

k3 +4k4 −
1
2

k5

)
. (3.86)
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From Eq. 3.86 it follows that the error of integration is proportional to h5, i.e.,

ε = ah5; h = (ε/a)1/5 , (3.87)

where a is some constant. If the error ε of trajectory integration is given, it is easy
to determine the necessary value of step h: let us choose some arbitrary step h1 and
then, by Eqs. 3.85 and 3.86, we calculate the corresponding error ε1. Now on the
basis of Eq. 3.87 it is easy to determine the necessary step h:

h = h1
(
ε1

/
ε
)1/5 . (3.88)

In Dorman and Smirnov (1966a, 1967), two programs were compounded for inte-
gration of CR trajectories in the real geomagnetic field presented by six spherical
harmonics. In the first program, the integration was made according to Gill’s modi-
fication (see Section 3.5.4), and in the second, – according to that described here –
Merson’s modification. A comparison of the obtained results shows that Merson’s
modification needed several times less time for computing and gave more exact re-
sults than Gill’s modification. This is caused mainly by the important peculiarity
of Merson’s modification: control of the obtained error at each step of trajectory
integration.

3.5.7 The Stability of CR Trajectory Integration and Control
of Accuracy

The computation of the error at each step of integration does not determine the final
accuracy of CR trajectory calculation. The problem of the accuracy of the solution
is closely connected with the problem of stability: How did the final result change
after small changes of the initial conditions? As was shown in Section 2.12, for
the dipole magnetic field in the region of high latitudes, the well-known effect of
particles focusing takes place in the geomagnetic field. This means that CR energetic
charged particles that arrived at some point in the frame of some small space angle
Δω have smaller space angle ΔΩ outside the geomagnetic field, i.e., the value M =
Δω

/
ΔΩ> 1, and for some resonant rigidities M � 1. In this case, the integration of

the trajectory of a negative-charged particle starting from the earth’s surface will be
stable: even big errors in the initial vector of the particle velocity vector will not lead
to sufficient errors in the calculated asymptotic direction. According to Boström
(1964), the value M > 1 at all latitudes except some small latitude interval near
the Equator. This means that the stability of CR trajectory integration is expected
for a particle arriving at any point of the earth’s surface. Although this result was
obtained for the dipole magnetic field, it is also correct approximately for the real
geomagnetic field where the dipole component is more than 80% of the total field.

In many papers two methods are used for the control of the accuracy of trajec-
tory computation: (1) checking the particle velocity, which must be invariant, and
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(2) inverse integration. The first method gave control of the constant (with an accu-
racy of about 1%) only of the module of velocity v2 = ẋ2 + ẏ2 + ż2, but not direction.
As was shown in Dorman and Smirnov (1966a, 1967), even at a constant particle
velocity with an error smaller than 1%, the errors in direction reached up to 10◦.
Much better results gave the inverse integration. The process of inverse integration
is as follows: the direct integration of the trajectory takes a negative-charged par-
ticle from the earth’s surface and continues up to distances where the influence of
the geomagnetic field becomes negligible, and then starts integration for the posi-
tive particle with the same rigidity in an inverse direction to the earth’s surface. In
Dorman et al. (1966), Dorman and Smirnov (1966a, 1967), Merson’s modification
of the Runge–Kutta method and inverse integration for the control of final results
were used: if the difference in initial and final velocity vectors is more than 0.15◦,
the trajectory integration repeated with error ε in Eq. 3.86 is two times smaller.

3.5.8 Numerical CR Trajectory Integration in Spherical
Geographical System of Coordinates

Because the scalar potential of the real geomagnetic field is usually given as a func-
tion of geographical coordinates, it is convenient to use for numerical trajectory
computation the geographical spherical system of coordinates with polar axis coin-
ciding with the axis of the earth’s rotation (see Fig. 3.4).

In Dorman et al. (1966) and Dorman and Smirnov (1966a, 1967) the differentia-
tion over time was transferred to differentiation over the length of the arch and the
following units chosen: for particle rigidity 1 GV, for the strength of geomagnetic
field 10 gammas (10−4 Gs), for distance 103 km. By using these units, the system of
equations described by Eq. 3.74 will be transformed to the following system:

Fig. 3.4 The geographical spherical system of coordinates with polar axis coincided with the axis
of the Earth’s rotation, used for numerical integration of CR trajectories in the real geomagnetic
field: 1 – the CR station with coordinates λst ,ϕst ; 2 – trajectory of particle; 3 – asymptotic direction,
characterized by angles Λ, Φ
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(3.89)

where tr, tθ , tϕ are components of the unit vector tangent to the trajectory, ds is the
element of trajectory length. The initial condition rs=0 = ro, ts=0 = to, and the initial
step h used for starting numerical integration according to Merson’s modification.
The initial step h was chosen according to the formula

h =
{

0.1, if ρ ≤ 10,
0.01ρ, if ρ > 10,

(3.90)

where ρ is the radius of the trajectory curvature

ρ =
(
ρ2

r +ρ2
θ +ρ2

λ
)1/2 (3.91)

and

ρr =
dtr
ds

− t2
θ
r
−

t2
λ
r

= 0.003R−1 (tθHϕ − tϕHθ
)
, (3.92)

ρθ =
dtθ
ds

− trtθ
r

−
t2
λ

rtgθ
= 0.003R−1 (tϕHr − trHϕ

)
, (3.93)

ρϕ =
dtϕ
ds

+
trtϕ

r
+

tθ tϕ
rtgθ

= 0.003R−1 (trHθ − tθHr) . (3.94)

The components of the geomagnetic field in the chosen spherical system of coordi-
nates will be

Hr = −∂U
∂ r

, Hθ = −1
r
∂U
∂θ

, Hϕ = − 1
r sinθ

∂U
∂ϕ

, (3.95)

where, for inside sources,

U = rE

6

∑
n=1

( rE

r

)n+1 n

∑
m=0

(gm
n cosmϕ+hm

n sinmϕ)P̄m
n (cosθ) (3.96)

and

P̄m
n (cosθ) =

(
(2−δnm)(n−m)!

(n+m)!

)1/2
Pm

n (cosθ) , (3.97)

where δnm is the Kronecker symbol which is equal to 0 at m �= n and 1 at m = n.
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To start the numerical integration of the system Eq. 3.89, it is necessary to choose
the initial condition. Let it be determined by values ro,θo,ϕo, tro, tθo, tϕo (the first
three determine the initial position and second three – the initial direction). The
parameters of initial position are

ro = a
(
1− ε2

e cos2λst
)−1/2 +0.020, θo = 90o −λst, ϕo = ϕst, (3.98)

where a is the polar (minimal) radius of the earth, εe is the eccentricity of the el-
liptical earth, and λst and ϕst are the geographical latitude and longitude of the CR
station. Let us remember that for the unit of length we chose 1,000 km. The initial
direction of a negative particle moving from the earth is the following:

tro = cosζ , tθo = −sinζ cosχ, tϕo = sinζ sinχ, (3.99)

where ζ , χ are zenithal and azimuthal angles of the positive particle arriving at the
earth surface (more exactly, at altitude 20 km). The azimuthal angle is counted from
the geographical north in a clockwise direction.

In the first we calculate the three components of the magnetic field vector at
the starting point according to Eqs. 3.95–3.97. Then we determine the radius of
the trajectory curvature according to Eqs. 3.91–3.94, and after this we calculate the
length of integration step h1 according to Eq. 3.90. Then we can start the integration
of the system of particle moving equations described by Eq. 3.89 by the Merson’s
modification of fourth-order Runge–Kutta method by using Eqs. 3.84–3.85; as a
result we obtain the next point of the particle trajectory and by Eq. 3.86 determine
the error of our calculations ε1. If ε1 ≤ ε (where ε is the ordered error of trajectory
numerical calculation), we can go to the calculation of the next point. If ε1 > ε , we
determine by Eq. 3.88 the necessary smaller step h (to decrease the error up to the
value ε), and repeat the numerical integration of Eq. 3.89 by Merson’s modification
of fourth-order Runge–Kutta method by using Eqs. 3.84–3.85. So, step by step, we
determine full trajectory up to the distances where the geomagnetic field has no
effect. For controlling of the obtained results, we use the numerical integration of
the trajectory in the inverse direction for a particle with the same rigidity, but with a
positive charge (the difference in directions at starting points near the earth’s surface
must be smaller than 0.15◦ – see Section 3.5.7).

As a result of a lot of numerical integrations of CR trajectories, it was found that
there are three types of trajectories:

1. The trajectories crossing the earth’s surface
2. Quasi-trapped trajectories
3. Trajectories which are going to infinity

The trajectories of types 1 and 2 are empty because the primary CR particles arriving
at the earth’s surface cannot cross part of the earth and cannot be trapped. For these
two types of trajectories penumbra function f (R) = 0. For type 3 trajectories, along
which positive primary CR particles arrive from infinity to the earth’s surface (but
without crossing this surface before) penumbra function f (R) = 1. According to this
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determination of types of trajectories in the real geomagnetic field, the numerical
integration finishes if one of the following three conditions is fulfilled:

r ≤ ro, n = 5000, r ≥ 10S, (3.100)

where n is the number of steps and S is Störmer’s unit of length expressed in
1,000 km. The first condition in Eq. 3.100 means that the negative particle crossed
the earth’s surface (i.e., the trajectory is empty); the second condition in Eq. 3.100
means that the negative particle became quasi-trapped (i.e., again, the trajectory is
empty); the third condition in Eq. 3.100 means that the negative particle goes to
the distance where the influence of the geomagnetic field on particle moving be-
came negligible (i.e., the trajectory of particle goes to infinity and only in this case,
penumbra function f (R) = 1). Calculations show that the limiting of computations
by condition r = 10S gave an error in the asymptotic direction of not more than 0.1◦.
By the final values θ , ϕ, tr, tθ , tϕ of the particle position and moving direction at
r = 10S it is easy to determine the asymptotic latitude

Λ= arctg

⎛
⎝ −tθ sinθ + tr cosθ√

t2
ϕ +(tθ cosθ + tr sinθ)2

⎞
⎠ , (3.101)

and asymptotic longitude

Φ= ϕ+ arctg
(

tϕ
tθ cosθ + tr sinθ

)
. (3.102)

3.5.9 Divergence-Free Magnetic Field Interpolation
and Symplectic Method of Charged-Particle Trajectory
Integration

In Mackay et al. (2006) an interpolation method is presented for calculating a
divergence-free magnetic field at arbitrary locations in space from a representation
of that field on a discrete grid. This interpolation method is used along with sym-
plectic integration to perform particle trajectory integrations with good conserva-
tion properties. These integrations are better at conserving constants of motion and
adiabatic invariants than standard, described above, non-symplectic Runge–Kutta
integration schemes.

The matter of the problem is that in many cases of practical interest, the electric
and magnetic fields are too complex to be expressible in terms of analytic functions.
In such cases, according to Mackay et al. (2006), the fields need to be calculated
numerically on a discrete grid, from which their values may then be interpolated at
arbitrary locations in space. Two main issues may arise when tracing particle trajec-
tories with such fields. One has to do with whether or not the interpolated magnetic
field is divergence-free. The other is related with the conservation properties of the
integration scheme itself.
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When integrating the full trajectory of a particle in an electric and magnetic field,
it is important that the magnetic field satisfy ∇×B = 0, as this is a necessary condi-
tion for the magnetic moment to be an adiabatic invariant. Let us note that∇×B = 0
is automatically satisfied if one works with an analytic field, such as a dipole field.
When working with a numerically generated field, however, the actual field values
are only given at discrete grid points, and care must be taken to interpolate the field
in such a way as to ensure that ∇×B = 0. In general, a field calculation based on a
piecewise multi-linear interpolation of the discretized field will not satisfy this con-
dition. In the context of magneto-hydrodynamic (MHD) plasma modeling, the im-
portance of satisfying ∇×B = 0 was pointed out by Brackbill and Barnes (1980). It
was shown that failure to satisfy this condition in MHD simulation codes may lead
to unphysical sources in such models. This led to the development of discretiza-
tion schemes on the magnetic field that satisfied the divergence-free condition on
a discrete grid (Töth, 2000). With the further use of adaptive mesh refinement in
MHD codes, interpolation schemes for discretized magnetic fields, capable of pro-
ducing a divergence-free field at arbitrary locations in space were also developed.
For example, Balsara (2004) and Töth and Roe (2002) developed techniques for in-
terpolating magnetic fields everywhere in space, from fields discretized on a grid,
with the property that the resulting fields are analytically divergence-free. Mackay
et al. (2006) note that these methods, however, generally lead to interpolated fields
with discontinuities in the components parallel to cell interfaces. While adequate for
MHD simulation codes (the perpendicular component of the field is continuous and
smooth across cell faces), these interpolation techniques are not applicable to high-
order particle integrations, as they would lead to unacceptable errors in conservation
of the first adiabatic invariant m.

The second issue has to do with numerically preserving exact or approximate
constants of the motion. If such constants exist analytically, they may not be pre-
served numerically, depending on the integration method used. For example, if par-
ticle trajectories are integrated using the standard Runge–Kutta scheme, it is known
that errors in the total energy of the particles can grow without bounds (Yoshida,
1992; Shimada and Yoshida, 1996). An alternative to the standard explicit Runge–
Kutta methods is symplectic integration (the description of this method and appli-
cation for the case of dipole magnetic field are considered above, in Section 2.6).
Methods based on this approach preserve the symplectic structure of the Hamil-
tonian; i.e., they conserve phase space density of Hamiltonian systems, thereby bet-
ter preserving exact constants of the motion (Kinoshita et al., 1991).

Often, when performing particle trajectory integrations, it is necessary to use
magnetic fields that have been computed at discrete grid points. One can ensure that
an interpolation of this field satisfies ∇×B = 0 by working with the magnetic vec-
tor potential A and ensuring that the interpolation is C2 continuous (the field and its
first two derivatives are continuous in the entire domain). There are several ways of
solving for A. For instance, one can directly solve the set of coupled partial differ-
ential equations from ∇×A = B, together with appropriate boundary conditions, to
obtain the vector potential at prescribed grid points. In problems with symmetry, in
which one of the coordinates is ignorable, it is usually possible to express the mag-
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netic field in terms of stream, or flux functions (Friedberg, M1987). These, in turn,
may be calculated from straightforward numerical integrations of the (divergence-
free) field on a discrete grid. High-order interpolation (as provided, e.g., by cubic
splines) of those flux functions and their derivatives can then be computed to yield
divergence-free magnetic fields. This was the approach followed by Shimizu and
Ugai (1995) who were the first to apply these techniques to azimuthally symmetric
toroidal and mirror geometries.

3.5.10 Symplectic Tracing of High-Energy Charged Particles
in the Inner Magnetosphere

In the considered approach of Mackay et al. (2006), the vector potential A is cal-
culated using Fourier transforms. This is applicable to the calculation of arbitrary
fields in three dimensions, and it does not rely on any symmetry in the problem. On
a technical note, it is preferable, when computing the interpolation of B, to subtract
the (strong) earth dipole field from the discretized field to be interpolated. This “re-
duced” magnetic field can then be interpolated with the technique presented below,
and the earth dipole field can be added back analytically. This approach, while not
necessary, has the advantage of greatly reducing interpolation errors in the vicinity
of the earth, where the field is mainly dipolar. Away from the earth, the dipole field
is weak, and the subtraction and addition of the dipole field has no significant impact
on the interpolation error.

According to Mackay et al. (2006), writing the relation between A and B, in
terms of the Fourier transformed variables, and without loss of generality, assuming
∇×A = 0 (i.e., assuming the Coulomb gauge), we readily find

Ā =
ik× B̄

k2 , (3.103)

where Ā and B̄ are, respectively, the Fourier transforms of A and B in the spatial
coordinates, and k is the wave vector. In these expressions, and in what follows,
the dependence of the Fourier transformed fields on the wave vector k is not writ-
ten explicitly for brevity. In practice, in order to take advantage of the numerical
efficiency of fast Fourier transforms, the fields and their transforms are considered
on a uniform Cartesian grid, and the number of grid points in each x, y, and z di-
rections is an integer power of two. If the original discretized field is provided on
an unstructured grid, or on a grid that does not match our interpolation grid, it is
then necessary to first use a suitable interpolation scheme to project the field on our
grid. Once Ā has been found, it is then straightforward to determine A by calcu-
lating the inverse Fourier transform. Mackay et al. (2006) note that, when solving
for Ā in Eq. 3.103, the contribution from B̄ corresponding to k = 0 is ignored. This
is equivalent to subtracting the average value of B before taking the Fourier trans-
form. Therefore, once A has been calculated by Eq. 3.103, the contribution from
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the average magnetic field must be added back in order to obtain an expression for
the full vector potential. With B0 representing the average of B over the domain, the
corresponding expression for A0,

A0 = −(r×B0)/2, (3.104)

is then added analytically to yield the total vector potential. It is worth emphasizing
that this procedure will always produce a divergence-free field, independently of
the quality of the original discretized field, or of whether it is divergent-free or not.
The quality of this interpolated field, however, will only be as good as that of the
original field.

Because of the periodicity implied by taking Fourier transforms in the x, y, and
z coordinates, and because, in general, the discretized magnetic field is not periodic
in these coordinates, a straightforward Fourier expansion of the field on a given
domain would lead to approximating the given field as a periodic discontinuous
function. This, in turn, would result in a slow convergence rate in the coefficients of
the Fourier series. In practice, this slow convergence would manifest itself as marked
Gibbs oscillations in the field in the vicinity of those discontinuities near the domain
boundaries (Mathews and Walker, M1971). In order to avoid these discontinuities,
and unphysical oscillations, the domain is expanded by a factor two in each spatial
dimension (thus leading to an eightfold expansion of the original volume), with the
extra portion being filled with reflections of the field in the original domain so as to
make the extended field periodic and continuous at the boundaries.

With A being determined at each of the grid points, it can then be fitted with
cubic splines. It is necessary to use cubic interpolation functions here, as opposed
to lower-order interpolation functions, because of the requirement that ∇×B = 0.
Indeed, this condition can only be satisfied provided that

∂ 2A j

∂x j∂xk
=
∂ 2A j

∂xk∂x j
, (3.105)

i.e., provided that the interpolating function be C2 continuous. The same basic tech-
nique can also be used to interpolate the scalar potential, Φ. Considering a static
electric field, for simplicity, the spatial Fourier transform of E = −∇×Φ leads to

Φ̄=
ik · Ē

k2 . (3.106)

Note that, as with the magnetic field, the spatial average of the electric field (the
k = 0 contribution) must be excluded from this expression. With E0 representing the
volume-averaged electric field, the associated contribution to the scalar potential is
given by

Φ0 = −r ·E0 (3.107)

When that expression forΦ0 is added to the inverse Fourier transform of Φ̄ obtained
in Eq. 3.106, a complete prescription for the scalar potential is obtained, which can
then be interpolated with cubic splines, as described above for the vector potential.
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A symplectic integration method is one that preserves the symplectic structure
of a Hamiltonian system; that is, for which dp∧dq = dp′ ∧dq′. In this expression,
q and p represent canonical coordinates and momenta for a given Hamiltonian. Un-
primed variables refer to some initial time step t, while primed variables refer to
the corresponding coordinates and momenta numerically calculated at an advanced
time t +Δt. Many studies have shown the effectiveness of symplectic integration
with regard to energy conservation. For example, Gladman et al. (1991), Rieben
et al. (2004), and Shimada and Yoshida (1996) showed that unlike standard explicit
Runge–Kutta integrators, symplectic integrators did not lead to secular growth of
error in exact constants of the motion. For that reason, even though symplectic in-
tegration is more elaborate to implement, and computationally more intensive, it is
the only practical technique in problems that require very long integration times.

The symplectic integration method considered by Mackay et al. (2006), is of the
implicit Runge–Kutta type. Specifically, given a differential equation of the form

dy
dt

= F(y) , (3.108)

the s stage Runge–Kutta method is written as

yn+1 = yn +h
s

∑
i=1

biF(Yi), (3.109)

where
Yi = yn +h

s

∑
j=1

ai jF(Y j), (3.110)

It was independently shown by Lasagni (1988), Sanz-Serna (1988), and Suris (1989)
that if the coefficients ai j and bi satisfy

bib j = biai j +b ja ji, (3.111)

where no summation is implied on repeated indices, then this implicit Runge–Kutta
method is symplectic. In particular, the Gauss–Legendre Runge–Kutta methods
are symplectic (Sanz-Serna, 1988). For the fourth-order symplectic Runge–Kutta
method, these coefficients are given as

(ai j) =

⎛
⎜⎝

1
4

1
4
−

√
3
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1
4

+
√

3
6
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⎞
⎟⎠ , (b j) =
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1
2

1
2

)
. (3.112)

Because of the nonlinearity of the function F in y, the solution of this system of im-
plicit equations must be done iteratively. In the following, Mackay et al. (2006)
use a simple functional iteration technique. An initial guess is assumed for the
Yi, and this is used in equation (3.110) to find an improved estimate of Yi. This
process is repeated until the norm of the difference between two successive approx-
imations becomes smaller than a prescribed value εik. The convergence criterion is
formulated as
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ε =
∣∣∣Ȳk+1

i − Ȳk
i

∣∣∣≤ εik, (3.113)

where Ȳk
i is the estimate of the normalized Yi vector at iteration step k. In this ex-

pression, vectors Ȳk
i are scaled by dividing all coordinate and momentum variables

of Yk
i , respectively, by a prescribed representative coordinate and momentum, so as

to have all components of Ȳk
i of order unity. After the first two time steps, Mackay

et al. (2006) use the prescription given by Calvo et al. (2003) to obtain good esti-
mates of the starting initial guesses for Y.

A simple case which illustrates the power of the symplectic integration method is
that of a proton moving in a dipole field. Here, the field that is being considered by
Mackay et al. (2006) is purely analytic, thereby automatically satisfying ∇×B = 0;
all that is being considered in this case is the difference between symplectic integra-
tion and the standard (explicit) Runge–Kutta method. The fourth-order symplectic
Runge–Kutta integration method is used to solve Hamilton’s equations resulting
from the Hamiltonian for a charged particle in the earth’s dipole magnetic field,
namely,

H =
1

2m

[
p2

r +
p2
θ

r2 +
1

r2 sin2 θ

(
pφ +

qμoM sin2 θ
4πr

)2]
, (3.114)

where r, θ , and φ are the usual spherical coordinates, and pr, pθ , and pφ , are the as-
sociated canonical moments, M = 8×1022 Am2 is the value for the earth’s magnetic
moment. For comparison, the standard non-symplectic fourth-order Runge–Kutta
method is used to solve the equations of motion resulting from the Lorentz force
acting on a charged particle in a magnetic field,

dv
dt

=
q
m

(v×B) . (3.115)

The initial conditions used for the particle tracing are taken from Yugo and Iyemori
(2001). A single proton is initially placed with its guiding center at 5 rE on the
equatorial plane. It is given the energy of either 10 keV or 10 MeV, and a pitch
angle at its initial position of 30◦ or 90◦. Following Yugo and Iyemori (2001), the
step size is taken to be 0.016 times the Larmor period at the initial position, and the
particle trajectories are integrated for 107 time steps. The error in the energy at each
time step is calculated as

error =
|E −E0|

E0
, (3.116)

where E0 is the exact energy of the proton, calculated at its initial position. Results
for both methods are shown in Fig. 3.5. As can be seen from Fig. 3.5, the error in
energy that occurs for the symplectic integration method is much smaller than that
with the Runge–Kutta integration. In fact, when the pitch angle is 30◦, the accumu-
lation of error that occurs for the Runge–Kutta method is so large that |E −E0|/E0
quickly exceeds unity, and the integration is terminated. This occurs after 6,841 time
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Fig. 3.5 Relative error in energy for (top) fourth-order explicit Runge–Kutta method and (bottom)
fourth-order symplectic method for protons in the Earth’s dipole field, initially at 5rE. The energies
and pitch angles of the protons are a 10 keV and pitch 90◦, b 10 MeV and pitch 90◦, c 10 keV and
pitch 30◦, and d 10 MeV and pitch 30◦. The error obtained with the Runge–Kutta integrator with
a pitch angle of 30◦ increases above unity in just a few time steps, and it is not visible in panels c
and d (From Mackay et al., 2006)

steps in the 10 keV case, and after only 301 time steps in the 10 MeV case. For this
reason, the error from the explicit Runge–Kutta method is not visible in panels c and
d of Fig. 3.5.

As was noted by Mackay et al. (2006), recently there has been interest in the
trapping of charged particles in the cusp region of the magnetosphere (e.g., Sheldon
et al., 1998; Chen et al., 2001). It has been suggested that this could be a major accel-
eration region, and that it could provide a possible explanation for particle energiz-
ing in the magnetosphere (Chen et al., 1998; Fritz and Chen, 1999; Fritz et al., 2000).
Mackay et al. (2006) look at differences found in integrating trajectories of trapped
protons in that region using three integration techniques. As a reference, the first
one considered uses the symplectic integration technique with a magnetic field that
satisfies ∇×B = 0. The second approach uses a standard (non-symplectic) Runge–
Kutta integration, also with a divergence-free magnetic field. Third, Mackay et al.
(2006) integrate trajectories with the same non-symplectic Runge–Kutta method,
but with a magnetic field that is interpolated using a simple multi-linear formula,
for which the magnetic field is, in general, not divergence-free. The results from
the symplectic integration are deemed to be the most accurate, and they provide a
reference for those of the other two methods. The comparison between results ob-
tained with the Runge–Kutta integration with interpolated fields satisfying, or not,
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the divergence-free conditions will therefore provide a direct assessment of the im-
portance of satisfying this condition. Finally, these example calculations are for the
purpose of comparing the numerical properties of the different integration and inter-
polation techniques, and should not be seen as a detailed study of the physics of par-
ticle dynamics in the cusp. Another useful comparison concerns the time evolution
of the energy and the first adiabatic invariant m computed with both approaches. The
variations in these two quantities have been considered along several particle trajec-
tories calculated with the two interpolation schemes described above. Figures 3.6
and 3.7 show representative results from two trapped particles.

Fig. 3.6 Relative error in energy calculated with fourth-order explicit Runge–Kutta integration
using cubic spline interpolation with ∇×B = 0 (dotted lines) and with multi-linear interpolation
of the fields (∇×B �= 0, solid lines). Errors are shown for two representative trapped particles
(From Mackay et al., 2006)
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Fig. 3.7 Time evolution of the magnetic moment calculated for two representative trapped 100 eV
protons with explicit Runge–Kutta integration using cubic spline interpolation with ∇×B = 0
(dotted lines) and with multi-linear interpolation of the fields with ∇×B �= 0 (solid lines). The two
particles selected are the same as in Fig. 3.6 (From Mackay et al., 2006)

In both cases shown in Figs. 3.6 and 3.7, the particle energy is 100 eV, their ini-
tial conditions are the same for both field interpolation schemes, and both particles
remain trapped during the entire 10 h simulation period. Figure 3.6 shows the error
in the energy computed with both interpolated fields. In one case (panel a), the inte-
gration carried with ∇×B = 0 is seen to lead to a smaller error in the conservation
of the energy, while in the other (panel b), it is the other way around. In both cases,
however, energy is relatively well conserved, with the maximum relative error after
10 h being of order 10−5. The lack of sensitivity on the condition ∇×B = 0, in
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energy conservation is consistent with the fact that, as noted previously, the Lorentz
force is perpendicular to v, and does not do any work. This is independent of whether
∇×B = 0 is satisfied or not. The situation is different, however, with the first adi-
abatic invariant. Indeed, it is known that smoothness in the fields and ∇×B = 0
are necessary conditions for μ to be an approximate constant of the motion. This is
confirmed in Fig. 3.7, which shows the evolution of μ in time, computed with and
without ∇×B = 0, for the same particles as in Fig. 3.6. After an initial transient pe-
riod, during which the particles go through a region of weak magnetic field (where
μ is not expected to be a good invariant), the particles drift on trajectories where
μ is nearly constant. After the initial transient period, however, the oscillations in μ
are seen to be noticeably larger when the integration is carried with a magnetic field
that does not strictly satisfy ∇×B = 0. Qualitatively, these oscillations are also gen-
erally more irregular when the integration is carried in a non-divergence-free field
and the variations appear on a larger timescale. While qualitatively distinct, the dif-
ferences observed here in the variations of μ are quantitatively relatively small. In
the situation considered, however, where particles are weakly trapped in the cusp
region, these small differences are sufficient to yield important differences in the
predicted confinement over long integration periods. In Fig. 3.7 the initial magnetic
moment, computed for the same particle, differs between the two methods of inte-
gration. For example, in panel a, the initial value of μ is approximately 1.7×10−9

when computed for the scheme in which B is not divergence-free, while, for the
same initial conditions, μ is approximately 1.2× 10−9, when μ is not divergence-
free. This is because (1) both methods use different interpolation techniques for the
magnetic field, (2) the field is very weak in the region of injection, and (3) the mag-
netic moment is inversely proportional to B. Thus, in that case, the small absolute
difference in the interpolation errors associated with the two approaches results in
an appreciable difference in the initial values of μ .

Mackay et al. (2006) came to the following conclusions:

1. A technique for interpolating the magnetic field from numerically computed field
values on a discrete grid with the Fourier transforms is used to calculate the vec-
tor potential A from the magnetic field discretized on a uniform rectangular grid.

2. Cubic splines are then used to interpolate A anywhere in the domain, thus pro-
viding an approximation for the field with C2 continuity. This, in turn, is required
for the computed magnetic field to be divergent-free.

3. This method is applied to the integration of charged-particle trajectories in the
earth magnetosphere. Two integration methods are considered: a fourth-order im-
plicit symplectic method, known for its good conservation properties of Hamil-
tonian systems, and a standard (explicit) Runge–Kutta integration method. The
latter is used to assess the importance of interpolating the magnetic field while
satisfying the condition ∇×B = 0.

4. It was found that the computed number of particles confined in the approximately
quadrupole field of the earth cusp region is considerably smaller when the con-
dition ∇×B = 0 is not satisfied.

5. As expected, the computed first adiabatic invariant μ is also found to be better
conserved in magnetic fields with zero divergence. This confirms that, when-
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ever integrating full particle trajectories (as opposed to solving gyro-averaged
or drift-kinetic equations), it is important to use magnetic fields that satisfy the
divergence-free condition.

6. The previous conclusion is supported by the fact that, when studying (weak)
trapping in the cusp region of the magnetosphere, a large fraction of the par-
ticles that are determined as being trapped when integrated with a field that
satisfies ∇×B = 0, are incorrectly predicted to be lost when their trajectories
are calculated with a straightforward interpolation of B that is, in general, not
divergence-free.

7. Failure to satisfy the ∇×B = 0 condition may lead to unphysical variations in
the adiabatic invariant μ and, consequently, to erroneous physical results.

8. The fitting and interpolating technique considered for B and E was presented in
the static field approximation. This technique, however, can readily be extended
to account for time varying fields by expressing the electric field in terms of
E = −∇Φ−∂A/∂ t.

3.6 Asymptotic Directions, Impact Zones, and Acceptance Cones
in the Geomagnetic Field Including the Higher Harmonics

3.6.1 Examples for Different CR Stations

The necessity to include non-dipole terms in the geomagnetic field follows from
the fact that the use of dipole terms only entails errors in the asymptotic direc-
tions in the order of 10–20◦ and more, as follows from the works by McCracken
and Freon (1962), McCracken (1962), Hatton and Carswell (M1963), and others
(see Section 3.5.1). As examples, Figs. 3.8 and 3.9 show the asymptotic directions

Fig. 3.8 Asymptotic direc-
tions of particle incidence at
Deep River along the vertical
(open circles) and under an
angle of 32◦ to the vertical
from north, south, east, and
west (black dots). Rigidities
of incident particles (from
right to left) are 1.15, 1.27,
1.38, 1.45, 1.60, 1.75, 1.88,
2.20, 3.15, 4.37, 5.74, 6.50,
7.73, and 10.5 GV
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Fig. 3.9 The same as in Fig. 3.8, but for the station Churchill. Rigidities of incident particles (from
right to left): 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.27, 1.45, 1.88, 2.20, 2.63, 3.15, 3.72, 4.37, 5.14,
6.50, 8.50, and 10.5 GV

in geographic coordinates at Deep River and Churchill for particles incident along
the vertical and under an angle of 32◦ with the vertical from the north, south, east
and west. The calculations were made according to Gill’s modification (see Sec-
tion 3.5.4) by using Gauss coefficients of the geomagnetic field of the epoch 1955.0,
according to Finch and Leaton (1957), and shown in Section 3.5.1 (see Table 3.2).

The asymptotic cones of 11 neutron monitors for particles with rigidities from
1.0 to 5.74 GV with zenith angles <32◦ are shown in Fig. 3.10.

3.6.2 Classification of Stations by their Acceptance Cones

McCracken (1962) showed that, whereas at one station the particles arrive in one
narrow cone only, at others they come from several cones. He concluded that there
are stations which cannot lie in the second, third, etc., impact zones. The correct
explanation is as follows: consider Störmer’s curve of asymptotic directions of tra-
jectories passing through the dipole center, as a function of the constant γ (see
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Fig. 3.10 Asymptotic cones of 11 neutron monitors for incidence of particles with rigidity from
1.0 to 5.74 GV for zenith angles <32◦. The filled circles indicate the effective direction for each
detector on the assumption that the rigidity spectrum of the solar particles is exponential

Fig. 2.4). Each of the branches corresponds to a definite impact zone. Since in the
actual magnetic field, just as in the dipole field, the asymptotic directions lie on
the Störmer curve, any station must be in the principal impact zone as well as in the
others. However, the coupling coefficients at rigidities R < 1GV are so small that
particles below this rigidity contribute a negligible amount to the counting rate of
neutron monitors at sea level, even for the solar particle spectrum. Hence, stations
which in the second impact zone receive radiation with rigidities below 1 GV will
not record this and in this sense we may speak about stations which cannot lie in
the second, third, etc., impact zones. These stations have a narrow acceptance cone
for solar radiation and are, therefore, most suitable for the study of the anisotropy
of galactic and solar particles. No extensive integrations are required for finding
the geographic distribution of these stations. Figure 2.4 shows that all stations with
Rc < 1.1GV for γ = 0.7 will receive solar radiation only when they are lying in the
principal impact zone.

Putting γ = 0.7 and Rc = 1.1GV in the formula

Rc =
ME cos4λ ′

r2
E

(
γ+

√
γ2 − cos3λ ′ cosω

)2 , (3.117)

or for a vertical particle arriving (ω = π/2)

Rc = ME cos4λ ′/4γ2r2
E , (3.118)

where λ ′ is the effective geomagnetic latitude according to Quenby and Wenk
(1962), we find λ ′ = 64◦ or Rc1 = 0.54GV.
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3.6.3 Acceptance Cones for Russian and Former Soviet
Net of Stations

As mentioned above, the numerical integration of CR trajectories for Russian and
the former Soviet net of stations was made in Dorman et al. (1966), Dorman and
Smirnov (1966a, 1967); these results were reviewed in Dorman et al. (M1971) and
in Dorman (M1974). On the basis of Eq. 3.118 with the cutoff rigidities for the
actual magnetic field according to Sauer (1963), Fig. 3.11 shows the curve 1 which
was drawn for the Russian stations at Rc1 = 0.54GV.

Whereas in the first two polar regions above curve 1 in Fig. 3.11, the stations can
lie only in the first (principal) impact zone and receive radiation from a narrow cone,
all other stations, i.e., those below curve 1, can lie in the second, third, etc., zones
as well and receive radiation from a wide region. Evidently the anisotropy of solar
particles and galactic CR can be best studied at stations in the intermediate zone
between curves 1 and 2, which receive radiation in a narrow cone from regions close
to the plane of the ecliptic. These conclusions are illustrated by Fig. 3.12, showing
the integration results for some stations in different zones for particles with rigidities
from 1.872 to 14.9 GV for Yakutsk and from 1 to 14.9 GV for the three high-latitude
stations.

The program for integrating trajectories of charged particles in the magnetic field
of the earth, represented by six spherical harmonics, was applied in Dorman et al.
(1966) to determine the asymptotic directions for vertically incident particles for the
former Soviet net of stations in the rigidity range from 1 to 1,000 GV. The results
are listed in Table A3.1.

Dorman and Smirnov (1966a, 1967) have extended this work to determine the
asymptotic directions of particles reaching 13 former Soviet stations in oblique di-
rections by computing about 5,000 trajectories in the magnetic field of the earth
represented by six spherical harmonics. They used the coefficients gm

n and hm
n ob-

Fig. 3.11 Classification of the former Soviet net of stations with respect to acceptance cones: A –
Apatity, H – Heiss Island, T – Tikhaya Bay, Y – Yakutsk. For an explanation of curves 1 and 2 see
the text
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Fig. 3.12 Asymptotic directions of particles recorded by neutron monitors at some former Soviet
stations

tained by Adam et al. (1964b) from spherical analysis of the geomagnetic charts
drawn up by the Leningrad department of the IZMIRAN for the epoch 1960. The
rigidities and incidence angles for computing the trajectories must be chosen so that
they can be used conveniently in the study of CR intensity variations. The region
where the source is localized can be found most accurately from the relations

Φ(R)W (R)
ΔD(R)
D(R)

ΔR = const, Λ(R)W (R)
ΔD(R)
D(R)

ΔR = const, (3.119)

where Φ(R) and Λ(R) are the asymptotic longitude and latitude of the trajectory,
W (R) is the coupling coefficient, D(R) is the differential spectrum of the primary
radiation and R is the rigidity of the particle.

In the numerous computations of trajectories, different series of rigidities have
been used by many authors, but the most suitable selection, according to Eq. (3.119)
is applied in Hatton and Carswell (M1963), and Dorman and Smirnov (1966a,
1967). The integrations have been performed in the interval from 0.85 to 350 GV.
Below 0.85 GV the coupling coefficients are so small that the intensity of any sec-
ondary component at sea level is practically zero and, for rigidities above 350 GV,
the influence of the geomagnetic field on the trajectories may be neglected. The
zenith and azimuth angles for obliquely incident particles have been so chosen that
the asymptotic directions in the actual field can easily be compared with those com-
puted in the geomagnetic dipole field. The trajectories were computed for particles
incident under angles 16◦ and 32◦ from the south, east, north, and west and for
important stations also for zenith angle 48◦.
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3.6.4 Asymptotic Directions for the Worldwide Net of CR Stations

The asymptotic directions of particle incidence were computed by McCracken et al.
(M1965) for 79 CR stations of the worldwide net. Unlike Dorman and Smirnov
(1967), the coefficients gm

n and hm
n here were taken from the development of the

field according to Finch and Leaton (1957) for the epoch 1955. The computations
of McCracken et al. (M1965) were made for zenith angles 0◦, 16◦, and 32◦ for the
directions of incidence of the particles from the north, south, east, and west.

3.6.5 Asymptotic Directions for Solar CR During Some Great
Events

The asymptotic directions of approach in the rigidity range from 5 to 20 GV com-
puted by Smart et al. (2000) for CR muon detectors for the maximum of the 23
February 1956 and 29 September 1989 high-energy solar CR events are illustrated
in Figs. 3.13 and 3.14. Asymptotic directions of approach for selected CR neutron
monitors mapped on a spherical projection of the earth were computed by Smart
et al. (2000) for the solar CR events of 29 September 1989 and 19 October 1989.
Results are shown in Fig. 3.15.

3.6.6 Asymptotic Directions for Several Selected CR Stations

Storini et al. (2001), using the International Geomagnetic Field model for epoch
1995.0 (IGRF 95), have made a particle access study for the Yangbajing ex-

Fig. 3.13 World map projection of the asymptotic directions of approach computed for CR muon
detectors for the high-energy solar CR event of February 23, 1956 (According to Smart et al., 2000)
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Fig. 3.14 The same as in Fig. 3.13 but for the solar CR event of September 29, 1989 (According
to Smart et al., 2000)

Fig. 3.15 Asymptotic directions of approach computed for selected CR neutron monitors mapped
on a spherical projection of the Earth. These projections are oriented on the probable interplanetary
magnetic field direction for two specific solar cosmic ray events. Left: September 29, 1989; Right:
October 19, 1989 (According to Smart et al., 2000)

periments located in Tibet (30◦ 06′ 38′′ N, 90◦ 31′ 50′′ E; 4,300m a.s.l.; av-
erage atmospheric vertical depth 606g/cm2). Asymptotic directions and cutoff
rigidities were calculated for the 100–4.10 GV rigidity interval for the follow-
ing directions: vertical and zenith angles 15◦ and 30◦ for 8 azimuthal directions:
N (0◦), NE (45◦), E (90◦), SE (135◦), S (180◦), SW (225◦), W (270◦), and
NW (315◦). The trajectory calculations were initiated at an altitude of 20 km above
the earth’s surface, using a variable step range ΔR from 0.01 GV and 0.1 GV at
R ≤ 20GV and ΔR = 1GV for R > 20GV. The effective cutoff rigidity for the ver-
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Fig. 3.16 Effective cutoff rigidities for ARGO-YBJ location for two different zenith angles and
eight azimuthal angles for the epoch 1995.0 (According to Storini et al., 2001)

tical direction was found to be 13.98 GV. Oblique directions cutoff rigidities are
shown in Fig. 3.16.

In Fig. 3.17 asymptotic directions are shown for vertical and zenith angle 15◦,
and in Fig. 3.18 for zenith angle 30◦. The maps of asymptotic directions for CR
particle rigidities of 25, 30, 40, 50, 70, and 100 GV for the vertical direction and
zenith angles 15◦ and 30◦ are shown in Fig. 3.19.

3.7 On the Connection of CR Cutoff Rigidities in the Real
Geomagnetic Field with the L-Parameter of McIlwain

3.7.1 Results for Dipole Field

The classical Störmer equation determining the cutoff rigidity for vertically incident
particles in the dipole field (see Chapter 2)

Rc = ME cos4λ
/

4r2
E, (3.120)

(where ME is the earth’s magnetic moment, rE its radius of the earth, and λ the
geomagnetic latitude) may be used with McIlwain’s (1961) B–L coordinate system
for taking the effects of the eccentricity of the geomagnetic field into account (Sauer,
1963; Sauer and Ray, 1963). With the relation

rE = Lcos2λ , (3.121)
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Fig. 3.17 CR asymptotic directions for vertical and 15◦ zenith angle incident particles at ARGO-
YBJ location (21–100 GV from right to left with the step ΔR = 1GV). The 0◦ latitude is shown
by a dotted line, the geographic longitude of ARGO-YBJ detector is indicated by a vertical arrow
(According to Storini et al., 2001)

where L is the parameter of McIlwain (1961) for the real geomagnetic field, the
values of the cutoff rigidities of CR can be represented in the form

Rc ≈ ME
/

4L2 ≈ 14.9L−2 GV. (3.122)

3.7.2 Results for Trajectory Calculations for Quiet Time

Comparison of the cutoff rigidities computed from Eq. 3.122 with the results of
trajectory computations by Ray (1963b, c; 1965) showed that the relative difference
lies between −11% and +8%. Lin et al. (1963) showed that at high latitudes a close
relation between the cutoff rigidities at the earth’s surface and the values of the
L-coordinate exists, but at lower latitudes the lines of constant L and of constant
cutoff rigidity begin to deviate considerably from each other.

Smart and Shea (1965) instead of using Eq. 3.122 proposed the expression

Rc = KL−γGV, (3.123)
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Fig. 3.18 The same as in Fig. 3.17, but for zenith angle 30◦ (From Storini et al., 2001)

where K and γ are obtained by the least-squares method from the values of cutoff
rigidities for vertically incident particles. They found that the computed effective
cutoff rigidities agree well with Eq. 3.123, if K = 15.89 and γ = 1.995. A later,
more detailed correlation analysis based on Eq. 3.123 by Smart and Shea (1967),
showed that the planetary distribution of Rc, except within 2◦ from the CR equator, is
best represented by K = 16.59, γ = 2.083 for the cutoff rigidities from Quenby
and Wenk (1962); the standard deviation with respect to Eq. 3.123 then is 8.2%,
for 3,706 values of Rc. The cutoff rigidities from Makino (1963) give K = 15.99,
γ = 2.014, the standard deviation for 916 values of Rc being 20.1%. Finally, for the
trajectory computations by Shea et al. (1965a, b), K = 15.96 and γ = 2.005, with
standard deviation 5.7% for 226 values of cutoff rigidity. Figure 3.20 illustrates
these comparisons.

A more accurate study of the relation between cutoff rigidities and the
L-coordinates was made by Dorman and Smirnov (1966b). The real geomag-
netic field has no axial symmetry, but, as shown by Quenby and Webber (1959) the
influence of the asymmetric part of the field on cutoff rigidity is small and may be
neglected. Considering that the geomagnetic potential may be represented by an
infinite sum of spherical harmonics and, neglecting the part of the field depending
on longitude, we find for the field in the equatorial plane
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Fig. 3.19 Sky map of the asymptotic directions of approaching CR particles to the Yangbajing
location. The cardinal directions: N, NE, E, SE, S, SW, W, and NW were considered for particle
rigidities of 25, 30, 40, 50, 70, and 100 GV and zenith angles: 15◦ (bottom) and 30◦ and vertical
(top) (According to Storini et al., 2001)

H =
∞

∑
n=1

Mnr−(n+2), (3.124)

and the vector potential of such a field is given by

A =
∞

∑
n=1

Mn

nrn+1 eϕ , (3.125)

where Mn is the moment of the nth harmonic of the field, and eϕ is the unit az-
imuthally vector. With the magnetic field and vector potential found from Eqs. 3.124
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Fig. 3.20 Relation between the L parameter and the calculated values of cutoff rigidities from
Quenby and Wenk (1962), Makino (1963), and trajectory derived by Shea et al. (1965a, b)
(According to Smart and Shea, 1967)

and 3.125 the cutoff rigidity may be found numerically, using Störmer’s integral for
axially symmetric fields. The cutoff rigidity of vertically incident particles for an
arbitrary axially symmetric magnetic field is determined by a system of three alge-
braic equations (Asaulenko et al., 1965):

Rc = rtrH (rtr,0) , rtr +R−1
c rtrAϕ (rtr,0) = γ, Aϕ (re,λ )R−1

c rE cosλ = γ (3.126)

with three unknowns: Rc is the cutoff rigidity, γ is Störmer’s constant, rtr is the
distance from the center of the earth to the point of transition dividing the permit-
ted inner and outer regions. Further, Aϕ is the azimuthally component of the vector
potential, λ is the latitude of the point of observation. Usually only six terms are
included in the development of the geomagnetic field because of the finite accu-
racy of the geomagnetic charts. However, even when only six terms are used in the
series described by Eqs. 3.124 and 3.125, substitution of the finite sums for field
and vector potential leads to a system of algebraic equations of the seventh degree,
the roots of which cannot be expressed in closed form. Instead, we may find an
approximate solution of system Eq. 3.126 by making use of the fact that the main
part of the geomagnetic field is the dipole term, considering the higher harmonics
as perturbations.

On the other hand, in the dipole field the critical transition point is known to lie
at a distance of one Störmer unit from the center of the dipole, and the equatorial
distance of the line of force along which the particle is moving is half as large. Thus,
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if the transition center of the particle moves along a line of force with equatorial
distance L earth’s radii, the critical transition point lies at a distance 2L. When the
perturbing field is superposed on the dipole field the critical point is displaced over
a small distance Δr. Then, instead of Eq. 3.126, we obtain

⎧
⎨
⎩

Rc = (2L+Δr)H (2L+Δr) ,

(2L+Δr)
[
1+R−1

c Aϕ (2L+Δr,0)
]
= 2γ,

Aϕ (1,λ )R−1
c cosλ = 2γ.

(3.127)

Substituting the magnetic field and the vector potential determined by Eqs. 3.124
and 3.125 into Eq. 3.127 and developing each term of the sum in a Taylor series
in powers of Δr, we find for Rc, when only the first terms of the developments are
included,

Rc = [0.25 M1L−2 +0.19M2L−3 +0.15M3L−4 +0.12M4L−5

+0.10M5L−6 + 0.08M6L−7]×3×10−7 GV. (3.128)

Here M1, M2, . . . , M6 are the magnetic moments in the harmonic development of
the geomagnetic field (in units Gs cm3, Gs cm4, . . .,Gs cm8, respectively), L is the
McIlwain’s parameter (in cm). Expressing each of the magnetic moments of the
higher harmonics of the magnetic field by means of the non-dipole part of the field at
the Equator ΔH at the longitude of the point of observation, we find, from Eq. 3.128,
the following formula, which is more convenient in practice:

Rc = 14.9L−2 +ΔH
(

18.4L−3 +8.1L−4 +3.1L−5 +0.8L−6 +0.3L−7
)

GV.

(3.129)

Values L (here they are in the earth’s radii rE ) as well as ΔH (in Gs) can be easily
found from the charts. For L > 2.5 the second and following terms of this series
can be neglected and then the cutoff rigidity is determined within 1% by Eq. 3.122.
Even in the equatorial region the results given by Eq. 3.129 are not so bad, as may
be seen from the satisfactory agreement shown in Fig. 3.21.

Fig. 3.21 CR equator. Full curve: measured; dotted curve: computed from Eq. 3.129
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3.7.3 Using the Relation between Rc and McIlwain L-Parameter
for Estimation of Rc Variations during Disturbed Periods

Rodger et al. (2006) note that the geomagnetic rigidity cutoffs are well organized
in terms of the McIlwain L-parameter (see Sections 3.7.1 and 3.7.2, and later de-
velopments in Smart and Shea, 1994; Selesnick et al., 1995). The L-variation of
the geomagnetic rigidity cutoff has been determined for quiet times from about
10,000 nuclei observations made by the MAST instrument on the SAMPEX satel-
lite (Ogliore et al., 2001). These authors report that the geomagnetic rigidity cutoffs,
Rc, for quiet times are given by

Rc = 15.062L−2 −0.363 [GV], (3.130)

representing average conditions for Kp = 2.3. As noted above, dynamic vertical
cutoff rigidities dependent upon magnetic activity levels, have been determined by
particle tracing (Smart and Shea, 2003) using the Kp-dependent Tsyganenko (1989)
magnetospheric field model. These authors have reported that the change of proton
cutoff energy with Kp is relatively uniform over the range of the original Tsyganenko
(1989) model (Kp < 5), but the cutoff changes introduced by the Boberg et al. (1995)
extension to higher Kp is non-linear such that there are large changes in proton cutoff
energy for a given L value at large Kp values. Rodger et al. (2006) make use of the
Kp-dependent variations in the effective vertical cutoff energies at a given IGRF L
value at 450 km altitude determined from this modeling (Smart et al., 2003), but
with a slight modification to ensure that the geomagnetic rigidity cutoff varies as
15.062L−2, as was observed in the SAMPEX experimental data. The results are
presented in Fig. 3.22.

From Fig. 3.22 it can be seen that the change in cutoff energy with geomagnetic
activity is strongly non-linear at the highest disturbance levels. Rodger et al. (2006)
noted that the plot of effective vertical cutoff energies against geomagnetic latitude
varying with geomagnetic activity (Fig. 3.22) is useful for summarizing the response
of the geomagnetic field during geomagnetic storms.

3.7.4 Estimation of Rc for Any Altitude on the Basis
of the Relationship Between Rc and L

In order to interpolate down to lower altitudes (e.g., 100 km), Rodger et al. (2006)
followed the approach outlined by Smart and Shea (2003) again using the IGRF-
determined L value. This exploits the basic relationship between Rc and L, i.e.,

Rc = CkL−2, (3.131)
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Fig. 3.22 Variation with geomagnetic activity of the effective vertical cutoff energies for protons
at an altitude of 450 km based on the modeling of Smart et al. (2003) and SAMPEX observations
(Ogliore et al., 2001) (From Rodger et al., 2006)

where Ck is an altitude-independent constant. Thus, by knowing the value of Ck for
the IGRF L value at 450 km altitude above a given location, one can determine Rc
at 100 km once one knows the L value for that location at 100 km altitude.

3.7.5 Global Rigidity Cutoff Maps Based on the Relation Between
Rc and L

Figure 3.23 presents maps of the proton geomagnetic rigidity cutoff energies for
the southern (left) and northern (right) hemispheres at very low (Kp = 0), middle
(Kp = 4), and high (Kp = 9) disturbance levels, based on the relation between Rc
and L discussed in Sections 3.7.3 and 3.7.4. In Fig. 3.23 contour lines with units
of MeV mark the geographic locations of the rigidity cutoff energies at 100 km
altitude. Note that the location of the cutoffs for Kp = 0 and Kp = 4 are simply
projected from Fig. 3.22 and thus are based on the Tsyganenko (1989) magnetic
field model.

During geomagnetic storms, solar energetic particles (SEPs) impact larger re-
gions of the polar atmosphere. The contour line in Fig. 3.23 showing the cutoff
location for an energy of 0.001 MeV, is indicative of the “no-cutoff” region; es-
sentially all SEPs will access the upper atmosphere located poleward of this line,
irrespective of the particle energy. As shown in Fig. 3.23, the size of the “no-cutoff”
region expands significantly equatorward with an increase in geomagnetic activity.



100 3 Cosmic Rays in the Real Geomagnetic Field

Fig. 3.23 Contour plots showing the locations of the rigidity energy cutoffs at 100 km. The con-
tour labels have units of MeV, and the location Halley is shown with a square. Note that as the
geomagnetic activity levels increase, the cutoffs move equatorward (From Rodger et al., 2006)
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The basic shape of the SEP, the affected region predicted by Fig. 3.23, is rather sim-
ilar to the zone of high ozone losses observed by satellite measurements during an
SEP event (Seppälä et al., 2004; for details see in Chapter 13 of Dorman, M2004).

3.7.6 Calculations of Rc and L for Different Models: Comparison

Rodger et al. (2006) note that the Tsyganenko (1989, 1996) geomagnetic field mod-
els are among a small set of external field models, which are commonly used as
standard tools. However, it is less widely appreciated that, at highly disturbed geo-
magnetic conditions, all geomagnetic field models struggle to reproduce the exper-
imentally observed fields (see Fig. 3.24).

Figure 3.24 shows the L value of Halley calculated using various field models
during the 4 November 2001 SEP event, to be contrasted against the IGRF and
Tsyganenko (1989) magnetic field models which are the basis of the rigidity cutoff
energy predictions.

The additional L value calculations shown in Fig. 3.24 were undertaken using
the European Space Agency’s Space Environment Information System (SPEN-
VIS), taking as input 3-hourly geophysical parameters (geomagnetic indices, so-
lar wind, and IMF measurements) provided by the NSSDC OMNI Web data-
bases. The 3-hour timescale is to provide “like-with-like” comparison with the

Fig. 3.24 Comparison of the McIlwain L value determined by various geomagnetic field models.
The IGRF internal field (dotted) and the Kp-dependent Tsyganenko (1989) model (solid lines) are
contrasted against a number of other models (From Rodger et al., 2006)
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Kp-driven Tsyganenko-89 (Tsyganenko, 1989) model. Figure 3.24 includes the
Ostapenko–Maltsev (Ostapenko and Maltsev, 1997), Olson–Pfitzer dynamic (Pfitzer
et al., 1988), Tsyganenko-96 (Tsyganenko, 1996), and “paraboloid” magnetic field
models, the last of which has been proposed as ISO standard for the earth’s magne-
tospheric magnetic field and has been developed jointly by research teams from the
Skobeltsyn Institute of Nuclear Physics (Moscow) and the US Geological Survey
as described in SPENVIS. Note that there is a large data gap in Fig. 3.24, covering
the hours 51–75. This is due to a gap in solar wind/IMF measurements, required
as inputs for all the additional magnetic field models. This gap starts just after the
beginning of the peak disturbance as measured by Kp (hours 48–54). It is instruc-
tive to consider the wide variation in L values reported for Halley by the differing
magnetic field models during the 4–7 November 2001 storm period (Fig. 3.24).
Rodger et al. (2006) argued that the IRIS absorption measurements indicate that the
geomagnetic field is not as stretched at high Kp as suggested by the Tsyganenko-
89 field model and that while Halley should effectively move poleward in L value
during this period, the shift should be reasonably slight. From the observed ab-
sorption levels it appears that at the peak storm time of 4–7 November 2001, the
geomagnetic field was distorted such that Halley moved poleward only by about
ΔL = 1. The Tsyganenko-89 model suggests that the L value of Halley is shifted to
L ≈ 6.5 (i.e., ΔL ≈ 2). The rigidity cutoff energy of ≈ 18MeV for highly disturbed
conditions is consistent with an IGRF L shell of L = 5.5 (≈3.5◦ poleward of Hal-
ley) during low-disturbance conditions (e.g., Kp ≈ 1). However, Fig. 3.24 indicates
that the Tsyganenko-89 model is relatively conservative when contrasted with the
Tsyganenko-96 and Olson–Pfitzer dynamic calculations, which lead to much larger
poleward shifts (ΔL > 6 and ΔL ≈ 4, respectively), and very low values of rigid-
ity cutoff energy. In contrast, the Ostapenko–Maltsev and paraboloid magnetic field
models report smaller shifts in L value during these storm conditions, both reaching
L ≈ 5.5 around the time of the highest Kp values, and thus a rigidity cutoff energy
of about 18 MeV as determined above. Although further tests would be valuable,
it appears that these dynamic magnetic field models would be good candidates for
future work into time-varying rigidity cutoff energies, following the approach of
Smart and Shea (2003).

3.8 Planetary Distribution of Cutoff Rigidities at Altitude 20 km

3.8.1 Offset Dipole and CR Cutoff Rigidity Coordinates

Smart and Shea (1995) show that coordinates based on the offset dipole are suf-
ficiently different from the coordinates based on CR cutoff rigidity contours. The
offset dipole coordinates can be determined according to Akasofu and Chapman
(M1972), and Roederer (1972) by the Schmidt normalized Gauss coefficients (used
for describing the earth’s magnetic field) in the following way. The tilt angle θ and
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dipole phase angle ϕ will be determined as

θ = arctan
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and the dipole position from the geocenter will be determined as
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(3.134)

On the basis of Eqs. 3.132–3.134 for epoch 1980.0 magnetic field DGRF (1992)
model, Smart and Shea (1995) found that

θ = 11.2o, ϕ = 289.2o, xed = 0.0605rE , yed = 0.0388rE , zed = 0.0267rE ,

(3.135)

where rE is the radius of the earth. By the Störmer expression for the vertical cut-
off rigidity (see Chapter 2 and details in Smart and Shea, 1977) the cutoff rigidity
contours at the “top” of the atmosphere (altitude 20 km over geoids surface), can be
found corresponding to the location of geomagnetic dipole described by Eq. 3.135.
Results are shown in Fig. 3.25.

Fig. 3.25 The vertical cutoff rigidity contours in the offset dipole approximation found by applying
the Störmer equation to the position of the magnetic dipole at the epoch 1980.0 (described by
Eqs. 3.132–3.134) (According to Smart and Shea, 1995)
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Fig. 3.26 The CR vertical cutoff rigidity contours determined by the trajectory-tracing on the basis
of magnetic field model DGRF (1992) for epoch 1980.0, based on 5◦ ×5◦ world grid (According
to Smart and Shea, 1995)

The results in Fig. 3.25 can be compared with the vertical cutoff rigidities con-
tours derived from CR trajectory tracing for the same epoch 1980.0 with the same
model DGRF (1992). The results are shown in Fig. 3.26.

The longitudinal phase shift (which can be easily seen from comparison of
Figs. 3.25 and 3.26) is about the same as that observed for the shift in the East
direction for about 3 h of CR equator relative to geomagnetic equator (see Fig. 2.7).

3.8.2 CR Vertical Cutoff Rigidity Planetary Distribution
for the Epoch 1955.0

Trajectory computations (up to 25 earth radii) of the penumbra for vertical inci-
dence, with the approximation of the geomagnetic field by six harmonics according
to Finch and Leaton (1957) for the epoch 1955.0, were used by Shea (1963) for
many points along the course of the ship Soya from Japan to Antarctica and airplane
expeditions from Paris to the Canary Islands. Kondo et al. (1963) compared the CR
cutoff rigidities Rc1 found by direct trajectory computations with Rc2 computed by
Quenby and Wenk (1962). They found that the relative difference (Rc1 −Rc2)/Rc1
for nearly 100 points along the courses of the latitude expeditions of the ships
Soya, Labrador, Atka, and Arnev had a mean-square value of about 10%. The plan-
etary distribution of the vertical cutoff rigidities was also determined by Kondo and
Kodama (1965). The trajectories were computed numerically for Finch and Leaton’s
(1957) development of the geomagnetic field for the epoch 1955.0. The effective
cutoff rigidities Rc were determined from the relation
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∞∫

Rc

mi (R)D(R)dR =
∞∫

0

f (R)mi (R)D(R)dR, (3.136)

where mi(R) is the integral multiplicity, and D(R) is the primary CR spectrum,
and mi(R)D(R) is the sensitivity function for the ith component. Here f (R) takes
the role of the penumbra into account; it is equal to 1 for allowed and 0 for
forbidden trajectories. If mi(R)D(R) is put equal to 1, then the error in the Rc
determination introduced by this approximation becomes about 0.2–0.4 GV. The
interval used was 0.1 GV. Comparison with results of Shea (1963), where the in-
terval 0.01 GV was used, showed that the errors arising on this account are on an
average of about 0.08 GV (with a maximum error of 0.25 GV). Figure 3.27 shows
the results.

Shea et al. (1968) calculated 5◦ × 15◦ world grids of trajectory-derived vertical
cutoff rigidities for epoch 1955.0. In these calculations, the approximation of the
geomagnetic field by six harmonics according to Finch and Leaton (1957) for the
epoch 1955.0 it was utilized. Results are shown in Table A3.2.

Fig. 3.27 Contours of constant threshold rigidity plotted in geographic coordinates for the epoch
1955.0 (According to Kondo and Kodama, 1965)
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3.8.3 CR Vertical Cutoff Rigidity Planetary Distributions
for Epochs 1965.0 and 1975.0

Shea and Smart (1975b) calculated 5◦ × 15◦ world grids of trajectory-derived ver-
tical cutoff rigidities for epochs 1965.0 and 1975.0. In these calculations the Inter-
national Geomagnetic Reference Field according to IAGA Commission 2 (1969)
was used with time derivatives applied also for epoch 1975.0. Results are shown
in Table A3.3 for the epoch 1965.0 and Table A3.4 for 1975.0. The effective ver-
tical cutoff rigidities were calculated by using penumbra functions found in Shea
and Smart (1975b) for each point as described in Dorman et al. (M1972) and in
Section 3.10.

3.8.4 The Change of CR Vertical Cutoff Rigidity Planetary
Distribution During 20 Years, from 1955 to 1975

Table A3.5 shows the planetary distribution of the differences of CR effective verti-
cal cutoff rigidities in 1955 and 1975.

From Table A3.5 it can be seen that, whereas minor changes (≤0.2GV) in the
cutoff rigidities occur in many areas of the world over this 20-year interval, major
changes (>0.60GV) occur in the Central and Southern Atlantic Ocean area and over
the Central and South American land masses. Shea and Smart (1975b) came to the
conclusion that while the changes in the southern hemisphere primarily decrease in
the vertical cutoff rigidities, there is an area in the northern hemisphere, principally
in the Atlantic Ocean, where comparable increases in the vertical cutoff rigidities
are calculated.

3.8.5 CR Vertical Cutoff Rigidity Planetary Distribution
for Epoch 1980

Shea and Smart (1983) calculated 5◦ ×15◦ world grid of trajectory-derived vertical
cutoff rigidities for the epoch 1980.0. Results are shown in Table A3.6.

3.8.6 CR Vertical Cutoff Rigidity Planetary Distribution
for Epoch 1990.0

Smart and Shea (1997a) calculated 5◦ × 15◦ world grid of trajectory-derived verti-
cal cutoff rigidities for the epoch 1990.0. Results are shown in Table A3.7 and in
Fig. 3.28.
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Fig. 3.28 Contours of constant threshold rigidity plotted in geographic coordinates for the epoch
1990.0 (According to Smart and Shea, 1997a)

3.8.7 CR Vertical Cutoff Rigidity Planetary Distribution
for Epoch 1995.0

Smart and Shea (2007a) calculated 5◦×15◦ world grid of trajectory-derived vertical
cutoff rigidities for the epoch 1995.0. Results are shown in Table A3.8.

3.8.8 CR Vertical Cutoff Rigidity Planetary Distribution
for Epoch 2000.0

Smart and Shea (2007b) calculated 5◦ × 30◦ world grid of trajectory-derived ver-
tical cutoff rigidities for the epoch 2000.0. Results are shown in Fig. 3.29 and in
Table A3.9.

3.9 CR Effective Cutoff Rigidity Planetary Distribution
for Satellite Altitudes

Smart and Shea (1997b) have derived a 5◦ ×15◦ world grid of CR cutoff rigidities
for satellite altitude at 450 km for the epoch 1990.0 employing the Definitive Inter-
national Geomagnetic Reference Field for this epoch (IGRF 1991 Revision, 1992).
The CR trajectory calculations were initiated in the vertical and west direction at
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Fig. 3.29 Contours for vertical geomagnetic cutoff rigidities for the epoch 2000 (From Smart and
Shea, 2007b)

Fig. 3.30 Contours of constant effective vertical cutoff rigidity plotted in geographic coordinates
for the epoch 1990.0 at an altitude of 450 km (From Smart and Shea, 1997b)

zenith angle 90◦ from a distance of 6,821.2 km from the geocenter (i.e., 450 km al-
titude above the average earth of 6,371.2 km radius). Figure 3.30 and Table A3.10
show the results for CR vertical effective cutoff rigidity planetary distribution.

Results for planetary distribution of CR effective cutoff rigidity for the west di-
rection at 90◦ zenith angle are shown in Table A3.11 and Fig. 3.31.
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Fig. 3.31 Contours of constant effective cutoff rigidity for the west direction at 90◦ zenith angle
plotted in geographic coordinates for the epoch 1990.0 at an altitude of 450 km (According to
Smart and Shea, 1997b)

3.10 Cutoff Rigidities for the Worldwide Network of CR Stations

3.10.1 Calculations of Cutoff Rigidities for CR Stations
and Checking by Data on CR Variations

It should be stressed once more that fully reliable values of the CR cutoff rigidi-
ties can be found only by direct numerical integration of particle trajectories in
the real field of the earth, where all geomagnetic effects are automatically taken
into account. This is particularly clear from the results of McCracken and Freon
(1962) and Freon and McCracken (1962) who found in this way a cutoff rigid-
ity of 1.27–1.30 GV for Port aux Francais (Kerguelen Island), which was 0.45 GV
smaller than the generally adopted value. Kodama (1965) determined the cutoff
rigidity for vertical incidence of 85 CR stations by straight computation of the tra-
jectories. For rigidities between 5 and 13 GV, the computing error is ±0.05GV,
for larger and smaller rigidities it is ±0.1GV. The quality of the computed thresh-
old rigidities was estimated by comparison with data about the Forbush decreases
in July 1959 and about the CR increases of 23 February 1956 and 12 November
1960. The latitude variations of these effects showed that the observed values agree
better with the computations of Kodama (1965) than with those of Quenby and
Wenk (1962).
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3.10.2 Comparison of Different Models of Calculation

Comparing the relative merits of the various models for computing the vertical cut-
off rigidities, Kenney et al. (1965) found that (l) of all models considered, the simple
dipole is least satisfactory; (2) the model of Quenby and Wenk (1962) for moderate
latitudes is an improvement over that of Quenby and Webber (1959); (3) Makino’s
model (Makino, 1963) is only a little better than that of Quenby and Wenk (1962);
and (4) the models based on McIlwain’s parameter L (see Section 3.7) is sufficiently
good for all regions except the equatorial ones. Three series of measurements of
the position of the CR equator near South America agree well with accurate tra-
jectory computations but not with data about the position of the equator based on
the parameter L, if the simple Eq. 3.122 is used, even when the dipole is taken
to be shifted to the east. To this conclusion we should add that the more accurate
Eq. 3.129, derived by Dorman and Smirnov (1966b), correctly represents the ob-
served position of the CR equator. Hence, the most accurate results for the cutoff
rigidities are obtained by direct trajectory computations. In this respect, the results
of Shea and Smart (1966a, b, 1967), Shea et al. (1965b, 1968), Smart and Shea
(1966), McCracken et al. (M1965), and Daniel and Stephens (1966) are important;
here the real magnetic field is taken into account up to six harmonics. In particular,
in Smart and Shea (1966), a network of vertical Rc is given over the earth, with 15◦

intervals in latitude and longitude; for taking account of the penumbra effect, the
computations were made with an interval of 0.01 GV. For the intermediate points,
the value of Rc may be obtained by interpolation, using the L parameter. In Shea
et al. (1965) Rc is determined for more than 300 points on the earth’s surface, 26
points being chosen near the South African magnetic anomaly and six in the region
of the Northern Atlantic, for which regions anomalous values were observed. For
the regions near South Africa, the Southern Atlantic, and the Canary Islands the
rigidity thresholds are found to differ by more than 15% from those computed by
Quenby and Wenk (1962). It is found that with the cutoff rigidities of this work,
the results for the various CR latitude measurements agree well with each other.
Shea et al. (1965b) concluded that, though for a large part of the earth the cutoff
rigidities computed with different models of the geomagnetic field practically do
not differ from each other, for some regions this difference proves to be important
in the analysis of CR effects. In Shea and Smart (1966b, 1967) values of Rc were
determined by the same method for more than 100 points on the earth and it was
shown that numerous observations of CR geomagnetic effects and the CR equator
agree well, within the error limits, with trajectory computations of cutoff rigidity.
This check gives a serious reason to consider the cutoff rigidities for the worldwide
net of CR stations by McCracken et al. (M1965) as the most accurate values of Rc
now available. In McCracken et al. (M1965), the trajectories were integrated with
inclusion of six harmonics of the field in the range 1rE < r < 3.5rE, five harmonics
for 3.5rE < r < 4.0rE, four harmonics for 4.0rE < r < 6.4rE, three harmonics for
6.4rE < r < 11rE and the first two harmonics in the range of variation of the dis-
tance from the earth’s center 11rE < r < 51rE, where rE is the radius of the earth.
These computations were made for an altitude of 20 km above the earth’s surface
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because the influence of the geomagnetic field on primary CR particles only was
considered, and the first interaction of these with the nuclei of air atoms takes place
at about this altitude.

3.10.3 Comparison of Different Models of the Geomagnetic Field

How do the vertical cutoff rigidities for CR stations determined by the trajectory-
tracing technique depend upon the geomagnetic field model utilized? To solve
this important problem, Shea and Smart (1975a) calculated effective vertical cut-
off rigidities for 43 CR stations by the trajectory-tracing technique for the epoch
1955 using different geomagnetic field models: Finch and Leaton (1957) and IGRF
developed by IAGA Commission 2 (1969). Results are shown in Table 3.3.

From Table 3.3 it can be seen that the difference between effective vertical cut-
off rigidities for two geomagnetic models lies in the interval from +0.21GV to
−0.08GV (the average difference is +0.045GV). Shea and Smart (1975a) came to
the conclusion that effective vertical cutoff rigidities for the worldwide network of
CR stations are essentially the same when calculated using comparable field models
for the same epoch.

3.10.4 Cutoff Rigidities for Inclined Directions

Unfortunately, all results described above for Rc refer only to vertically incident
particles, whereas actual time variations have been also studied for inclined com-
ponents. Therefore, it is important to extend the trajectory computations of Rc to
incidences under various zenith and azimuth angles. To the end of the 1960s this
had been done only for the station Hyderabad (India, 17.6◦N, 78.5◦E). For this
station, Daniel and Stephens (1966) determined Rc by trajectory computations for
zenith angles 0–80◦ and azimuth angles 0–350◦, with intervals of 10◦, the first six
harmonics of the actual field being included.

3.11 The CR Penumbral Effects in the Real Geomagnetic Field

3.11.1 The CR Penumbra in Dependence of Delineated Value

The penumbra effects in the dipole approximation were considered in Chapter 2
(Sections 2.4 and 2.5). For determining penumbra effects in the real geomagnetic
field, it is necessary to make a lot of trajectory-traced numerical calculations. The
first question is: What delineated value must be chosen? Figure 3.32 shows Smart
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Table 3.3 Effective vertical cutoff rigidities for CR stations calculated using two geomagnetic field
models for the epoch 1955.0 (According to Shea and Smart, 1975a)

Station name Geographic coordinates Effective vertical cutoff
rigidities (GV)

Latitude Longitude F&L Field IGRF

1 2 3 4 5
Ahmedabad, India 23.01 72.61 15.94 15.82
Alma Ata, Kazakhstan 43.20 76.94 6.73 6.61
Athens, Greece 37.97 23.72 8.70 8.66
Bergen, Norway 60.40 5.32 1.14 1.13
Brisbane, Australia −27.50 153.01 7.21 7.25
Buenos Aires, Argentina −34.58 301.50 10.63 10.58
Chacaltaya, Bolivia −16.31 291.85 13.10 13.07
Chicago, USA 41.83 272.33 1.72 1.69
Climax, USA 39.37 253.82 3.03 3.01
Dacca, Bangladesh 23.70 90.37 16.22 16.05
Dallas, USA 32.78 263.20 4.35 4.37
Deep River, Canada 46.10 282.50 1.02 1.02
Durham, USA 43.10 289.16 1.41 1.39
Gif Sur Yvette, France 48.68 2.13 3.61 3.55
Hafelekar, Austria 47.32 11.37 4.37 4.30
Hermanus, South Africa −34.42 19.22 4.90 4.82
Huancayo, Peru −12.05 284.67 13.45 13.44
Irkutsk, Russia 52.47 104.03 3.66 3.58
Jungfraujoch, Switzerland 46.55 7.98 4.48 4.45
Kerguelen Island −49.35 70.22 1.19 1.22
Kiel, FRG 54.33 10.13 2.29 2.27
Kula, USA 20.73 203.67 13.30 13.23
Leeds, England 53.82 358.45 2.20 2.11
Lomnicky Stit, Slovakia 49.20 20.22 4.00 3.96
Makerere, Uganda 0.33 32.56 14.98 15.06
Mexico City, Mexico 19.33 260.82 9.53 9.46
Mina Aguilar, Argentina −23.10 294.30 12.51 12.46
Moscow, Russia 55.47 37.32 2.46 2.42
Mt. Norikura, Japan 36.12 137.56 11.39 11.18
Mt. Washington, USA 44.30 288.70 1.24 1.26
Mt. Wellington, Australia −42.92 147.24 1.89 1.95
Ottawa, Canada 45.40 284.40 1.08 1.10
Pic Du Midi, France 42.93 0.25 5.36 5.29
Predigtsthul, Germany 47.70 12.88 4.30 4.26
Rome, Italy 41.90 12.52 6.30 6.12
Sacramento Peak, USA 32.72 254.25 4.98 5.02
Sanae, Antarctica −70.30 357.65 1.06 1.00
Sulphur Mt., Canada 51.20 244.39 1.14 1.12
Uppsala, Sweden 59.85 17.58 1.41 1.39
Ushuaia, Argentina −54.80 291.70 5.68 5.68
Utrecht, The Netherlands 52.06 5.07 2.76 2.70
Yakutsk, Russia 62.02 129.72 1.70 1.63
Zugspitze, Germany 47.42 10.98 4.24 4.27
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Fig. 3.32 Illustration of penumbra delineated at 0.001 GV (left in each double column) and
0.01 GV (right) for Palestine (31.75 ◦N, 95.65 ◦W) for the real geomagnetic field of the epoch
1965.0 (IGRF model). White indicates allowed and dark indicates forbidden CR trajectories (Ac-
cording to Smart and Shea, 1975b)

and Shea’s (1975b) results of penumbra trajectory-traced numerical calculations for
two delineated values: 0.001 and 0.01 GV.

Analysis of the results shown in Fig. 3.32 led Smart and Shea (1975b) to the
following conclusion: the main cone cutoff (4.72 GV for penumbra delineated at
0.01 GV and 4.756 GV for delineated at 0.001 GV) and the effective cutoff rigid-
ity (4.48 and 4.468 GV) are quite similar, but there are serious differences in the
Störmer cutoff rigidity (4.38 GV compared with 3.828 GV).

3.11.2 The Concept of the First Forbidden Band in the CR
Penumbra

Smart et al. (2000), in their extended review on the CR geomagnetic effects, ac-
centuated the important role of the pioneering works of Lund et al. (1970, 1971)
and Peters (1974) realizing the use of CR geomagnetic cutoff features to measure
actual CR phenomena. Lund et al. (1971) noted a feature they called the first for-
bidden band that was generally stable and could be used as a sharp edge for isotope
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separation (Byrnak et al., 1981; Soutoul et al., 1981). The concept of this first forbid-
den band is illustrated in Fig. 3.33. The rigidities illustrated are the relatively simple
trajectories that intersect the solid earth as the rigidity scan passes through the upper
cutoff rigidity. These relatively simple trajectories, forming the first forbidden band,
also form a relatively stable and persistent feature of the CR penumbra. They gen-
erated the sharp edge that the HEAO 3 experimenters used for isotope separation
(Copenhagen-Saclay, 1981).

According to Smart et al. (2000), the specific feature of the first forbidden band
can also be used as a check of the absolute accuracy of the trajectory calculations.
The concept is that 100% of the CR flux is transmitted at rigidities above the rigidity
of the first forbidden band. The first forbidden band is the fiducially mark that nor-
malizes both the theoretical and observed transmission. The transmission decreases
as a function of rigidity as the forbidden bands in the CR penumbra block particle
access. The trajectory calculations offer a prediction of the rigidity of the first for-
bidden band and the relative transmission through the CR penumbra (see for more
detail in Section 3.12).

3.11.3 Penumbral Width in Dependence of Vertical Cutoff Rigidity
for Different Epochs

The penumbral width Δ is determined as the difference between the main cone cutoff
rigidity and Störmer cutoff rigidity. In Smart and Shea (1975b), on the basis of
trajectory-traced penumbra function calculations penumbra widths for each location
for world grids at epochs 1955.0, 1965.0, and 1975.0 of real magnetic field models
were determined. Results are shown in Fig. 3.34 for the epochs 1955.0, 1965.0,
and 1975.0.

According to Smart and Shea (1975b), the examination of Fig. 3.34 suggests that,
up to about 10 GV, the width Δ of the penumbra is fairly well ordered when using
the main cone vertical cutoff rigidity Rcm as an ordering parameter; a least-squares
fit to the data for each epoch results in the following relationships:

Δ(1955.0)=0.098R1.326
cm , Δ(1965.0)=0.138R1.171

cm , Δ(1955.0)=0.140R1.175
cm ,

(3.137)

where Δ is in GV.

3.11.4 Effective Vertical Cutoff Rigidities for Different CR
Detectors and Types of CR Variations

The problem of determining the effective vertical cutoff rigidities for different CR
detectors and types of CR variations in the dipole approximation of the geomag-
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Fig. 3.34 The penumbral width Δ vs. main cone vertical cutoff rigidity for the epochs 1955.0,
1965.0, and 1975.0 (According to Smart and Shea, 1975b)

netic field was considered in detail in Chapter 2 (Section 2.7). We described in
Eqs. 2.123–2.129 how the effective vertical cutoff rigidity can be determined for
different geomagnetic latitudes, different CR detectors, and different types of CR
variations if the penumbra function f (R) is known. Table 2.2 and Fig. 2.11 show
how for three geomagnetic latitudes 30◦, 40◦, and 50◦ the effective vertical cutoff
rigidity changed for different types of observations in dependence of the rigidity
spectrum of primary CR variation. Let us note that Eqs. 2.123–2.129 may also be
used for the case of the real geomagnetic field. Only for each point of observa-
tion it is necessary to use the specific penumbra function f (R) determined from
numerical trajectory calculations in the interval Rmin −Rmax where it takes the val-
ues 0 or 1 correspondingly for forbidden and allowed trajectories, and f (R) = 0
at R < Rmin, f (R) = 1 at R > Rmax. Therefore, for the real geomagnetic field the
effective geomagnetic cutoff rigidity Rcik for a type i detector recorded on the some
altitude with pressure ho, characterized by the polar coupling coefficient Woi (R,ho),
and a type k variation of the primary spectrum ΔkD(R)/D(R) will be determined
by the equation

Rmax∫

Rmin

f (R)Woi (R,ho)
ΔkD(R)

D(R)
dR =

Rmax∫

Rcik

Woi (R,ho)
ΔkD(R)

D(R)
dR. (3.138)

In the relatively small interval Rmin −Rmax, the coupling coefficients can be repre-
sented in the form of a power function

Woi (R,ho) ∝ Ra, (3.139)

where a is positive in the low-energy region and negative for large R. Similarly, the
primary variation can be represented in this interval by
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ΔkD(R)
D(R)

∝ Rb. (3.140)

The integrand on the right-hand side of Eq. 3.138 can then be written as

Woi (R,ho)
ΔkD(R)

D(R)
= A×Rγ , (3.141)

where γ = a+b and A is a constant, irrelevant for further computations. The function
f (R) can be represented in the form

f (R) =
{

1 for R2m−1 ≤ R ≤ R2m,
0 for R2m ≤ R ≤ R2m+1,

(3.142)

where m are integers, and 1 ≤ m ≤ n with R1 = Rmin, R2n+1 = Rmax. Substitution of
Eq. 3.142 into Eq. 3.138, taking into account Eq. 3.141, gives

n

∑
m=1

(
Rγ+1

2m −Rγ+1
2m−1

)
= Rγ+1

max − (Rcik (ho))
γ+1 , (3.143)

whence we find for the required effective cutoff rigidity

Rcik (ho) =

[
Rγ+1

max −
n

∑
m=1

(
Rγ+1

2m −Rγ+1
2m−1

)] 1
γ+1

. (3.144)

For the actual geomagnetic field, f (R) was computed in Shea et al. (1965b) for
four different points (Fig. 3.35).

Fig. 3.35 Penumbra function fc for four points based on a field model with six spherical harmonics:
I, II, III, and IV are based on Finch and Leaton (1957) for the epoch 1955.0 (According to Shea
et al., 1965b)
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Fig. 3.36 Effective cutoff rigidity in the actual geomagnetic field as a function of γ for points I–IV
with coordinates shown in Fig. 3.35 (According to Dorman and Gushchina, 1967)

The corresponding effective cutoff rigidities Rcik(ho) as a function of the expo-
nent γ = a+b, are given in Fig. 3.36.

With the aid of Fig. 3.36, the expected variations of Rcik(ho) for various CR com-
ponents and different types of variation can easily be found (see Table A3.12). Even
in a quiet period at point I Rcik(ho) varies between 7.901 and 8.037 GV depending
on the type of component recorded. The corresponding intervals for the points I–IV
are: 4.700–4.757 GV; 4.603–4.651 GV; 3.680–3.795 GV; and 2.0135–2.0240 GV.

As can be seen from Table A3.12, important changes are expected for CR vari-
ations of different origin. Namely, for the neutron component at sea level in inter-
vals: 7.938–7.78 GV, 4.718–4.677 GV, 3.716–3.637 GV, and 2.0225–2.0045 GV for
the points I, II, III, and IV, correspondingly. For the hard component at sea level
in intervals: 7.987–7.825 GV, 4.730–4.689 GV, and 3.747–3.668 GV, for points I, II,
and III. It should be pointed out that the effective Rcik(ho) also depends on the rep-
resentation of the field. According to Dorman and Gushchina (1967), for point II the
difference between the two representations (Finch and Leaton, 1957 and Jensen and
Cain, 1962) in a quiet period is 0.097 GV for recording on low satellites, 0.093 GV
for the neutron component at sea level, and 0.112 GV for the hard component at
sea level.
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3.12 CR Rigidity Transmittance Functions

3.12.1 The Concept of the Transmittance Function and Two
Methods of Calculation

According to Shea and Smart (1971) and Shea et al. (1973), the CR rigidity transmit-
tance function is the evaluation of the fraction of allowed trajectories at a specified
rigidity that can be detected by a CR experiment possessing a finite solid angle of ac-
ceptance. This function was introduced for the first time in Shea and Smart (1971).
In order to obtain the rigidity transmittance function T (R,λ ,ϕ,H), it is necessary
to calculate the fraction of allowed trajectories F (R,λ ,ϕ,H,θ ,φ) at a given rigidity
R, latitude λ and longitude ϕ , and altitude H arriving in the direction describing by
zenith angle θ and azimuthal angle φ . The function F (R,λ ,ϕ,H,θ ,φ) must then
be weighted by the differential geometric factor dG(θ ,ϕ)/dθdϕ of the CR experi-
ment, as described by the following equation (Lezniak et al., 1975):

T (R,λ ,ϕ,H) =

∫
θ

∫
φ

F (R,λ ,ϕ,H,θ ,φ)
(
dG(θ ,φ)

/
dθdφ

)
dθdφ

∫
θ

∫
φ

(
dG(θ ,φ)

/
dθdφ

)
dθdφ

. (3.145)

There are two methods for calculating the CR rigidity transmittance function.
The first method: trajectory-traced calculations. Shea et al. (1973) assumed that

the CR trajectory calculations for a specific zenith and azimuth (considered to be the
midpoint of a small solid angle) typify the CR rigidities allowed (or forbidden) for
a finite solid angle. The calculations of the trajectories were made by the trajectory-
tracing method (see Section 3.5) used in McCracken et al. (1962), Shea et al. (1965)
for the epoch 1965.0 according to the geomagnetic field model IAGA (1969) for CR
research on balloons at Dallas, Palestine, and Midland. For the Palestine trajectory
calculations were performed every 5◦ in zenith and 30◦ in azimuth (total 217 dif-
ferent zenith and azimuth angles). For example, the set of trajectory calculations
for the zenith angle 15◦ and azimuth angle 60◦ is considered to be representative
of all trajectories in the solid angle boundaries by 12.5–17.5◦ in zenith and 45–75◦

in azimuth. To illustrate this, Fig. 3.37 shows penumbra functions for zenith angles
15◦, 30◦, and 45◦, as the first step in the calculation of the transmittance function.
The second step is the determination of effective cutoff rigidities in each direction
(as described in Section 3.11), and then integrating over the acceptance solid angle.

The second method: empirical by using the Störmer equation. The above-
described trajectory-traced method of CR rigidity transmittance function calcula-
tion is very complicated, and needs a lot of computer time; it can be applied to
several important points, but for many CR stations, it is better to apply the empir-
ical method by using the Störmer equation proposed by Shea et al. (1973). The
idea of this method is to use vertical effective cutoff rigidity Rcv determined by
trajectory-traced calculations, and then determinethe effective geomagnetic latitude
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Fig. 3.37 The first step of CR rigidity transmittance function calculation by the trajectory-
traced method. Illustration of penumbra calculated at zenith angles of 15◦,30◦, and 45◦

for Palestine (Texas, USA). The azimuthal directions are (from left to right): 277◦,307◦,
247◦,337◦,217◦,7◦,187◦,37◦,157◦,67◦,127◦, and 97◦. All azimuthal directions are measured
clockwise from the north. For comparison, penumbra for the vertical direction is also shown
(denoted by the letter V) (According to Smart and Shea, 1975b)

λef according to the expression

λef = arccos
(
Rcv

/(
ME

/
r2))1/4 , (3.146)

where ME is the dipole magnetic moment of the earth, and r is the distance from
the point of CR measurements to the center of the dipole. In this case, an approxi-
mate value of cutoff rigidity in any direction can be calculated very easily by using
the Störmer equation determining the main, open cone (see Chapter 2):
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Fig. 3.38 The comparison of results obtained by empirical and trajectory calculated methods of
determining the CR rigidity transmittance function for Palestine (Texas, USA) for CR detectors
possessing 45◦ and 60◦ half-angle apertures (left and right panels, correspondingly) (According to
Shea et al., 1973)

Rc (r,θ ,φ ,λef) =
ME cos4λef

r2
(

1+(1− sinθ sinφ cos3λef)
1/2

)2 , (3.147)

where θ is the zenithal angle, and φ is the azimuthal angle. After determining
Rc (r,θ ,φ ,λef), it is necessary to make integration over θ and φ covered all accepted
solid angles.

Figure 3.38 shows the comparison of results obtained by the above-described two
methods of determining the CR rigidity transmittance function for Palestine (Texas,
USA) for CR detectors possessing 45◦ and 60◦ half-angle apertures.

3.12.2 The Dependence of Transmittance Function Calculation
Accuracy from the Delineated Value

In Bobik et al. (2001) the transmittance functions, using the Tsyganenko (1989)
field model, are calculated with rigidity delineated values ΔR = 10−3, 10−4, and
10−5 GV, for the high-latitude CR station Oulu (65.05◦ N, 25.47◦ E). Results are
shown in Fig. 3.39.

From Fig. 3.39 sufficient difference can be seen between calculated transmit-
tance functions for 10−3 GV and 10−4 GV delineated values, but for 10−4 GV and
10−5 GV delineated values, the difference between calculated transmittance func-
tions is negligible. From this it follows that, for high-latitude sites, the optimum
delineated value is 10−4 GV.
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Fig. 3.39 Results of compu-
tations of the transmittance
function for Oulu NM, as for
10 UT on January 21, 1986
(low geomagnetic activity)
using Tsyganenko’s (1989)
external field model with
rigidity delineated values
ΔR = 10−3–10−5 GV (from
top to bottom) (According to
Bobik et al., 2001)

3.12.3 The Dependence of Transmittance Function Calculation
Accuracy from the Number of Azimuthal Directions

Figure 3.40 shows results of Smart and Shea’s (1975a) calculations using the
trajectory-traced method of transmittance functions for Sioux Falls, Cape Giradeau,
and Palestine for two cases: when transmittance functions are calculated on the basis
of 4 and 12 azimuthal directions. From Fig. 3.40 it can be seen that most exact re-
sults gave calculations of transmittance functions on the basis of 8 and 12 azimuthal
directions.

For Dallas and Midland, calculations were made for a total of 73 different zenith
and azimuth angles. Results are shown in Fig. 3.41 in comparison with those ob-
tained for Palestine.

3.12.4 On the Influence of Ionization Losses on the Transmittance
Function

Lezniak et al. (1975) investigated the influence of ionization losses on the transmit-
tance function. The ionization losses of a CR primary particle in the atmosphere
were considered in detail in Rossi (M1952) and by Sternheimer (1959):
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Fig. 3.40 Transmittance functions calculated by the trajectory-traced method for Sioux Falls, Cape
Giradeau, and Palestine on the basis of 4 azimuthal directions (top panel) and of 8 and 12 azimuthal
directions (bottom panel) (From Smart and Shea, 1975a)

d
(
Ek

/
A
)

dx
=1.536×10−4 Z2

Aβ 2

(
9.30+2ln

(
β
(
1−β 2)−1/2

)
−β 2

) GeV
/

nucleon
g
/

cm2
,

(3.148)

where Ek/A is the kinetic energy per nucleon of a primary CR particle with charge
Ze, β is the particle velocity divided by light velocity, and x is the distance along
the trajectory in g/cm2. For determining x, it is necessary to know the distribution
of air density ρ (H) depending on altitude H that can be described by the equation
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Fig. 3.41 Transmittance functions calculated by the trajectory-traced method for Dallas and
Midland in comparison with those obtained for Palestine (According to Shea et al., 1973)

Fig. 3.42 Atmospheric tem-
perature profile assumed in
Lezniak et al. (1975)

ρ (H) =
0.3530
T (H)

exp

⎛
⎝−34.17

H∫

0

dH ′

T (H ′)

⎞
⎠ g

/
cm3, (3.149)

where the atmospheric temperature profile T (H) used in Lezniak et al. (1975) is
shown in Fig. 3.42.

In Fig. 3.43 the transmittance function for the balloon experiment at an altitude
of 40 km over Cape Giradeau is shown for oxygen primary CR particles in the case
where ionization losses have been considered.

A comparison of smoothed transmittance functions for Cape Giradeau calculated
without energy loss along particle trajectories (see Fig. 3.39) and taking into account
energy loss along particle trajectories (see Fig. 3.43) is shown in Fig. 3.44.
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Fig. 3.43 Transmittance func-
tion for the altitude 40 km
over Cape Giradeau for oxy-
gen primary CR particles in
the case where ionization
losses have been consid-
ered (According to Lezniak
et al., 1975)

Fig. 3.44 Comparison of CR rigidity transmittance functions for Cape Giradeau for different as-
sumptions (According to Lezniak et al., 1975)

It can be seen from Fig. 3.44 that, for CR primary particles with Z = 6 and
more, the account of ionization losses along particle trajectories is sufficient for
calculations of CR rigidity transmittance functions.

3.12.5 On the Checking of the Theoretically Calculated CR
Rigidity Transmittance Functions by Balloon Experiments

Webber et al. (1975) described the experiment which can be used for checking
the theoretically calculated CR rigidity transmittance functions. The experiment
was made during balloon flights at Cape Giradeau (Rc = 2.62GV) and Sioux
Falls (Rc = 1.71GV) using CR telescopes (including Cherenkov counters) of high-
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energy resolution. Near the cutoff, the energy resolution of Cherenkov counters was
∼60 MeV/nucleon. As was shown in Webber et al. (1975), one can study details
of both the isotopic composition of CR and the rigidity cutoff of the earth’s mag-
netosphere by examining the pulse-height distributions obtained for the various CR
charges in a Cherenkov detector onboard a high-altitude balloon at a latitude where
the rigidity cutoff is slightly above the threshold energy of the Cherenkov detector
or with a scintillation × total energy measurement when the rigidity cutoff is be-
low the Cherenkov threshold. If we select a CR element which we know consists
essentially of a single isotope (e.g., oxygen), then we can study the shape of the
rigidity transmittance function and compare it with one that is theoretically deter-
mined. On the other hand, if we know exactly the rigidity transmittance function, we
may study the cutoff effects of other CR nuclei thus deriving information on their
isotopic composition.

Figure 3.45 presents a pulse-height distribution obtained for CR oxygen nuclei
using a lucite Cherenkov detector onboard a high-altitude balloon from Cape Gi-
radeau (the solid curve denotes the expected distribution in the absence of geomag-
netic cutoff).

In order to determine the details of the rigidity cutoff, Webber et al. (1975) had
taken various possible rigidity transmittance functions and used them to calculate
pulse-height distributions, which were then compared with experimental data as
shown in Fig 3.45. In Fig. 3.46 a comparison between the observed and calculated
pulse-height distributions is presented for two assumed forms of the rigidity trans-

Fig. 3.45 Observed pulse-height distribution obtained for CR oxygen nuclei with a lucite
Cherenkov detector onboard a high-altitude balloon from Cape Giradeau. The expected distrib-
ution in the absence of geomagnetic cutoff is shown by the solid curve (According to Webber
et al., 1975)
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Fig. 3.46 Comparison of observed and calculated pulse-height distributions. The observed pulse-
height distribution is the same as that presented in Fig. 3.45, and is reproduced twice at the lower
pulse height channels so that it may be readily compared with the two separate calculations of the
pulse-height distribution obtained under different assumptions of the shape of the rigidity cutoff
(According to Webber et al., 1975)

Fig. 3.47 Rigidity transmittance functions for Cape Giradeau for a CR telescope with a half-
acceptance angle of 30◦ for different assumptions (According to Webber et al., 1975)

mittance function: one which is predicted theoretically using the trajectory-tracing
technique (see Sections 3.12.1–3.12.3) and one which represents a sharp cutoff.

In Fig. 3.47 a plot is presented of the rigidity transmittance functions used to
generate the calculations shown in Fig. 3.46.
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As was shown by Webber et al. (1975), the observation data are consistent (see
Fig. 3.46) with a sharp cutoff but are also consistent with a somewhat more grad-
ual transmittance function, as shown in Fig. 3.47. This gradual transmittance func-
tion was obtained from the observation data by using a numerical deconvolution
technique to invert the integral equation and so obtain the product of the rigidity
transmittance function and the kinetic energy spectrum. Then, by dividing the ob-
tained result on the kinetic energy spectrum, the rigidity transmittance function was
determined (as shown in Fig. 3.47).

3.12.6 On Checking the Theoretically Calculated CR Rigidity
Transmittance Functions by Satellite Experiments

According to Smart et al. (2000), the difference between the predicted transmission
and the observed transmission seen in the satellite experiment is an indication of the
accuracy of the trajectory calculations. The HEAO-3 experimenters (Copenhagen-
Saclay, 1981) found that, at 5 GV, the experimentally observed first forbidden band
in their 16O data set was about 5% lower than predicted by the trajectory calculations
using the IGRF internal field. These results are shown in Fig. 3.48.

However, at about 2 GV larger differences were found between the experimen-
tal observations of the first forbidden band and the trajectory calculations utilizing
the IGRF field model. There was a larger shift between the predicted and observed
rigidity of the first forbidden band, as shown in Fig. 3.49, and the observed penum-
bra was more transparent than predicted by the trajectory calculations.

Fig. 3.48 Calculated and experimentally observed CR cutoff at 5 GV by the HEAO-3 experi-
ments at an altitude of 400 km. The heavy line indicates the predicted transmission through the
CR penumbra obtained by trajectory calculations in the internal geomagnetic field. The light line
indicates the observed average transmission derived from several thousand primary CR oxygen
nuclei (According to Copenhagen-Saclay, 1981)
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Fig. 3.49 Calculated and experimentally observed CR cutoff at 2 GV by the HEAO-3 experiments
at 400 km altitude. The solid line indicates the predicted transmission through the CR penumbra
obtained by trajectory calculations in the internal geomagnetic field. The dashed line indicates
the observed average transmission derived from several thousand oxygen nuclei (According to
Copenhagen-Saclay, 1981)

The results shown in Fig. 3.49 indicate the inadequacy of trajectory calculations
using only the internal geomagnetic field to describe the trajectory of charged par-
ticles in the magnetosphere. These results also strongly suggest (Smart et al., 2000)
that at rigidities below a few GV, the use of magnetospheric models is essential for
reliable CR trajectory calculations.

3.12.7 Transmittance Function Approach to Disentangle Primary
from Secondary CR Fluxes in the Penumbra Region

According to Bobik et al. (2006), the AMS-01 observations (in June 1998, on-
board the space shuttle orbiter Discovery) have shown the presence of primary
and secondary CRs (most of them protons) at a low earth orbit (at about 400 km
of altitude). In this paper the transmittance function has been determined for each
of the ten geomagnetic regions (see Table 3.4 and Fig. 3.50), M = 1,2,3, . . .10,
for which the AMS-01 data are available and is indicated by TM . These regions
are defined by means of the corrected geomagnetic coordinates (CGM, see in
http://nssdc.gsfc.nasa.gov/space/cgm/cgm.html). CGM coordinates (latitude and
longitude) of a point in space are computed by tracing the DGRF/IGRF magnetic
field line through the specified point to the dipole geomagnetic equator, then return-
ing to the same altitude along the dipole field line and assigning the obtained dipole
latitude and longitude as the CGM coordinates to the starting point.
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Table 3.4 Geomagnetic regions covered by AMS-01 measurements and kinetic energies corre-
sponding to each geomagnetic zone (From Bobik et al., 2006)

Region M CGM latitude θM (rad) Kinetic energy (GeV)

1 |θM| ≤ 0.2 6.16
2 0.2 ≤ |θM| ≤ 0.3 6.16
3 0.3 ≤ |θM| ≤ 0.4 4.88
4 0.4 ≤ |θM| ≤ 0.5 3.00
5 0.5 ≤ |θM| ≤ 0.6 3.00
6 0.6 ≤ |θM| ≤ 0.7 1.78
7 0.7 ≤ |θM| ≤ 0.8 1.35
8 0.8 ≤ |θM| ≤ 0.9 0.74
9 0.9 ≤ |θM| ≤ 1.0 0.27
10 |θM| ≥ 1.0 0.07
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Fig. 3.50 The ten geomagnetic regions (M) covered by AMS-01, defined in Table 3.4, are shown
on the background of the Earth surface. A typical trajectory of AMS-01 detector onboard the space
shuttle, at an altitude of about 400 km, is also plotted. The space shuttle trajectory shifts with time
and covers the earth’s surface almost uniformly inside a geographic latitude |θglat| ≤ 51.6◦ (From
Bobik et al., 2006)

Bobik et al. (2006) note that the TM requires the determination of the allowed tra-
jectories of the particles entering the AMS-01 spectrometer, following a backtrack-
ing procedure. The 3,600 locations of the particles to be backtracked are distributed
uniformly over a complete sphere surrounding the earth at an altitude of 400 km
and 78.9% of them are within the geographic latitudes of the orbits of the space
shuttle, i.e., |θglat| ≤ 51.6◦, excluding the South Atlantic anomaly region. The 270
particle directions are isotropically distributed within the outward hemisphere and
inside the 32◦ acceptance cone (around the local geocentric zenith) of the AMS-01
spectrometer. In addition, a large number of particle directions covering up to the
full outward hemisphere have been backtracked to investigate the TM dependence
on the acceptance cone. The TM has been computed for the same 31 rigidity in-
tervals of the AMS-01 data (see in Aguilar et al., 2002, Table 4.5), i.e., the lowest
rigidity value is about 0.37 GV and the largest is about 200 GV. To take into account
the energy dependence of the proton flux, each energy interval has been subdivided
into ten equally spaced subintervals. The subintervals have been weighted according
to the function of their relative fluxes. Within the acceptance cone of the AMS-01



3.12 CR Rigidity Transmittance Functions 131

spectrometer, about 2.3× 108 particle trajectories have been reconstructed back to
the magnetopause or to the atmosphere.

For the ten geomagnetic regions, the TM has been averaged over all uniformly
distributed locations:

TM (Rb) =∑
iM

TM (Rb, iM)
∑ iM

, (3.150)

where Rb is the particle rigidity in the bth rigidity interval of width ΔRb, TM (Rb, iM)
is the transmittance function for the position iM inside the geomagnetic region
M, and ΣiM is the total number of locations for the same region. For the location
iM, TM (Rb, iM) is given by:

TM (Rb, iM) =
10

∑
s=1

wb,sN
iM
all

(
Rb,s

)

NiM
all

(
Rb,s

)
+NiM

f orb

(
Rb,s

) , (3.151)

where Rb,s and wb,s are the mean rigidity and weight of the sth subinterval of the
width ΔRb/10 for the bth rigidity bin, NiM

all and NiM
f orb are the numbers of allowed

and forbidden trajectories, correspondingly.
In Fig. 3.51, the TM for the ten different AMS-01 geomagnetic regions (given

in Table 3.4) and during the STS-91 AMS-01 flight are shown as a function of the
proton kinetic energy in GeV. As expected, toward the polar regions lower-energy
particles can reach the AMS-01 orbit through the magnetosphere. In Fig. 3.52 the
transmittance functions for the first and tenth geomagnetic regions are shown as
functions of the proton kinetic energy for detector acceptance cones of 32◦ (i.e., the
AMS-01 acceptance cone) and 45◦ (i.e., the expected AMS-02 acceptance cone)

Fig. 3.51 Transmittance function TM evaluated for AMS-01 regions during the STS-91 mission
flight time (June 1998) as a function of the proton kinetic energy in GeV. The lines are to guide the
eye (From Bobik et al., 2006)
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Fig. 3.52 Transmittance function for: a T1 and b T10 in dependence of the proton kinetic energy
for detector acceptance cones of 32◦ and 45◦ around the local geocentric zenith. The lines are to
guide the eye (From Bobik et al., 2006)

around the local geocentric zenith. The smaller the acceptance cone, the steeper the
TM becomes. However, for geomagnetic regions beyond the fifth, the transmittance
functions become similar.

The major contributions to the quoted errors for the transmittance functions in
Figs. 3.51 and 3.52 are about 1.4% for the uncertainty of the spectral index of the
primary proton spectrum used in the subintervals, about 1% for AMS-01 altitude
variation during the observation time, and about 1.5% (in total) for the algorithm
accuracy, treatment of the magnetic field model, and procedure of the speed op-
timization. Furthermore, although the TM has been computed for June 8, 1998,
at 10.00 UT, the TM does not vary by more than 0.1% during the AMS-01 ob-
servation duration at different daytimes for fixed geomagnetic condition (constant
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Dst = −22nT, evaluated as average for full AMS-01 mission flight time). Thus in
the ten geomagnetic regions, the AMS-01 observed flux has been set (and indicated
with Φobs

M,N (Rb)) at 1 AU for rigidities larger than those of the penumbra region for
each geomagnetic region:

Φobs
M,N (Rb,TM (Rb) = 1) =Φ1AU (Rb,TM (Rb) = 1) . (3.152)

For rigidities where TM (Rb) = 0, i.e., below the penumbra rigidities in each geo-
magnetic region, the observed fluxes have not been corrected, i.e.,

Φobs
M,N (Rb,TM (Rb) = 0) =Φobs

M (Rb,TM (Rb) = 0) . (3.153)

Inside the penumbra regions for which 0 < TM (Rb) < 1, the observed fluxes in each
geomagnetic region M have been corrected to take into account(1) the effective
detection of high-energy particles, i.e., the average difference among the observed
flux and the corresponding flux at 1 AU in each rigidity bin above about 20.5 GeV
of kinetic energy (these are energies large enough to neglect the geomagnetic-
dependence of the regions), and (2) the effective detection for each penumbra
rigidity bin, i.e., the average difference among the observed flux and the corre-
sponding flux at 1 AU in the same rigidity bin of the successive regions (with larger
geomagnetic latitudes) where TM = 1. As an example, in Fig. 3.53, the fluxes per
units of solid angleΦobs

M,N (Rb) are shown for the geomagnetic regions 1, 4, 7, and 10
as functions of the proton kinetic energies. The errors accounting for the correction
procedure have been added quadratically to the published errors for the observed
fluxes from Alcaraz et al. (2000a). For the AMS-01 observations, the predicted pri-
mary CR fluxes per unit of solid angle ΦM (Rb) are obtained by convolving the

Fig. 3.53 Normalized fluxes per units of solid angle are shown for the geomagnetic regions M = 1,
4, 7, and 10 as functions of the proton kinetic energies. The lines are to guide the eye (From Bobik
et al., 2006)
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transmittance function of each geomagnetic region M with the estimated AMS-01
flux Φ1AU (Rb) (given in Alcaraz et al., 2000b) at 1 AU, i.e., outside the magne-
tosphere, as functions of the proton rigidity Rb. Thus, it will be

ΦM (Rb) =Φ1AU (Rb)TM (Rb) . (3.154)

The secondary CR fluxes per unit of solid angle Φs
M (Rb) can be obtained as

Φs
M (Rb) =Φobs

M,N (Rb)−ΦM (Rb) . (3.155)

As examples, in Figs. 3.54–3.57 the fluxes per units of solid angle Φ1AU (Rb) ,
ΦM (Rb),and Φs

M (Rb) are shown as functions of the proton kinetic energy for the
first, fourth, seventh, and tenth geomagnetic region. The quoted errors for the fluxes
ΦM (Rb) andΦs

M (Rb) have been derived by the error propagations from those of the
transmittance functions TM (Rb) and fluxes Φ1AU (Rb) and Φobs

M,N (Rb).
Bobik et al. (2006) came to the following conclusions:

1. The AMS-01 observations (in June 1998, onboard the space shuttle orbiter Dis-
covery) have shown the presence of primary and secondary CRs at a low earth
orbit, i.e., at an altitude of about 400 km.

2. Most of these secondary CRs are trapped or fast reentrant albedo protons created
in interactions with the atmosphere by fast incoming primary CRs.

3. Some secondary particles seem to be sufficiently energetic to populate the
penumbra region above the local geomagnetic cutoff rigidity.

4. A backtracking procedure of simulated protons entering the AMS-01 spectrome-
ter provides the fraction of allowed (and hence forbidden) trajectories of primary
CRs. Consequently, it allows determining of the transmittance function describ-

Fig. 3.54 Fluxes per units of solid angle as a function of the proton kinetic energy for M = 1
geomagnetic region:Φ1AU (Rb) – open circles,ΦM=1 (Rb) – solid circles), andΦs

M=1 (Rb) – squares
(From Bobik et al., 2006)
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Fig. 3.55 The same as in Fig. 3.54, but for M = 4 geomagnetic region

Fig. 3.56 The same as in Fig. 3.54, but for M = 7 geomagnetic region

ing the transport properties of primary CRs to the space surrounding the earth (at
an altitude of about 400 km) from the upper limit of the geomagnetic field, i.e.,
the magnetopause located at 1 AU.

5. The transmittance function finally allows determining of fluxes of the primary
CRs in the ten geomagnetic regions for AMS-01 observations.

6. The observed spectra of the AMS-01 geomagnetic regions are found to be larger
that those predicted for the primary CRs in the penumbra region by the trans-
mittance function procedure, i.e., some secondary CRs (mainly reentrant albedo
protons) are also found to populate the spectrum above the local geomagnetic
cutoff rigidity.
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Fig. 3.57 The same as in Fig. 3.54, but for M = 10 geomagnetic region

8. The fraction of the secondary to overall particle flux in the penumbra region
increases gradually to more than about 28% in the ninth geomagnetic region (i.e.,
for latitudes between 0.9 and 1.0 rad); owing to earth shadowing, this excess is
only present in the downward proton flux.

9. The models IGRF (1992) and Tsyganenko96 (Tsyganenko and Stern, 1996) of
geomagnetic fields used to determine the transmittance function can be extrap-
olated for the coming years, as a consequence the transmittance function can
be derived for the same period of time. Since the modulated CR spectrum at
1 AU can also be estimated for coming years, it becomes possible to predict
particles fluxes at any observation location of future experiments inside the mag-
netosphere.

3.13 Obliquely Incident Particles and Apparent Cutoff Rigidities

Obliquely incident particles have been considered in the computations of
asymptotic-approach directions (Rao et al., 1963; Cramp et al., 1995). Stoker
(1995) suggested that oblique particles might also be responsible for anomalies in
neutron monitor latitude surveys. Clem et al. (1997) proposed an operational def-
inition of a parameter that they named the “apparent” cutoff rigidity. The apparent
cutoff rigidity is defined as that rigidity which, if uniform over the whole sky, would
yield the same neutron monitor counting rate as the real, angle-dependent, cutoff
rigidities distribution. Clem et al. (1997) calculated propagation of primary CR
particles through the earth’s atmosphere with the three-dimensional Monte Carlo
transport program FLUKA (FLUctuating KAscades) maintained at INFN in Milan,
Italy (Fassò et al., 1993). An initially isotropic distribution of primary particles
is filtered through a map of the effective geomagnetic cutoff rigidities calculated
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for each geographical location and the surviving particles transported through the
atmosphere. The simulated ground-level particle intensities, folded with the NM-64
detector response, are then used to calculate a geographically dependent NM-64
counting rate. One important result of these calculations is that the response with
an increasing angle of incidence, falls less rapidly than predicted by an exponential
relationship on sec(θ) as would be expected from a simple attenuation model.
Scattering in multiple inelastic interactions removes most memory of the primary
incidence direction from a daughter particle at sea level. Such multiple interactions
thus reduce the attenuation of obliquely incident particles. Figures 3.58 and 3.59
illustrate these calculations for two different locations.

In each case the cutoff map was obtained by computing the effective cutoff rigidi-
ties in 41 separate directions, and then using a standard contour plotting algorithm
to generate the map (these calculations take about three days of CPU time on a DEC
Alpha workstation for one position). In Fig. 3.58, the apparent cutoff rigidity found
is close to the vertical cutoff rigidity, whereas in Fig. 3.59 there is a substantial
difference between the apparent and vertical cutoff rigidities. The primary conclu-
sion of Clem et al. (1997) is that the apparent cutoff rigidities provide a far superior
ordering of the CR latitude survey data sets.

While the apparent cutoff rigidity is clearly superior to the vertical cutoff rigidity
in ordering the data, it also takes about 40 times as long to calculate. Bieber et al.

Fig. 3.58 Effective cutoff rigidities map for location 48.19 ◦S, 77.02 ◦W. Vertical cutoff rigidity is
7.37 GV, and apparent cutoff rigidity is 7.38 GV. Solid dots show the locations where cutoffs are
calculated for the ring approximation (According to Bieber et al., 1997)
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Fig. 3.59 The same as in Fig. 3.58, but for location 43.92 ◦S, 76.64 ◦W. Vertical cutoff rigidity is
8.23 GV, and apparent cutoff rigidity is 8.65 GV (According to Bieber et al., 1997)

(1997) therefore tried to find what approximations may be valid. A first approxima-
tion is of course a simple trend line such as that shown in Fig. 3.60. Such a line is
probably sufficient to allow latitude surveys analyzed with apparent cutoff rigidities
to be compared with surveys using vertical cutoff rigidities. Most truly systematic
effects on derived particle spectral indices should be reduced greatly using this de-
vice. It is interesting to note that the “world grid” cutoff rigidities all lie close to
the trend line, in distinction from those emerging from the Clem et al. (1997) analy-
sis. That analysis was, however, specifically prompted by a large anomaly in the
counting rates, ultimately traced to the structure observed between 6 and 10 GV
in Fig. 3.60.

In an attempt to find a faster way to calculate cutoffs in such a region – or perhaps
as a way to identify such regions – Bieber et al. (1997) have considered an approach
reminiscent of that employed by Rao et al. (1963). Bieber et al. (1997) consider ef-
fective cutoffs computed for nine directions (large black dots in Figs. 3.58 and 3.59).
Their approximation to the apparent cutoff is the average of the vertical cutoff rigid-
ity and the average cutoff rigidities over the ring at 30◦ off vertical. They used a
weight of 1/2 for the vertical cutoff rigidity, and for the eight cutoffs at 30◦ a weight
of 1/16 each. Figure 3.61 shows the result of this approximation, i.e., the difference
between the ring method approximation of cutoff rigidity and the apparent cutoff
rigidity as function of vertical effective cutoff rigidity.
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Fig. 3.60 Difference between apparent and vertical cutoff rigidities as a function of effective ver-
tical cutoff rigidity (According to Bieber et al., 1997)

Fig. 3.61 Difference between apparent and vertical cutoff rigidities as a function of effective ver-
tical cutoff rigidity (From Bieber et al., 1997)
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A comparison of Figs. 3.60 and 3.61 shows most of the large scale-trend is re-
moved in this approach and a significant amount of the fine structure as well. Specif-
ically, the RMS error from the trend line in Fig. 3.60 is 0.08 GV, whereas the scatter
is reduced to 0.05 GV in Fig. 3.61 (relative to the trend line shown there). Most en-
couraging is the “anomalous” structure in Fig. 3.60 which is reproduced fairly well
under the ring approximation in Fig. 3.61. Scatter in this region is no worse than it
is for the “world grid” points.

3.14 Simulation of the Geomagnetic Cutoff Rigidity Angle
Distribution with the GEANT-3 Computing Program Using
the Data of the International Geomagnetic Reference
Field

3.14.1 Importance of the Exact Knowledge of the CR Cutoff
Rigidity Angle Distribution for the Problems of Atmospheric
Neutrino and Other Secondary Particles Generated
in the Earth’s Atmosphere

As pointed out by Wentz et al. (2001a), a precise knowledge of the CR geomagnetic
cutoff rigidity Rc angle distribution is a substantial ingredient in any calculation
of low-energy particle fluxes in the earth’s atmosphere. Especially the calculation
of atmospheric neutrino fluxes for the investigation of the Atmospheric Neutrino
Anomaly, requests precise directional-dependent tables of Rc functions. The Super-
Kamiokande experiment in Kamioka, Japan, delivered the most precise results on
the Atmospheric Neutrino Anomaly (Fukuda et al., 1998), existing substantial dif-
ferences between neutrinos produced above the detector, and the neutrinos produced
in the antipode region in the South Atlantic. This observation is commonly inter-
preted as clear evidence for neutrino oscillations. Nevertheless, there are also geo-
graphical differences between Japan and the South Atlantic which have to be taken
into consideration. Due to the South Atlantic Magnetic Field Anomaly, the geo-
magnetic cutoff in Japan is about 50% higher than at the opposite point of the earth.
In addition, the experimental observation of a directional East–West dependency of
the neutrino fluxes (Futagami et al., 1999) has to be accounted mainly to the asym-
metry in the primary particle flux caused by Rc, while the deflection of charged
secondary particles, like pions and muons in the atmosphere, plays a minor but not
negligible role (the problem of geomagnetic field influence on CR secondary com-
ponents generated and propagated in the atmosphere will be consider in more detail
in Section 3.15).

In Wentz et al. (2001a) the International Geomagnetic Reference Field is used in
a GEANT-3 simulation to calculate Rc for CRs entering the earth’s magnetic field.
The calculations are made using the backtracking method, where antiprotons start
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from the top of the atmosphere and are tracked to outer space. The Rc functions are
estimated for protons in rigidity steps of 0.2 GV for 131 directions in 1,655 locations
covering, in a nearly equidistant grid, the surface of the earth. For special locations,
where neutrino or low-energy muon data have been measured, the Rc functions are
calculated in a fine grid of 21,601 directions.

The estimated Rc can be verified by the experimental results for primary protons
and helium nuclei measured in different geomagnetic latitudes during the Shuttle
mission of the AMS prototype. These precise tables of Rc can be used in the frame
of the CORSIKA code to calculate atmospheric muon and neutrino fluxes.

3.14.2 Using the Backtracking Method for the Precise Calculation
of the Geomagnetic Cutoff Rigidities

In Wentz et al. (2001a), the simulation of Rc is done in a complete microscopic
calculation of possible proton trajectories in a realistic magnetic field of the earth.
Only the trajectories connecting outer space with the earth’s surface represent par-
ticles above the geomagnetic cutoff rigidities Rc. Thus, the simulation of Rc can
be reduced to the problem of calculating these trajectories. Due to the possibility
of inverting the problem, the calculation of Rc can be made using the backtrack-
ing method, where antiprotons start from the earth’s surface and are tracked until
they reach outer space, where the magnetic field vanishes, or they are bent back
to the earth. Assuming an isotopic primary flux in outer space, which is only dis-
turbed by the presence of the earth and its magnetic field, the directional particle
intensity can be calculated by taking out all forbidden trajectories, expressed in
a table of Rc, depending on the geographical position, the local arrival direction,
and the rigidity of the particle. This is a direct consequence of applying Liou-
ville’s theorem, as has been already proved by Lemaitre and Vallarta (1933) and
Störmer (1930).

As the starting altitude of the backtracking method, the top of the atmosphere
at an elevation of 112.3 km was selected by Wentz et al. (2001a). This particular
choice of the starting altitude allows the direct use of the results within the COR-
SIKA simulation program (Heck et al., 1998). The magnetic field inside the earth’s
atmosphere and the deflection of charged particle in it is handled in CORSIKA
(CORSIKA is a code widely used for the simulation of Extensive Air Showers).
The extension by the tables of Rc now allows the simulation of low-energy primary
particles, too. The antiprotons are tracked with the GEANT-3 detector simulation
tool (CERN, 1993). Due to the unusual dimensions for a GEANT-3 simulation, the
tracking precision has to be investigated. The tracking can be tested by reversing the
trajectory, meaning that the momentum and charge of the antiproton are inverted,
after the particle leaves the magnetosphere and the reversed particle is traced on
its way back to the starting point. The error found by this method is about 10 m.
Compared with a typical track length of 50,000 km, this means a relative tracking
error of ≈ 2× 10−7. The earth’s magnetic field is described by the International
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Geomagnetic Reference Field (IAGA, 1992) for the year 2000. This allows a pre-
cise simulation of the penumbra region, too. While a pure dipole field always leads
to a sharp cutoff, the precise irregular field with its inhomogeneities partly shows a
diffuse region between the closed trajectory of the highest and open trajectories of
the lowest rigidity.

3.14.3 Calculations and Results for the Planetary and Angle
Distributions of CR Geomagnetic Cutoff Rigidity

In Wentz et al. (2001a), geomagnetic cutoff functions have been simulated for 1,655
locations, distributed nearly equidistantly over the earth’s surface. The functions are
simulated in 320 rigidity steps in a range between 0.4 and 64.4 GV for 131 ar-
rival directions. The rigidity range covers all energies from the particle production
threshold up to the maximum cutoff of a particle impinging horizontally at the geo-
magnetic equator from the East. The simulation of the complete cutoff functions in
fixed rigidity steps allows the study of the smoothness of the cutoff, the sometimes
chaotic behavior of the cutoff in some regions, and the existence of gaps for the pri-
mary protons well below the geomagnetic cutoff. The chosen resolution of 0.2 GV
is sufficient for calculating of atmospheric particle fluxes. The obtained world map
of the vertical geomagnetic cutoff rigidities Rc is shown in Fig. A3.1.

For some selected places, where experimental results exist for low-energy muons
or atmospheric neutrinos, precise tables of Rc with an angular resolution of 250μsr
have been calculated. As an example, the directional-dependence of Rc for Fort
Sumner, in New Mexico, is presented in Fig. A3.2 (Fort Sumner has been used by
many balloon-borne detectors as a launching place).

Figure A3.3 displays the sharpness of the cutoff, defined by the momentum dif-
ference between the first open and the last closed trajectory. In the case of Fort
Sumner, the cutoff is relatively sharp; especially for directions with a higher cutoff
the penumbra region is rather narrow or not found at all.

Fig. A3.4 shows the directional-dependence of the geomagnetic cutoff rigidity
for Kamioka.

It is remarkable that for Kamioka the strong deviation from a regular shape as
observed in the calculation for Fort Sumner (Fig. A3.2) is caused by some local
irregularities of the magnetic field over Japan. This feature should be reflected in
the azimuthal-dependence of the particle intensity in Kamioka.

The broad penumbra region in Kamioka is interesting. As seen in Fig. A3.5, the
penumbra region has a width of more than 4 GV in some cases (this is about four
times broader than in the calculation for Fort Sumner, while the maximum cutoff in
both locations is practically comparable).

Figure A3.5 also shows the existence of cutoff gaps, meaning that windows for
primary protons, some GV below the actual cutoff, are observed. Especially in the
region around a zenith angle of 25◦ and an azimuth angle of 160◦ this effect is very
pronounced and explains the chaotic behavior observed in the geomagnetic cutoff
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map. This feature is the result of higher-order corrections of the magnetic field in
this direction and can be accounted for only in a detailed calculation, like the one
presented in Wentz et al. (2001a). Usual calculations with a pure dipole field used in
many simulations of atmospheric particle fluxes fail completely in reproducing this
effect. Due to the steep spectra of primary CRs, the contribution of primary protons
from such a gap may have a significant contribution to the neutrino flux from this
direction.

3.14.4 Comparison with AMS Measurements of the Geomagnetic
Cutoff on Shuttle

According to Alcaraz et al. (2000a, b, c), the geomagnetic cutoff was measured
with high precision by the space Shuttle mission of the Alpha Magnetic Spec-
trometer (AMS) prototype. Due to the inclination of 51.7◦ of the Shuttle orbit, the
Shuttle passes geomagnetic latitudes from 0 to more than 1 rad. The experimental
spectra of downward moving protons and helium nuclei can be compared rather
directly with the results of the above-described simulation. Only a small correc-
tion in the order of 10% for the difference in altitude between the top of the at-
mosphere, as assumed in CORSIKA and the shuttle orbit is applied. In detail, the
position of the Shuttle and the detector acceptance are taken into account in Wentz
et al. (2001a). Locations situated in the region of the South Atlantic Magnetic Field
Anomaly are excluded, as they are in the published values of AMS. The primary
isotropic spectra are simulated following the measured exponential energy spectra
but being extrapolated downward to particle energy E = 0. The solar modulation
is assumed to follow the parameterization of Gleeson and Axford (1968). Particles
above the geomagnetic cutoff and inside the detector acceptance are sorted out and
compared with the measured spectra. The spectra of primary protons for different
regions of the geomagnetic latitude together with the simulation results are shown
in Fig. A3.6, while Fig. A3.7 displays the corresponding results for primary helium
nuclei.

The lower flux of primary helium allows only the subdivision into three intervals
of the geomagnetic latitude. The excellent agreement of the actual cutoff calcula-
tion with the experimental results shows the high precision of the calculation, only
the proton spectrum for geomagnetic latitudes 0.9 < θmag < 1.0 shows a slight dif-
ference, which has to be attributed to the smallness of the cutoff value which is
more or less equal to the momentum steps of the cutoff functions. This disagree-
ment has no influence on the simulation of atmospheric neutrino and muon fluxes,
because the involved energies are already near the particle-production threshold and
the produced secondary particles hardly reach the earth’s surface with a valuable
energy.

Wentz et al. (2001a) came to the conclusion that the measured spectra of pri-
mary protons and helium nuclei show perfect agreement with the calculated values
of the geomagnetic cutoff. For selected locations on the earth, where low-energy
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atmospheric neutrino or muon fluxes have been measured, detailed calculations in
21,601 directions for the geomagnetic cutoff have been made. The resulting cutoff
tables have been used for the simulation of atmospheric muon fluxes and the simu-
lation of the neutrino fluxes for the Super-Kamiokande site with CORSIKA (Wentz
et al., 2001b).

3.15 Geomagnetic Field Influence on Secondary CR Generated
and Propagated in the Atmosphere

3.15.1 On the Possible Geomagnetic Effects in Secondary CRs

Many of the particles which are produced by the primary CR and which move
through the earth’s atmosphere are charged, so that their trajectories are affected
by the geomagnetic field. As CRs propagate through the earth’s atmosphere, the
energy of the primary particle is reduced by nuclear collisions; in addition, the en-
ergy of the charged particles decreases because of ionization energy losses. As the
kinetic energy of the charged particle decreases, the curvature of its trajectory in-
creases. The effect of the geomagnetic field on CRs in the atmosphere is thus to
deflect charged particles away from their original trajectories. As the trajectory of a
charged particle changes, so does its path length (both the geometric path length and
the path length in terms of grams per square centimeter) down to a fixed depth in
the atmosphere. In addition, there are changes in the coordinates of the point of the
interaction with the nucleus. The effectiveness of the geomagnetic field’s influence
on CR propagation in the atmosphere was demonstrated in Pakhomov (1982) on the
basis of the integral multiplicities calculated without considering the specific detec-
tor. Involved in Dorman and Pakhomov (1983) are not only the charged particles
but also the genetically related neutrons. In Dorman and Pakhomov (1983), calcula-
tions were carried out on the propagation of CRs in the atmosphere with allowance
for the effect of the geomagnetic field. The energy spectra of protons, neutrons, π±-
mesons, and muons are found. The integral neutron multiplicities are determined for
the NM-64 neutron supermonitors at various atmospheric depths with and without
allowance for the geomagnetic field.

3.15.2 The Main Conditions for Calculations and Principal
Sources

Dorman and Pakhomov (1983) report calculations of the differential energy spectra
of neutrons Nn, protons Np, charged pions Nπ± , and muons Nμ from a mono-
energetic point source of unit intensity (1 proton/(cm2.sec)) at the top of the
atmosphere. Calculations were carried out for pion-nucleon cascades in the at-
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mosphere from primary protons with energies Eo = 3 and 10 GeV incident vertically
on the atmosphere at the point with the coordinates corresponding to the geographic
pole. A cascade-evaporation model of nuclear reactions was used incorporating the
decrease in the density of nuclear matter due to the ejection of intra-nuclear nucle-
ons by cascade particles, according to Barashenkov et al. (1971), and Barashenkov
and Toneev (M1972). The Monte Carlo program library, developed previously by
Luzov et al. (1976) for calculations on the propagation of particles in matter, was
supplemented with a part to describe the motion of charged particles in the geo-
magnetic field. The effect of the geomagnetic field on the propagation of charged
particles in the atmosphere was taken into account with the help of the equations
of motion of particles in a steady state magnetic field with allowance for ionization
energy loss:

dpi
/

dt = −αpi +(e/c) [V×H]i , (3.156)

where pi are the momentum components of the particle, V is its velocity, e is its
charge, c is the speed of light, H is the geomagnetic field, and α is a function of the
energy of the particle and the density of the air. Using the Bethe–Bloch formula, we
find that

α= 0.05cρ (1+T )2 (T 2 +2T
)−1/2 (Φ/

12
)(

Mp
/

M
)
. (3.157)

Here ρ is the density of the air, Mp is the mass of the proton, M is the mass of the
particle, T is the kinetic energy in units of the rest mass of the particle, and

Φ≈ 11.6+ ln
(
T 2 +2T

)
−

(
T 2 +2T

)
(1+T )−2 . (3.158)

The strength of the geomagnetic field was calculated by the ICGRF program, which
was developed in Tsyganenko (1979). The first six spherical harmonics of the series
were taken into account. The primary protons were assumed incident vertically on
an infinite plane slab of air 1033g/cm2 thick, consisting of 21% oxygen and 79%
nitrogen. The altitude profiles of the pressure and temperature were calculated from
the standard atmosphere model (Khrgian, M1958).

3.15.3 Expected Ratios of Secondary CR Neutrons to Muons
with and without Allowance for the Geomagnetic Field

Working from the energy spectra calculated with and without allowance for the
geomagnetic field, we determined the contributions of the various components to
the overall multiplicity of particles which were produced and which reached a fixed
level in the atmosphere. Table 3.5 shows the results found in the ratio of the number
of neutrons matm

n (Eo, E,h) to the number of charged particles matm
ch (Eo, E,h) for

various levels h (in g/cm2) or corresponding altitudes H (in km) in the atmosphere
and for various secondary particle energies E, generated from primary protons with
energy Eo incident to the boundary of the atmosphere in the vertical direction.



146 3 Cosmic Rays in the Real Geomagnetic Field

Table 3.5 The ratio of the number of neutrons to the number of charged particles in secondary
CRs depending on altitude H and particles energy E, generated by primary protons with energies
3 and 10 GeV (According to Dorman and Pakhomov, 1983)

Energy of
secondary
particles

Altitude
(km)

Primary proton energy
3 GeV

Primary proton energy
10 GeV

With
geomagnetic

field

Without
geomagnetic

field

With
geomagnetic

field

Without
geomagnetic

field

15 1.9 2.2 1.4 1.9
E > 10MeV 10 3.4 3.8 2.2 2.5

5 7.7 5.0 3.0 3.3
0 383 18.4 1.8 1.5

15 1.0 1.3 0.8 1.1

E > 100MeV 10 1.8 2.0 1.2 1.4
5 4.0 2.7 1.5 1.7
0 198 5.2 0.73 0.67

15 0.63 0.81 0.58 0.79

E > 400MeV 10 1.1 1.2 0.75 0.90
5 2.1 1.9 0.71 0.80
0 0.19 0.15

Table 3.5 shows that the ratio of the number of neutrons to the number of charged
particles falls off with increasing energy of the primary particles, particularly rapidly
at sea level. These calculations show that the fraction of muons in the total particle
multiplicity depends strongly on the energy of the primary particle. At low energies
(Eo = 3GeV), there are essentially no muons at sea level, while at mountain alti-
tudes and in the stratosphere they amount to no more than 5%. At primary proton
energies Eo = 10GeV, the fraction of muons increases with the threshold energy
and depth in the atmosphere reaching 80% at sea level at E > 400MeV.

The contribution of charged pions is insignificant, less than 1%. The fraction
of protons in the total multiplicity decreases with increasing depth and increases
with the threshold energy, amounting to no more than 5% at sea level and reaching
55% in the stratosphere at E > 400MeV. Correspondingly, the number of neutrons
falls off with increasing threshold energy and varies in a complicated way with at-
mospheric depth. At primary proton energies Eo = 3GeV, the contribution of neu-
trons increases with depth, amounting to 99.7% at sea level. At Eo = 10GeV, the
fraction of neutrons increases with increasing atmospheric depth to H = 5km and
then falls off sharply.

It can be also seen from Table 3.5, that the geomagnetic field causes certain
changes in the ratio of the number of neutrons to the number of charged particles.
However, the nature of the change in this ratio with depth in the atmosphere and
with threshold energy is basically the same as in the results calculated without the
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geomagnetic field. Only in the case of primary particles with Eo = 3GeV for E >
10MeV and E > 100MeV does the ratio increase dramatically at H = 0 and 5 km.

3.15.4 Expected Differential Energy Spectra N(E) of Secondary
Neutrons and Muons at Sea Level and at H = 5km
from Primary CR Protons with Energy 3 and 10 GeV
According to Calculations with and Without Geomagnetic
Field Influence on Their Propagation in the Atmosphere

Figure 3.62 shows differential energy spectra N(E) of neutrons and muons at sea
level and at H = 5km according to calculations with and without the geomag-
netic field. We see from Fig. 3.62 that, for primary protons with Eo = 3GeV,

Fig. 3.62 Differential energy spectra N(E) of secondary neutrons and muons at altitudes H = 0
(sea level) and at H = 5km generated from 1 proton/(cm2.sec) with energies Eo = 3 and 10 GeV
incident vertically on the atmosphere and calculated with and without the geomagnetic field (solid
and dashed curves, respectively) (According to Dorman and Pakhomov, 1983)
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the differential energy spectra of neutrons at H = 0 and of muons at mountain
altitudes (H = 5km) calculated without the geomagnetic field, are significantly
higher than the corresponding values found with the geomagnetic field in the re-
gion E ≤ 100–150MeV. At Eo = 10GeV, the particle spectra are less different.
Incorporating the geomagnetic field leads to an increase of 20–30% for the neutrons
over a broad energy range.

The muon spectra calculated with the geomagnetic field for Eo = 10GeV exceed
the equivalent values calculated without the field up to E ≤ 300–400MeV. The
energy spectra for the various particle species thus change substantially when the
geomagnetic field is taken into account.

3.15.5 Differential Energy Spectra of Neutrons, Protons, Charged
Pions and Muons at Sea Level and Altitudes 5, 10, 15 km
Generated from Primary Protons with Energies 3
and 10 GeV According to Calculations Taking into Account
the Geomagnetic Field Influence on Secondary CR Particles
Propagation

Figure 3.63 shows differential energy spectra of neutrons, protons, π± mesons, and
muons according to calculations incorporating the geomagnetic field.

Figure 3.63 shows that the neutron energy spectra are monotonically decreasing
functions of the energy, while the spectra of protons, π± mesons, and muons have
a maximum. At Eo = 3GeV, the neutron fluxes are considerably higher than the
fluxes of other components at all atmospheric depths considered and over the en-
tire energy range. For primary protons with Eo = 10GeV, the neutron fluxes exceed
the fluxes of the other components at energies E ≤ 300–400MeV. At higher ener-
gies E, at mountain altitudes and altitudes in the stratosphere, the neutron fluxes
become comparable to the proton and muon fluxes, while the muon fluxes become
predominant at sea level.

We should point out that the proton energy spectra rise sharply near the energy
of the primary particles. This “trace of the primary particles” is noticeable in the
proton energy spectra at stratospheric altitudes (H = 15 and 10 km) and at mountain
altitudes (H = 5km). It can be seen from Fig. 3.63 that the primary protons with
Eo = 3GeV produce at H = 15km proton fluxes at E ≈ 2.5GeV – an energy ap-
proximately equal to the energy of the primary particles (when the ionization loss
is taken into account) – which are 2.5 times the fluxes of the primary protons with
Eo = 10GeV. The energy spectrum of the primary CR falls off steeply with the en-
ergy. At γ = 2.7, there are 25 times as many primary protons with Eo = 3GeV as
with Eo = 10GeV. The primary protons with Eo = 3GeV thus make a contribution
to the proton flux in the stratosphere (H = 15km) near the energy E ≈ 2.5GeV
which is 65 times as great as that of primary protons with Eo = 10GeV.
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3.15.6 On the Detector’s Integral Multiplicity Taking Account
of Geomagnetic Field Influence on Secondary CR Particle
Propagation

Since the trace of the primary particles intensifies with decreasing depth in the
atmosphere and is extremely noticeable at depths of 100–250g/cm2, there is the
possibility of detecting variations in the primary cosmic radiation on aircraft. A
limitation of this method is that the detectors must carefully identify the particle
species (protons, α-particles, and others). As mentioned above, the geomagnetic
field is important for neutrons in the atmosphere with E ≤ 100–150MeV. According
to Hughes et al. (1964), neutron monitors of the NM-IGY type mostly detect neu-
trons with E ≥ 50MeV. The calculations of Pakhomov and Sdobnov (1977) show
that the NM-IQSY neutron supermonitor is sensitive to lower energy of neutrons:
each tenth neutron with E = 10–20MeV is thus detected. We would like to deter-
mine the changes in the integrated neutron multiplicities mn caused by taking the
geomagnetic field into account in the case of the NM-IQSY neutron supermonitor.
By the detector’s integral multiplicity mi (Eo,h) we mean the number of particles of
species i which are detected at observation level h and which are produced from a
single primary particle of energy Eo which has entered the atmosphere in a vertical
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Fig. 3.63 Differential energy spectra of neutrons (n), protons (p), charged pions (π±), and muons
(μ) according to calculations incorporating the geomagnetic field for altitudes H = 15, 10, 5, and
0 km and primary protons with energies Eo = 3 and 10 GeV incident vertically on the atmosphere
(According to Dorman and Pakhomov, 1983)
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Table 3.6 Detector’s integral multiplicities for the neutron supermonitor NM-IQSY for observa-
tions at sea level and at an altitude of 5 km from primary protons with energies 3 and 10 GeV,
according to calculations with and without the geomagnetic field (According to Dorman and
Pakhomov, 1983)

Primary proton
energy

H = 5km H = 0km (sea level)

Without
geomagnetic

field

With
geomagnetic

field

Without
geomagnetic

field

With
geomagnetic

field

Eo = 3GeV 0.17 0.21 0.011 0.063
Eo = 10GeV 0.48 0.58 0.029 0.039

direction:

mi (Eo,h) =
Eo∫

0

matm
i (Eo,E,h)Gi (E)dE, (3.159)

where Gi (E) is an instrumental function which is a measure of the efficiency at
which particles of species i with energy E are detected, and matm

i (Eo,E,h) is the
number of particles of species i which are produced in the atmosphere and which
reach the level h. Table 3.6 shows the results of calculation of the detector’s inte-
gral multiplicities for the neutron supermonitor NM-IQSY. From Table 3.6 it can be
seen that the detector’s integral neutron multiplicities calculated with and without
allowance for the geomagnetic field are quite different. We might note that the dif-
ferences reach a maximum at sea level, 75% for primary proton energy Eo = 3GeV
and 26% for Eo = 10GeV.

3.15.7 On Checking Geomagnetic Field Effects on Secondary CRs
During their Propagation in the Atmosphere using Data
from High-Latitude CR Stations

The analysis in Sections 3.15.1–3.15.6 shows that the geomagnetic field has a strong
effect on the secondary components of the CR in the atmosphere up to an energy
of 100–150 MeV for nucleons and 300–400 MeV for muons. Theoretical calcula-
tions of the integral multiplicities, detector’s integral multiplicities, and coupling
functions must therefore incorporate the effect of the geomagnetic field on the prop-
agation of CRs in the atmosphere. Since the effect of the geomagnetic field on CRs
in the atmosphere is the greatest for low-energy primary particles (with energies in
the order of a few GeV), experimental confirmation of this effect should be sought
in data from high-latitude CR stations.
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3.16 On the Influence of IMF on the CR Entry into the Earth’s
Magnetosphere

3.16.1 The Matter of Problem

Richard et al. (2002) have investigated the entry of energetic ions of solar origin
into the earth’s magnetosphere as a function of the orientation of the interplanetary
magnetic field (IMF). They modeled this entry by following high-energy particles
(protons and 3He ions) ranging from 0.1 to 50 MeV in electric and magnetic fields
from a global MHD model of the magnetosphere and its interaction with the so-
lar wind. For the most part, these particles entered the magnetosphere on or near
open field lines, except for some above 10 MeV that could enter directly by crossing
field lines due to their large gyro-radii. The MHD simulation was driven by a series
of idealized solar wind and IMF conditions. It was found that the flux of particles
in the magnetosphere and transport into the inner magnetosphere varied widely ac-
cording to the IMF orientation for a constant upstream particle source, with the most
efficient entry occurring under southward IMF conditions. The flux inside the mag-
netosphere could approach that in the solar wind, implying that SEPs can contribute
significantly to the magnetospheric energetic particle population during typical SEP
events depending on the state of the magnetosphere.

The goal of Richard et al.’s (2002) study was to understand the entry of SEPs into
the magnetosphere and under what conditions they contributed significantly to the
magnetospheric particle population. While the most energetic solar particles will not
be strongly deflected by magnetospheric magnetic fields, the entry of a large fraction
of the incoming energetic particles will be influenced by the magnetospheric config-
uration, which is in turn controlled by the IMF. Richard et al. (2002) approached the
problem of SEP entry into the magnetosphere by calculating many particle trajec-
tories in MHD field models of the magnetosphere under different IMF conditions.
They focused on the transport of SEPs into the inner magnetosphere that provides
the source population for the ring current.

3.16.2 The MHD Model of the Magnetosphere for Different IMF
Conditions

Richard et al. (2002) computed the trajectories of high-energy particles subject to
the Lorentz force equation including relativistic modifications. Because these high-
energy particles have large Larmor radii, a guiding center approximation would be
inadequate. The electric and magnetic field model in which they determined the
trajectories of these particles, was obtained from a global MHD simulation of the
magnetosphere and its interaction with the solar wind (Raeder et al., 1995). MHD
simulations provide the best available three-dimensional global models of the en-
tire magnetosphere and its interaction with the solar wind, as shown by their ability
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Fig. 3.64 MHD input parameters: the IMF conditions used to drive the MHD simulation as a
function of time (According to Richard et al., 2002)

to model spacecraft observations (Frank et al., 1995). MHD simulations have been
used with some success as field models for thermal particle motion in the magne-
tosphere (Richard et al., 1994, 1997; Ashour-Abdalla et al., 1997). SEPs in the solar
wind are very tenuous compared to the bulk (low energy) solar wind and they would
not disturb the field model significantly, with the possible exception of the ring cur-
rent region. For this study, Richard et al. (2002) primarily launched protons, but they
also launched some 3He ions because of their importance as indicators of impulsive
solar particle events.

To simplify the interpretation of the results, Richard et al. (2002) used idealized
solar wind and IMF conditions (Fig. 3.64) to drive the simulation. According to
Fig. 3.64, the By and Bz components of the IMF were assumed to vary during the
simulation while the IMF Bx component was held at −5nT. For the first hour and
a half of the simulation, Bz was southward with a magnitude of 5 nT to initialize
the simulation. From between 1.5 and 3.5 h, Bz was southward with a magnitude of
8 nT. A 2-hour interval of steady IMF allowed the model magnetosphere to respond
to this driving condition. Previous MHD simulations have shown that a timescale
of 1–2 h is needed for the magnetosphere to reach a new configuration following a
change in the IMF (Ogino et al., 1994; Walker et al., 1999). During this southward
IMF interval solar wind, i.e., not connected to the earth, field lines reconnected with
closed field lines on the dayside, while in the magnetotail, open field lines recon-
nected to make solar wind and closed field lines. Richard et al. (2002) varied the
IMF linearly in time between 3 h 30 min and 4 h until it was dawnward and then
held it steady with By = 8nT from hour 4 to 6. This led to a magnetospheric con-
figuration with open field lines on the dawn-side flank of the magnetosphere. From
hour 6 to 6 h 30 min, the IMF changed to northward IMF and remained steadily
northward with a magnitude of 8 nT until hour 8.
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For northward IMF conditions, reconnection occurred tailward of the cusp. In
general, the magnetospheric configurations were similar to those seen in previous
MHD simulations for idealized IMF conditions (e.g., Walker and Ogino, 1989). Par-
ticles were launched for a longer interval of time in the northward and dawnward
IMF configurations than in the southward based on the assumption that, during the
first 3 h of the simulation, the magnetosphere had already responded to the south-
ward IMF condition. Other solar wind parameters did not change with time. The
solar wind density remained fixed at 10cm−3, and its velocity was 450 km/s in the
x direction and the thermal pressure was 20× 10−12 Pa. One feature of the simula-
tion that was not included in many idealized simulations was a constant magnetic
dipole tilt angle of 33◦. The resulting hemispheric asymmetry was increased further
because of the presence of an IMF Bx. Besides tilting the dayside magnetosphere,
the tilt and the Bx depressed the plasma sheet below z = 0 and warped it dawnward
in the center versus the flanks.

According to Richard et al. (2002), the entry of the high-energy particles into the
magnetosphere is strongly affected by the presence of open magnetic field lines. The
variation of the fraction of open magnetic flux on the inner boundary as a function
of time (see Fig. 3.65) reflects the morphological evolution of the model magne-
tosphere.

From Fig. 3.65 it can be seen that for southward IMF, the fraction of open flux is
more than half. After the transition to dawnward IMF, the fraction of open flux dec-

Fig. 3.65 Fraction of open magnetic flux as a function of time. This was calculated by integrating
the amount of open and closed flux through the inner boundary sphere at 4.5 re and dividing the
amount of open flux by the total. The shaded bands indicate the times when the IMF was changing.
The IMF direction is also indicated: SW stands for southward, DW for dawnward, and NW for
northward (According to Richard et al., 2002)
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reased for about 0.45 min and then stabilized and increased slightly. After the tran-
sition to northward IMF, the fraction of open magnetic flux decreased to an even
lower level. Overall, the simulations were arranged driving conditions to be appro-
priate for generating a series of representative magnetospheric states. Launching a
constant upstream flux in this system allowed us to attribute changes in the particle
population in the magnetosphere to the effect of the magnetospheric configuration.

3.16.3 Calculations of CR Particle Trajectories

The particle trajectories in Richard et al. (2002) were calculated in the time-varying
fields from the MHD simulation and they experienced different field configurations
as time advanced. This was done by interpolating linearly in time between snapshots
of the simulation fields taken every 4 min. Protons were launched every minute be-
tween simulation hours 3 and 8, while 3He ions were launched only for southward
IMF, i.e., between hours 3 and 3.5. A total of 9.4 million protons were launched, as
well as about 1 million 3He ions. High-energy particles from the sun reach the earth,
streaming along interplanetary magnetic field lines (Flückiger, 1990). Richard et al.
(2002) therefore launched the test particles (protons and 3He ions) upstream of the
magnetosphere in the solar wind. Figure 3.66 shows where they were launched for
southward IMF.

Fig. 3.66 Particle launches for southward IMF. In this figure all items are at or projected into
the y = 0 plane. The thin lines are magnetic field lines begun at y = 0 at the sunward boundary.
Particles were launched on planes whose locations are indicated by the heavy lines. The other
curves are fits to the magnetopause and bow shock and the x = 0 and y = 0 planes. The small
circle represents the location of the earth. Note the presence of dipole tilt and Bx (From Richard
et al., 2002)
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Particles were launched near the sunward boundary on a plane in the solar wind
at x = 15rE extending between −35rE and 35rE in y and in z. SEPs from a single
distant source arriving at the earth’s surface along interplanetary field lines arrive
either parallel to or antiparallel to the interplanetary field lines. Because the IMF
Bx was negative, particles that entered the system from the sunward direction were
moving along magnetic field lines. Particles that are moving along field lines should
enter the simulation system at other locations where field lines are directed into the
system as well. All locations at the side, bottom, or top boundary where field lines
were directed into the simulation region, were presumed to be particle sources. For
example, for the southward IMF case particles were launched along the top bound-
ary as well as the front boundary as well as at x = 15rE (Fig. 3.66). Because particle
distributions were modified by interaction with the bow shock, Richard et al. (2002)
launched particles only in the region x > −11rE near where the bow shock inter-
sects the system boundary; with this limit, however, some particles were launched
in the magnetosheath because the bow shock position varied in time and this limit
was an approximation.

3.16.4 Particle Distribution in Velocity Space

According to Richard et al. (2002), the particles were distributed in velocity space as
a kappa distribution (Christon et al., 1988) with a κ coefficient of 0.5. The formula
for a kappa distribution function is

F (E) ≈
(
1+E

/
κET

)−κ−1
, (3.160)

where E is the particle energy and ET is the thermal energy. For E � ET, this be-
comes a power law with a coefficient of −(κ + 1). The thermal energy used was
set to a value near 40 keV. The energy range of particles launched was between 0.1
and 50 MeV. Particles below 100 keV were not included in the distribution because
the study concerned particles above typical magnetospheric energies; and particles
above 50 MeV have Larmor radii comparable to the system size were also not in-
cluded. The launched distribution was isotropic except for the fact that only particles
with velocities into the simulation system were included.

Particles reaching the outer boundaries of a box with edges at x = 18rE, x =
−100rE, y = ±40rE and z = ±40rE were removed as were those reaching a 4.5rE
radius sphere centered on the earth which is outside the simulation inner boundary
at 3.5rE. The particles reaching this boundary were considered to have precipitated.
Particle “hits” were collected at planar and spherical virtual detectors (Ashour-
Abdalla et al., 1993). Particles that cross these surfaces have the time, positions,
and velocities of their crossing recorded. Particle fluxes and other quantities can be
calculated from these values. Note that in the results shown in this paper flux at a
virtual detector is the omnidirectional flux; i.e., the contributions of all the parti-
cles crossing a given virtual detector surface from any direction in a given region
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(chosen to be 1r2
E squares) are added together. The flux at virtual detectors scale

with the source in the upstream solar wind. Because particles are launched from
x > −11rE only, particles that could arrive on open field lines that reached the sim-
ulation boundary tailward of the bow shock, are neglected. Because the E×B drift
in the solar wind was small compared to the velocities of the energetic particles,
they usually did not convect to these parts of the polar cap either. This left part of
the polar cap empty in considered results. If the system size in y and z had been
large enough to include all open field lines on the sunward side, the polar cap would
probably have been more completely filled.

3.16.5 How the Magnetosphere Reaches a Quasi-Steady
Configuration Consistent with Each IMF Direction

Since Richard et al. (2002) carried out their calculations using a time-dependent
IMF, it is necessary to ask how the assumed time-dependence (Fig. 3.64) influences
the results. In this idealized problem, Richard et al. (2002) wanted to show how par-
ticles enter the magnetosphere for a given IMF orientation. Therefore, it is necessary
that the magnetosphere has enough time to reach a quasi-steady configuration con-
sistent with each IMF direction. However, trapped particles can remain in the model
magnetosphere for a long time compared to the time between IMF orientations.
Even after the IMF reaches a quasi-steady state for a given IMF, some of the parti-
cles may have entered the magnetosphere when the IMF had a different orientation.
To help us understand the effects of the time-dependence on these results, Richard
et al. (2002) carried out a series of calculations of particle trajectories for which the
electric and magnetic fields were held constant. For these runs, they used the electric
and magnetic fields from single time steps in the MHD simulations. By comparing
the time-dependent results with the results from these snapshots, we can estimate
the significance of the time-dependence.

3.16.6 Calculation Results for IMF in a Southward Orientation

At the beginning of the particle calculations, at hour 3, the IMF was in a south-
ward orientation, and remained so until hour 3.5 at which time the IMF began its
transition to a dawnward (positive By) orientation. Recall that there was a constant
Bx throughout the entire simulation. At hour 4 the IMF transition was complete.
During the southward IMF condition, reconnection takes place on the dayside and
in the magnetotail. Omni-directional particle fluxes (protons/area-time) during the
interval from hour 3 to 3.5 are shown in Fig. 3.67. The upper panel shows the fluxes
at the z = 0 plane and the lower panel shows the y = 0 plane for the interval between
hours 3 and 3.5. Fits to the bow shock and magnetopause in the MHD simulation
are shown as black curves. The dotted curves are the inner boundary of the particle
calculation at 4.5rE.



3.16 On the Influence of IMF on the CR Entry into the Earth’s Magnetosphere 157

Fig. 3.67 Omni-directional particle fluxes accumulated at virtual detectors. The upper panel shows
the fluxes at the z = 0 plane and the lower panel shows the y = 0 plane for the interval between
hours 3 and 3.5. Fits to the bow shock and magnetopause in the MHD simulation are shown as
black curves. The dotted curves are the inner boundary of the particle calculation at 4.5 rE. Nonzero
fluxes appear just inside the inner boundary because the fluxes are collected in 1 r2

E domains. In the
magnetosphere, the regions of highest flux had the order of 1,000 hits (one particle can hit a virtual
detector more than once) per domain at a virtual detector while the smallest fluxes could reflect a
single hit (From Richard et al., 2002)

Nonzero fluxes appear just inside the inner boundary because the fluxes are col-
lected in 1r2

E domains. One important feature of the results at this and subsequent
times was how effective the magnetospheric magnetic fields were in shielding the
magnetosphere from the high-energy solar protons. The bow shock and the mag-
netopause reflected most incoming protons. Note that the omni-directional flux of
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particles upstream of the bow shock was often greater than the incident flux of par-
ticles launched. This was because of the contribution of particles reflected from the
bow shock; recalling that particles passing through virtual detector planes in either
direction were added to compute the omni-directional flux, whereas in the incident
flux all ions cross an upstream virtual detector in the same direction. There is a
region of low omni-directional flux, relative to adjacent magnetosheath and mag-
netospheric regions, just outside the magnetopause on the dawn side. This region
contains open field lines that extend dawnward away from the earth and then south-
ward to the bottom boundary where particles were not launched during this interval.
The 3He ions we launched under southward IMF qualitatively followed the distri-
bution of the protons but their flux within the magnetosphere was generally lower
relative to their upstream abundance.

A significant number of ions did penetrate the magnetosphere. Richard et al.
(2002) have observed two entry mechanisms for the ions we launched. As we will
see later, ions with energies greater than about 10 MeV have Larmor radii large
enough that they can directly penetrate the magnetosphere on the dayside, while
lower-energy ions moved along open field lines into the magnetosphere. The coef-
ficient of adiabaticity k, the square root of the ratio of the particle Larmor radius
to the field line curvature (Bűchner and Zelenyi, 1989) for these energetic particles
often fell to values of around 1 or less and they can experience non-adiabatic behav-
ior. This k is not to be confused with the κ coefficient in the distribution function
(Eq. 3.160). In the Richard et al. (2002) simulation the directly penetrating particles
were energetic enough to experience non-adiabatic behavior over large regions of
the magnetosheath and magnetosphere. The locations of open field lines were of
primary importance in determining particle entry for the majority of the particles,
which were at energies below 1 MeV. Where the magnetic field was weak or had a
small radius of curvature, entry was enhanced.

Richard et al. (2002) note the effect of dipole tilt and Bx in Fig. 3.67. Because
of these factors, the plasma sheet was warped such that it was lower (in z) near
midnight than on the dusk or dawn flanks, and parts of it fell below z = 0. In the
magnetotail between hours 3 and 3.5 the protons were mainly confined to the plasma
sheet while the lobes were nearly empty. Protons in this plasma sheet were confined
within a band of around 5rE high in z, but were spread out all along the plasma
sheet in y, reflecting the thinness of the plasma sheet for southward IMF. During
this time interval (hours 3–4) the protons entered mainly on the front side of the
magnetosphere, often through the northern cusp region, visible in Fig. 3.67 near
z = 6rE, x = 3rE. The weak field and open field lines at the northern cusp allowed
particles to access the inner magnetosphere. Once inside the magnetosphere, they
sometimes became quasi-trapped and began drifting around the earth. While a few
protons remained trapped over a relatively long term (hours), most of them reached
the inner boundary or entered the plasma sheet and were subsequently lost tailward
or at the flanks. The particles that became trapped long enough to completely circle
the earth, were adiabatic for the most part and could be energized by the changing
local magnetic field responding to the IMF. The cusp, plasma sheet, and the region
of quasi-trapped particles are clearly visible in Fig. 3.67, bearing in mind the ef-
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fect of dipole tilt and consequent plasma sheet warping. The high omni-directional
flux of protons visible in the noon–midnight meridian just above z = 0 inside the
magnetopause are quasi-trapped particles circulating around the earth. Ions in the
equatorial region would probably have approached the earth more closely, and re-
main trapped longer, but were lost at the inner boundary at 4.5rE. It must be kept
in mind that for most of these particles, the trapping is temporary and they leave
close field lines again later, frequently returning upstream. While the ions often
bounced wildly through the magnetotail, the overall motion was primarily dawn to
dusk in the direction of the gradient drift in the tail and trapped particles circled
the earth in the expected clockwise sense. It can be seen that omni-directional ion
fluxes (Fig. 3.67) reach levels comparable to their fluxes in the solar wind for the
quasi-trapping region and the cusp.

To help evaluate the role of time-dependence, Richard et al. (2002) also ran par-
ticles in a snapshot of the fields from the MHD simulation taken at 3 h. The flux
pattern for this case is shown in Fig. 3.68.

When comparing Fig. 3.68 to Fig. 3.67, it can be seen that the two patterns are
remarkably similar. There seems to be a decrease in penetration into the magne-
tosphere in the time-independent case versus the time-dependent case. This may
mean that penetration is enhanced in the time-dependent case, but the effect is evi-
dently secondary in the case of a slowly varying magnetosphere.

3.16.7 Calculation Results for IMF in a Dawnward Orientation

Between hours 4 and 6, the IMF was dawnward. For this configuration, open field
lines extended through the dawn flank. This defined the primary entry region for
the protons. On the other hand, there is a region with relatively few or no particles
just inside the dusk-side magnetopause in the equatorial plane beginning at about
7rE from the noon–midnight meridian and extending to the dusk-side boundary
(Fig. 3.69 and Fig. 3.70).

Once they entered the plasma sheet, the protons spread out toward the dusk
side. Omni-directional fluxes in the quasi-trapping region, the plasma sheet, and
the cusp decreased considerably during the interval between simulation hours 4 and
5 (Fig. 3.69). The examination of single-particle trajectories indicated that particles
tended to approach the near-earth region from the magnetotail or on the dayside
due to direct penetration that was always present. As seen by comparing Figs. 3.67
and 3.69, there was a lower flux of trapped and quasi-trapped particles (between
about 9rE and the inner boundary) during the dawnward IMF interval. For this
configuration, protons can most easily access the magnetotail from the dawn-side
flank, but these protons most commonly exit down the tail and do not reach the in-
ner magnetosphere. The location of maximum flux in the plasma sheet (comparing
Figs. 3.67 and 3.69) is now further from the earth, as well as less intense. Because
the field lines in the magnetotail are no longer highly stretched protons, they bounce
further from the equatorial plane.
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Fig. 3.68 The same as in Fig. 3.67 but at 3 h (From Richard et al., 2002)

The interval between 5 and 6 h had a flux distribution qualitatively similar to that
of the previous hour (Figs. 3.69 and 3.70). The main difference is an overall decrease
in flux and a concentration of high flux to a localized region on the dawn side that did
not seem to correspond to any strong localized entry in the MHD simulation. Exam-
ining single-particle trajectories indicates that transport in the magnetotail remained
primarily from dawn to dusk. For the dawnward case, the time-independent simula-
tion (not shown) gave results similar to the time-dependent case. As was seen in the
southward IMF case, however, magnetospheric fluxes in the time-independent case
seemed to be reduced slightly overall compared to the time-dependent case. For both
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Fig. 3.69 Particle fluxes between 4 and 5 h. The format is the same as for Fig. 3.67. This interval
had a steady dawnward IMF (From Richard et al., 2002)

southward and dawnward IMF particles often partially orbit the earth while mirror
bouncing and then exit the magnetosphere, usually tailward or back into the magne-
tosheath. Others precipitate at the inner boundary after being trapped for a while. If
the inner boundary had been closer to the earth, these particles would presumably
have remained trapped for a longer period.

3.16.8 Calculation Results for IMF in a Northward Orientation

From 6 to 6.5 h the IMF changed from dawnward to northward, and then remained
steady until 8 h. The asymmetry due to dipole tilt and IMF Bx caused more intense
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Fig. 3.70 Particle fluxes between 5 and 6 h. The format is the same as for Fig. 3.67. This interval
had a steady dawnward IMF (From Richard et al., 2002)

magnetic reconnection to take place in the southern hemisphere, tailward of the
cusp, and therefore most open field lines extended southward. The examination of
single-particle trajectories indicated that the great majority of the ions in the north-
ern hemisphere entered from a southward direction. Particle entry on the dawn side
decreased and fluxes in the southern cusp increased as the field changed (Fig. 3.71).
The plasma sheet flux decreased although the maximum moved close to the earth.
The lobes on the dawn side contained a low level of energetic particle flux. This flux
extends to the noon–midnight meridian plane below the plasma sheet.
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Fig. 3.71 Particle fluxes between 6 and 7 h. The format is the same as for Fig. 3.67. The first half
hour of this interval was during the transition from dawnward to northward IMF and the second
half hour was for steady northward IMF (From Richard et al., 2002)

The flux from 7 to 8 h decreased overall. The most dramatic feature is the high
flux in the southern cusp (Fig. 3.72). The magnetopause can be seen to be a strong
barrier to particle entry at this time. Particles enter through the southern cusp and
high fluxes also occur on the dawn-side LLBL region, though in this case, particles
drift across the field and access open field lines, replaced by convection on newly
opened field lines (Richard et al., 1994) as the main entry processes.
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Fig. 3.72 Particle fluxes between 7 and 8 h. The format is the same as for Fig. 3.67. This interval
had a steady northward IMF (From Richard et al., 2002)

3.16.9 Comparison of the Time-Dependent and Time-Independent
Cases

When Richard et al. (2002) ran a time-independent case using a snapshot of the
northward IMF magnetosphere, at 7 h 45 min, an interesting result was obtained.
While the results in the outer magnetosphere were comparable between the time-
dependent and time-independent cases, there is much less flux in the inner mag-
netosphere in the vicinity of the equatorial plane in the time-independent case
(Fig. 3.73).
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Fig. 3.73 Omni-directional particle fluxes accumulated at virtual detectors for a time-independent
case. This calculation used a snapshot from the MHD simulation at 7 h 45 min. The format is the
same as for Fig. 3.72 (From Richard et al., 2002)

To understand this difference, Richard et al. (2002) examined the particles that
occupied the inner magnetosphere in the time-dependent case. They found that these
were trapped or quasi-trapped particles that had entered the inner magnetosphere
during earlier times when the IMF orientation was dawnward or southward. We
conclude that there were no trapped or quasi-trapped particles observed during
the quasi-steady northward IMF simulation that were launched while the IMF was
northward.
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3.16.10 On the Energy Change of Particles Entering Inside
the Magnetosphere

Although the ions were usually non-adiabatic and could gain or lose energy due to
magnetospheric electric fields, the high energies of the launched particles relative
to the electric potential across the magnetosphere caused energization within the
magnetosphere to be of minor importance overall. The exceptions were particle
gradient-drifting around the earth for a prolonged interval. These particles expe-
rienced adiabatic heating as the magnetic field changed. Waves in the inner mag-
netosphere that might heat ions further did not play a role in this calculation,
even though there are expected to be MHD wave modes present in the simula-
tion, because the sampling of the MHD simulation results every 4 min filtered
out almost all waves. To understand the basic physics of particle entry, it is in-
structive to examine the trajectories of single particles in the model system. The
particle trajectories to be discussed now are protons that precipitated onto the in-
ner boundary. Particles of this type were chosen because transport into the near-
earth region is important for the results. For southward IMF, protons could ac-
cess the inner magnetosphere near the northern cusp. One such proton (Fig. 3.74)
was launched at simulation time 3 h 32 min and had an initial energy of 107 keV
and a 25◦ pitch angle. This particle began on a solar wind field line on the
dawn side and moved toward the magnetosphere. At the magnetopause it expe-
rienced a brief interval with κ < 1 as it crossed from the solar wind to closed
field lines. After traveling tailward on the dawn side near the equatorial plane, it
was eventually scattered into a nearly perpendicular pitch angle. As it migrated
toward the earth and became trapped, which occurred near midnight, κ fell be-
low 1.5. It became trapped and remained so for a prolonged period, finally pre-
cipitating after simulation hour 10. This particle experienced adiabatic heating
while trapped and its final energy was 190 keV. While this particle was on open
field lines only very briefly, it was the strongly curved field lines resulting from
dayside reconnection that led to a decrease of κ allowing the particle to en-
ter.

A 611 keV proton launched at 6 h 14 min simulation time, during the transition
to northward IMF, is shown in Fig. 3.75. As can be seen from its path in the so-
lar wind, the particle’s motion is mainly field aligned there with a pitch angle of
27◦. This particle began on solar wind field lines on the dawn side and reached the
magnetopause where it became trapped in the magnetopause current layer with a
mainly perpendicular pitch angle. It experienced κ < 2 only during one interval,
which is on curved field lines in the magnetosheath. While in the magnetopause
current layer, it reached open field lines that it followed inward, and its pitch angle
changed to greater than 160◦. Later it gained more parallel velocity and precipi-
tated.

Figure 3.76 plots the trajectory of a proton of 390 keV launched at 6 h 26 min
simulation time with an initial pitch angle of 63◦. As one would expect from the IMF
direction at this time, it approached the magnetosphere from the southern, dawnward
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Fig. 3.74 Proton trajectory is shaded gray according to field line type and points along a particle
trajectory projected onto the z = 0 (top panel), y = 0 (middle panel), and x = 0 (bottom panel)
planes are shown. Points where the particle was on closed field lines are dark gray and ones on
solar wind field lines are medium gray. Because the total number of points had to be decimated
to make this plot, the small number of points on the open field lines are not shown. Filled circles
along the trajectory in the top and bottom panels indicate the locations of local minima of κ where
κ < 2. In the middle panel, these points are behind the dense points where the particle is trapped
and therefore are not shown. To limit the cluttering of the figure a filled circle was only plotted if
it was at least 1.6 rE away from the others (From Richard et al., 2002)
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Fig. 3.75 Proton trajectory is shaded gray according to field line type and points along a particle
trajectory projected onto the z = 0 (top panel), y = 0 (middle panel), and x = 0 (bottom panel)
planes are shown. Points where the particle was on open field lines are light gray and ones on solar
wind field lines are medium gray. Filled circles indicate points that were local minima of κ where
κ < 2 and were more than 1.6 rE apart (From Richard et al., 2002)
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Fig. 3.76 Proton trajectory is shaded gray according to field line type and points along a particle
trajectory projected onto the z = 0 (top panel), y = 0 (middle panel), and x = 0 (bottom panel)
planes are shown. Points where the particle was on open field lines are light gray and ones on solar
wind field lines are medium gray. Filled circles indicate points that were local minima of κ where
κ < 2 that were more than 1.6 rE apart (From Richard et al., 2002)
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direction. It crossed into the magnetosphere on the flanks of the magnetotail. Its
large Larmor radius in the solar wind is apparent, and this allows it to cross directly
from the solar wind to open field lines and finally to closed field lines. It moves on
the closed field lines to the inner boundary.

Finally, a definitely directly penetrating proton is shown that had an initial energy
of 45 MeV and an initial pitch angle of 85◦ (Fig. 3.77). It was launched at simulation
time 6 h and 45 min. It had a huge Larmor radius in the solar wind that tightened
as it crossed the bow shock and magnetopause. This particle moved easily between
different field line types until it struck the inner boundary. It experienced κ < 2
throughout much of its time in the magnetosphere.

3.16.11 Demonstration of the Magnetospheric Configuration’s
Control of the Entry of High-Energy Particles

One way to demonstrate the magnetospheric configuration’s control of the entry of
high-energy particles is to plot the population of the inner magnetosphere and the
precipitation rate (Fig. 3.78) as a function of time.

The numbers in Fig. 3.78 were computed assuming that the upstream flux repre-
sents a total flux above 100 keV of 2.5×108 protons/m2.sec. This number is based
on the differential flux for a typical SEP event at 100 keV taken from Gloeckler
(1984). The precipitation rate, i.e., precipitation onto the inner boundary at 4.5rE,
shows a fairly systematic variation with IMF. Recall that the IMF was southward at
first, then dawnward, and finally northward. Also bear in mind that part of the flux in
the polar cap on open field lines that do not connect to the dayside has been omitted.
During southward IMF the precipitation rate was relatively high, reflecting an abun-
dance of open field lines and efficient transport into the inner magnetosphere. The
rate decreased during the dawnward IMF interval and finally fell to a very low level
during steady northward IMF. The trend is consistent with the decrease of open field
lines that occurred as the IMF changed from northward to southward, as shown in
Fig. 3.65.

The number of protons at less than 7rE (Fig. 3.78) can be taken to reflect the pop-
ulation of the inner magnetosphere in the model. While some of these protons were
quasi-trapped in the inner magnetosphere, most of them remained only briefly in
the inner magnetosphere before reaching the inner boundary or exiting the system,
usually tailward or duskward. Only about 1% of the test protons remained in the
inner magnetosphere for more than 15 min. Some protons were observed to make a
nearly complete circle around the earth, then exit back into the magnetosheath. The
initial increase of the population during southward IMF was evidently due to the
system filling with protons as the calculation proceeded; particles could take a few
minutes to reach this region. During southward IMF, most protons entered the inner
magnetosphere on the dayside. After the IMF turned dawnward, the number enter-
ing the inner magnetosphere on the dayside decreased and highest concentration
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Fig. 3.77 Proton trajectory is shaded gray according to field line type and points along a particle
trajectory projected onto the z = 0 (top panel), y = 0 (middle panel), and x = 0 (bottom panel)
planes are shown. Points where the particle was on open field lines are light gray, ones on closed
field lines are dark gray, and ones on solar wind field lines are medium gray. Filled circles indicate
local minima of κ where κ < 2 that were more than 1.6 rE apart (From Richard et al., 2002)
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Fig. 3.78 Precipitation rate and population of the inner magnetosphere as a function of time. The
gray bands indicate the times when the IMF was changing. The top panel shows the precipitation
rate onto the inner boundary of the simulation for an upstream flux of 2.5×108 protons m−2 sec−1.
Data points are 15 min apart. The bottom panel shows the number of particles between 7 rE and the
inner boundary for the same upstream flux, with data points every 5 min (From Richard et al., 2002)

of arrival points (into the inner magnetosphere) was found dawnward of midnight.
Evidently these were particles that entered the magnetotail on the dawn-side open
field lines and reached the inner magnetosphere. The overall population in the in-
ner magnetosphere decreased during dawnward IMF as the region of particle arrival
moved tailward. As the IMF changed to northward, the entry rate into the inner
magnetosphere increased again, with protons arriving primarily from the dawn side.
During this transition, the number of particles in the inner magnetosphere increased,
but this is due to the particles in the southern cusp, not trapped or quasi-trapped par-
ticles. As steady northward IMF conditions continued, few particles reached the
inner magnetosphere with most of these briefly entering near the southern cusp.
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3.16.12 On the 3He Ion Trajectories for Southward IMF

The 3He ion abundance is enhanced during impulsive SEP events. Richard et al.
(2002) calculated 3He ion trajectories for southward IMF only. The flux distribution
for these particles was qualitatively similar to that of the protons that are shown
in Fig. 3.67, but the fluxes within the magnetosphere were reduced relative to the
upstream flux. For the purpose of comparison with protons, Richard et al. (2002)
plotted the population of the inner magnetosphere and precipitation for these par-
ticles in Fig. 3.78 as if they had the same upstream flux as the protons. It can be
seen that they entered the inner magnetosphere and precipitated at a lower rate (rel-
ative to their upstream flux) than the protons. This is consistent with the role of κ
in particle entry. For particles of the same energy, the velocity of a proton will be
greater than that of an 3He ion by a factor of the square root of the mass ratio. The
mass of a 3He ion is three times the mass of a proton while the charge doubles. This
leads to a proton having a Larmor radius 15% larger than a 3He ion of the same
energy.

3.16.13 Main Results and Discussion

Richard et al. (2002) have shown that in their trajectory calculations, high-energy
particles’ access to the magnetosphere was strongly controlled by the IMF. For a
steady proton source, the omni-directional proton fluxes in some locations in the
magnetotail varied by a factor of 100 as the IMF changed. Transport into the in-
ner magnetosphere varied by a factor of 5. A southward IMF condition allowed
the greatest access to the magnetosphere of the IMF conditions studied, dawnward
IMF less, and northward IMF considerably less. The cusp was an important entry
region for the high-energy particles for northward and southward IMF, while the
dawn-side flank was the dominant entry location for dawnward IMF. Fritz et al.
(1999) reported that energetic particles are frequently observed in the cusp region.
While they have ruled out an SEP source for events seen on August 27, 1996 it is
possible that some of these events are related to SEPs. Relative to their initial high
energy, the SEPs in above described calculations usually did not gain or lose much
energy. The exceptions were particles that remained trapped long enough to gain or
lose energy adiabatically during IMF transitions. It was likely that because of the
inner boundary at 4.5rE, some particles that otherwise would remain trapped and
possibly further energized, are lost. It may be easy to estimate this energization. In
being transported from 6rE to 4rE at midnight, an equatorial pitch angle particle
conserving μ would increase in energy by a factor of 2.8. The transport of SEPs in
these calculations often involved non-adiabatic motion. Particles usually entered the
magnetosphere while they were not adiabatic. Non-adiabatic motion could also be
important for the transport of particles onto trapped or quasi-trapped paths.

Time-independent calculations gave results that were quite similar to the time-
dependent ones in the outer magnetosphere, even though the latter were obtained
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by accumulating data through half an hour to an hour, while the magnetosphere
was slowly varying. This indicates that for a slowly varying magnetosphere, a
time-independent calculation is adequate for modeling energetic particle entry. This
can be attributed to the fact that high-energy particles rapidly precipitated became
trapped or exited the magnetosphere. There were hints that particle penetration
was enhanced in the time-dependent case, suggesting that a rapidly varying mag-
netosphere could experience significantly enhanced particle penetration. On the
other hand, trapped particles experienced the consequences of IMF changes. These
particles, however, remained a minor part of the total population in the inner magne-
tosphere during southward and dawnward IMF. The trapped particles were affected
by IMF changes largely through adiabatic changes that affected the particle orbits
by a relatively small amount and changed their energies. During northward IMF,
when particles from the solar wind did not become trapped, the trapped particle
population consisted solely of particles that had entered the magnetosphere during
earlier IMF orientations. The population of trapped particles was reduced in our
calculation, however, by the removal of particles at 4.5re from the earth.

Because IMF conditions typically undergo much more rapid variations than in
this idealized case, particle entry into the magnetosphere may be even more complex
than in our results. In this calculation the residence time of the vast majority particles
in the magnetosphere was much less than the duration of transitions in the IMF
(half an hour). For rapid variations in the IMF, especially when a shock strikes
the magnetosphere, the entry process would probably be modified. Richard et al.
(2002) argued that if the SEP proton flux in the solar wind during an intense gradual
proton event could easily enter the magnetosphere, it would dominate the plasma
sheet population in the energy range above 0.1 MeV. Their model indicates that
the SEP flux within the magnetosphere does become comparable to the solar wind
flux in parts of the magnetosphere depending on IMF orientation. The near-earth
magnetotail under southward IMF is one instance of this.

3.17 Propagation of Protons in the Energy Range 0.1–50 MeV
through the Earth’s Bow Shock, MagnetoSheath,
and Magnetopause Inside the Magnetosphere

3.17.1 The Matter of Problem

Shimazu and Tanaka (2005) note that researchers have long studied the questions
of how SEPs reach the earth and how they move in the earth’s magnetic field. Early
results revealed that relatively low-energy SEPs access only high latitudes in the at-
mosphere. In the case of the dipole magnetic field, the lowest accessible latitude on
the earth is called the Störmer cutoff latitude. In the 1960s and 1970s, comparisons
of satellite observations and calculations of particle trajectories based on models
of the earth’s magnetic field clarified how SEPs enter the magnetosphere and how
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they move in the earth’s magnetic field (Morfill and Scholer, 1973). In these trajec-
tory calculations, static models were used for the electric and magnetic fields. In the
1990s, progress was made in global MHD simulations of the interaction between the
solar wind and the magnetosphere. These simulations can reproduce realistic elec-
tric and magnetic fields in the magnetosphere. Thus the entry of SEPs into the mag-
netosphere and their trajectories can be studied by using simulation data that take
the configuration of the magnetosphere into account. Richard et al. (2002) simulated
SEP entry into the magnetosphere by using global MHD simulation data (see above,
Section 3.16). They showed that more protons can reach the inner magnetosphere
when the IMF has a southward component. Kress et al. (2004) traced protons from
the earth’s ionosphere in reverse and showed that the cutoff latitude for 25 MeV
protons becomes low when the dynamic pressure of the solar wind increases.

SEPs observed near the earth are manifestations of particle acceleration in the
Heliosphere. They are considered to derive from two different sources (Reames,
1999): (1) solar flares, and (2) shock waves driven outward from the sun by coronal
mass ejections (CMEs). The intensity-time profiles of SEPs observed by a satel-
lite near the earth can be distinguished from one another. Solar flares cause impul-
sive 3He-rich events. In contrast, shock waves driven by CME cause gradual proton
events, in which the observed proton flux increases slowly as compared with an
impulsive event.

Shimazu and Tanaka (2005) note that the access of SEPs to the earth is not only
an interesting topic in geophysics but also a problem of practical importance from
the viewpoint of space weather. Protons arriving at low altitudes ionize neutral atoms
in the E and D layers of the ionosphere (i.e., they cause impact ionization). One con-
sequence of the increased ionization of the high-latitude ionosphere is polar cap ab-
sorption (PCA) (Bailey, 1964; see also in Velinov et al., M1974, and in Dorman,
M2004), which adversely affects airplane communications using high-frequency
(HF) radio waves. These protons also represent a serious threat to electrical compo-
nents onboard spacecraft in high-inclination orbits.

3.17.2 Three Categories of Energetic Protons Incoming
to the Earth

Shimazu and Tanaka (2005) classify protons incoming to the earth into three cate-
gories, depending on the interaction process with the magnetosphere. The first cate-
gory is low-energy protons (less than 100 keV). These are thermal protons forming
a component of the solar wind and carrying the MHD flow. The second category is
high-energy protons (greater than 50 MeV). These protons are not much affected by
the earth’s magnetic field because their cyclotron radii are greater than the scale of
the magnetosphere. The last category, which is considered in detail in the paper of
Shimazu and Tanaka (2005), are protons in the energy range between 100 keV and
50 MeV. These protons trajectories are affected by the electric and magnetic fields
in the magnetosphere because their cyclotron radii are less than or comparable to
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its scale. Since the flux of these protons is much lower than that of the thermal
protons, it is not necessary to consider feedback from the electric current that they
generate. Therefore it is reasonable to calculate the trajectories of protons in this
category in given electric and magnetic fields. Shimazu and Tanaka (2005) investi-
gated energetic proton propagation through the earth’s bow shock, magnetosheath,
magnetopause, and magnetosphere from the upstream side of the solar wind by in-
tegrating particle orbits according to data from previous global MHD simulation
(Tanaka, 1995, 2000). Utilizing the simulation data enabled considering the dy-
namic response of protons in realistic electric and magnetic fields in the magne-
tosphere. Shimazu and Tanaka (2005) specifically considered protons in the energy
range from 100 keV to 10 MeV. So far, little attention has been paid to the ques-
tions of whether solar protons in this energy range are accelerated near the earth and
whether their acceleration is related to how they enter the magnetosphere.

3.17.3 Energetic Proton Propagation through Bow Shock
with Shock-Drift Acceleration

One of the possible mechanisms for this acceleration is shock-drift acceleration at
the collisionless fast-mode bow shock (the mechanism of shock-drift acceleration
was first supposed and developed in Dorman and Freidman, 1959; see detail in
Chapter 4 in Dorman, M2006). Since the downstream value of the magnetic field
in the fast MHD shock waves is greater than the upstream value, the shock front
acts as a magnetic mirror reflecting some incident particles. The reflected particles
move along the shock front through the gradient-B drift. Since the direction of the
gradient-B drift agrees with the direction of the acceleration due to the electric field
in the shock frame, the particles gain energy through this process. When the par-
ticles’ cyclotron radii are less than the scale of the shock curvature or structure,
the particles can cross the shock every cyclotron period and gain significant energy
in the drift. The shock-drift acceleration has been considered theoretically in the
de Hoffmann–Teller frame of reference, in which the electric fields vanish on both
sides of the shock, because each particle’s energy is conserved in this frame (Decker,
1988). The de Hoffmann–Teller frame, however, is more suitable for investigating
a planar shock. Here, because are considered a curved bow shock and focus on pro-
ton entry into the magnetosphere, there instead use the GSM coordinates (the frame
moving with the earth) to express the velocity and the electric field.

The shock-drift mechanism has been intensively studied. Observational evidence
was presented by Blokh et al. (1959), Anagnostopoulos and Sarris (1983), and
Anagnostopoulos and Kaliabetsos (1994), while theoretical descriptions were given
by Dorman and Freidman (1959), Dorman (1959), Shabansky (1961), Sonnerup
(1969), Terasawa (1979), Decker (1988), and Giacalone (1992) for protons and by
Vandas (2001) for electrons. So far, however, only a few attempts have been made
at examining the relation between the acceleration and the entry into the magne-
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tosphere. Shimazu and Tanaka (2005) intend this research as an investigation of the
energies of protons entering the magnetosphere and the relation between their entry
and the shock-drift acceleration.

3.17.4 Energetic Particles Propagation through Bow-Shock
with Diffusive Shock Acceleration

The other possible mechanism for proton acceleration is diffusive-shock (first-order
Fermi) acceleration (see detail in Chapter 4 in Dorman, M2006). This process is
especially effective at a quasi-parallel shock, where small-scale turbulence scatters
particles (Scholer, 1990). Particle acceleration has also been considered as a re-
sult of scattering by large-amplitude waves (Kuramitsu and Hada, 2000). Strictly
speaking, with the inclusion of particle scattering, the mechanism referred to as
shock-drift acceleration is a subset of the more general diffusive shock acceleration.
However, MHD simulations do not account for small-scale turbulence within the
shock transition region and upstream waves (at a scale less than the grid size), which
significantly affect the motion of particles. It is necessary to introduce a scattering
timescale in order to include these effects in the simulation. Though this is an inter-
esting topic, Shimazu and Tanaka (2005) do not focus on small-scale turbulence in
the described research. Rather, to distinguish scatter-free acceleration from diffusive
acceleration induced by small-scale turbulence, it is important to first clarify the ef-
fect of scatter-free shock-drift acceleration on proton entry into the magnetosphere.
They follow the latter approach in this research.

3.17.5 MHD Simulation

Shimazu and Tanaka (2005) first performed a global MHD simulation of the inter-
action between the solar wind and the earth’s magnetosphere (Tanaka, 1995). We
solved the MHD equations:

∂ρ
∂ t

+∇ · (ρv) = 0, (3.161)

ρ
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∂ t
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where
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and ρ is the density, t is time, v is the velocity, P is the pressure, μ is the permeability,
B is the magnetic field, and γ is the polytrophic index.

In this simulation, Shimazu and Tanaka (2005) applied a third-order TVD scheme
based on the monotonic upstream scheme with a linearized Riemann solver. They
assumed a uniform solar wind at the upstream boundary and a zero gradient at the
downstream boundary. Then they included the dipole magnetic field (potential field)
in the simulation. The inner boundary (at 3rE ) was regarded as the ionosphere. The
ionospheric potential was solved to match the divergence of the Pedersen and Hall
currents with the field-aligned current. The electrical conductivity of the ionosphere
depends on the solar zenith angle and the magnitude of the field-aligned current.
In this study, the same values were used for these ionospheric conductivity para-
meters as in Tanaka (2000). In examining the magnetosphere-ionosphere coupling
process, numerical errors in the low-pressure region near the ionosphere should be
reduced. For this purpose, the MHD calculation was reconfigured so as to suppress
the direct inclusion of the magnetic field’s potential component as a dependent vari-
able. A system of equations incorporating such a modification can still be written
in a conserved form and can be treated by the TVD scheme. Through this scheme,
Tanaka (1995, 2000) advanced the understanding of the field-aligned current system
in the magnetosphere, of the structure and origin of the magnetospheric convection,
and of the sub-storm mechanism in relation with the convection.

3.17.6 The Grid System for Simulation

Shimazu and Tanaka (2005) utilized a grid system based on the modified spherical
coordinates (Tanaka, 2000). This grid system gives coarse meshes in the solar wind
region, and fine meshes near the inner boundary and in the plasma sheet region.
Therefore, it is suitable for investigating the interaction between the solar wind and
the magnetosphere. The numbers of grid points were 56, 58, and 40 in the r, q, and f
directions, respectively. The MHD simulation model was symmetric with respect to
the equatorial plane because we did not include the dipole tilt. The velocity of the
solar wind and the components of the IMF were set to vsw = 450km/s, Bx = 0, By =
−2.5nT, and Bz = 4.2nT, respectively, as typical parameter values. The time step
was 0.06 sec, and the electric and magnetic field data were saved every 6 sec.

3.17.7 The Efficiency of the Shock-Drift Acceleration

To investigate the efficiency of the shock-drift acceleration, Shimazu and Tanaka
(2005) increased the dynamic pressure of the solar wind in the simulation runs. To
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exclude the effect of the electric field, they considered a density increase, rather
than a velocity increase, as a dynamic pressure increase. Here, they considered the
situation in which there is a density increase (i.e., an interplanetary shock) at the
magnetopause after the SEP has already arrived there. This situation is often ob-
served because an interplanetary shock, which can be a source of SEPs, propagates
slower than do the SEPs. In the simulation, the solar wind density was increased
from 10cm−3 to 30cm−3 (case A) and to 100cm−3 (case B), at x = 30rE on the
upstream side, from t = 0 to t = 1 min. This density change then arrived at the sub-
solar bow shock (x≈ 12rE) at around t = 4.3 min and at the sub-solar magnetopause
(x ≈ 10rE) at around t = 4.7 min.

3.17.8 Calculation of Proton Trajectories for Three Regions

The proton trajectories in Shimazu and Tanaka (2005) were calculated using the
electric and magnetic field data from the MHD simulation. Since Bx was 0, Shimazu
and Tanaka (2005) injected protons on the upstream side of the solar wind surround-
ing the magnetosphere in the following regions: (1) 0 < x/rE < 30, 0 < y/rE <
30, 28 < |z|/rE < 30; (2) 0 < x/rE < 30, 28 < |y|/rE < 30, 0 < z/rE < 30; and
(3) 28 < x/rE < 30,−30 < y/rE < 30,−30 < z/rE < 30 (shown by the white ar-
eas in Fig. 3.79). The protons were injected when 30 min of real time had passed
from the start of the MHD simulation run. This time corresponded to t = −5 min.
This 30-min period was the duration required for the MHD simulation to reach an
equilibrium state. The protons were isotropic and were injected at a constant rate,
with various pitch angles.

To calculate the proton trajectories, Shimazu and Tanaka (2005) solved the equa-
tion of motion for protons which included the relativistic effect:

d
dt

⎛
⎝ mvp(

1−
(
vp

/
c
)2

)
⎞
⎠ = e(E+vp ×B) , (3.166)

where m is the proton mass, vp is the proton velocity, c is the speed of light, e is the
unit charge, and E is the electric field, which equals −v×B. Equation 3.166 was in-
tegrated numerically. The time step was 0.01 sec. In the simulation the nearest grid
point to each proton was searched for. Then, the electric and magnetic fields at a
proton’s location were interpolated from the values at the neighboring grid points
according to the distances between the location and the grid points. The inner bound-
ary for the trajectory calculation was set to 4rE, while the outer boundary was set
to 70rE.
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3.17.9 Results for the Shock-Drift Acceleration at the Bow Shock
(Case A)

As a starting point, Shimazu and Tanaka (2005) considered the case where the
density of the solar wind increased from 10 to 30cm−3 (case A). These values corre-
spond to a dynamic pressure increase approximately from 3.4 to 10 nPa. The z com-
ponent of the IMF (Bz) was set to be positive to distinguish the effect of negative
Bz from that of the dynamic pressure increase. Figure 3.79 shows the distribution of
the pressure on the noon–midnight meridian plane around the earth, as calculated
in the MHD simulation. When the solar wind density increase arrived, the pres-
sure increased on the downstream side of the bow shock in the magnetosheath. As
this pressure increase propagated to the downstream side in the magnetosheath, the

Fig. 3.79 Pressure distribution on the noon–midnight meridian plane around the earth as calculated
in the MHD simulation (case A) at t = 0.0 min (panel a), 6.0 min b, 8.0 min c, and 10.0 min d. The
radius of the black circle at the center is 4 rE . The white areas are the locations of the initial proton
injections. The curves in panels c and d represent the dayside region at 9 rE, where the spectra and
pitch angles shown in Figs. 3.80 and 3.81 are calculated (From Shimazu and Tanaka, 2005)
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Fig. 3.80 Energy spectra
for protons in case A, for
the initial population and
for the downstream popula-
tion (dayside at 9 rE), after
the density increase arrived
(t ∼ 6–10 min). Only protons
moving inward were con-
sidered on the downstream
side (From Shimazu and
Tanaka, 2005)
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magnetosphere on the dayside was compressed. The details of the magnetosphere
changes obtained using the same MHD code can be found in the work of Fujita et al.
(2003a, b).

To determine whether the shock-drift acceleration could be observed in this sim-
ulation, Shimazu and Tanaka (2005) plotted the energies and pitch angles of the
protons. Figure 3.80 depicts the energy spectra for the protons in the initial popu-
lation and on the downstream side of the shock after the density increase arrived
(t ∼ 6–10 min).

The initial spectrum is for the upstream population and does not include protons
reflected at the shock. The spectrum on the downstream side was obtained by inte-
grating the protons over the dayside at 9rE. This location is in the magnetosheath,
as shown by the curves in panels c and d of Fig. 3.79. Only the protons coming from
farther than 9rE are counted (i.e., the inward proton flux from the upstream side),
while those coming back from the magnetosphere were not included. As a result,
Shimazu and Tanaka (2005) did not need to consider the effect of the magnetopause
here. They set the initial incident spectrum as a κ distribution (Christon et al., 1988)
determined by Eq. 3.160 (see in Section 3.16) with a κ coefficient of 0.5, where E
is the particle energy and ET is the thermal energy which was set to 40 keV here. As
noted above, the energy range of the injected protons was from 100 keV to 10 MeV.

Figure 3.80 shows that the spectrum became harder on the downstream side. The
initial flux was proportional to E−1.46, and on the downstream side, the flux of pro-
tons in the energy range between 700 keV and 4 MeV was proportional to E−1.27.
Note that this does not indicate only shock-drift acceleration but may also include
the energy-dependence on the particle transmission rate through the shock. In con-
trast, the spectrum index above 5 MeV on the downstream side was almost the same
as that of the initial one. The downstream spectrum also appears almost parallel to
the initial one at intermediate energies (300–700 keV). This is additional evidence
for the shock-drift acceleration (Decker, 1983; Anagnostopoulos and Kaliabetsos,
1994).



182 3 Cosmic Rays in the Real Geomagnetic Field

Fig. 3.81 Pitch-angle distrib-
ution for case A, in the north-
ern hemisphere on the dayside
at 9 rE. The energy of the up-
stream protons was 100 keV.
Only protons moving inward
were considered (From Shi-
mazu and Tanaka, 2005)
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Figure 3.81 shows the pitch-angle distribution integrated over the northern hemi-
sphere on the dayside at 9rE after the density increase arrived (t ∼ 6–10 min).

Shimazu and Tanaka (2005) also considered only the inward proton flux here.
The energies of the upstream protons were set to be monochromatic (100 keV) to
ensure comparability with the previous results. The distribution shows the same
characteristic signature for the transmitted protons after the shock-drift acceleration
as that shown by Giacalone (1992). Transmitted 100 keV protons exhibit a peak at
around 45◦ as a result of the shock-drift acceleration at a curved shock (Giacalone,
1992). Therefore, the results shown in Fig. 3.81 suggest the presence of shock-drift
acceleration.

3.17.10 Energetic Particle Entry into the Magnetosphere
and Expected Polar Map of Proton Precipitation
at 4re (Case A)

Shimazu and Tanaka (2005) recorded the protons that had energies of 10 MeV at the
moment of injection and reached the inner boundary at 4 RE before the solar wind
density increase (t ∼ 1–4 min). Then, they plotted the locations where the protons
reached 4rE, as shown in Fig. 3.82.

Figure 3.82 thus represents the polar map of proton precipitation at 4rE. Shimazu
and Tanaka (2005) intend this figure to represent a statistical and complete image of
proton entry into the magnetosphere, before discussing the trajectories of individual
protons. Figure 3.82 shows all protons that reached 4rE. The locations were not dis-
tributed uniformly in latitude but were instead localized at high latitudes (greater
than 43.6◦). The results indicate that the trajectories were affected by the earth’s
magnetic field. Tracing the proton that reached the lowest latitude, along the di-
pole magnetic field line, we observed that it reached 68.1◦ of latitude at 1rE, which
corresponds to the cutoff latitude.
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Fig. 3.82 Locations where 10 MeV protons reached 4 rE, before the solar wind density increase
(t ∼ 1–4 min), shown by a polar map. The figure shows a superposition of the northern and south-
ern hemispheres over 30◦ of latitude. The latitude lines for 30◦, 40◦, 50◦, 60◦, 70◦, and 80◦ and
longitude lines for 00, 06, 12, and 18 h local time (LT) are shown (From Shimazu and Tanaka, 2005)

Previous studies described in Section 3.16 have shown that protons enter the
magnetosphere easily from open field lines, where the earth’s magnetic field lines
reconnect with interplanetary magnetic field lines, when the IMF has a southward
component (Richard et al., 2002). In the case examined here, the IMF had a north-
ward component, but most of the protons that entered the magnetosphere moved
over the cusp region, where the magnetic field was relatively weak. Some of these
protons reached high latitudes on the dayside. Most of the protons that reached the
nightside also entered the magnetosphere at a high altitude over the cusp region, but
they crossed field lines and became trapped by the earth’s magnetic field. They then
bounced and drifted from the dawn side to the nightside (i.e., gradient drift). They
gained or lost energy adiabatically while trapped in the magnetic field, and some of
them precipitated on the nightside.

There was little proton flux on the nightside of the polar region, as shown in
Fig. 3.82. Tracing 10 MeV protons in reverse from the nightside of the polar region,
we found that they came from the far magnetotail. Since Shimazu and Tanaka (2005)
did not include protons from the tail in this simulation, there was little proton flux in
this region. These protons from the far tail are known to exhibit delayed entry into
the magnetotail (Van Allen et al., 1987).
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3.17.11 Relation Between Proton Entry and Shock-Drift
Acceleration

Figure 3.83 shows a time profile of the latitudes and energies at which protons
reached 4rE. Shimazu and Tanaka (2005) examined three initial monochromatic
energy cases, 100 keV, 1 MeV, and 10 MeV, which enabled them to study the depen-
dence of the entry flux and the cutoff latitude on the energy. As described above, the
solar wind density increase arrived at the sub-solar bow shock at around t = 4.3 min
and at the sub-solar magnetopause at around t = 4.7 min. Shimazu and Tanaka
(2005) found that the proton flux at 4rE increased after the density increase ar-
rived. In particular, almost no 100 keV protons arrived before the density increase,
but afterward they did reach 4rE (panel a in Fig. 3.83). For both 1 MeV and 10 MeV
protons, the lowest latitude that the protons could reach became lower after the den-
sity increase than it had been before (panels b and c in Fig. 3.83), which agrees with
the results given by Kress et al. (2004). The flux of 10 MeV-protons was higher than
that of 1 MeV protons, because Shimazu and Tanaka (2005) did not apply a realistic
spectrum (i.e., a power law) on the upstream side. Note that in real interplanetary
space, the 10 MeV flux is much less than the 1 MeV fluxes. A remarkable finding
here was the acceleration of the 100 keV protons. Some of these protons were ac-
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Fig. 3.83 Time profiles of the latitudes (panels a, c, and e) and energies (b, d, and f) of protons
reaching 4 rE in case A, for energies of 100 keV (a and b), 1 MeV (c and d), and 10 MeV (e and f)
at the moment of injection (From Shimazu and Tanaka, 2005)
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Fig. 3.84 Time profile of the energy of initial 100 keV proton during the shock-drift acceleration.
The time period of shock-drift acceleration (t = 6.6–7.4 min) is indicated by the bars on the hori-
zontal axes (From Shimazu and Tanaka, 2005)

celerated to energies three times higher than on the upstream side. In contrast, none
of the 1 MeV or 10 MeV protons were accelerated to energies even twice as high.

Figure 3.84 shows an example of a time profile for the energy of a 100 keV
proton.

The profile in Fig. 3.84 indicates that the proton’s energy increased rapidly from
t = 6.6 to t = 7.4 min.

Figure 3.85 illustrates the trajectory of the same proton. The white lines repre-
sent the trajectory, and the grey code represents they component of the electric field
E at t = 7.0 min. They component predominated over the other components of the
electric field. The black lines denote the location of the bow shock, which was deter-
mined from the pressure distribution. This trajectory shows that the proton drifted
along the bow shock when its energy increased (shown by the black lines for time
t = 6.6–7.4 min). The grey code given in Fig. 3.85 illustrates that Ey observed in the
frame moving with the earth was amplified to approximately 5 mV/m over the cusp
region in the magnetosheath at t = 7 min. This value is consistent with the electric
field observed where shock-drift acceleration of protons occurred (Anagnostopoulos
and Kaliabetsos, 1994).

The reason for the enhancement over the cusp region was the combination of
the magnetosheath flow vx and the piled-up Bz. After the proton was accelerated at
the bow shock, it entered the magnetosphere at a high altitude over the cusp region.
Finally, it was trapped by the earth’s magnetic field, drifted from the dawn side to
the nightside, and reached the inner boundary on the nightside.

It can be concluded from the proton’s trajectory analysis that the proton was
accelerated at the bow shock through the shock-drift mechanism. Since Bx was 0, the
entire bow shock simulated here was almost quasi-perpendicular. The magnetopause
is one candidate for providing this acceleration, but the electric field there was not
as large as that on the downstream side of the shock, as illustrated in Fig. 3.85. The
detailed analysis of other proton trajectories in the simulation also showed that the
energy changes in other places were much smaller than that at the bow shock.
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Fig. 3.85 Trajectory of the same proton as shown in Fig. 3.84, indicated by the white lines, with
the black lines representing the part of the trajectory from t = 6.6 to t = 7.4 min. The trajectory is
projected onto a the z = 3 rE plane, b the y = 6 rE plane, and c the x = 6 rE plane. The grey code
at the right represents electric field Ey at t = 7 min for case A. The black lines denote the location
of the bow shock (From Shimazu and Tanaka, 2005)
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3.17.12 Statistical Results for Proton Entry and Shock-Drift
Acceleration

It was shown above that shock-drift acceleration was effective for the single pro-
tons. Since higher-energy protons have higher probabilities of entering the magne-
tosphere and can reach lower latitudes, in general, the shock-drift acceleration can
account for part of the variation in the precipitation flux and the cutoff latitude after
the density increase arrived, as shown in Fig. 3.83. Correlation of the precipitation
flux increase with the arrival of the density increase strongly suggests this. Thus, it
seems reasonable to suppose that the role of the shock-drift acceleration in proton
entry into the magnetosphere is to increase the proton flux into the magnetosphere
and lower the cutoff latitude. In addition to the proton acceleration, it was pointed
out that the compression of the magnetosphere due to a dynamic pressure increase
also has the effect of lowering the cutoff latitude (Obayashi, 1961). Therefore, these
two factors contributed to lowering the cutoff latitude shown in Fig. 3.83.

3.17.13 Results for Large Solar Wind Density Increase (Case B)

It follows from the above results that higher-energy protons can be accelerated if
the solar wind density increases further. We thus also simulated a case in which the
solar wind density was increased from 10 to 100cm−3 (case B), corresponding to
a dynamic pressure increase approximately from 3.4 to 34 nPa. Figure 3.86 depicts
the energies of protons that reached 4rE in this case. The energies of the upstream
protons were monochromatic, 100 keV, 1 MeV, and 10 MeV. The maximum energy
of the 100 keV protons increased with time, as shown in Fig. 3.86 (panel a). The
statistical energy increase observed in Fig. 3.86 (panel a) was mostly caused by
the pressure increase (i.e., the increase in the electric field) in the magnetosheath
at that time (from t = 6 to t = 10 min), as shown in Fig. 3.79 (panels c and d).
Figure 3.86 (panel b) shows that some 1 MeV protons at the moment of injection
were accelerated to more than 2 MeV after the density increase arrived. Comparing
Fig. 3.83 and Fig. 3.86 shows that not only the 100 keV protons but also the 1 MeV
protons could be accelerated in this case.

3.17.14 Comparison Between Cases A and B

From Fig. 3.86 (panel c) it can be seen that for some 10 MeV protons, their energies
reached 12 MeV. Among these protons, however, none were accelerated to twice
the energy, unlike 1 MeV protons. The acceleration capability thus constituted 1 or
2 MeV in case B, which was much higher than the order of 100 keV for case A. The
difference between cases A and B was the electric field magnitude on the down-
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Fig. 3.86 Time profiles of the energies of protons reaching 4 rE in case B, for energies of a 100 keV,
b 1 MeV, and c 10 MeV at the moment of injection (From Shimazu and Tanaka, 2005)

stream side of the shock. As estimated from the results of the MHD simulation, the
electric field in the magnetosheath over the cusp region for case B was approxi-
mately 15 mV/m, or three times as large as that for case A, after the density increase
passed. A comparison between cases A and B indicated that the electric field on
the downstream side of the shock is the key element in determining the shock-drift
acceleration at the bow shock when the solar wind density increased.
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3.17.15 Discussion on the Main Results and Observational
Evidence

The main results of the above-described research of Shimazu and Tanaka (2005) are
as follows:

When the solar wind density did not change, 100 keV protons could not
reach 4rE.

In case A, the solar wind density increased from 10 to 30cm−3, which often
happens in reality. In this case, 100 keV protons could be accelerated through the
shock-drift mechanism at the bow shock and reached 4rE.

In case B, the solar wind density increased from 10 to 100cm−3. In this case, the
obtained results indicated that shock-drift acceleration of 1 MeV protons is possi-
ble at the Earth’s bow shock, although such a significant density increase does not
often occur.

Other physical parameters, however, can also provide appropriate conditions for
proton acceleration in the energy range above 1 MeV. These parameters include
the solar wind velocity, the IMF, the ratio of the upstream magnetic field to the
downstream magnetic field, and the ratio of the proton cyclotron radius to the local
radius of the shock curvature, or a combination of these parameters.

The observational evidence on the reality of the above-described simulations was
obtained in different experiments. In fact, Anagnostopoulos and Kaliabetsos (1994)
found from IMP 8 and IMP 7 data that protons were accelerated up to energies as
high as 4 MeV in the vicinity of the quasi-perpendicular bow shock when a sudden
commencement of geomagnetic storm occurred. At the time of the observation, the
magnitude of the IMF was 10–30 nT, which is more than twice the value used in the
described simulations. Thus, the observation of the proton acceleration in the energy
range greater than 1 MeV seems reasonable from the viewpoint of the simulation.
Although the values of the parameters were not exactly the same, the shock-drift
acceleration of solar protons up to energies in the order of 1 MeV is not only a the-
oretical possibility but has actually been observed. The simulation results indicated
that the electric field on the downstream side was not transient. Since a 100 keV
proton travels 41rE in 1 min, the electric field on a timescale longer than 1 min is
not transient for such a proton. The enhanced electric field over the cusp region in
the magnetosheath had a timescale longer than 1 min. Instead of a transient field,
an almost steady, enhanced electric field on the downstream side contributed to the
acceleration. Thus betatron acceleration cannot be the main acceleration mecha-
nism here.

Shimazu and Tanaka (2005) have confined attention to the case where the x com-
ponent of the IMF (Bx) is 0. If Bx is not 0, the bow shock has a quasi-parallel con-
figuration where shock-drift acceleration would not occur. Rather, diffusive-shock
acceleration is known to occur at a quasi-parallel shock, as was noted above. Pro-
tons can also be scattered and accelerated by turbulence in the magnetosphere, the
bow shock, and the foreshock region. Ion-cyclotron waves in the outer part of the
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Earth’s magnetosphere can also accelerate protons. In the progress of this impor-
tant research, the effects of small-scale turbulence on the proton acceleration will be
included.

Shimazu and Tanaka (2005) have examined how the shock-drift acceleration at
the Earth’s bow shock affects the entry of solar energetic protons into the mag-
netosphere. The paper describes the results of the first simulation combining the
shock-drift acceleration and proton entry into the magnetosphere. Through this sim-
ulation, the trajectories of protons were traced in the energy range from 100 keV to
10 MeV from the upstream side of the solar wind, in electric and magnetic fields
obtained from global MHD simulation data. The results showed that the proton flux
entering the magnetosphere was increased and that the cutoff latitude became lower
when the dynamic pressure of the solar wind was increased. Under quiet solar wind
conditions in this simulation, 100 keV protons could not reach 4rE. Protons enter-
ing the magnetosphere, reaching 4rE, and having energies in the orders of 100 keV
and 1 MeV could experience shock-drift acceleration at a quasi-perpendicular bow
shock, when the solar wind density increased. In fact, the shock-drift acceleration
of solar protons up to energies as high as 4 MeV was actually observed by space-
craft. The effects of the shock-drift acceleration on proton entry into the magne-
tosphere were to increase the proton flux into the magnetosphere and to lower the
cutoff latitude. Compression of the magnetosphere also contributed to lowering the
cutoff latitude, in addition to the proton acceleration, when the dynamic pressure in-
creased. Protons entered the magnetosphere mainly at a high altitude over the cusp
region, where the magnetic field was relatively weak, even when Bz was positive.
These protons could reach lower latitudes because they were accelerated and the
magnetosphere on the dayside was compressed. A comparison between the cases
of high and low dynamic pressure showed that the enhanced electric field on the
downstream side of the shock in a frame of reference moving with the Earth was the
key element in determining the trajectory.

Shimazu and Tanaka (2005) have shown the importance of energetic particle
traces in the shock-drift acceleration at the Earth’s bow shock. To conduct this
research, information on the electric and magnetic fields over a wide area around
the Earth and in the solar wind is necessary. If this information is obtained, it will be
possible to compare simulations and observations conducted under almost the same
actual conditions. MHD simulation suits this purpose, and combining it with ener-
getic particle traces will facilitate development of research on particle acceleration
in the actual configuration of the magnetosphere.



Chapter 4
Cosmic Ray Planetary Surveys on Ships, Trains,
Tracks, Planes, Balloons, and Satellites

4.1 CR Latitude Surveys by Japanese Expeditions
during 1956–1962 to Antarctica on the Ship Soya

4.1.1 The Routes and CR Apparatus in Japanese
and Some Previous Latitude Surveys

Within the framework of the project “Japanese Antarctic Research Expedition,”
measurements were taken of CR intensities (nucleonic – by a Simpson-type neu-
tron monitor described in Simpson (1951), and muonic – by a Neher-type ionization
chamber which was used in previous Japanese expeditions by Sekido et al., 1943) on
the expedition ship Soya along a constant route between Japan and Antarctica (see
Fig. 4.1), during five surveys between 1956 and 1962 (Kodama, 1960; Fukushima
et al., 1963).

This route passes through two intense geomagnetic anomalies around Singapore
and Cape Town. Each survey started in October or November and finished the fol-
lowing April or May every year excepting 1957/58. The period of these latitude
surveys corresponds to periods from the maximum of solar activity to near the mini-
mum. Importantly, the obtained data are useful for investigation of threshold rigidity
distribution, for determining the position of the CR equator, for estimation of cou-
pling functions for neutron and muon components, as well as for research of long-
term CR modulation depending on particle rigidities. In Fig. 4.2 voyage courses are
shown along which CR measurements were carried out and in Table 4.1 gives short
information on these CR latitude surveys for the period 1936–1957.

4.1.2 Corrections of Japanese CR Latitude Survey Data
on the Barometric Effect and Worldwide CR Variations

According to Fukushima et al. (1963), all CR latitude survey data were cor-
rected on barometric effect by using constant barometric coefficients for all data of
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Fig. 4.1 The voyage course along which the CR measurements on the ship Soya were carried out
(From Kodama, 1960)

Fig. 4.2 The voyage courses along which CR measurements were carried out (short information
on these CR latitude surveys are given in Table 4.1) (According to Kodama, 1960)

latitude surveys: for neutron component βN = −0.77%/mb and for muon compo-
nent βM =−0.13%/mb. These barometric coefficients were determined on the basis
of data above the CR latitude knee (see Section 4.1.7). Results of data correction on
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Table 4.1 Short information on CR latitude surveys in 1936–1957 (From Kodama, 1960)

Observer Type of apparatus Period of survey

(1) Compton and
Turner (1937)

Ionization chamber Mar. 1936–Jan. 1937

(2) Sekido et al., (1943) Ionization chamber Apr. 1937–Mar. 1939

(3) Rose et al., (1956) Neutron monitor Oct. 1954

(4) Simpson et al.
(1956)

Neutron monitor Dec. 1954

(5) Simpson et al.
(1956)

Neutron monitor Feb.–Apr. 1955

(6) Kodama and
Miyazaki (1957)

Ionization chamber
and neutron monitor

Nov. 1956–Apr. 1957

(7) Rothwell and
Quenby (1958)

Neutron monitor Feb.–May 1957

(8) Law et al., (1949) Counter telescope July–Aug. 1948

(9) Storey (1958) Neutron monitor July–Aug. 1957

(10) Sandstrom (1958) Neutron monitor Feb. 1957

Fig. 4.3 Day-to-day variation of CR intensity corrected for barometric effect throughout the first
Japanese CR latitude survey. Rigid line shows the neutron component intensity (left scale in %)
and black points are for the muon component (right scale in %) (According to Kodama, 1960)

barometric effect for neutron and muon component for the first Japanese CR latitude
survey (November 1956–April 1957) are shown in Fig. 4.3.

Let us note that, as described in detail in Chapter 6 of the monograph
Dorman (M2004), real barometric coefficients sufficiently depend on cutoff rigid-
ity Rc (they decrease with increasing Rc) and on the level of solar activity (they
decrease with increasing solar activity). The correct procedure for CR latitude
survey correction on the barometric effect is described in detail in Chapter 16 of
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Fig. 4.4 Approximate worldwide CR intensity variation (in %) during the first Japanese CR
latitude survey (November 1956 – April 1957) for muon and neutron CR components (Accord-
ing to Kodama, 1960)

Dorman (M2004). Because each Japanese CR latitude survey lasted for about half
a year, all latitude survey data were also corrected on worldwide CR variations on
the basis of CR observations by standard neutron and muon detectors at the stations
Huancayo, Mexico, Mt. Norikura, and Chicago. The data of these stations were
converted to relative intensities and averaged. In Fig. 4.4 the average worldwide
CR variations are shown during the first Japanese CR latitude survey (November
1956–April 1957) for muon and neutron CR components.

It was shown that, for the correction of survey data on the worldwide CR in-
tensity variation of one stable worked station with special correction factor α which
depends on the geomagnetic latitude (or on cutoff rigidity) of the position of the ship
can be used. This correction factor α for NM of Mt. Norikura station was determined
on the basis of data of 18 CR stations during several great Forbush decreases, and
its dependence on the geomagnetic latitude is shown in Fig. 4.5.

4.1.3 Database of Japanese CR Latitude Surveys

In the first CR latitude survey (November 1956–April 1957) NM-IGY from four
neutron counters and an ionization chamber were used; they were put inside the
observation hut, which was specially built on the upper deck of the ship Soya. In
the second survey (November 1958–April 1959) and in the third survey (November
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Fig. 4.5 Latitude dependence
of the correction factor α
for the worldwide CR inten-
sity variation when the Mt.
Norikura NM data were used
(From Fukushima et al., 1963)

1959–April 1960) only a neutron monitor was used and the observation hut was
removed to the middle deck, which is lower by one stair (resulting in increasing the
absorber to about 15–20g/cm2). In the fourth (November 1960–April 1961) and
fifth (November 1961–April 1962) surveys, NM-IGY and an ionization chamber
were used. Fukushima et al. (1963) list daily data on CR intensities for all five
latitude surveys.

Table A4.1 lists (according to Fukushima et al., 1963) daily data of CR mea-
surements during the 1956/57 expedition of the nucleonic component by neutron
monitor IN (corrected for barometric pressure INP and for the barometric effect and
worldwide CR variations INPW) and the muon component by ionization chamber IM
(corrected for the barometric effect IMP, given in 0.01%).

4.1.4 Geomagnetic Latitude CR Curves for Neutron
and Muon Components

In Fig. 4.6 geomagnetic latitude CR curves are shown for neutron and muon compo-
nents obtained during the first Japanese CR latitude survey (November 1956–April
1957).

4.1.5 CR Equator According to Measurements
in Japanese Expeditions

Using the Japanese CR latitude surveys, the position of the CR equator at 107◦E
geographic longitude was determined: it was situated at 6◦N geographical latitude
(or 5◦S geomagnetic latitude, see Fig. 4.7).
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Fig. 4.6 Latitude CR curves for neutron and muon components obtained during the first Japanese
CR latitude survey (November 1956–April 1957) (From Kodama, 1960)

Fig. 4.7 Daily mean values
of CR intensity around the
CR equator. Solid circles are
values in the first Japanese
CR survey (November 1956–
April 1957), and open cir-
cles in the second survey
(November 1958–April 1959)
(According to Kodama, 1960)

4.1.6 Longitude Effect Along the CR Equator

Figure 4.8 shows the longitude effect of CR neutron intensity along the CR equator
according to measurements from Japanese CR surveys at sea level in comparison
with CR neutron intensity measurements on airplanes at an altitude of 18,000 ft
(Rothwell, 1960).
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Fig. 4.8 Longitude effect for
neutron component at the CR
equator. Black points corre-
spond to measurements at sea
level, and the solid line shows
results obtained on airplanes
at an altitude 18,000 ft (Ac-
cording to Kodama, 1960)

Fig. 4.9 Daily mean values of
CR intensity around the CR
knee. Solid circles are values
from the first survey (No-
vember 1956–April 1957),
and open circles from the
second survey (November
1958–April 1959) (According
to Kodama, 1960).

4.1.7 The Position of Latitude Knee According to Japanese
Expeditions

According to Kodama (1960), the position of the latitude knee at about 20◦E geo-
graphic longitude in the southern hemisphere is much lower than the ordinary one
and corresponds to 6.4 GV for cutoff rigidity calculated for the eccentric dipole
model of the earth’s magnetic field (see Fig. 4.9).

4.1.8 Planetary Distribution of CR Neutron Intensity

By using the above results together with the available results of the latitude surveys
so far obtained by many researchers, worldwide distribution of CR neutron intensity
at sea level is determined by Kodama (1960). From a comparison of the world map
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Fig. 4.10 The planetary distribution of CR neutron intensity at sea level. Numerical values attached
to contour lines show relative intensities in % (the minimal observed CR intensity is taken as 100%)
(According to Kodama, 1960)

thus obtained (see Fig. 4.10) with various models for the earth’s magnetic field, it
is concluded that the geomagnetic effect of the earth’s magnetic field upon CRs is
mostly subjected to the geomagnetic field including higher-order terms in the earth’s
potential.

4.2 Swedish–USA Latitude Surveys During 1956–1959
in Connection with the International Geophysical Year

4.2.1 Latitude Surveys and the Problem of CR Cutoff Rigidities

According to Sandström et al. (1963), the CR cutoff rigidities have been the
subject of much discussion since it was found that even the eccentric dipole
model failed as an appropriate approximation of the terrestrial magnetic field (Rose
et al., 1956; Rothwell, 1958; Katz et al., 1958). Several authors have carried out cal-
culations accounting for the non-dipole terms of the Gaussian expansion of the field
(Rothwell, 1958; Quenby and Webber, 1959; Kellogg I960; Quenby and Wenk,
1962). In the opinion of Sandström et al. (1963), the most advanced work until 1963
was that of Quenby and Wenk (1962) who, in addition, introduced corrections for
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Fig. 4.11 Routes of M/S Lommaren from Scandinavia to South Africa and back and of M/S Stratus
to South Africa, Australia, and back via the Suez Canal (From Pomerantz, 1972)

the penumbral effects. The problem of CR cutoff rigidities was one of the main aims
of the Swedish–USA latitude surveys during 1956–1959 carried out in connection
with the International Geophysical Year (Sandström et al., 1963; Pomerantz, 1972).

From October l956 to January 1958 a neutron monitor mounted on board M/S
Lommaren made four double voyages between Scandinavian ports and South Africa.
After being transferred to M/S Stratus, it made two voyages (March 1958–February
1959) via South Africa to Australia and back across the Indian Ocean (Fig. 4.11).
Part of the data from these expeditions have been employed for studies of the
CR equator and the latitude knee (Pomerantz et al., 1958, I960a, b; Sandström
et al., 1962; see review in Pomerantz, 1972). The experimental setup has been de-
scribed in Pomerantz (1957). Altogether, there were 10 passages west of Africa,
two passages from South Africa to Australia, and one passage each along two tracks
across the Indian Ocean (Fig. 4.11).

The reductions of data were made for intervals of 1 h. The mean counting rates
for 6 h were employed for the final analysis. The corresponding positions were ob-
tained from the ship’s log. Concerning the periods passed in port, a mean has been
calculated for the whole stretch of such a period. To eliminate long-time intensity
variations, the data have been normalized by comparison with fixed neutron moni-
tors. All the data were normalized with respect to the neutron monitor at Uppsala.
In addition, the data from the two voyages of M/S Stratus were normalized to the
monitors at Huancayo and Uppsala by means of a linear equation.
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4.2.2 CR Equator Along the Longitude 14◦W

Figure 4.12 shows CR data of a latitude survey representing a typical CR equator
crossing in October 1958 along the geographical longitude 14◦ W.

Results on all crossings of the CR equator during latitude surveys on the ships
Lommaren and Stratus and determination for the CR equator location are summa-
rized in Table 4.2.
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Fig. 4.12 CR data representing a typical Equator crossing. The raw bi-hourly counting rates
were corrected for variations in barometric pressure, and normalized for worldwide CR inten-
sity variations based on the observations with neutron monitors at several fixed locations. The
corrected 6-h mean counting rate is plotted as a function of geographical latitude. The curve and
the corresponding point of minimum intensity were calculated by the least-squares method (From
Pomerantz, 1972)

Table 4.2 Summary of CR equator determinations at longitude 14◦ W (based on the CR latitude
surveys on the ships Lommaren and Stratus) (From Pomerantz, 1972)

Date Location of CR
equator

Date Location of CR
equator

November 1956 7.5◦ N August 1957 6.8◦ N
January 1957 8.4◦ N November 1957 6.1◦ N
March 1957 6.4◦ N December 1957 5.5◦N
May 1957 6.3◦N April 1958 6.2◦ N
July 1957 7.1◦ N October 1958 6.9◦ N

Mean value 6.7◦ ±0.8◦ N
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Fig. 4.13 The CR intensities in different Swedish-USA latitude surveys between October 1956
and March 1959 plotted as a function of threshold rigidity computed with a geomagnetic field
approximation that takes into account the contribution of higher-order terms. The data are from
all six voyages (different symbols on the figure), but points in the regions where the calculated
threshold rigidity values were found to be erroneous are excluded. The intensity scale represents
counts per 6 h (From Pomerantz, 1972)

4.2.3 Dependencies of CR Intensity from the Cutoff Rigidity

Figure 4.13 shows dependencies of CR intensity from the cutoff (threshold) rigidity
(calculated by taking into account the contribution of higher-order terms) on the
basis of all Swedish–USA CR latitude surveys carried out between October 1956
and March 1959 in connection with IGY.

4.3 CR Latitude Surveys by Canadian Expeditions in 1965–1966

4.3.1 Three Canadian CR Latitude Surveys, Routes, and using
Apparatus

In a series of five papers by Carmichael et al. (1969a), Carmichael and Bercovitch
(1969a), Carmichael et al. (1969b, c), and Carmichael and Bercovitch (1969b),
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Fig. 4.14 Routes of the three Canadian CR surveys made during 1965 and 1966 (According to
Carmichael et al., 1969a)

important results of three CR latitude surveys near the minimum of solar activity
1965/66, are described. These surveys were conducted (1) in North America in the
summer of 1965, (2) in Canada in December 1965, and (3) in western USA and
Hawaii in the summer of 1966. The routes of three Canadian CR expeditions in
1965/66 are shown in Fig. 4.14, and in Fig. 4.15 the structures of the used shipboard
neutron monitor and muon telescope are also shown.

All data were corrected on the change of air pressure (barometric effect) and
worldwide CR variations according to data of several neutron monitors and muon
telescopes in the world; based on these data coefficients for correction expedition
data were determined. Figure 4.16 shows the time variation of CR neutron intensity
according to Deep River NM and periods of all three CR latitude surveys.

Coefficients used for the correction of observed CR intensity during three
Canadian expeditions on the worldwide CR intensity variation dependening on the
pressure and cutoff rigidity of the point of CR measurements for shipboard neutron
monitor and muon telescope are shown in Fig. 4.17.
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Fig. 4.15 Structures of the neutron monitor 3-NM-64 and muon telescope 2-MT-64 used in
Canadian CR expeditions 1965/66 (According to Carmichael et al., 1969a)

4.3.2 Main Results for the Expedition in Summer 1965

The main results of CR measurements during the latitude survey of summer 1965
are presented in Table A4.2. It shows data corrected on barometric and temperature
effects (see description of methods in Chapters 5–8 of Dorman, M2004) as well
as for worldwide secular CR variations. The route of this expedition is shown in
Fig. 4.14 and, using CR neutron and muon detectors in Fig. 4.15. The time variation
of CR neutron intensity according to Deep River NM and periods of all three CR
latitude surveys are shown in Fig. 4.16, and in Fig. 4.17 coefficients determining the
dependencies of secular variations on the pressure and cutoff rigidity of the point of
CR measurements for neutron and muon components are shown.

4.3.3 CR Latitude Survey in Canada in November–December 1965

This was a small latitude survey which was carried out at sites with cutoff rigidities
≤2GV. The main purpose of this survey was to investigate the high-latitude plateau
in neutron and muon CR intensities, and to investigate in more details CR meteoro-
logical effects (including barometric and snow effects; for more details about these
effects see in more details in Chapter 6 of monograph Dorman, M2004). The main
results obtained during this expedition are shown in Table 4.3.
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Fig. 4.16 Daily averages of the Deep River neutron monitor during the years 1964, 1965, and
1966 showing the periods when the overland survey was in progress (According to Carmichael
and Bercovitch, 1969)

4.3.4 CR Latitude Survey in Western USA and Hawaii in Summer
1966

According to Carmichael et al. (1969b), during this expedition, a 3-NM-64 ship-
board neutron telescope and 2-MT-64 shipboard muon telescope (see Fig. 4.15)
were operated at 29 sites near sea level and mountains on the western seaboard of
the USA and in Hawaii in May–July 1966 (see the route in Fig. 4.14). The latitude
survey was started at Deep River with three runs, No. 52, 53, and 54, during which
a new device for measuring the temperature of the mercury in the servo-barometer
was installed and calibrated. The transport van then moved to San Francisco where
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Fig. 4.17 Correction factors determining the dependencies of worldwide CR variations on the
pressure at different cutoff rigidities for the shipboard neutron monitor (top panel, a) and from
cutoff rigidity for the shipboard muon telescope and neutron monitor (bottom panel, b) (According
to Carmichael et al., 1969a)

Table 4.3 Main results of CR measurements during the latitude survey in November–December
1965 (According to Carmichael et al.,1969b).

Run Site Lat.
(◦N)

Long.
(◦E)

Cut-off
(GV)

Day of
start

(1965)

P
(mm Hg)

Neutron monitor
scaled rate/hour

Measured Corrected

45 Deep River 4 46.10 282.50 1.02 321 752.4 1,301.4 1,323.8
46 Quonset 46.10 282.50 1.02 336 748.4 1,209.6 1,232.3
47 Kapuskasinga 49.42 277.50 0.71 337 733.9 1,424.8 1,447.8
48 North Baya 46.70 280.58 0.95 341 730.4 1,471.7 1,500.8
49 Torontoa 43.68 280.63 1.33 344 743.3 1,296.4 1,318.5
50 Windsora 42.27 277.03 1.56 348 743.1 1,304.2 1,315.9
51 Deep River 5 46.10 282.50 1.02 353 748.1 1,234.1 1,253.4

Note: aMeasurements at airport.

the equipment was operated at the International Airport. Then it went to Imperial
near the Mexican border, and then to the top of Mt. Palomar at about 1,870 m. On
the way down Mt. Palomar, the measurements were taken at Dyche valley and then,
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until May 24, at Borrego Airport which provided a fourth elevation at approximately
the same cutoff rigidity 5.7 GV. On May 27, the transport van reached Mt. Hood.
Near the cutoff rigidity of Mt. Hood (about 2.4 GV), the mobile equipment was op-
erated at four different elevations including Portland Airport at sea level. On June 9,
1966, the transport van was sent by ship to Hawaii. Measurements on the island of
Maui in Hawaii were started on June 26 mainly in Kula (about 1,000 m above sea
level), and then on the top of Mt. Haleakala (3,600 m above sea level). During the
following two weeks the mobile equipment was operated at seven different altitudes
between the top of Mt. Haleakala and sea level. The main results of this expedition
are listed in Table A4.3.

4.3.5 Calibrated and Extended Measurements of CR Intensity
on the Aircraft at Different Altitudes and at Different
Cutoff Rigidities

For calibration and extending of the above-described ground CR measurements at
different altitudes and different cutoff rigidities CR measurements on the aircraft
KC-135 were taken simultaneously. The first set of CR measurements at aircraft
altitudes were taken when the transport van was on Mt. Palomar on May 20, 1966.
The aircraft KC-135 was in the vicinity of Mt. Palomar for 2 h, during which time
it circled for 46 min at an altitude of 3,080 m, and for lesser times at six other levels
up to 12,700 m. The time spent at each level was enough to provide at least 40,000
counts, which corresponds to a statistical error of ±0.5%. These measurements were
taken by the airborne neutron monitor (see Fig. 4.18), constructed from lead and
polyethylene by Peterson et al. (1966) which follow the Chicago pattern (Meyer
and Simpson, 1955).

Fig. 4.18 The airborne neutron monitor, constructed from lead and polyethylene by Peterson
et al. (1966), following the Chicago pattern (Meyer and Simpson, 1955)



4.3 CR Latitude Surveys by Canadian Expeditions in 1965–1966 207

4.3.6 Geographically Smoothed Geomagnetic Cutoffs Rigidities

According to Carmichael et al. (1969c), when a preliminary report on the CR lat-
itude survey of summer 1965 was being prepared (Carmichael et al., 1965), the
vertical-trajectory calculations for many of the sites were made using steps of
0.1 GV. This did not give enough accuracy for taking into account the effects of
penumbra (see Section 3.11). As a result of these rough calculations, it was not pos-
sible to obtain a smooth CR latitude curve (depending on cutoff rigidity), especially
in the region of Central Mexico. To solve this problem, Shea et al. (1968) developed
an extensive program of trajectory calculations with steps of 0.01 GV for all sites of
all three Canadian CR latitude surveys and for the world grid with steps in longitude
15◦ and latitude 2.5◦. The geographical smoothing of calculated vertical-trajectory
cutoff rigidities is shown in Fig. 4.19 for longitudes 195◦, 210◦, 225◦, 240◦, 255◦,
270◦, and 285◦ E. Using these geographical smoothing cutoff rigidities provided
satisfactorily smooth CR latitude curves, even in the Central Mexico region (see
Fig. 4.20).

Fig. 4.19 Geographical smoothing of calculated vertical-trajectory cutoff rigidities with 0.01 GV
steps (According to Carmichael et al., 1969c on the basis of the trajectory calculations of Shea
et al., 1968)
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Fig. 4.20 The broken curve and open-circle points show neutron-monitor counting rates (reduced
to a common depth in the atmosphere) plotted using geomagnetic rigidity cutoff values deter-
mined by the vertical-trajectory method in steps of 0.1 GV. A discontinuity or kink in the curve
occurs between San Luis Potosi and Mexico City. The full points exhibit the same data plotted
after modification of the vertical-trajectory cutoff rigidities (calculated in steps of 0.01 GV) by the
geographical smoothing process illustrated in Fig. 4.19 (According to Carmichael et al., 1969c)

4.3.7 Final Analysis of Three Canadian CR Latitude Survey Data

The final analysis of the data of three Canadian CR latitude surveys was done by
Carmichael and Bercovitch (1969) taking into account the change of barometric
coefficients with altitude and cutoff rigidities of the sites of measurements as well as
geographically smooth cutoff rigidities (see Section 4.3.6). The information on the
barometric coefficient’s changing with altitude and cutoff rigidities for the neutron
monitor were discussed in detail by Dorman, (M2004, see Fig. 6.9.6 on page 347 of
that book), and for the muon telescope see Fig. 4.21.

The final results for all three Canadian CR latitude surveys, for neutron monitor
and muon telescope, reduced to sea level (760 mm Hg) by barometric coefficients
depending on atmospheric pressure and cutoff rigidity, are shown in Table A4.4.

The final corrected latitude curve for the muon telescope is shown in Fig. 4.22.
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Fig. 4.21 Barometric coefficient for the muon telescope near the minimum of solar activity in 1965
(According to Carmichael and Bercovitch, 1969)

Fig. 4.22 The normalized muon intensity as a function of geographically smoothed vertical-
trajectory cutoff rigidity (According to Carmichael and Bercovitch, 1969)
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Fig. 4.23 NM latitude variations at sea level near the minimum of solar activity in 1965/66. The
neutron intensity (normalized to the level of latitude knee at the high latitudes) are shown as a
function of geographically smoothed vertical trajectory cutoff rigidity (According to Carmichael
and Bercovitch, 1969)

Figure 4.23 shows the final corrected latitude curve for the neutron monitor: neu-
tron intensity (normalized to the level of latitude knee at high latitudes) as a function
of geographically smoothed vertical-trajectory cutoff rigidity.

4.3.8 CR Latitude Effects at Different Altitudes

On the basis of CR ground measurements during the three Canadian CR ex-
peditions and recalculations by known barometric coefficients, Carmichael and
Bercovitch (1969) estimated the CR latitude effects for neutron monitor and muon
telescope counting rates at different altitudes (see Table 4.4).
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Table 4.4 CR latitude effects for neutron monitor and muon telescope counting rates at different
altitudes (According to Carmichael and Bercovitch, 1969)

Geographically
smoothed ver-

Neutron-monitor rate
(% of high-latitude value)

Muon-monitor rate
(% of high-latitude value)

tical-trajectory
cutoff rigidity, 1,033 843 680 299 1,033 843 680
GV g cm−2 g cm−2 g cm−2 g cm−2 g cm−2 g cm−2 g cm−2

1 100 100 100 100
2 99.3 99.3 99.4
2.5 98.1 97.7 97.5
3 96.5 95.7 94.9
3.5 94.7 93.1 91.9
4 92.8 90.4 88.6 100 100 100
5 88.8 85.1 82.2 99.9 99.9 99.9
6 84.7 79.8 76.3 65.0 99.6 99.1 98.7
7 80.5 74.8 70.6 99.1 97.7 96.4
8 76.5 70.0 65.4 98.5 95.9 93.7
9 72.6 65.5 60.5 97.7 94.0 90.9
10 68.9 61.3 56.1 96.9 92.1 88.1
11 65.4 57.5 52.2 95.9 90.0 85.3
12 62.1 53.9 48.4 94.7 87.8 82.4
13 59.3 50.8 45.2 31.6 93.2 85.4 79.4
14 56.7 91.4

Altitude
factor

1.0 4.17 14.5 241 1.0 1.70 3.11

4.3.9 Comparison of Latitude Curves for Neutron Intensity
in Two Minima of Solar Activity in 1954/55 and 1965/66

Carmichael and Bercovitch (1969) compared the results obtained from the three
Canadian expeditions in solar activity minimum of 1965/66, and obtained on board
the ships Labrador and Atka in the minimum of 1954/55 (described in Rose
et al., 1956). The routes of Labrador and Atka in 1954/55 in the northern hemi-
sphere were almost wholly within the region of smoothed geographically vertical-
trajectory cutoff rigidities (see Section 4.3.6). Figure 4.24 shows a comparison of
neutron monitor latitude surveys of two minima of solar activity: in the three Cana-
dian expeditions in the minimum of 1965/66 and in the expeditions on the ships
Labrador in September–November 1954 and Atka in December 1954–April 1955.

A good agreement between the two CR latitude surveys can be seen in Fig. 4.24.
It indicates (delineated by a broken curve in Fig. 4.24) that in the solar activity min-
imum of 1954/55, the CR latitude effect was slightly larger by about 1% than in the
minimum of 1965/66. But, according to Carmichael and Bercovitch (1969), this dif-
ference must be attributed mostly to the atmospheric temperature effect: the 1954/55
data were not corrected for temperature effect, but the data of 1965 were.
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Fig. 4.24 Comparison of neutron monitor latitude surveys during two minimums of solar activ-
ity: in three Canadian expeditions in the minimum of 1965/66, and on the ships Labrador in
September–November 1954, and Atka in December 1954–April 1955 (According to Carmichael
and Bercovitch, 1969)

4.4 NM Surveys in the Southern Ocean to Antarctica
by USA, Australia, and South Africa

4.4.1 Main Results of the Latitude Survey 1994/95;
Discovery of the Sea State CR Effect

Bieber et al. (1995) conducted a “shakedown cruise” from December 20, 1994 to
April 17, 1995 in which the monitor was picked up in Hobart (Tasmania, Australia)
and delivered to Seattle (California, USA). Figure 4.25 shows the course followed
by the US Coast Guard icebreaker Polar Star from the time it left Hobart until it
crossed the equator on the homeward voyage.

Figure 4.25 also plots the “course” of the asymptotic direction of a 17 GV parti-
cle incidence vertically on the neutron monitor. This is calculated using a new code
(Bieber et al., 1992) that takes into account the time of year, time of day, and mag-
netosphere state (defined by the Kp index and the model of Tsyganenko, 1989). The
observation data were properly corrected for the extreme influences on the neutron
monitor. Besides barometric pressure, the most obvious of these is the response of
the monitor to varying orientations of the ship. This effect is clearly illustrated in
Fig. 4.26, which shows a plot of the shipboard neutron monitor counting rate (cor-
rected for barometric pressure and normalized to McMurdo NM) as a function of
the sea state for cutoff rigidities of less than 0.5 GV.
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Fig. 4.25 Course plot (dashed line) for the US Coast Guard icebreaker Polar Star during part of
the latitude survey south of the equator. Also shown is the calculated asymptotic direction of the
mean response rigidity of about 17 GV (According to Bieber et al., 1995)

Fig. 4.26 Shipboard neu-
tron monitor counting rate
(hourly averages, normal-
ized to McMurdo NM) as a
function of the sea state (esti-
mated swell height in feet) for
cutoff rigidities of less than
0.5 GV. Recorded as integers,
sea-state readings have been
spread to display individual
measurements (According to
Bieber et al., 1995)
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The sea-state CR effect only provides a rather crude approximation to the ship’s
motion (see the details about this effect in Section 16.3 of Dorman, M2004). Nev-
ertheless, it is obvious that the effect on the data is relatively large. Response of the
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Fig. 4.27 Shipboard monitor counting rate corrected for the sea-state effect and normalized to Mc-
Murdo NM, as a function of calculated cutoff rigidity. Dorman functions (Dorman, 1969) indicate
that results of previous latitude surveys (Moraal et al., 1989) are normalized to latitude survey data
of December 20, 1994–April 17, 1995, at 10 GV, and shown by a solid line for 1976 and a dashed
line for 1987 (From Bieber et al., 1995)

ship to the swells of course depends on the wind, ship speed, and the orientation
of the ship’s axis with respect to the wave vectors. For correction data on the sea-
state effect, Bieber et al. (1995) applied a fractional correction to data at all cutoff
rigidities based on the fit line shown in Fig. 4.26.

The shipboard monitor counting rate as a function of calculated cutoff rigidity
is shown in Fig. 4.27. For comparison the Dorman functions derived by Moraal
et al. (1989) are shown from their surveys during the previous two solar minima
in 1976 and 1987. These have been normalized to data of Bieber et al. (1995) at
10 GV by means of a Dorman function fit. Bieber et al. (1995) noted that values
in the dataset in the critical range of 0.5 to 2 GV are comparable to the observed
differences between two successive solar minima: data from the southbound pass
follow the solid curve (which corresponds to 1976), while data from the northbound
trend follow the dashed curve (which corresponds to 1987). According to Bieber
et al. (1995), the spread in measurement data is real, and has its origin in anisotropy
in the CR flux.

4.4.2 CR Spectra Deduced from Neutron Monitor Surveys

Bieber et al. (1997) noted that to be able to use neutron monitors for precise deter-
mination of particle anisotropies and spectra, it is necessary to understand both the
neutron monitor energy response, or “yield function,” and the spectrum of galactic
CR primaries. The standard method to obtain these is a latitude survey, which is
conducted with a transportable monitor. The monitor count rate N is recorded as
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a function of geomagnetic cutoff rigidity Rc. The negative differential of N (Rc) is
called the “differential response” and is simply the product of the yield function
S (Rc) and the galactic differential spectrum D(Rc), i.e.,

−dN (Rc)
/

dRc = S (Rc)D(Rc) . (4.1)

During the austral summer of 1995/96, a neutron monitor was operated aboard a
US Coast Guard icebreaker as it traveled from San Diego, California to McMurdo,
Antarctica. The survey instrument was a 3-tube NM-64 detector installed in a stan-
dard shipping container. After correction of obtained data for the barometric effect
and sea-state effect (the procedure of these corrections was the same as described in
Section 4.4.1), and using Eq. 4.1, the differential response of neutron monitor to the
galactic CR spectrum was found. The obtained result for the minimum of solar activ-
ity in 1995/96 were compared by Bieber et al. (1997) with the differential responses
also obtained with NM-64 on the basis of latitude surveys near previous minimums
of solar activity (see Fig. 4.28): in 1987 (according to Moraal et al., 1989), in 1976
(Stoker et al., 1967), and in 1965 (Carmichael and Bercovitch, 1969).

As can be easily seen from Fig. 4.28, the differential response in the energy range
from 1 to 8 GV is systematically higher during periods of positive solar magnetic
polarity (dashed curves in Fig. 4.28) than during those of negative polarity (solid
curves in Fig. 4.28), in agreement with Moraal et al. (1989).
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Fig. 4.28 Neutron monitor differential responses from four latitude surveys with NM-64 detectors.
Dashed and solid lines denote respectively surveys conducted during positive (1976, 1995) and
negative (1965, 1987) solar magnetic polarity. Legend indicates year of survey, monitor type, and
data source. Curves based on the Dorman function (Dorman, 1969), parameterization presented by
Moraal et al. (1989) (According to Bieber et al., 1997)
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4.4.3 Apparent Geomagnetic Cutoffs and the CR Anomaly
in the Cape Town Region

According to Stoker et al. (1997), a survey of CR intensities at 30,000 feet altitude
was carried out in the Southern Africa region during the minimum solar activity in
September 1976 with a 1-NM-64 standard super neutron monitor aboard a South
African Air Force (SAAF) C130 Hercules aircraft. The points in Fig. 4.29 are 5 min
count rates of the 1-NM-64 super neutron monitor, recorded at 30,000 feet altitude
during the 1976 survey. The cutoff rigidities at the time of the flights have been
calculated by interpolation from the 5◦ ×15◦ world grids of Shea and Smart (1975,
1983) for vertical cutoff rigidities, using the Bessel formula for equally spaced data
points (Potgieter et al., 1980). The curve in Fig. 4.29 represents the expected latitude
distribution at 30,000 feet altitude and was obtained by a transformation of the 1976
sea-level CR latitude survey to 30,000 feet altitude (Potgieter et al., 1980). This
transformation was described by Stoker (1995) and Stoker and Moraal (1995). The
cutoff rigidities at sea level were also interpolated from the 5◦ × 15◦ world grids
of Shea and Smart (1975, 1983) for vertically incident particles. A deviation in the
5 min count rates from the curve in Fig. 4.29 is apparent between ∼4.5 and 10 GV.

Stoker et al. (1997) noted that the same deviation as shown in Fig. 4.29, was
seen in all distributions of the South African aircraft CR latitude surveys between
1966 and 1976, but not in the 1965 North American/Australian CR latitude sea-
level surveys of Keith et al. (1968), Stoker (1995), and Stoker and Moraal (1995).
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Fig. 4.29 Count rates at 30,000 feet pressure altitude, recorded during the 1976 latitude survey
and plotted against vertical cutoff rigidity. The curve was transformed from the 1976 sea-level CR
latitude survey to an altitude of 30,000 ft (From Stoker et al., 1997)
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The latter result implies that the vertical cutoff rigidity orders, as a parameter, the
CR latitude survey data equally well in the South African region and in the North
American/Australian regions. It is only in the South African region and only at
aircraft altitudes that the hump appears between ∼4.5 and 10 GV. The question now
arises whether the vertical cutoff rigidity is the correct ordering parameter for CR
investigations by earthbound detectors. Obliquely incident particles must inevitably
contribute to the observed intensities of secondary CRs, differently at different levels
in the atmosphere. The final result depends on the value of cutoff rigidity, how it is
calculated, and which phenomena will be taken into account.

In fact, the cutoff rigidity at any geographic location is a function of the zenith
and azimuth angles of arrival, the altitude of the detection location, and the geomag-
netic conditions at the time of the measurement. Usually, it was found to be suffi-
cient to use cutoff rigidities that were determined for vertically incident particles,
using the trajectory-tracing method within International Geomagnetic Reference
Fields (IGRFs) and by taking secular variations into account. Tsyganenko (1989)
proposed a model that describes the external magnetic field in the earth’s magne-
tosphere depending on the dipole tilt angle for six geomagnetic activity levels. The
model includes the magnetic field ring current, the magnetic field from the magnetic
tail currents, as well as the magnetopause contribution and the average magnetic ef-
fect of field-aligned currents. Stoker et al. (1997) suggest that this model combined
with the IGRF, representing the geomagnetic main field for the appropriate epoch,
should be used by trajectory calculations to obtain effective cutoff rigidities. To
solve this important problem, Clem et al. (1997) proposed a parameter they termed
the “apparent” cutoff rigidity which is intended to improve upon the vertical cutoff
rigidity by including effects of obliquely incident particles (for more details, see
Section 3.13).

Apparent cutoff rigidities have been calculated in Stoker et al. (1997) at loca-
tions of flights at 30,000 feet in 1976. In Fig. 4.30 the 5 min count rates of Fig. 4.29
are displayed as a function of apparent cutoff rigidity. From Fig. 4.30 it can be
seen that using apparent cutoff rigidities instead of vertical cutoff rigidities, re-
sulted in smooth distribution without the hump in Fig. 4.29. The curve was fitted
to these count rates. There are small deviations from this curve, which might have
resulted from the first approximation approach taken by using a simple trend line
between locations at which apparent cutoff rigidities have been calculated (see, in
more details, calculations of apparent cutoff rigidities in different approximations in
Section 3.13).

4.4.4 Using He-3 Neutron Counters for Neutron-Component
Measurements; CR Latitude Survey in 1998/99

Pyle et al. (1999) conducted a 3-NM-64 latitude survey over the period November
1998–May 1999 using, for the first time, a 3He neutron detector in place of one of
the three 10BF3 counters. The 3He detector design was developed after extensive
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Fig. 4.30 Count rates of Fig. 4.29 plotted against apparent cutoff rigidities. The curve is a fit to
this distribution (From Stoker et al., 1997)

simulation studies (see details on the 3He detector in Section 4.4.13 of the book
Dorman, M2004). This survey, one of an annual series, covered a very wide range
of cutoff rigidities, from 0 to 17.4 GV. It was found that the efficiency and energy
response of the 3He detector is nearly identical to that of the 10BF3 detector, and
that these detectors can be used in a standard NM-64 monitor. Figure 4.31 shows
the track of the ship Polar Sea for the period November 1998–April 1999, along
with contours of the vertical cutoff rigidity; the monitor covered one of the widest
rigidity ranges yet achieved in a shipborne survey.

As part of the program to study the 3He tubes, in December 1998, at a stopover
in Honolulu (Hawaii), one of the 10BF3 tubes was replaced in the monitor by a 3He
tube. Thus, from Honolulu onward, the monitor consisted of the two 10BF3 tubes
(left and center) and one 3He tube (right). In the paper by Pyle et al. (1999) only the
center 10BF3 channel was used because of sporadic noise pickup in the left 10BF3
channel.

Fig. 4.32 shows the overall pressure-corrected counting rate profile as a function
of time (top panels) and the vertical cutoff rigidity (bottom panels), with the 3He
tube plotted in black and the 10BF3 tube in grey.

In Fig. 4.32 the calculated vertical effective geomagnetic cutoff rigidities were
used from the papers Shea et al. (1965) and Cooke et al. (1991) using a trajectory
code based upon the Tsyganenko (1989) magnetosphere model according to Lin
et al. (1995). No corrections for changes in the modulation level have yet been made
to these data; these would not be important for the counting rate ratios.

Figure 4.33 plots the variation of the ratio 3He/10BF3 as a function of the vertical
cutoff rigidity.



4.4 NM Surveys in the Southern Ocean to Antarctica by USA, Australia, and South Africa 219

Fig. 4.31 The track of the ship Polar Sea for the period November 1998–April 1999, along with
contours of the vertical cutoff rigidity (dashed lines; numbers are vertical cutoff rigidities in GV)
(From Pyle et al., 1999)

Fig. 4.32 The overall pressure-corrected counting rate profile as a function of time (top panels)
and the vertical cutoff rigidity (bottom panels), with the 3He tube plotted in black and the 10BF3
tube in grey (According to Pyle et al., 1999)
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Fig. 4.33 Ratio of counting rates 3He/10BF3 as a function of the vertical cutoff rigidity (According
to Pyle et al., 1999)

From Fig. 4.33 it can be seen that over a very wide range of rigidities the ratio
of counting rates with counters 3He/10BF3 is constant to better than 1%. The pre-
dicted ratio, based on the simulations of Clem (1999), is also shown in Fig. 4.33.
The measured 3He NM-64 detector response is approximately 5% higher than these
predictions.

4.4.5 Latitude Survey Observations of Neutron Multiplicities

Bieber et al. (2001b, 2004) augmented the electronics for the NM latitude survey
so as to record the elapsed time δT between detected neutrons in each proportional
tube in order to examine time correlations in the data as a function of cutoff rigidity
and primary spectrum. They quantified the dependence of counting rate on NM
dead time, with particular focus on the longer dead times that were once employed
at the former USSR (Russian) stations. The observations of Bieber et al. (2001b,
2004) show that NM dead time has little influence on the detected depth of Forbush
decreases, indicating that the CR spectral shape is little changed in the decrease.
However, the use of different dead times significantly alters the response of the NM
as a function of cutoff rigidity.

The earliest known measurements of the latitude-dependence of multiplicity was
performed by Dyring and Sporre (1966) using a two tube IGY monitor. Subse-
quently, other surveys have been conducted, such as that of Aleksanyan et al. (1979).
In these surveys the multiplicity of an event was determined by opening a time gate
initiated by a single count and adding the additional counts that occur during the
gate length. The total number of counts in each event determines the multiplicity
level. Each level has an associated response function corresponding to a different
median rigidity of primary particles. To gain a better understanding of this process
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and to provide additional checks of our simulations, Bieber et al. (2001b, 2004)
augmented the electronics in the three-tube NM-64 latitude survey station to mea-
sure the elapsed time δT between counts from each proportional tube. They present
an initial analysis of data acquired during the northbound segment of the 2000/01
CR latitude survey (Clem et al., 1997; Bieber et al., 2003), and compare these data
to a numerical simulation. As an initial application of our results, we quantify and
discuss the response differences between our stations and the former USSR stations
operating prior to the mid-1980s. These stations had by design a much longer dead
time than the standard NM-64 (Blokh et al., 1971). In order to extract the primary
CR spectrum from the δT distribution, a separate yield function for each δT compo-
nent must be developed and used in an iterative numerical de-convolution. Dorman
et al., (1981) discuss such an approach. The original amplifier and discriminator cir-
cuits designed for the BP-28 neutron counters have an average dead time of 20μs to
maximize the overall count rate, while the early former USSR stations introduced
a 1,200μs dead time in an effort to move the response of the monitor to lower en-
ergy. It is very important to understand the implications of this choice when reading
the literature and using data from different stations in the same analysis. The result
of summing the δT distributions from different lower limits is shown in Fig. 4.34.
The actual distribution is compared in each case to an exponential (dotted line) fit-
ted at high δT values. Bieber et al. (2001b, 2004) used the simulation to generate
Fig. A4.1, which shows the calculated average number of counts per incident neu-
tron as a function of energy and dead time. These results show that the ability of
an NM-64 to detect multiple evaporation neutrons from a single incident particle is
nearly maximized for a dead time of 20μs and nearly minimized for 1,200μs.

Integral of observed dT  histogram, R CO = 0.01 GV
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Fig. 4.34 The total observed counts (integral of observed δT distribution) as a function of dead
time for different cutoff rigidities (According to Bieber et al., 2004)
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Figure A4.2 displays the percentage reduction in counts when the circuit dead
time is changed from 95 to 1200μs. This so-called Russian Reduction is shown as a
function of time during the 2000/01 CR latitude survey along with the local effective
vertical cutoff rigidity and McMurdo neutron monitor station count rates. The sun
was very active during this period, but this activity had little effect on the “Russian
Reduction” within observational error. These observations also imply that a Forbush
decrease has very little effect on the ground spectral shape, even though it reduces
the overall flux level of sea-level hadrons. However, the “Russian Reduction” shows
a fairly strong dependence on cutoff rigidity. In Fig. A4.2, it increases with increas-
ing rigidity, which implies the early Russian/former USSR stations were less sen-
sitive to high rigidity primaries. The cutoff rigidity thus has a significant effect on
both the spectral shape and the overall flux level of sea-level hadrons.

Figure 4.35 displays as a direct correlation, the percentage reduction and cutoff
rigidity. The percentage reduction varies from 15.5% to 18.5% over a cutoff range
from 0 to 15 GV. This dependence is quite significant, particularly since some re-
search projects require neutron monitor accuracies better than a few percent. The
rigidity dependence of the “Russian Reduction” would actually be stronger if the
standard dead time of 20μs were compared. The simulation result is also shown in
this plot for comparison. The shape represents the observations fairly well; however,
the simulation is roughly 15% higher than the data. This difference derives from the
minor difference in the shape of the calculation and observations. These anomalies
in the calculation provide interesting clues for ongoing investigation to understand
the internal processes in a neutron monitor.
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Fig. 4.35 Observed percentage of counts having δT < 1,200μs as a function of effective vertical
cutoff rigidity. The curve is the result of simulation (From Bieber et al., 2004)
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4.4.6 Continuing Each-Year NM Latitude Surveys: Main Results
from 1994–2001

According to Bieber et al. (2001a), each year, beginning in 1994, a Bartol Research
Institute, University of Tasmania, and Australian Antarctic Division collaboration
conducted a neutron monitor latitude survey from the USA to McMurdo, Antarctica,
and back over an approximately 6-month period. Data were taken on seven separate
trips from Seattle to McMurdo and back. These are plotted in Fig. 4.36, along with
selected vertical geomagnetic cutoff rigidity contours.

Counts from the three counter neutron tubes are recorded once a second, together
with data from pitch-and-roll inclinometers. Pressure data and the GPS-derived lat-
itude, longitude, and time are recorded once a minute. In Bieber et al. (2001a), the
data are utilized from regions where the geomagnetic cutoff rigidities are greater
than 2 GV, which eliminates many of the periods of rough seas. The 5◦ × 15◦ of
1980.0 epoch vertical cutoff rigidity grid (Smart and Shea, 1985) was interpolated
to produce an hour-by-hour set of cutoff rigidity values. During each survey, the
monitor spent several weeks in the harbor at McMurdo, near the McMurdo neutron
monitor. This period was used to normalize the total counting rate to the McMurdo
monitor during each visit. This compensates for any instrumental changes, which
may have occurred from year to year. During each survey year (approximately
November–May), care was taken not to make any changes which might affect the

Fig. 4.36 Course plots for the 7 NM latitude surveys. Each is labeled at 1-week intervals from the
start year of the survey (e.g., 7 for 1997/98); 1980 vertical cutoff rigidity contours are shown as
dashed lines (numbers in GV) (According to Bieber et al., 2001a)
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normalization. In order to remove various noise problems encountered during the
trips, the counting rate data were corrected on a minute-by-minute basis, time-
corrected using onboard GPS clock data, and then pressure-corrected to 760 mmHg
using a pressure coefficient β (Rc) varying with cutoff rigidity Rc as follows:

β (Rc) = −0.983515+0.00698286Rc, (4.2)

where β (Rc) is in percent per mmHg and Rc is in GV (Clem et al., 1997). Since
this series of observations was conducted during a period of frequent and often ex-
treme changes in modulation level, the data were organized to yield the highest time
resolution possible, consistent with a significant sweep over a large range of cut-
off rigidities. Therefore, the 7 years of observations were divided into 24 segments,
with each traverse to and from the magnetic equator (or highest Rc value) treated
separately. Some segments were adjusted to avoid the inclusion of major Forbush
decreases. An attempt was made to lessen the effect of other, minor modulation
changes during a segment by demodulating the data using a modulation function
based on the Climax NM and Haleakala NM count rates. It was assumed in Bieber
et al. (2001a) that the demodulated survey count rate can be expressed as

S′ (t) = S (t)M (Rc, t) , (4.3)

where the modulation function is according to Nagashima et al. (1989)

M (Rc, t) = A(t)R−γ(t)
c (4.4)

and parameters A(t) and γ (t) are determined by observations on the Climax NM
(Rc = 3.03GV) and Haleakala NM (Rc = 3.03GV). The examination of this proce-
dure for several Forbush effect periods showed that the CR latitude survey data were
effectively corrected to a constant level. The intervals of the 24 segments utilized are
shown in Fig. 4.37, along with the McMurdo NM count rate.

For each segment in Fig. 4.37, the hourly data points were plotted against the ver-
tical cutoff rigidity at the middle of the hour. A least-squares fit to a three-parameter
Dorman function was performed for all data above 2 GV. The resulting fit was then
differentiated to give the differential response. For one segment, a sample set of
results is shown in Fig. 4.38.

Figure 4.39 plots spectra from a representative set of mid-Pacific segments that
span the period from the approach to the last solar minimum (early 1996), through
solar minimum modulation in 1997, until late April–early May, 2001. Inspection
of the spectra plotted in Fig. 4.39 indicates that the region beyond 12 GV shows
very little modulation change, as expected, whereas the region below 10 GV forms
an envelope of 10 GV forms an envelope of curves ranging from solar minimum
modulation (curves 2 and 3) to the highest modulation level (curve 9).

From Fig. 4.39 it can be seen that there is some evidence for crossing of some of
the spectra (e.g., curve 8 appears to show very strong modulation at high rigidities
but a marked recovery at low rigidities). This period is characterized by a very rapid
recovery in low cutoff rigidity NM, and is typical of a dynamic modulation period.
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Fig. 4.37 The 24 time intervals used in Bieber et al. (2001a) are numbered at the top. The
McMurdo NM counting rate is also shown (From Bieber et al., 2001a)

Figure 4.40 shows spectra from all four western Pacific segments. It is apparent
that curves 2 and 4 (equator to Seattle) form a separate group from curves 1 and 3
(Adelaide to equator). Bieber et al. (2001a) noted that the use of improved apparent
cutoff rigidity calculations (see Section 4.4.3) will improve the agreement of these
spectra among themselves, and with the larger set of mid-Pacific spectra during solar
modulation cycle can be studied more exactly.

4.5 Latitude Surveys of Environmental Radiation and Soft
Secondary CR Components by Italian Expeditions
to Antarctica

4.5.1 Environmental Radiation and Soft Secondary CR Monitoring
Along the Course of the Expeditions from Italy to Antarctica
and Back

According to Galli et al. (1997a,b) and Cecchini et al. (1997a), the environmen-
tal radiation, i.e., CR and radioactivity gammas with E > 5keV, has been con-
tinuously monitored for the first time, on a timescale of 1 min, across the Indian
Ocean from Italy to the Ross Sea–Bay Terra Nova. Such measurements have been
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Fig. 4.38 A sample fit of the data (for segment nine from October 14 to November 29, 1997),
showing the fit to the Dorman function (left scale), as well as the derivative (characterized coupling
function W(R), right scale). Least-squares fit results are shown (According to Bieber et al., 2001a)

performed during the XI (1995/96) and XII (1996/97) Italian expeditions to Antarc-
tica on board the ship Italica. One of the purposes of this experiment was to mea-
sure the latitude effect of the secondary cosmic radiation with energy smaller than
5 MeV, the so-called ultra-soft CR component (Bernardini and Ferretti, 1939), and
observe the X-ray spectra with E > 50keV, in order to identify the various nat-
ural and artificial airborne radionuclides along the course of Italica passing from
the northern to the southern hemisphere. Worldwide researches on airborne natural
and artificial radionuclides (Bressan et al., 1973; Larson et al., 1972; Wilkening and
Clements, 1975; Wilkniss et al., 1974) with continuous (but not too long duration)
monitoring of their concentration, have been made. However, no ultrasoft CR mon-
itoring experiments with energy below 5–8 MeV have so far been carried out.
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Selected latitude traverses:
1: (1995, 12,01) − (1995, 12,21)
2: (1996, 02,28) − (1996, 03,21)
3: (1997, 10,14) − (1997, 11,29)
4: (1998, 03,18) − (1998, 04,28)
5: (1998, 11,03) − (1998, 11,30)
6: (2000, 02,28) − (2000, 04,07)
7: (2000, 04,07) − (2000, 05,02)
8: (2001, 02,26) − (2001, 03,27)
9: (2001, 04,18) − (2001, 05,06)
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Fig. 4.39 Representative primary CR spectra from 1996 to 2001 for traverses of the central Pacific
Ocean. The time intervals are shown in the upper-right corner, together with numeric keys, which
are plotted on the spectra. The inset plots the McMurdo NM counting rate with the key numbers at
the center of the intervals used (From Bieber et al., 2001a)

4.5.2 The Environmental Radiation and Soft Secondary CR
Detectors

In order to monitor the environmental radiation during the two campaigns three
identical scintillation detectors containing a cylindrical (10 × 20cm2Ø) NaI(Tl)
monocrystal, with side and bottom shielded by 1 cm Pb and 0.2 cm Cu were de-
signed, built, and used (see Fig. 4.41).

The working principles of the environment radiation detector have been de-
scribed in detail in Cecchini et al. (1997b). Each detector (65×65×130cm3, weight
about 80 kg) was provided with its own power supply as well as an acquisition and
servicing computer.

During the XI Expedition (lasting from November 25, 1995 to March 23, 1996),
two of the environment radiation detectors were retained on the deck of Italica.
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Fig. 4.40 Dorman function fits (left scale) and derived spectra (right scale) for the segments west
of Australia and in the western Pacific ocean. The southern hemisphere pair appears different,
especially at high rigidities, from the northern. This was attributed to the use of a fixed 1980 cutoff
rigidity grid (From Bieber et al., 2001a)

These detectors had a nearly total view of the sky above the horizon under about
6.6g/cm2 of Fe. The third detector was disembarked in Bay Terra Nova where it
operated from January 14 to February 10, 1996.

4.5.3 Measured Spectra of Environmental Radiation

As an example, Figure 4.42 shows the superposed hourly spectra of environment
radiation in the range 50–3,500 keV recorded at latitude 6◦ in the Indian Ocean.

4.5.4 Latitude Dependencies of Environmental Radiation
in the 50–3,500 keV Energy Band

Figure 4.43 shows minute-by-minute count rates registered during both journeys
in the 50–3,500 keV energy band. As seen from Fig. 4.43, variations of a different
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Fig. 4.41 Drawing of the environment radiation and soft secondary CR detector: 1 – NaI(Tl)
scintillation monocrystal, 1′– quartz window, 2 – photomultiplier, 3 – multi-metal shield, 3′ −
0.8mmAl, 4 – plastic bottles of potassium hydrate, 5 – lead screen 10 mm thick, 6–1 mm Cu lin-
ing, 7–3 mm Al lining, 8 – polyurethane foam, 9–1.5 mm Al protection, 10 – rotation axis, 11 –
MT input, 12 – outgoing signal (According to Galli et al., 1997a)

Fig. 4.42 Superposed-hourly consecutive spectra of the environment radiation in the range 50–
3,500 keV recorded at latitude 6◦ in the Indian Ocean and averaged for 24 h. Vertical axis: loga-
rithms of hourly counting rates per 10 keV channel (According to Galli et al., 1997a)
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Fig. 4.43 Counts per minute in the energy range 50–3,500 keV observed during the course from
Italy to Bay Terra Nova (BTN) – left panels, and from Bay Terra Nova to Italy – right pan-
els. Results for latitude survey in 1995/96 are shown in the upper panels and for the survey in
1996/97 in the bottom panels. The abscissa shows time in hours after starting (According to Galli
et al., 1997a)

nature are present. Some appear to remain rather constant from one journey to the
next (e.g., 100–200 h and 850–950 h during the survey Ravenna–Bay Terra Nova in
1995/96 and in 1996/97 as well as 150–200 h during the survey Bay Terra Nova–
Italy). Others show no apparent relation to features registered in the subsequent (or
preceding) journey.

4.5.5 Observations of Transition Sea-to-Land Effects
and “Radonic Storms” in the Environment Radiation
During Latitude Surveys

One of the most conspicuous effects on environment radiation appears to be the
sea-to-land transition effect (see Fig. 4.43) observed whenever the ship entered (or
exited) the Italian harbors as well as Hobart (Tasmania) or Littleton (New Zealand).
It shows up as a net change of more than a factor of two over distances on the order
of one eighth of a mile. The spectral analysis in the radioactivity band suggests that
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part of such effect could be due to a greater abundance of 238U and 232Th daughters
on land and to a greater decrease of the former and the absence of the latter over sea.

Another registered effect is the count-rate increase when the ship Italica went
across the Suez Canal and the Red Sea. Random events have been associated to
“radonic storms”: total counting-rate increases up to 100% in the 50–3,500 keV
band, with a fast rise and a slower decrease, lasting 7–10 h have been observed.
Many of them were observed while the ship was cruising at 4–5 miles from the coast
of Bay Terra Nova. Such phenomena might be related either to transport from land to
sea of airborne particulate possibly associated to some meteorological perturbation
or to sea-surface waves.

4.5.6 Latitude Effects of the Soft Secondary CR Components
in the Energy Ranges 2.8–5.0 and 5–20 MeV

The latitude effects, measured on the secondary CR in the energy ranges 2.8–5 MeV
and 5–20 MeV (i.e., ultra-soft and soft components), are shown in Fig. 4.44.

Fig. 4.44 Soft (5–20 MeV) – upper curve, and ultra-soft (2.8–5 MeV) – lower curve CR hourly
pressure corrected (by using barometric coefficients −0.38 and −0.37%/mb, respectively, for soft
and ultrasoft components). Data are 5-hourly smoothed versus geographic latitudes during the
period December 21, 1996–March 20, 1997. The two arrows at 6◦ N of latitude mark the position
of the CR ultra-soft component minima (According to Galli et al., 1997a)
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As seen from Fig. 4.44, the observed latitude effect amounts to ∼19.3% for CR
in the range 2.8–5 MeV and ∼13.5% for 5–20 MeV (as compared to the ∼7% mea-
sured with a spherical ion chamber under 12 cm Pb by Compton and Turner, 1937).

4.5.7 The Main Results Obtained During Latitude Surveys
of Environment Radiation and Soft Secondary CR
Components

Galli et al. (1997a, b) and Cecchini et al. (1997a) concluded that the most out-
standing phenomena observed during the 1995/96 and 1996/97 Italian expeditions
to Antarctica on board the ship Italica are:

1. Sea-to-land transition effects for the total counting rate, with rapid increases of
the order of a factor 2–3 during about 5 min within distances of 1/8 of a mile

2. The level of environmental radiation at Bay Terra Nova is higher than that ob-
served at sea by almost a factor of 10

3. Radon storms were observed, i.e., enhancements of short duration in the level of
radon daughters, that appear to be related to the presence of strong winds blowing
from land (this fact seems to find confirmation in the contemporary episodes
observed by two detectors separated by distances of <20km).

4. By environment radiation measuring it has been shown that the detectors used
can provide sufficient counting statistics for CRs to detect solar diurnal waves of
1–2%.

5. The transportation of radon daughters by huge atmospheric perturbations has
been effective over distances of about 1,200 km.

6. New monitor units of similar design and with a similar NaI crystal, but heavier
shielding and confirmed to a much smaller volume to be easily placed in different
experimental conditions, such as underground, underwater, on marine platforms,
and on high mountains, will be very useful.

4.6 Daily CR Latitude Curves Derived from the NM Worldwide
Network Data

4.6.1 The Main Idea of the Method Developed by Italian Scientists

The main idea of the method supposed and developed by Italian scientists (Bachelet
et al., 1972a, b, c, d; 1973) is simple and very effective: the using of daily average
the CR counting rates of the NM worldwide network (about 60 neutron supermon-
itors of the IQSY type and neutron monitors of the IGY type see the description
of detectors in Section 4.4 in Dorman, M2004), calibrated by CR latitude survey
data to obtain for each day the latitude curve of the CR intensity depending on
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cutoff rigidity. It is well known that the observed CR intensity on earth has a suffi-
cient complicated anisotropy in the equatorial plane, owing to the earth’s rotation.
We see this anisotropy at each station as CR solar diurnal and semi-diurnal varia-
tions (in local solar time) and CR stellar diurnal and semi-diurnal variations (in the
local siderial time). These variations change in time in connection with solar and
magnetic activity and they are the main cause of CR intensity difference at CR sta-
tions with the same cutoff rigidities, but spaced at different longitudes. Therefore,
it is not possible to use hourly CR data for obtaining latitude curves without cor-
rection on anisotropy effects. But using the daily averaged data really compensates
this anisotropy and after correcting on local barometric and temperature effects (see
Chapters 5–7 in Dorman, M2004) can be used for constructing CR latitude curves.

Let us note that the discussed method does not take into account the CR
anisotropy perpendicular to the equatorial plane, the so-called north–south
anisotropy (see the review in Dorman, 2000). This anisotropy cannot be eliminated
by daily averaging hourly CR data. The method of their estimation and elimination
from CR latitude survey data was developed by Belov et al. (1987, 1990, 1995),
Villoresi et al. (2000), Iucci et al. (2000), and Dorman et al. (2000). Let us note that
this method can be also applied for NM worldwide network data to estimate and
eliminate CR north–south anisotropy from NM worldwide network data.

4.6.2 The Daily Sea-Level CR Latitude Curves Obtained
from the NM Worldwide Network and CR Latitude Surveys

Bachelet et al. (1972a) presented and applied an indirect calibration procedure to
the 1957–1965 data for practically the whole network of the near-sea-level NM
by means of seven latitude surveys performed onboard ship or by a terrestrial ve-
hicle. This procedure provides a set of daily latitude curves suitable for directly
deriving the isotropic variations of the CR primary differential spectrum. Bachelet
et al. (1972a) tried to optimize the information which can be obtained from the
whole set of NM data, although it covers a limited rigidity range (2–17 GV for de-
tailed differential variation, some tens of GV for integral variation). In fact:

1. In this rigidity range, the information obtained in principle by direct spectral
measurements in space of CR primaries continued for many years, but in those
times, it was very difficult or even impossible.

2. On the other hand, this range is the most suitable one for pure modulation studies
on galactic CR intensity. In fact, at lower energies, time variations occasionally
appear complicated by effects of direct or stored solar CRs, and, at higher ener-
gies, a much smaller modulation occurs in the presence of experimental uncer-
tainties still far from being satisfactorily reduced.

3. The NM worldwide network supplies us with a recording continuity which is
not yet attained by the direct measurements in space. This continuity, however,
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proves necessary in order to disentangle, among the modulation phenomena, the
long-term and short-term variations by going through all the temporal details.

According to Bachelet et al. (1972a), the most obvious way of obtaining daily lat-
itude curves of the neutron intensity from the continuous data of the network of
stations is the direct intercalibration technique, used by the Rome group on the oc-
casion of the European expedition in 1963 (Bachelet et al., 1965a, b) to derive the
short-term primary spectral variations. To extend the scope of the European calibra-
tion with respect to rigidity range as well as time, the Rome group then undertook
a procedure of indirect calibration, also using for calibration purposes data from
mobile instruments with routes not touching the individual neutron stations. The
method implies that before calculating the station calibration ratios to be used for
normalization, the station data from the whole worldwide network should be cor-
rected for pressure and for instrumental changes, and that vehicle data should be
corrected for pressure and referred to a single definite primary condition (Bachelet
et al., 1970).

Moreover, with accurate and normalized NM data, it is meaningful to apply the
“differential method” to derive the primary spectral variations (Amaldi et al., 1963)
instead of the usually used “integral method” based on the use of coupling functions
(described in Dorman, M1957).

4.6.3 Using CR Latitude Survey Data for NM Calibration

In Bachelet et al. (1972a–e) data from seven surveys (see Table 4.5) were used for
NM calibration. The original data from the five ship surveys (No. 1, 2, 3, 4, and 6)
performed by the Uppsala group in cooperation with the Bartol Research Founda-
tion along the routes shown in Fig. 4.45 were analyzed for internal consistency.

Table 4.5 Short description of the seven CR latitude surveys used for checking and calibration pur-
poses (the used detectors for surveys No. 1, 2, 3, 4, and 6 are described in Rose and Katzman 1956),
for survey No. 5 – described in Bachelet et al., 1965a), for survey No. 7 – used 3-NM-IQSY (From
Bachelet et al., 1972a)

No. Vehicle Data were reduced to the av-
erage primary conditions of
the interval

Cutoff rigidity
(GV)

1 M/S Lommaren Jul. 1, 1957–Oct. 2, 1957 1.4–14.5
2 M/S Lommaren Oct. 3, 1957–Jan. 13, 1958 1.3–14.5
3 M/S Stratus Mar. 9, 1958– Sep. 4, 1958 0.9–16.9
4 M/S Stratus Sep. 5, 1958–Feb. 9, 1959 1.0–16.7
5 Terrestrial transport,

Europe
Jul. 25, 1963–Oct. 13, 1963 1.3– 6.3

6 M/S Stratus Jul. 1, 1964–Dec. 31, 1964 1.2–16.7
7 Terrestrial transport,

America
May 12, 1964–May 14,
1965

0.7–13.3
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Fig. 4.45 Original data from the five CR ship latitude surveys (No. 1, 2, 3, 4, and 6 of Table 4.5)
corrected for pressure and for primary variations, plotted as a function of cutoff rigidity according
to Shea and Smart (1966). The smooth lines are drawn through the experimental points. The ship
routes are shown in the upper right corner (From Bachelet et al., 1972a)

Further data processing included accurate pressure correction by time-varying
and latitude-varying coefficients and attribution of the individual daily in-
tensities to corresponding geomagnetic rigidity thresholds, as described by
Sporre and Pomerantz (1970). To optimize the correction for the primary varia-
tions occurring within the survey time, the synoptic changes shown by the whole
network of the sea-level stations were used, with the whole time of each expedition
as a reference interval (see Table 4.5). The data thus reduced are shown in Fig. 4.45.

The spread of the points in Fig. 4.45, about a single smooth curve is practically
reduced to the order of the measurement error of the individual daily data (0.4% at
high latitudes). Bachelet et al. (1972a) believe that reaching this limiting precision
can be ascribed to the instrumental stability within each trip, and moreover, to the
accuracy of correction for pressure and primary variations. It also gives evidence of
the accuracy of the threshold rigidity calculations of Shea and Smart (1966) in this
region, if we bear in mind that during each round trip, the same rigidity range was
covered along four different routes (northern and southern Hemispheres, Atlantic
and Indian Oceans).



236 4 Cosmic Ray Planetary Surveys on Ships, Trains, Tracks, Planes, Balloons, and Satellites

Fig. 4.46 Terrestrial latitude surveys No. 5 and No. 7 of Table 4.5, performed in 1963 (Bachelet
et al., 1965a), and in 1965 (Carmichael and Bercovitch, 1969b). The intensity in the high-latitude
region is arbitrarily taken as equal to 1,000 (From Bachelet et al., 1972a)

The data from the terrestrial latitude survey performed in 1963 by the Rome
group throughout Europe (survey No. 5) are based on the direct inter-rigidity cut-
off calibration technique, according Bachelet et al. (1965a). The obtained latitude
curve is plotted in Fig. 4.46 against cutoff rigidities according to Shea et al. (1968).
Finally, the data from the terrestrial survey performed in 1965 by the Deep River
group throughout America (survey No. 7), also shown in Fig. 4.46, are taken from
the paper by Carmichael and Bercovitch (1969b). Details about correction for tem-
perature and pressure effects, and for primary CR variations, can be found in the
same paper and in Carmichael et al. (1969a), while the choice of rigidity cutoffs is
discussed in Carmichael et al. (1969c).

4.6.4 Using Daily Sea-Level CR Latitude Curves for Studying
Spectral Structure of Large Forbush Decreases

In Bachelet et al. (1972b), the daily sea-level latitude curves (obtained as it was de-
scribed in Sections 4.6.1–4.6.3) were used to derive the isotropic primary spectral
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variation during 14 large Forbush decreases between July 1957 and December 1965
selected as particularly suitable for accurate analysis of the pure interplanetary
isotropic modulation without the contamination of spurious effects due to geomag-
netic perturbations. Due to the high precision and good rigidity coverage of the
data used, detailed information on the modulation function in the studied rigidity
region was obtained for the first time. The CR perturbations of geomagnetic origin
in Bachelet et al. (1972b) are considered as spurious when studying the pure mod-
ulation due to the solar-induced interplanetary perturbations. The effect of CR per-
turbations of geomagnetic origin is considered in details in Chapter 7. The effect of
transient anisotropies is particularly relevant in the initial decreasing phase, is highly
variable from one event to the other, and is closely connected to the particular asym-
metrical geometry of the event with respect to the earth. It follows that the isotropic
interplanetary modulation is best studied by avoiding the complication of the mostly
anisotropic transition phase, as well as times of relevant geomagnetic storms.

The following conditions were used to choose the event for detail analysis:

1. Only events exceeding a 4% CR decrease at high latitudes were considered so as
to keep the uncertainty in the amplitude definition fairly low.

2. For each event the prestorm period was taken as the longest quiet-condition in-
terval ending one day before the beginning of the decrease (the earth well outside
the perturbation volume).

3. The modulated intensity condition was chosen as the starting point after both
the decreasing phase of the CR intensity and the recovery of the possible geo-
magnetic storm (to a residual depression of the horizontal component at middle
latitudes ∼25nT) and ending when the CR residual depression is at least 80% of
the full depression and, in any case, one day before the starting of a subsequent
event (the earth well inside the perturbation volume). Some information on the
selected events is given in Table 4.6.

Table 4.6 Relevant information on the selected great CR Forbush decreases (From Bachelet
et al., 1972b)

Time of the event Prestorm interval Modulated interval

August 1957 Aug. 27–28 Aug. 30–31
October 1957 Oct. 9–20 Oct.23–24
November 1957 Nov. 23–25 Nov. 27–29
March 1958 Mar. 20–24 Mar. 26–29
February 1959 Feb. 7–11 Feb. 15–17
May 1959 April 25–May 9 May 12–16
July 1959a July 5–10 July 12–13
July 1959b July 5–10 July 19–20
August 1959 Aug. 18 Aug. 20
March–April 1960 Mar. 23–29 Apr. 3–4
November 1960 Nov. 4–10 Nov. 17–18
July 1961 June 24– July 11 July 15–16
May 1963 Apr. 24–30 May 3–6
September 1963 Sep. 4–15 Sep. 23–24
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Fig. 4.47 Daily sea-level latitude curves July 5–25, 1959. The rigidity scales for the first and last
curves are indicated; for other curves, the scales are shifted on 2 GV per day (According to Bachelet
et al., 1972b)

The Forbush decrease modulation shows a fairly constant behavior throughout
the solar cycle, with an indication, present in the individual events and emerging
clearly in the average function, of a change in slope in the 5–10GV region. In For-
bush decreases, we observed the superposition of the isotropic interplanetary mod-
ulation, perturbations of geomagnetic origin, and transient anisotropies. Figure 4.47
gives an example of the daily sea-level CR latitude curves used for the analysis.
These curves refer to the three-step event of July 1959 (when the largest modulation
was reached through solar cycle No. 19) and offer an illustration of the quality of
the revised data used and of the selection criteria for the reference times.

Figure 4.49 shows that (Bachelet et al., 1972b):

1. The rigidity coverage is limited only by the gap existing in the station distribution
at intermediate latitudes and is fairly good in the other regions; the spread of the
station points, about a single curve is fairly small.

2. The selected, prestorm interval (5–10 July) is completely quiet, ending one day
before the July 12 event.

3. The intensity after the first decrease slowly recovered for 3 days, but the last day
was not included in the analysis because it just preceded another event.

4. During the second event, a large geomagnetic storm (day 16) and a solar CR
increase (day 17, for which high-latitude station data were omitted) occurred,
thus preventing any analysis.

5. During the most depressed day of the third decrease (day 18), another large geo-
magnetic storm occurred, as is apparent from the anomalous shape of the curve,
so that only days 19 and 20 were used for estimating the depressed level (in this
case for the prestorm level it was only possible to use the same level as adopted
for the first decrease.
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Fig. 4.48 Average CR latitude curves N1(Rc) and N2(Rc) relative to the prestorm and modulated
conditions for Forbush decreases of a March 1958, b July 1959, c November 1960, and d Septem-
ber 1963 (see Table 4.6)

For each event mentioned in Table 4.6, two average latitude curves were derived,
corresponding to the prestorm N1 and modulated conditions N2. Examples of these
pairs of curves for a few events are shown in Fig. 4.48.

By the found N1 (R) and N2 (R) very easy to determine the prestorm D1 (R) and
the modulated D2 (R) differential primary CR spectrums in the interval 2–17 GV:

D1 (R) = dN1 (R)
/

dR; D2 (R) = dN2 (R)
/

dR. (4.5)
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Fig. 4.49 Modulation function M (R) = ln(D1 (R) / D2 (R)) for the 14 Forbush decreases listed in
Table 4.6. D1 (R) and D2 (R) represent the isotropic primary differential spectrum in the prestorm
conditions and in the modulated conditions, respectively. The solid curve is the weighted mean
of all the events; it is drawn through the experimental points of each individual events after a
convenient vertical translation: (1) 1957 August, (2) 1957 October, (3) 1957 November, (4) 1958
March, (5) 1959 February, (6) 1959 May, (7) 1959b July, (8) 1959a July, (9) 1959 August, (10)
1960 March, (11) 1960 November, (12) 1961 July, (13) 1963 May, (14) 1963 September

Figure 4.49 shows the primary spectral variations calculated for all 14 events of
Table 4.6 in terms of modulation function

M (R) = ln
(
D1 (R)

/
D2 (R)

)
, (4.6)

where D1 (R) and D2 (R) are determined by Eq. 4.5 in the rigidity interval 2–17 GV.
To estimate the modulation function M(R) at higher rigidities, it was supposed that
the Forbush decrease modulation function M(R) could be represented as power law
above the equatorial cutoff rigidity ∼17GV; this average behavior is summarized in
Fig. 4.49 by the point at R ∼ 40GV.

From Fig. 4.49 follows three important pecularities (Bachelet, 1972b):

1. The high degree of similarity of the rigidity dependence of the Forbush decrease
modulation in all the events through the solar cycle (in fact, without exception,
the normalized mean curve traces the points of each event within the estimated
errors)
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2. The flattening of the modulation function, visible for all the events at interme-
diate rigidities between 5 and 10 GV, and which clearly emerges in the mean
curve

3. Power laws M (R) ∝ R−γ with exponents γ = 1.8, 0.6, and 1.0 could be as-
sumed to approximate this experimental curve in the subsequent rigidity intervals
2–5 GV, 5–10 GV, and ≥10GV.

4.6.5 Using Daily Sea-Level CR Latitude Curves for Studying
the Long-Term CR Spectral Variations

In Bachelet et al. (1972c) the daily latitude curves from 1957 to 1965 are used to de-
rive the long-term CR spectral variation, i.e., the quasi-stationary modulation asso-
ciated with the solar activity cycle. As is well known, this is observed as an intensity
variation in the antiphase with the solar activity and is generally interpreted in terms
of the quasi-stationary propagation of galactic CR through the large-scale magnetic
field and the magnetic irregularities carried outward into the interplanetary space
by the solar wind. The high precision and the good rigidity resolution reached by
the synoptic use of the whole worldwide network data allow us to study for the first
time the detailed rigidity dependence of the solar modulation at rigidities larger than
2 GV, in any individual primary condition over the whole time considered, without
any a priori hypotheses. On the other hand, the daily time resolution, never adopted
before in long-term modulation studies, has proved necessary when studying the CR
depression of solar cycle No. 19, which, because of its complex structure, cannot be
investigated by using pure monthly averages or smoothing techniques.

In Fig. 4.50 a general picture is presented of the intensity perturbations as ob-
served on a monthly basis in the revised intensities of the worldwide neutron mon-
itor network from 1957 to 1965. The figure shows five time profiles corresponding
to the monthly intensities averaged over five groups of NM responding to decreas-
ing mean primary energies (from group A of the equatorial stations to group E of
the high-latitude stations). Here the average of groups of 3 or 4 NM was used as
representative of a typical response to the primaries. This is aimed at lowering the
residual instrumental and atmospheric effects still remaining with the data after the
accurate revision and inter-comparison procedure applied to all the data used (des-
cribed in Sections 4.6.1–4.6.3). The experimental error of the individual monthly
points is thus reduced to roughly the size of the line itself. Since the monthly aver-
ages were computed without exclusion of preselected days, the time profiles shown
in Fig. 4.50 are influenced by all types of intensity perturbations. Indeed, a fine struc-
ture of occasional variations often lasting several months superposed on the general
long-term variation is clearly seen. The latter includes not only the long recovery
phase of solar cycle No. 19, but also fairly long intervals about the maximum and
minimum solar activity.

There are two important problems related to the study of the solar-cycle variation:
(1) how to separate clearly the long- and short-term modulations, as these are so
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Fig. 4.50 Monthly means of NM intensity 1957–1965; each curve shows the average of the re-
vised data for a group of stations: (A) Kampala, Lae, Ahmedabad, Kodaikanal; (B) Buenos Aires,
Mt. Norikura, Mina Aguilar, Huancayo; (C) Weissenau or Munich, Hermanns, Rome; (D) Ottawa,
Churchill, Mawson; (E) Climax, Sulphur Mountain, Mt. Washington. The average 1965 intensity
is taken as equal to 100 (From Bachelet et al., 1972c)

intimately entangled, particularly during solar cycle No. 19; and (2) whether the
pure long-term modulation, considered as a quasi-stationary phenomenon, has a
rigidity dependence constant in time, or instead shows any kind of variability. To
shed some light on both problems, a regression plot of the monthly intensities of
group B and intensities of group E is reported in Fig. 4.51. In Fig. 4.51 data of the
extreme groups of Fig. 4.50 are used (group A unfortunately does not present a
complete time coverage, so it was excluded from this analysis). Different symbols
are used for intensities of months with little or no Forbush decreases, with moderate
Forbush decreases, and with very large Forbush decreases.

It is apparent from Fig. 4.51 that only months with little or no Forbush decreases
are consistent with a single regression line (approximated by a straight line) and,
hence, with a single spectral modulation. The presence of Forbush decreases of
increasing amplitude causes the points to deviate steadily in a sense indicating a
greater modulation at high rigidities. This is taken as a clear indication that the
Forbush perturbations can be responsible for a significant deviation from a single
modulation law.

For the study of the long-term spectral variations the 1957–1965 daily CR lat-
itude curves were averaged over time intervals considered as typical of different
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Fig. 4.51 Regression plot between the monthly means of the average intensity for groups B (high
cutoff rigidities) and E (low cutoff rigidities) of Fig. 4.6.6. Solid circles: months with little or no
Forbush decreases; solid squares: months with moderate Forbush decreases; open circles: months
with very large Forbush decreases (According to Bachelet et al., 1972c)

primary conditions. According to the above discussion, all the Forbush decreases
data from the beginning of the perturbation until the full recovery to the prestorm
condition or to a stable intensity level were removed. Figure 4.52 shows the quiet-
time latitude curves.

In Bachelet et al. (1972c), the ratios D65 (R)
/

Dt (R) of the primary rigidity spec-
trum D65 (R), as observed during May 1965 (the month of minimum solar modula-
tion) and during each of the modulated-intensity time intervals a to i from Fig. 4.52
were calculated in detail between 2 and 15.5 GV based on the slopes of the latitude
curves of Fig. 4.52. Moreover, global estimates of these ratios at higher rigidities
were obtained by using the ratios of the intensity variations measured at the equato-
rial stations. The high-rigidity behavior is here summarized by a point at R∼ 30GV.
Figure 4.53 shows the modulation functions

M (R) = ln
(
D65 (R)

/
Dt (R)

)
(4.7)

derived from the curves of Fig. 4.52. The spectral variation labelled b’, relative to
the subinterval April 10–30, 1958 of interval b was also added, because it is the
maximum quiet-time modulation observed through solar cycle No. 19.
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Fig. 4.52 Average NM latitude effects (solid points and curves) relative to the following time
intervals: a – 111 quiet days during July 1957–March 1958 (40% of total number of days), b – 74
quiet days during 10 April–30 June 1958 (91%), c – 232 quiet days during August 1958–April 1959
(85%), d – 115 quiet days during May–November 1959 (53%), e – 29 quiet days during February
1960 (100%), f – 31 quiet days during January 1961 (100%), g – 61 quiet days during May–June
1962 (100%), h – 31 quiet days during January 1963 (100%), i – 31 quiet days during May 1965
(100%). The rigidity scale for curves a and i is indicated; for the other curves, the scales are to
be shifted by a 4 GV length from one curve to the next. The full points represent the equivalent
counting rates of the individual stations calibrated by means of CR latitude surveys. The points of
curves a, b, c, d are also reported, with a different symbol (open circles) after being shifted to the
right by a horizontal distance equal to the abscissa displacement of subsequent curves (this makes
the comparison of neighbouring curves easier) (According to Bachelet et al., 1972c)

All the spectral variations shown in Fig. 4.53 present a very similar behavior, ex-
cept for cases a and d. For these, the similarity extends only up to about 10 GV, while
at higher rigidities the curve is significantly flatter than for the general behavior. The
solid curve drawn through the point helps in visualizing this effect. This curve was
calculated as the weighted mean of the modulation functions for the homogeneous
cases b, c, e, f, g and h.

The time behavior of the quiet-condition latitude curves through the recovery
phase of solar cycle No. 19 is presented in Fig. 4.54.

4.6.6 Comparison of CR Latitude Curves for Long-Term
and Forbush Decreases in CR Spectral Variations

In Fig. 4.55 the mean modulation functions of both phenomena (long-term and For-
bush decreases) are compared after being vertically shifted so as to overlap at low
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Fig. 4.53 The modulation function M(R) with respect to May 1965 for curves a to h of Fig. 4.54
(full circles and error bars), and b′ is for the interval April 10–30, 1958. The solid curve is the
weighted mean, conveniently translated along the vertical axis, of points of cases b, c, e, f, g, and
h (According to Bachelet et al., 1972c)

rigidities. It is apparent that by assuming comparable low-rigidity modulation, the
high-rigidity spectrum suffers a smaller modulation for the Forbush decreases than
for the solar-cycle CR effect.

An analogous comparison of the long- and short-term CR modulation can also
be made, as in Fig. 4.56, on pairs of latitude curves relative to both phenomena.

The latitude curves selected as samples of the long-term modulation are the ex-
treme curves b’ and i of Fig. 4.54. These are compared with the pair of curves for
the September 1963 Forbush decrease, which occurred at the highest prestorm level
of all the Forbush events analyzed in Section 4.6.4.

The data from the high-latitude mountain stations, Sulphur Mountain,
Mt. Washington, and Climax, which were shown to present the maximum mod-
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Fig. 4.54 Selected quiet-time latitude curves from April 1958 to May 1966. Time intervals for
curves e, f, g, h, and i are described in Fig. 4.54; for curve b′ – in Fig. 4.55, curves m and n
correspond to February and December 1964 (From Bachelet et al., 1972c)

Fig. 4.55 Modulation func-
tion for the Forbush de-
creases (solid line) and for CR
solar-cycle variation (dashed
line) (According to Bachelet
et al., 1972c)
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Fig. 4.56 Pairs of CR lat-
itude curves relative to the
solar-cycle (full lines) and
Forbush decreases (dashed
lines) modulation: a – May
1966; b – Forbush decrease
at September 1963; c – April
1958 (According to Bachelet
et al., 1972c)

ulation amplitude (group E of Fig. 4.50), have been used for a further check of
the above comparison (which utilized only sea-level latitude curves). The ratio
(ΔN/N)E/(ΔN/N)D between the relative intensity variation observed at these
mountain stations and at sea-level stations also situated above the latitude knee
(group D of Fig. 4.50) turns out to be on an average of 1.31 for the CR solar-cycle
variation and 1.16 for the Forbush decrease. Bachelet et al. (1972c) came to the
conclusion that the CR solar-cycle and Forbush decrease modulation functions are
very similar up to about 10 GV, while at higher rigidities, the CR modulation is
larger for Forbush decreases than for the CR solar-cycle effect.

4.6.7 Using Daily Sea-Level CR Latitude Curves for Studying
the Influence of the Primary CR Modulation
on the Attenuation Coefficient of the Nucleonic Component
at Different Latitudes and Altitudes

Bachelet et al. (1972d) used the daily sea-level CR latitude curves for studying
the influence of the primary CR modulation on the attenuation coefficient of the
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Fig. 4.57 Attenuation coefficients of the high-latitude (Rc < 2.8GV) and low-altitude (H < 750m
above sea level – s.l.) stations Oulu (Rc = 0.81GV, s.l.), Kiel, Chicago, Nera, Alert, Thule,
Wilkes, and Mawson. Full circles – NM-IGY, open circles – NM-IQSY) (According to Bachelet
et al., 1972d)

nucleonic component at different latitudes and altitudes. The direct investigation
of the time behavior of the station attenuation coefficients is based on the largest
amount of refined data so far used, i.e., the revised data of the NM-IGY during
1957–1965 and the supermonitors NM-IQSY data during 1965–1969. Bachelet
et al. (1972d) based their analysis on the daily data of 41 NM-IGY monitors and
17 NM-IQSY monitors for the period 1957–1969. As an example, Figs. 4.57 and
4.58 show the time behavior of the attenuation coefficients on different CR stations.

The results of the correlation between this time behavior and the time changes of
the nucleonic intensity are in agreement with the estimates based on the solar-cycle
modulation of the primary spectrum described in the Section 4.6.5 (see Fig. 4.59).

4.6.8 Using Daily CR Latitude Curves for Studying the Influence
of the Primary CR Modulation on the Coupling Functions
of the Nucleonic Component at Sea Level and at Altitudes
∼1,900m above Sea Level

Bachelet et al. (1973) used daily sea-level CR latitude curves for studying the in-
fluence of primary CR modulation on the coupling functions of the nucleonic com-
ponent at sea level and at altitudes ∼1,900m above sea level (for more details on
coupling functions, see Chapter 3 of Dorman, M2004). The coupling functions of
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Fig. 4.58 The same as in Fig. 4.59, but for stations Goose Bay, Mt. Wellington, Resolute, Leeds,
Sanae, Kerguelen, Uppsala, Deep River, Inuvik, Churchill, and Ottawa. The average solar-cycle
effect on attenuation coefficients is also shown in the bottom right corner (According to Bachelet
et al., 1972d)

Fig. 4.59 The average change
of the yearly barometric
coefficient Δβ versus the
average nucleonic intensity at
high latitude (Rc < 2.8GV)
and low altitude (H < 750m
above s.l.). The intensity
is normalized to the year
1965 (as 100). Full circles –
cycle No. 19; open circles –
cycle No. 20 (According to
Bachelet et al., 1972d)

the nucleonic component of CRs at sea level and at ∼1,900m above sea level are
computed for different modulation levels in solar cycle No. 19. Bachelet et al. (1973)
were the first to compute the sea-level coupling functions at four selected primary
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Fig. 4.60 The sea-level
(h = 760mm Hg) coupling
functions for CR neutron
component: a – at solar min-
imum (May 1965), b – at
solar maximum (July 1957–
December 1959) (According
to Bachelet et al., 1973)

intensity levels directly from the latitude curves. Furthermore, the detailed knowl-
edge of the variations of the attenuation coefficient of the nucleonic component
with latitude, altitude, and solar cycle (see Section 4.6.7) allows them to obtain
coupling functions also at mountain altitudes by extrapolation from the sea-level
latitude curves. The computed coupling functions are normalized to the intensity of
NM in the polar region, i.e., they are defined as

Wh (Rc, t) =
1

Nh (Rc ≤ 1GV, t)
∂Nh (Rc, t)
∂Rc

, (4.8)

where Wh (Rc, t)dRc → Wh (R, t)dR is the relative contribution of primary CR with
rigidities R to R + dR to the counting rate Nh (Rc ≤ 1GV, t) of a neutron monitor
located at high latitude (Rc ≤ 1GV) at a depth h. Results are shown in Fig. 4.60
for sea level and in Fig. 4.61, for mountain observations of neutron component in
minimum and maximum of solar activity.

4.6.9 Latitude and Altitude Dependencies of Primary Modulation
Effects in Neutron Multiplicity Distribution in the NM-IQSY

The latitude and altitude dependencies of primary modulation effects in the neutron
multiplicity distribution in the NM-IQSY were investigated by Iucci et al. (1971).
For this they analyzed the neutron multiplicity data obtained from the stationary
NM-IQSY in Rome (geomagnetic cutoff rigidity for vertical incidence Rc = 6.3GV)
and Leeds (Rc = 2.2GV) during the years 1967–1969 together with those data from
the European survey conducted in the summer of 1969 with a mobile 3NM-IQSY.
The attenuation coefficients for different multiplicities have been estimated; the vari-
ation of these coefficients with multiplicity, latitude, and altitude are generally found
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Fig. 4.61 The mountain
(h = 610mmHg) coupling
functions for CR neutron
component: a – at solar min-
imum (May 1965), b – at
solar maximum (July 1957–
December 1959) (According
to Bachelet et al., 1973)

Fig. 4.62 The cutoff rigidity
dependencies of multiplicity
attenuation coefficients for
multiplicities 1 (•), 2 (o) and
≥ 4(�). The solid curves
represent the theoretical cut-
off rigidity dependencies
estimated by Hatton and
Griffiths (1968): 1−m = 1;
2−m = 2; 3−m = 4 (Ac-
cording to Iucci et al., 1971)

to be in agreement with other experimental and theoretical results. The latitude
curves of the multiplicity intensities obtained for Rc from 0.8 to 6.3 GV are com-
pared with those reported by Kodama and Inoue (1970). The primary modulation
effect on the multiplicity distribution is studied in the case of 16 Forbush decreases;
an exponent γ = 0.7 is obtained under the hypothesis of a power law for the mod-
ulation function. In Fig. 4.62 results are shown for the cutoff rigidity dependencies
of multiplicity attenuation coefficients, and in Figs. 4.63 and 4.64 of intensities of
different multiplicities.

In Iucci et al. (1971) the multiplicity effects during Forbush decreases were also
analyzed. In order to directly compare the multiplicity dependence of the percent-
age amplitude ΔNm

/
Nm for different events, the ΔNm

/
Nm were normalized dividing



252 4 Cosmic Ray Planetary Surveys on Ships, Trains, Tracks, Planes, Balloons, and Satellites

Fig. 4.63 The multiplicity latitude effects, measured in the 1969 European survey. All the latitude
effects are normalized at Rome (Rc = 6.3GV) to 100; a−m = 1, b−m = 2, c−m = 3, d−m = 4,
e–m ≥ 4, f–m ≥ 6, g−m ≥ 8 (According to Iucci et al., 1971)

them by the corresponding percentage amplitude of the total intensity ΔNtot
/

Ntot.
However, as no large differences outside the estimated errors seem to appear from
one event to the other, for each multiplicity m, a weighted mean of the individ-
ual ratios

〈(
ΔNm

/
Nm

)/(
ΔNtot

/
Ntot

)〉
was computed. In Fig. 4.64 the average ratios〈(

ΔNm
/

Nm
)/(
ΔNtot

/
Ntot

)〉
are plotted versus multiplicity m for the NM of Rome

and Leeds. Under the assumption that the dependence of the Forbush decrease mod-
ulation function can be represented as a power law ∝ R−γ , the expected multiplicity
dependencies of the ratios

〈(
ΔNm

/
Nm

)/(
ΔNtot

/
Ntot

)〉
have been computed for val-

ues of γ = 0.5, 1.0, 1.5 for Rome, and γ = 0.5, 0.7, 1.0 for Leeds. These curves,
obtained using the coupling functions, are also shown in Fig. 4.65.

From Fig. 4.65 it can be seen that for the Rome data γ lies between 0.5 and
1.0, while for Leeds data, γ can be determined more accurately: it has a value of
about 0.7 (in agreement with other estimations, see Section 4.6.4). Results obtained
in Iucci et al. (1971) confirm, with a higher accuracy, the value of γ found, using
multiplicity data, by Lockwood and Singh (1970) and by Kodama and Inoue (1970).
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Fig. 4.64 The multiplicity latitude effects in the geomagnetic rigidity interval. The solid curves
represent the average of the three latitude surveys reported by Kodama and Inoue (1970) and the
dashed curves are the results of the 1969 European latitude survey: 1−m = 1, 2−m = 2. 3−m = 3,
4−m = 4+5, 5–m ≥ 6 (According to Iucci et al., 1971)

Fig. 4.65 The weighted means ratios Fm/Ftot of the 16 Forbush decreases recorded at Rome (left)
and at Leeds (right) are plotted versus multiplicity. The multiplicity channels 4 + 5, ≥ 4, and ≥ 6
are, respectively, attributed to the equivalent multiplicities 4.3, 5.3, and 8. The lines are the expected
dependencies for different exponents γ in the power-law modulation function ∝ R−γ for Forbush-
decreases are for Rome 1− γ = 0.5, 2− γ = 1.0, and 3− γ = 1.5, and for Leeds 1− γ = 0.5,
2− γ = 0.7, and 3− γ = 1.0 (According to Iucci et al., 1971)
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4.7 CR Latitude Surveys over the Territory of the Former USSR

4.7.1 CR Intensity Distribution over the Territory of the Former
USSR

The CR intensity distribution over the territory of the former USSR was found for
the first time by Vakulov et al. (1962). These measurements carried out on a satellite,
show that the lines of equal CR intensity are rather different from those predicted by
the model of the geomagnetic dipole. After this experiment, many numerical calcu-
lations with a high precision of cutoff rigidity distribution in the real geomagnetic
field were carried out (see Chapter 3). In order to check the purely theoretical values
of Rc, it is necessary to sufficiently reduce the statistical errors of the experimental
data as compared with the satellite data of Vakulov et al. (1962). This can be done by
using ground-based equipment (neutron monitors and meson telescopes) with large
effective areas. Using the latitude–longitude CR intensity measurements of nucleon
and meson components at sea level and the ionizing component measured on bal-
loons during three SibIZMIR (Irkutsk) expeditions in 1964 (River Yenisei), 1965
(River Yenisei, Arctic Ocean, Karelija, River Volga, Crimea, Caucasus, Caspian
Sea, Middle Asia, Siberia), and 1966 (River Lena, Arctic Ocean, Chukotsk Sea,
Vladivostok, East Siberia), the lines of equal CR intensity on the territory of
USSR could be found (Dorman and Kovalenko, 1966; Granitsky et al., 1966, 1968;
Dorman et al., 1967a, b, c, d, 1968a, b, c, 1970; a description of the expedition muon
telescope was given in Dorman et al., 1969). Although the measurements were car-
ried out in the period near minimum solar activity, the CR modulation effects were
significant and, therefore, we corrected the experimental data not only for barome-
ter and temperature effects but also for primary time variations of the intensity. In
the last case, we used the data concerning the change of the primary spectrum in
this period according to Dorman et al. (1967c). Figure 4.66 shows the map of lines

Fig. 4.66 Distribution of the cutoff rigidity (curves 1–4) and CR intensity (curve 5) over the ter-
ritory of the former USSR. Curves 1 (According to Quenby and Wenk, 1962), 2 (According to
Makino, 1963), 3 (According to Kondo and Kodama, 1965), 4 (According to Shea and Smart, 1967)
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with equal CR intensity (the continuous lines were obtained by linear interpolation
between the points where direct measurements were carried out).

Figure 4.66 also shows the lines of equal cutoff rigidities calculated according
to Quenby and Wenk (1962), Makino (1963), Kondo and Kodama (1965), and Shea
and Smart (1967). It can be seen that the best agreement between the experimental
and theoretical lines in the interval 20E–100◦E is obtained in the case of the model
of Shea and Smart, 1967 (the numerical trajectory calculations taking into account
the penumbra, see details in Chapter 3). The deviation between the experimental
and calculated data east of the 100◦E meridian can be due to the influence of the
East-Siberian geomagnetic anomaly on the CR particle trajectories. Obviously, the
six first spherical harmonics of the geomagnetic field used in Shea and Smart (1967)
are not enough to take this anomaly into account.

4.7.2 Latitude Curves of Neutron Intensity and Cutoff Rigidities

When for the neutron intensity data the barometric corrections were made at points
with different cutoff rigidities Rc, the dependence of barometric coefficient β (h) on
the geomagnetic cutoff rigidity Rc was also taken into account. All the data have
been corrected for the time and instrumental variations (the latter were determined
by calibrating the neutron monitor with a radioactive source). The obtained cor-
rected data on the neutron intensity were so averaged that the statistical accuracy
of the measurements for each experimental point was about 0.3%. The results of
the measurements of the neutron intensity as a function of the geomagnetic cutoff
rigidity Rc in the dipole approximation are presented in Fig. 4.67 (the data are so
normalized that the intensity at Rc ≤ 0.5GV was taken to be equal to 100%).

Figure 4.68 presents the same dependence as in Fig. 4.67, but Rc was calculated
according to Quenby and Wenk (1962) taking into account the non-dipole terms and
of the penumbra influence.

From comparing Figs. 4.67 and 4.68, it can be seen that the experimental points
in Fig. 4.68 lie on a fairly smooth curve, whereas in Fig. 4.67 individual points are

Fig. 4.67 The dependence
of the neutron component
intensity at sea level on the
geomagnetic cutoff rigidity Rc
for the dipole field (According
to Dorman et al., 1967c)
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scattered by about (3–4%) which is by one order in excess of the statistical accuracy
of the measurements. Thus, it follows from the experimental data that the geomag-
netic cutoff rigidities calculated by Quenby and Wenk (1962) have a sufficiently
good approximation to the true ones.

4.7.3 Coupling Functions for Neutron Component at Sea Level

From the latitude curve in Fig. 4.68, one may easily obtain the coupling functions
between the primary and secondary variations of the CR using the formula

W i
R (R,ho) = − ∂Ni

R (ho)
Ni

R (ho)∂R
, (4.9)

i.e., the calculation of the coupling functions is reduced to the differentiation of the
normalized curve of the CR latitude dependence. The coupling functions obtained in
such a way are presented in Fig. 4.69 (curve 2). The same Fig. 4.69 also presents the

Fig. 4.68 The same as in
Fig. 4.67, but Rc according to
Quenby and Wenk (1962)

Fig. 4.69 The coupling func-
tions between the primary
and secondary variations
for neutron component: 1 –
at mountain level (680 mb
pressure), 2 – at sea level
obtained by Eq. 4.9, 3 – at
sea level from Webber and
Quenby (1959)
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curve of the differential sensitivity calculated according to the data of the neutron
component intensity in 1956 (curve 3) according to Webber and Quenby (1959).

It can be seen from Fig. 4.69 that curves 1 and 2 for sea level are different in
the <5GV rigidity range. This difference is likely to be connected with the fact
that in 1956 the solar activity level increased considerably as compared with 1954
and, hence, the intensity of the <5GV particles proved to be modulated by the 11-
year cycle of the solar activity. This fact is additional confirmation of the substantial
dependence of the coupling functions on the solar activity level, especially in the
low-energy range.

4.7.4 Coupling Functions for the Neutron Component
at Mountain Level

The coupling functions at mountain level may be easily obtained if the coupling
functions at sea level and the dependence of the barometric coefficient on the geo-
magnetic cutoff rigidity and on altitude, i.e., β (Rc,ho), are known. Such a function
for the neutron component has been obtained in Carmichael et al. (1965). Using
determination Eq. 4.9, we shall find the relation of the coupling functions for the
mountain and sea levels

W i
R (R,h)

W i
R (R,ho)

=
∂Ni

R (h)Ni
R (ho)

∂Ni
R (ho)Ni

R (h)
, (4.10)

where Ni
R (h) may be expressed as

Ni
R (h) = Ni

R (ho)exp

⎛
⎝

h∫

ho

β (R,h)dh

⎞
⎠ . (4.11)

Differentiating (4.11) with respect to R, we find

∂Ni
R (h)
∂R

=
∂Ni

R (ho)
∂R

exp

⎛
⎝

h∫

ho

β (R,h)dh

⎞
⎠−Ni

R (ho)
∂
∂R

⎛
⎝exp

⎛
⎝

h∫

ho

β (R,h)dh

⎞
⎠

⎞
⎠ .

(4.12)

Substituting Eq. 4.11 and Eq. 4.12 into Eq. 4.10, we find

W i
R (R,h) = W i

R (R,ho)+
h∫

ho

∂β (R,h)
∂R

dh. (4.13)
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The last term in Eq. 4.13 may be easily found by using the method of graphical
differentiation and integration of the curves β (R,h). The results of the calculation
of the coupling functions for the neutron component at mountain altitude (680 mb
pressure) are presented in Fig. 4.69 (curve 1).

4.7.5 Calculation of the Integral Multiplicity for the Neutron
Component

The integral multiplicity mi (R,ho), which indicates the number of secondary parti-
cles detected with an instrument from a single primary particle of various rigidities,
may be calculated using the latitude dependence of the neutron component and the
differential spectrum of the primary CR for the appropriate period of solar activity.
Substituting Eq. 4.9 for the coupling function and for the differential spectrum into
formula

W i
λ ,ϕ (R,ho) =

D(R)mi (R,ho)
Ni
λ ,ϕ (ho)

, (4.14)

we shall obtain the formula for calculating the values of the integral multiplicities

mneutr (R,ho) =

(
∂N

/
∂R

)
neutr(

∂N
/
∂R

)
prim

. (4.15)

The integral multiplicity, calculated in such a way as a function of rigidity of the
neutron component, is presented in Fig. 4.70. The calculations were made using the
primary spectrum presented in Ginzburg and Syrovatsky (M1964).

4.7.6 The Measurements of Geomagnetic Effects by CR Telescope;
the Methods for Treating the Experimental Data

The barometric coefficients for the total ionizing and hard components of CRs were
determined by the method developed in Mathews (1959) which uses the data of

Fig. 4.70 The integral multi-
plicity for the neutron com-
ponent at sea level (From
Dorman et al., 1967c)
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simultaneous observations at two distant points having similar conditions of CR
intensity detection. It is assumed in this method that:

1. The points of detection have similar geomagnetic cutoff rigidities or are located
above the knee of the latitude effect.

2. The barometric coefficients β1 and β2 are equal at both points.
3. The considered component has a negligible temperature effect or this effect is a

priori excluded.

Two observation points located above the knee of the barometric effect have been se-
lected (cutoff rigidities 4.7 GV and 2.7 GV according to calculations of Quenby and
Wenk, 1962). The intensity was recorded with the same instrument at both points,
the interval between the detection at each point being equal to 6 days. The correction
for the temperature effect was not made because of the absence of the temperature-
sounding data. However, since no appreciable seasonal variations were observed
in the barometric effect from the results of the statistical analysis and since the
pressures difference between these points was about 7.0 mb, the results obtained
appeared to be satisfactory. The calculations were made using the formula

β =
ln I (h)− ln I (ho)

h−ho
×100%, (4.16)

where I (h) and I (ho) are the intensities observed at points with pressures h and ho,
respectively, for the vertical and for zenith angles θ = 33◦ and 53◦. The barometric
coefficients obtained are listed in Table 4.7.

The observational data were corrected according to an exponential formula for
the barometric correction by using the found barometric coefficients. The tempera-
ture corrections were determined by an integral method. The temperature coefficient
densities were calculated for the primary spectrum with exponent γ = 2.5 for zenith
angles θ = 0◦, 33◦, and 53◦ according to the plots from Dorman (M1957). The
temperature corrections were not inserted at all the points since the temperature-
sounding data for some stations were absent. In plotting the latitude-dependence
curve, the points where the temperature correction was inserted were basic.

While calculating the temperature corrections the directional sensitivity of the
telescope F (θ ,ϕ) in dependence of the zenith angle θ and azimuthal angle φ was
taken into account according to the formula

Table 4.7 Barometric coefficients (in %/mb) for total ionizing and hard (muon) components for
vertical direction and for zenith angles θ = 33◦ and 53◦

Component Direction

Vertical θ = 33◦ θ = 53◦

Total ionizing 0.20±0.03 0.21±0.03 0.22±0.05
Hard (muon) 0.15±0.03 0.17±0.03 0.17±0.04



260 4 Cosmic Ray Planetary Surveys on Ships, Trains, Tracks, Planes, Balloons, and Satellites

α(h,ΔE) =
2π∫

0

dϕ
π/2∫

0

F (θ ,ϕ)α(h,ΔE,θ ,ϕ)dθ

/ 2π∫

0

dϕ
π/2∫

0

F (θ ,ϕ)dθ , (4.17)

where α(h,ΔE,θ ,ϕ) are the densities of the temperature coefficients for the direc-
tional intensity (given in Dorman, M1957).

4.7.7 Cutoff Rigidities for CR Telescope: Vertical and Inclined
Directions

The cutoff rigidity for the vertical direction was taken according to Quenby and
Wenk (1962) calculations, taking into account the non-dipole terms of the inner ge-
omagnetic field and of the penumbra influence. In order to obtain the cutoff rigidi-
ties for the east Rc (E33o) , Rc (E53o) and West Rc (W33o) , Rc (W53o) directions
at zenith angles 33◦ and 53◦, the ratios of the cutoff rigidities RcQW for the vertical
direction according to Quenby and Wenk (1962) to the rigidities RcD, also for the
vertical direction but obtained from formula for the dipole field

RcD = 59.6cos4λ
(

1+
√

1− sinθ cosϕ cos3λ
)−2

GV, (4.18)

were calculated (in Eq. 4.18 λ is the geomagnetic latitude). The transition from
cutoff rigidities RcD calculated according to Eq. 4.18 without taking into account
the non-dipole terms of the inner geomagnetic field and the penumbra influence for
θ = 33◦ and 53◦ to the cutoff rigidities RcQW when these factors were taken into
account, was made by correcting the former for these ratios. The calculated cutoff
rigidities are presented in Table 4.8.

Table 4.8 Cutoff rigidities for vertical and incline directions (GV)

Geographical
coordinates

θ = 0◦ θ = 33◦ θ = 53◦

RcD RcQW RcD
/

RcQW East West East West

N E

55◦10′ 82◦49′ 3.8 2.7 1.41 3.1 2.4 3.4 2.3
45◦11′ 33◦20′ 4.7 5.4 0.87 6.2 4.8 6.5 4.8
47◦58′ 80◦24′ 5.8 4.7 1.23 5.4 4.2 5.9 3.9
41◦43′ 44◦49′ 6.4 6.9 0.93 8.2 6.0 8.8 5.7
43◦14′ 76◦56′ 7.2 6.5 1.11 7.8 5.6 8.4 5.4
39◦30′ 63◦27′ 8.0 8.2 0.98 9.9 6.9 11.1 6.6
37◦57′ 58◦07′ 8.2 7.7 1.06 10.6 7.3 11.7 7.1
41◦25′ 69◦12′ 8.5 7.4 1.15 9.0 6.2 17.0 5.9
36◦29′ 62◦20′ 9.0 9.6 0.94 12.0 8.1 13.3 7.7
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4.7.8 Latitude Curves for the CR Telescope

The curves of the total ionizing and hard (muon) component intensities as a function
of the geomagnetic cutoff rigidity were plotted on the basis of the averaged points
in Fig. 4.71 for zenith angle 33◦ and in Fig. 4.72 for zenith angle 53◦.

Fig. 4.71 The dependencies
of the total ionizing (index
t) and hard (index h) CR
component intensities at sea
level upon the cutoff rigidities
for particle-arrival directions
from the north (N), south
(S), east (E), and west (W)
at an angle of 33◦ to the ver-
tical (According to Dorman
et al., 1967d)
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Fig. 4.72 The dependence of the total (index t) and hard (index h) component intensities at sea
level on the cutoff rigidities for particle arrival direction from the east at an angle of 53◦ to the
vertical (According to Dorman et al., 1967d)
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Table 4.9 The amplitude of the latitude effect for various components and directions of CR tele-
scope (%)

Component Direction

θ = 0◦ θ = 33◦ θ = 53◦

North, south East West East

Total ionizing 8.6±0.3 7.8±0.5 8.2±0.5 4.4±0.5 4.8±0.7
Hard 4.2±0.3 3.5±0.5 7.6±0.5 1.8±0.5 4.8±0.7

4.7.9 Amplitudes of Latitude Effects of Various Components
Measured by CR Telescope

Table 4.9 lists the amplitudes of the latitude effects of various components deter-
mined according to the curves in Figs. 4.71 and 4.72 from the geomagnetic latitude
of 28◦ to the plateau of the latitude dependence of the corresponding components.
For zenith angle θ = 53◦ in the directions north, south, and west, the latitude de-
pendence is absent within the errors. The errors presented in the plots are somewhat
greater than the calculated standard errors of the mean weight (the number of hourly
values of the intensity was taken as a weight) since at some points the temperature
corrections were not inserted because corresponding data on temperature sounding
were not available.

It can be seen from the plots in Figs. 4.71 and 4.72, and from the Table 4.9, that
the latitude dependencies of the total ionizing component in the vertical and in in-
clined directions are greater than that of the hard component. This may be explained
by the fact that the total ionizing component also includes the non-equilibrium por-
tion of the soft component for which the primaries of lower energies influenced
to a greater extent by the geomagnetic field, are responsible. As the zenith angle
increases, the value of the latitude dependence for the northward and southward di-
rections decreases, since the particles generated by more energetic primaries arrive
at sea level at a greater angle to the vertical direction because of the increase of at-
mospheric depth. For the westward and eastward directions, apart from the increase
of the atmospheric depth, the difference of the geomagnetic cutoff rigidities is also
increased with increasing zenith angle. For a zenith angle of 53◦ in the eastward di-
rection, the latitude dependence of the total ionizing and hard components coincide
with one another within the errors. This depends on the negligible contribution of
the nonequilibrium portion of the soft component to the total ionizing component
for greater zenith angles.

4.7.10 The East–West CR Asymmetry

It is well known (see Chapters 1 and 2) that the geomagnetic field deviates the
positively charged particles westward and therefore the CR intensity in the westward
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Fig. 4.73 The east–west
asymmetry: 1 – for the hard
component at an angle of
33◦ to the vertical; 2 – for
the total ionizing component
at an angle of 33◦ to the
vertical; 3 – for the hard
component at an angle of 53◦

to the vertical (According to
Dorman et al., 1967d)

direction IW appears to be higher than that in the eastward direction IE. This effect
is denoted as the east–west asymmetry and determined by the formula

AEW = 2× IW − IE

IW + IE
. (4.19)

Figure 4.73 presents the results of the determining of the east–west asymmetry
amplitude AEW as a function of geomagnetic latitude λ .

Since the influence of the geomagnetic field on the CR is increased with decreas-
ing geomagnetic latitude, the amplitude of the east–west asymmetry must increase
accordingly. This is clearly seen in the plots despite the big errors in the experimen-
tal data. The east–west asymmetry decreases to zero with increasing λ for the hard
component earlier than for the total ionizing component. This fact may be explained
by a different influence of the geomagnetic field on the primaries forming the hard
and total ionizing components. At the geomagnetic latitude, λ = 28◦, the effect of
the east–west asymmetry for the total ionizing and hard components detected at an-
gle θ = 33◦ to the vertical is (5.7± 1.2)% and (4.7 ±1.2)%, respectively; for the
hard component detected at angle of 53◦ to the vertical it is (6.4 ±1.5)%. A small
value of the east–west asymmetry at sea level (about 5–6%) as compared with the
observed in stratosphere (about 50–60%) (according to Dobrotin, M1954) may be
explained with a considerably smaller value of the coupling functions for a compo-
nent at sea level as compared with the stratosphere. An additional flux of particles
deviated westward by the geomagnetic field causes an increase in the intensity of
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the CR detected in the westward direction. This increase results in the fact that the
latitude dependence of the intensity in the westward direction is somewhat greater
than that in the eastward direction at the same cutoff rigidities.

4.7.11 Coupling Functions and Integral Multiplicities for Total
Ionizing and Hard CR Components Derived from Latitude
Curves

The coupling functions between primary and secondary variations of CR have been
obtained from the curves in Figs. 4.71 and 4.72 using Eq. 4.9 for total ionizing and
hard CR components. Results are shown in Fig. 4.74.

Besides that, the integral multiplicities presented in Fig. 4.75 have been calcu-
lated in Dorman et al. (1967d) using formulas, analogues to Eq. 4.15:

mtot (R,ho) =

(
∂N

/
∂R

)
tot(

∂N
/
∂R

)
prim

; mhard (R,ho) =

(
∂N

/
∂R

)
hard(

∂N
/
∂R

)
prim

. (4.20)

Results are shown in Fig. 4.75.

Fig. 4.74 The coupling func-
tions between primary and
secondary CR variations for
total ionizing and hard CR
components. The denom-
inations are the same as
in Fig. 4.71 (According to
Dorman et al., 1967d)
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Fig. 4.75 The integral multi-
plicities of the total ionizing
(t) and hard (h) vertical com-
ponents at sea level (Accord-
ing to Dorman et al., 1967d)

4.7.12 Latitude Surveys and Coupling Functions for Neutron
Monitor Without Lead

In Sections 4.7.1–4.7.5, we considered CR latitude survey results obtained by using
standard NM with lead during expeditions over the territory of former USSR. Now
the CR neutron component is, as a rule, recorded with the standard NM-IQSY neu-
tron monitors developed in Canada on Canadian neutron counters, and then in the
former USSR on the basis of Soviet neutron counters (see a description in Chapter 4
of Dorman, M2004). The search for other methods which would make it possible
to have another energy sensitivity of the recording instruments has led to the un-
derstanding of the feasibility of using neutron monitor without a lead target (Sdob-
nov et al., 1981; Dorman et al., 1983). As was shown in Sdobnov et al. (1981),
such a neutron monitor is sensitive to lower-energy particles of secondary CRs than
the NM-IQSY neutron monitor, the property that is of importance to its possible
usage in the spectrographic method for discriminating between the variations of
atmospheric, magnetospheric, and extraterrestrial origins (see a description of this
method in Chapter 3 of Dorman, M2004). The neutron monitor without a lead target
used in Dorman et al. (1983), was composed of 12 neutron counters SNM-15 (length
200 cm, diameter 15 cm, developed in the USSR and usually used in NM-IQSY of
Soviet CR stations) arranged in two six-counter trays mounted directly above each
other and encased in polyethylene tubes with 2-cm thick walls. The measurements
were taken during a cruise along the route Vladivostok – Bering Strait – Tixie in
the summer of 1982 (the interval of vertical cutoff rigidities 0.5–8.1 GV). A large
Forbush decrease which occured during that period made the data interpretation
difficult. Therefore, the data obtained were corrected for the Forbush decrease CR
variation. Three CR stations (Tixie, Magadan, Irkutsk) nearest to the expedition
route and equipped with standard NM-IQSY monitors were taken to be the check
stations. Standard NM-IQSY monitor data were used in the correction because a net-
work of stations that is equipped with neutron monitors without lead does not exist.
According to Rana and Yadava (1981), the Forbush decrease amplitude increases
about linearly with rising geomagnetic latitude up to 58◦N and remains constant
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Fig. 4.76 Data of latitude sur-
vey in summer of 1982 by the
neutron monitor without lead
(black dots). Dashed curve
– approximation described
by Eq. 4.22 (According to
Dorman et al., 1969); full
curve – approximation de-
scribed by Eq. 4.23 (From
Dorman et al., 1983)

on higher geomagnetic latitudes. Bearing this in mind, Dorman et al. (1983) deter-
mined the correction as follows. The data from Magadan (Rc = 2.16GV) and Irkutsk
(Rc = 3.97GV) were used to find the linear side of the geomagnetic latitude depen-
dence of the Forbush decrease amplitude up to 58◦. The constant side of the depen-
dence was inferred from the data of high-latitude CR station Tixie (Rc = 0.52GV).
According to Sdobnov et al. (1981), the amplitudes of the Forbush decreases are 1.4
times larger for neutron monitors without lead than for NM-IQSY monitors, so the
correction was appropriately multiplied by a factor of 1.4.

The dots in Fig. 4.76 show the results for the 4 h values of the intensity recorded
with the neutron monitor without lead as a function of the vertical cutoff rigidity.

At Rc lower than 2 GV, the mean intensity of the recorded neutrons (shown in
Fig. 4.76) is

No = 3.27×105neutrons/4 hours. (4.21)

As can be seen from Fig. 4.66, the conventional approximation applicable to NM-
IQSY data in the form (Dorman, 1969):

N = No

(
1− exp

(
−αR−k

c

))
(4.22)

proved to be insufficient in the case of a neutron monitor without lead. Approxi-
mation described by Eq. 4.22 is shown with dashed line in Fig. 4.76 for α = 8.1,
k = 1.0 obtained from the data displayed in Fig. 4.77. Its insufficiency is confirmed
by the plot of the dependence of ln

(
ln

(
No

/
(No −N)

))
on lnRc in Fig. 4.77 which

is not rectilinear, as should have been if approximation by Eq. 4.22 had been valid.
A more accurate approximation is

N = No (1− exp(−αexp(−kRc))) (4.23)

shown by the solid line in Fig. 4.76, because, according to Fig. 4.78 the, linear
dependence
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Fig. 4.77 The dependence
of ln(ln(No / (No −N))) on
lnR (According to Dorman
et al., 1983)

Fig. 4.78 The lin-
ear dependence
ln(ln(No / (No −N))) =
lnα− kRc at α = 5.00,
k = 0.21 (According to
Dorman et al., 1983)

ln
(
ln

(
No

/
(No −N)

))
= lnα− kRc (4.24)

holds at α= 5.00, k = 0.21.
The coupling functions for approximation by Eq. 4.23 are determined as

W (R) = − b
No

∂N (Rc)
∂Rc

∣∣∣∣
Rc→R

=
bk

1− exp(−α)
exp(−kR−αexp(−kR)) , (4.25)

where the normalizing factor is b = (1− exp(−α))−1. The coupling functions are
shown in Fig. 4.79 (curve 1; the dashed lines in Figs. 4.79 and 4.80 are extrapola-
tions, according to Eq. 4.25, to the domains where measurements were not taken).

Figure 4.79 shows for comparison the coupling function for the neutron monitor
without lead (curve 2) inferred from the calculations of Sdobnov et al. (1981). The
disagreement is probably associated with a different geometry of neutron monitor
without lead in Sdobnov et al. (1981) where the neutron counters were encased in
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Fig. 4.79 The coupling func-
tions for neutron monitor
without lead: 1 (According
to Dorman et al., 1983; the
dashed part – extrapolation
according to Eq. 4.25 to the
domains where measurements
were not taken); 2 (According
to Sdobnov et al., 1981)

Fig. 4.80 Comparison of coupling functions for neutron monitor without lead (curve 1; the dashed
part – extrapolation according to Eq. 4.25 to the domains where measurements were not taken);
and for NM-IQSY (curve 2; According to Aleksanyan et al., 1981)

a rectangle polyethylene box with walls of a different thickness, rather than in the
standard polyethylene cylindric tubes used in Dorman et al. (1983) and usually also
used for NM-IQSY.

Figure 4.80 may be used for comparison between the coupling functions of the
neutron monitor without lead used in the study of Dorman et al. (1970b) and NM-
IQSY inferred from the latitude measurements taken onboard r/v Kurchatov from
November 1971 to January 1972 (Aleksanyan et al., 1981) during approximately the
same level of solar activity cycle. The comparison shows that the coupling function
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for the neutron monitor without lead is on average more sensitive to lower energies
of primary particles than NM-IQSY. The maximum value of the coupling function
for the neutron monitor without lead,

Wmax =
αk

1− exp(−α)
exp(− lnα−1) = 7.9 %

/
GV (4.26)

at Rmax = 7.6GV, is higher than for NM-IQSY (Wmax = 5.0 %
/

GV), which agrees
with the results of Sdobnov et al. (1981). Therefore, the neutron monitor without
lead may be used as an additional instrument with other sensitivity to primary CR
variations than the usual standard NM-IQSY.

4.7.13 The Airplane CR Latitude Surveys over the Former USSR
at Altitudes with Pressures of 260–400 mb

According to Dorman et al. (1970a), to investigate the CR nucleon component in-
tensity variation at altitudes with pressures of 260–400 mb, a small neutron monitor
was developed for airplane CR latitude surveys over the former USSR. These sur-
veys were carried out in the 0–8 GV interval of cutoff rigidities in January–February
1966, i.e., near the minimum of solar activity. The coupling functions were deter-
mined from these experimental data (see Fig. 4.81).

Fig. 4.81 Coupling functions
for the neutron component at
altitudes with pressures of 260
and 315 mb (From Dorman
et al., 1970a)
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Fig. 4.82 The latitude effect
of the barometric coeffi-
cient for pressure interval of
260–315 mb (From Dorman
et al., 1970a)

Fig. 4.83 The total ionizing component intensity for the maximum of the altitude-dependence
curve as a function of the geomagnetic cutoff rigidity Rc. The value of the intensity at the point
Rc = 0.5GV in 1965 has been taken as 100%. Curve 1 for 1965 and curve 2 for 1964 (From
Dorman and Kovalenko, 1966)

The barometer coefficient and its dependence on Rc were also estimated on the
basis of measurements of CR neutron component intensity at altitudes with pres-
sures of 260–315 mb (see Fig. 4.82).

4.7.14 The Balloon CR Latitude Surveys over the Former USSR

The CR stratospheric measurements were carried out using EK-1 radiosounds
in the summer periods of 1964 and 1965 over the former USSR (Dorman and
Kovalenko, 1966). Figure 4.83 presents the results of the CR intensity measurements
at the maximum of the altitude dependence curve as a function of the geomagnetic
cutoff rigidity (curve 1) obtained in the summer of 1965. The same Fig. 4.83 also
shows the results of similar measurements of the CR intensity obtained in 1964
(curve 2).
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Fig. 4.84 The primary spectrum of the CR variations from 1964 to 1965 (Dorman and
Kovalenko, 1966)

From the formula

ΔD(R)
D1965 (R)

=

(
∂N64

/
∂Rc

∂N65
/
∂Rc

−1

)

Rc→R

(4.27)

it is easy to calculate ΔD(R)
/

D1965 (R) which is the spectrum of the primary CR
variation from 1964 to 1965. The results are presented in Fig. 4.84.

It can be seen from Fig. 4.84 that the change in the primary CR intensity between
1964 and 1965 was mainly due to particles with R < 4GV.

4.7.15 The Balloon Measurements over the Former USSR
of East–West CR Asymmetry: Estimation of the Upper Limit
for Antiproton/Proton Ratio

Bogomolov et al. (1968) noted, that many measurements of the CR east–west asym-
metry have been carried out to determine the sign of the charge of primary particles
(Vernov et al., 1949, 1952; Winckler et al., 1950; Winckler and Anderson, 1954; see
also Section 4.13.2). The investigation of the composition of the primary CR is of
great importance for verification of different hypotheses of the origin of CRs and of
the Universe. In those times the discrepancy between theoretical and experimental
values for the east–west CR asymmetry does not contradict the presence of a 10%
admixture of negatively charged particles (Fradkin, 1955). The calculated value of
the antiproton–proton flux ratio (the p/p ratio) in the primary CR is about 0.1–0.3%
if the nuclear reactions of the primary CR in the interstellar gas are considered to be
the only source of antiprotons. The experimental value of the p/p ratio and its ac-
curacy depend strongly on such phenomena as albedo, return albedo, production of
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Fig. 4.85 The threshold gas Cherenkov counters: a, with reflecting walls; b, with diffusing walls.
1 – steel pressure chamber; 2 – spherical mirror; 3 and 4 – cylindrical and cone-shaped mirrors; 5 –
light guide; 6 – photomultiplier. All dimensions are in millimeters (From Bogomolov et al., 1968)

secondaries in the residual atmosphere or in the equipment, and inaccuracies of cut-
off rigidity and penumbra calculations. To obtain a more accurate value of the p/p
ratio a detailed investigation of the spectrum of singly charged CR particles seems
to be of interest in the geomagnetic threshold region in the west and east directions.
In such an experiment, one does not need the primary spectrum, but long flights are
necessary to accumulate meaningful data in the narrow energy region investigated.

In Bogomolov et al. (1968) the east–west asymmetry has been measured on bal-
loons over the former USSR to obtain a more accurate value of the antiproton–
proton flux ratio in the primary CR. The measurements have been carried out at
middle latitudes at a depth of 10g/cm2 of the atmosphere and at zenith angle 60◦.
The telescope used for detection consisted of two scintillation counters, a lucite
Cerenkov counter, and a gas Cherenkov counter (see Fig. 4.85).

The threshold of the gas Cherenkov detector has been changed from 1.7 GeV to
5–7GeV (for protons) in flight. The earth’s magnetic field was used for orientation
of the device in space. The preliminary results of the experiment are given. The
telescope developed for mid-latitude measurements of the primary CR spectrum of
singly charged particles has the geometric factor of the device of about 10cm2 sr.
The threshold gas Cherenkov counters used in the telescope have specular reflecting
walls (Fig. 4.85, panel a) or diffusing walls (Fig. 4.85, panel b).

Cherenkov light in the counter of the first type (panel a in Fig. 4.85) is collected
by spherical 2, cylindrical 3, and cone-shaped 4 mirrors and is directed through a
lucite light guide 5 to a photomultiplier 6. The light collection efficiency is about
65%. The height of the gas detector is about 500 mm and the diameter is 200 mm.
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The diffusing counter (panel b) is coated inside with white paint (reflection coef-
ficient 95%). The detector is viewed by a 150-mm photomultiplier 6 through a lucite
window 5. The light collection efficiency is about 60% and the length of the detec-
tor is about 200 mm. The gas counters are filled with ethylene up to 60 atm. Their
thresholds can be varied from 1.7 GeV to 5–7 GeV (for protons). The efficiency of
registration of these counters falls with increasing energy of the detected particles.
The lucite Cherenkov counter selects singly charged particles and eliminates albedo
particles. The upper end of the 50 mm of lucite is painted black. Singly charged
particles are counted in the main channel of the telescope if they are registered in
the scintillation and lucite counters and are not registered in the gas counter. The
resolving time of coincidence and anticoincidence is (2−8)×10−8 sec. The pulses
of the lucite and gas counters are analyzed by two 16-channel analyzers which are
triggered by the scintillation counters. This allows the possibility of checking the
electronics during operation and evaluating the energy spectrum below the geomag-
netic cutoff.

The telescope has been calibrated with sea-level muons. The earth’s magnetic
field is used for orientation of the device in flight, the accuracy of the orientation
being ±3◦. The value of the telescope zenith angle can be 30◦, 45◦, and 60◦, and
remains constant during the experiment. The device is programmed so that it is
oriented in turn to west and east. An arrangement for letting the gas off the gas
counter permits a change of the upper threshold of the telescope in flight according
to a prescribed schedule. One can get five or six points in the singly charged particle
spectrum from 1.7 to 5–7GeV during a 5 h flight. The gas pressure in the counter
and temperature is registered continuously.

In Bogomolov et al. (1968) the energy spectra of singly charged particles ar-
riving from the east and from the west have been measured in the 1.7–5.2GeV
energy range at geomagnetic latitude λ = 40◦ N and at an altitude of 10g/cm2 (see
Fig. 4.86) using the diffusing gas counter. The zenith angle of the telescope was 60◦.

Fig. 4.86 West and east dif-
ferential spectra of singly
charged particles in the pri-
mary cosmic radiation. Mea-
surements made at λ = 40◦ N,
zenith angle 60◦, atmospheric
depth 10g/cm2 (From
Bogomolov et al., 1968)
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The energy thresholds of the gas counter have been calculated for given values of
gas pressure and its temperature. Most of the secondary and return albedo particles
have energy below 1.7 GeV. They form a background in the spectrum under investi-
gation. The background in these measurements was 10% of the whole flux of singly
charged particles. The role of the secondaries in the 2.5–5.0GeV range is small.
The obtained results in the 3.5–4.0GeV range are in good agreement with those of
Freier and Waddington (1965).

Figure 4.86 shows that the penumbra stretches at least from 1.7 to 3.5 GeV
for the west and from 2.5 to 4.0 GeV for the east. The opacity of the penumbra
seems to be different for west and east. From the spectra obtained, the p/p ratio
can be estimated in two different ways. The first is the comparison of the observed
east–west asymmetry with that calculated for positively charged particles. For the
calculation of the east–west asymmetry, one should know the spectrum and the ge-
omagnetic cutoffs. The spectrum in this energy range has been measured by Freier
and Waddington (1965) with acceptable accuracy. For the precise determination of
the cutoff values in the case of a given λ and zenith angle, a detailed computation
was carried out by Shea et al. (1965). Bogomolov et al. (1968) noted that there are
no such calculations for the point at which the measurements were carried out. For
this reason, the spectra obtained (Fig. 4.13.17) have been used only for the prelim-
inary estimation of the cutoffs. An average value of energy in the penumbra region
has been taken as an effective cutoff, i.e., 2.5 GeV for West and 3.3 GeV for east.
The statistical accuracy can be improved by a comparison of the measured and cal-
culated asymmetry in the range up to 4.1 GeV. In the considered case, the geomag-
netic effects do not influence the primary spectrum above this energy. The calculated
east–west asymmetry, Acal, is defined as follows:

Acal = 2(IW − IE)
/
(IW + IE), (4.28)

where IW and IE are the fluxes of CR particles from west and east. The west–
east asymmetry found in Bogomolov et al. (1968) has an amplitude of 0.71 ±
0.15, in agreement with the expected amplitude 0.95, calculated in Freier and
Waddington (1965) for only positive primary CR particles.

If one assumes that the contribution from secondary particles and re-entrant
albedo is negligible in the range 1.7–4.1GeV and the antiproton and proton spectra
are identical, one can obtain 13% for the upper limit of the p/p ratio in this energy
range. The second way of estimating the p/p ratio is to take the ratio of particle
fluxes from the east and west in the 1.7–2.5 GeV energy range (see Fig. 4.86). In
this case, the evaluation depends neither on the form of proton and antiproton spec-
tra nor on the character of the geomagnetic cutoffs. Because of poor statistics and
without a thorough investigation of the secondary particle spectrum, Bogomolov
et al. (1968) present only an upper limit in this energy range: p/p ≤ 0.15±0.20.

Let us finally note that the p/p ratio in the broad energy range was measured at
the last time with a good accuracy, and it was shown that the value of this ratio also
strongly depends on the sun’s magnetic field polarity and modulation effects in the
Heliosphere (see details in Section 1.4.6 in Dorman, M2004).
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4.8 Soviet CR Survey Expeditions over the World on the Ship
Kislovodsk

4.8.1 CR Latitude Survey During December 1967–March 1968

According to Dorman et al. (1970b), measurements of the latitude effect of the CR
muon component during the period of December 1967–March 1968 were carried
out on board m/s Kislovodsk during the voyage from Leningrad to Buenos Aires
and back, using a large installation of crossed counter telescopes. The effective area
of the CR detector was 2.7m2 in the vertical direction. The spatial orientation of the
CR detector (owing to the special design to facilitate the free setting of the detector)
remained constant during the whole period of measurements. A detailed description
of the installation is given in Dorman et al. (1969).

Experimental data were corrected for the barometer effect using the exponen-
tial formula; the corrections for the temperature effect were carried out by means
of the integral method (Dorman, 1954a, b, M1957; see details in Dorman, M1972,
M2004). To analyze the CR latitude curves, the vertical cutoff rigidities calculated
by Makino (1963) were used. For inclined directions, the cutoff rigidities were cal-
culated according to Alpher (1950) with subsequent corrections for the real geomag-
netic field including the six first terms of the expansion of the geomagnetic potential
according to spherical harmonics.

The experimental data with and without temperature corrections for the general
ionizing and vertical muon component (for cubical and semi-cubical geometry) are
presented in Fig. 4.87. Since the statistical errors of the data were small, i.e., only
0.07% in case of 6 h data, and the temperature distribution of the atmosphere was
known on the basis of measurements by balloons during the whole voyage (Dorman
et al., 1968a), it was possible to estimate the influence of the air temperature on the
muon component latitude effect at sea level. Figure 4.87 shows that this influence
is considerable. At high latitudes, the air temperature is lower than at the equator,
the atmosphere is more compressed, and muons have a shorter path from the level
of generation to the level of observation and therefore the probability of their de-
cay is smaller. Thus, the difference in the air temperature at high latitudes and at the
equator leads to well-known excess of the observed latitude effect of the muon com-
ponent over the real one (Dorman, 1954c). Without taking into consideration the CR
temperature effect, the measured value of the muon component latitude effect turned
out to be 13.5% (the difference in the muon component latitude effect for cubical
and semi-cubical telescopes is negligible, it is about 0.1%). After having carried out
the temperature corrections the amplitude of the latitude effect became 8.6%. Thus,
the temperature contribution to the latitude effect of the muon component in the
period of our measurements was 4.9%.

As can be seen from Fig. 4.87, the CR latitude curves in the southern hemisphere
are not mirror reflections of those in the northern hemisphere for all CR components.
The greatest discrepancy between south and north is observed in the interval of cut-
off rigidities of 12.7–13.4GV (in the northern hemisphere it is located at 2◦–13◦N,
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Fig. 4.87 Cosmic ray latitude curves. Curves 1 and 1′ – general ionizing component. Curves 2 and
2′ – muon component (cubic geometry; left scale). Curves 3 and 3′ – muon component (semi-cubic
geometry; right scale). Full lines (1, 2 and 3) t with temperature corrections carried out according
to Dorman (M1957). Dotted curves (1′, 2′ and 3′ )– without temperature corrections (According to
Dorman et al., 1970b)

34◦W). This discrepancy cannot be owing to differences in the measuring apparatus,
to meteorological effects, or to variations in the primary spectrum of CRs since it
was observed during the voyage both to and from Buenos Aires. The greatest dis-
crepancy was observed for the east–west asymmetry (curve 4 in Fig. 4.87). From
these experimental data, it can be concluded that the calculated values of the cutoff
rigidities for this region do not correspond to the real values and that in the regions
of geomagnetic anomalies, the description of the geomagnetic field by the six first
spherical harmonics is too rough.

4.8.2 Determining the Coupling Functions

Using experimental data corrected for primary time variations, and for barome-
ter and temperature effects, the coupling functions can be obtained according to
Dorman (M1957) (see Fig. 4.88). An extrapolation was carried out to the region of
rigidity R > 15GV by the method developed in Dorman (M1957).
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Fig. 4.88 Coupling functions for the muon component. Corrections were made for primary time
variations, and barometer and temperature effects. Curve l – vertical direction. Curves 2 and 3 –
inclined directions 45◦ and 55◦ to zenith, respectively. Curve 4 – vertical direction (theoretical)
(According to Dorman et al., 1970b)

4.8.3 Determining the CR Equator at 28◦W

In the course of the above-mentioned measurements, the CR equator was crossed in
both directions at 28◦Ω. Figure 4.89 shows the dependence of the intensity of CR
on the geographic latitude in the region of the CR equator in the case of the vertical
(cubic and semi-cubic geometry) as well as of the inclined muon components (zenith
angles 37◦ and 45◦ for eastern directions).

In Fig. 4.89 all corrections (for primary time variations, barometer and temper-
ature effects) were taken into account. The latitude dependence for all CR compo-
nents in Fig. 4.89 is considerable in the equator region. These data can be used to
determine the position of the CR equator with high accuracy. It can be seen from
Fig. 4.89 that all CR curves show minima to the north of the geographical equator,
at 7◦ N. The accuracy in the determination of the CR equator is ±0.5◦. Figure 4.89
also shows the values of cutoff rigidities according to Makino (1963), and Kondo
and Kodama (1965), which coincide in the region of the equator and display a max-
imum along the longitude of 28◦Ω at 4◦ ±2◦ N. The difference between experimen-
tal and theoretical values is not significant since cutoff rigidities were calculated in
steps of 5◦.

Let us compare the position of the CR equator obtained in the present study with
the results of other papers. According to measurements carried out on the satel-
lites Proton - 1, Cosmos - 4 and Cosmos - 7 (Basilova et al., 1966) the CR equator
along 28◦ 22′ W was found at 4◦ ±3◦ N. According to the measurements by Simp-
son (1956) carried out in 1948, the position of the CR equator was found along
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Fig. 4.89 Position of the CR equator determined by the muon component measurements in
Dorman et al. (1970b): curves l and 2 – in vertical direction for cubic and semi-cubic geometry, re-
spectively; curves 3 and 4 – for inclined directions with zenith angles of 37◦ and 45◦, respectively.
For comparison are shown: curve 5 – values of the cutoff rigidities according to Makino (1963)
and Kondo and Kodama (1965); arrow 6 – the CR equator position determined by CR satellite
observations according to Basilova et al. (1966) (From Dorman et al., 1970b)

28◦22′W at 6◦±1◦N. The agreement of Simpson’s measurements in 1948 and mea-
surements of Dorman et al. (1970b) in 1968, show that during two solar activity
cycles the position of the CR equator remained the same within ±1, or we can say
that the secular changes of the geomagnetic field during 20 years do not have any
influence on the position of the CR equator.

4.9 Soviet CR Survey Expeditions over the World
on the r/v Academician Kurchatov

4.9.1 Regular CR Latitude Measurements on the r/v Academician
Kurchatov

The neutron and meson CR components have been regularly measured since
1967 in the Atlantic, Pacific, and Indian Oceans onboard the research vessel (r/v)
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Academician Kurchatov (Avdeev et al., 1972, 1973, 1974; Aleksanyan et al., 1979a,
b, c, 1981,1982a, b, 1985). The coupling functions, integral multiplicities, and spec-
trum of the 11-year variation have been determined. The measurement data on the
latitudinal effects of the CR neutron component was approximated by the Dorman
function in the form of (Dorman, 1969)

N (Rc,ho) = No

(
1− exp

(
αR−k

c

))
, (4.29)

where No is the plateau level of the latitudinal intensity curve, and parameters α
and k characterize a given secondary component and vary with the solar activity
cycle. Parameters α and k in Eq. 4.29 can be found from comparison with ex-
perimental data of the latitude survey using the least-squares method. The neutron
component intensity data were corrected for the barometric effect; corrections for
variations of primary origin by using data on stationary CR stations were also in-
serted.

4.9.2 Determining of Coupling Functions on the Basis of Latitude
Surveys

In the range of up to 15 GV, the coupling functions are usually determined from the
latitudinal effects of the corresponding components. The expression for calculating
the coupling functions is of the form, following from Eq. 4.29:

Wo (R,ho) = − ∂N (Rc,ho)
No∂Rc

∣∣∣∣
Rc→R

= αkR−(k+1) exp
(
−αR−k

)
. (4.30)

According to Eq. 4.30 the coupling functions may be extrapolated in the region with
rigidity R more than the maximal geomagnetic cutoff rigidity (about 15 GV). The
validity of such approximation is confirmed by the following facts: first, the differ-
ential energy spectrum of the primary flux in a high-energy range is of a power form
and, second, the changes in the integral multiplicity with energy also obey the power
law. Throughout, the normalization condition is also satisfied. Figure 4.90 presents
the coupling functions of the CR neutron component for 1967–1971, obtained in
Avdeev et al. (1973).

Table 4.10 presents the locations of the coupling function peaks and the changes
in the parameters α and k calculated from the results of measurements onboard
the r/v Academician Kurchatov. Also presented in Table 4.10 are the calculation
results on the basis of the measurements onboard an Argentine vessel CNRC (see
CNRC, 1969).
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Fig. 4.90 Coupling functions of the CR neutron component for the period of 1967–1971: 1 – 1967,
2 – 1968, 3 – 1969, 4 – 1971. From Avdeev et al. (1973)

Table 4.10 Locations of the coupling function peaks and the changes in the parameters α and k
calculated from the results of measurements onboard the USSR r/v Academician Kurchatov and
the Argentine vessel CNRC

Year of
observation

Expedition W max (%/GV) Rmax (GV) Parameter
α

Parameter
k

1964 CNRC 6.1 3.5 7.11 0.93
1965 CNRC 5.4 3.7 7.37 0.89
1966 CNRC 5.2 3.9 7.50 0.88
1967 CNRC 4.9 4.0 7.63 0.86
1967 Kurchatov 4.6 3.6 7.45±0.38 0.86±0.02
1968 CNRC 4.3 4.6 7.76 0.84
1968 Kurchatov 4.4 4.3 7.57±0.38 0.85±0.02
1969 Kurchatov 4.1 4.5 7.79±0.23 0.83±0.02
1971 Kurchatov 4.2 5.0 7.73±0.29 0.81±0.02

4.9.3 The Normalizing of the Worldwide Network of CR Stations
on the Basis of CR Latitude Surveys by r/v Academician
Kurchatov

A possibility exists to determine the coupling functions on the basis of the neutron
component observations from the worldwide network of CR stations. In fact, having
the neutron component intensity data from each station and knowing the geomag-
netic cutoff rigidity Rc of each station, we may “relate” the intensity data at a station
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Table 4.11 The list of the CR stations for which normalization was made based on the r/v Acad-
emician Kurchatov latitude survey data

No. CR station Altitude (m) Geographic coordinates Rc (GV) Normalizing
Latitude Longitude factor Fi

1 Victoria 71 48.42◦ 236.68◦E 1.86 4.94±0.01
2 Hobart Sea level −42.90◦ 147.33◦E 1.88 0.330±0.001
3 Shwartmorth 80 39.90◦ 284.65◦E 1.92 2.53±0.01
4 Kiel 54 54.30◦ 10.10◦E 2.29 4.60±0.03
5 Moscow 200 55.47◦ 37.32◦E 2.46 3.15±0.02
6 Lindau 140 51.60◦ 10.10◦E 3.00 3.65±0.04
7 Halle 100 51.48◦ 11.97◦E 3.07 0.072±0.003
8 Durbes 225 50.10◦ 4.60◦E 3.24 4.74±0.01
9 Dallas 208 32.98◦ 263.27◦E 4.35 5.19±0.01
10 Hermanus 26 −34.35◦ 19.13◦E 4.90 0.87±0.01
11 Rome 60 41.90◦ 12.52◦E 6.32 3.72±0.01
12 Tbilisi 510 41.72◦ 44.73◦E 6.67 1.59±0.01
13 Alma-Ata 806 43.25◦ 76.93◦E 6.69 2.11±0.01
14 Breasben Sea level −25.53◦ 152.92◦E 7.21 0.39±0.01
15 Buenos-Aires Sea level −34.60◦ 301.52◦E 10.63 0.32±0.01
16 Kordoba 434 −34.42◦ 295.80◦E 11.50 0.268±0.003

to the latitudinal curve and find the normalizing factors. The intensity at the station
i will be determined by the expression

Ni (Rci,hoi) = FiNs (Rci) . (4.31)

Here Ns (Rci) is the intensity obtained from the corresponding curve of the latitudi-
nal effect for the geomagnetic cutoff rigidity where the station is located, Fi is the
normalizing factor of the selected station. Table 4.11 is a list of the CR stations for
which normalization was made and shows the corresponding coefficients Fi for each
station. The normalization was made using the curve of the latitudinal effect in the
CR neutron component as measured onboard the r/v Academician Kurchatov from
February 1–20, 1969. In Table 4.11, the values of Rc are according to trajectory
calculations of Shea and Smart (1967).

4.9.4 Determining Integral Multiplicities

The knowledge of the coupling functions permits the integral multiplicities and the
11-year variation spectrum to be calculated. Let us remember that the integral multi-
plicity mi (R,ho) characterizes the number of secondary particles of kind i produced
in the atmosphere by a single primary particle with rigidity R and detected at a level
with pressure ho. From the nomination of the coupling function, it follows that

mi (R,ho) = Woi (R,ho)Noi (ho)
/

D(R). (4.32)
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The knowledge of the differential rigidity spectrum D(R) of primary particles is
also necessary to calculate the integral multiplicity. The form of this spectrum was
taken from the direct measurement data of Keith et al. (1968). Inclusion of the con-
tribution from nuclei with Z > 2 may give a difference of not more than a factor
of 2 (Dorman and Miroshnichenko, M1968). Figure 4.91 presents the form of the
integral multiplicities for the neutron and muon CR components.

Fig. 4.91 Integral multi-
plicities for: 1 – neutron
component (experimental),
2 – neutron component (calcu-
lated theoretically), 3 – muon
component (experimental)
(From Avdeev et al., 1973)

Fig. 4.92 Spectrum of the
11-year primary CR variation
during solar maximum: 1 –
1968–1969, 2 – 1968–1971
(From Avdeev et al., 1973)
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4.9.5 Determining the Primary Spectrum of Long-Term CR
Variation

The coupling functions for the various measurement periods vary due changes in the
primary particle spectrum. Taking account of the fact that the neutron component
intensity measurement data are corrected for the meteorological effects, the integral
multiplicity mi (R,ho) does not vary with solar activity cycle and that the change in
the effective geomagnetic cutoff rigidity is small (usually ≤0.1GV), we may write
the following expression for the coupling functions:

Woi (R,ho, t1) = mi (R,ho)D(R, t1)
/

Noi (ho), (4.33)

Woi (R,ho, t2) = mi (R,ho)D(R, t2)
/

Noi (ho). (4.34)

Then it is easy to show that

ΔD(R,Δt)
D(R, t1)

=
Woi (R,ho, t1)−Woi (R,ho, t2)

Woi (R,ho, t1)
. (4.35)

The Eq. 4.35 makes it possible to calculate the form of the 11-year variation spec-
trum. Figure 4.93 presents the form of the 11-year variation spectrum obtained from
the analysis of the results of the CR neutron component measurements during solar
maximum.

It is characteristic that the 11-year variation amplitude increases with a de-
creasing of the geomagnetic cutoff rigidity, while the primary spectrum of the
11-year variation proves to decrease with increasing R. In the low-rigidity range,

Fig. 4.93 Comparison between the experimental and calculated coupling functions of the neutron
component. The theoretical curves are plotted for the primary power spectrum with exponents
γ = 2.2,2.6, and 2.7 (numbers near curves). Geomagnetic cutoff rigidities are used for the lati-
tude service experimental data according to: curve 1 (Shea and Smart, 1967), 2 (Makino, 1963),
3 (Quenby and Wenk, 1962)
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R ≤ (3− 4)GV, the form of the 11-year variation spectrum strongly changes from
year to year. During a high solar activity period, the tendency was observed for ex-
ponent γ to increase from γ = 0.2–0.4 at R ≤ (3–4)GVtoγ = 1.6−2.0 in the region
where R > 4GV. Thus, the regular measurements of the latitudinal effects in the
CR neutron component on the basis of the data of the r/v Academician Kurchatov
make it possible to trace the character of the long-term solar cycle variation over
a sufficiently long observation period relative to solar activity. The tendency is ob-
served for the coupling functions to shift their peak toward higher rigidities and to
simultaneously decrease their value with increasing solar activity.

4.9.6 Comparison of Coupling Functions Derived from CR
Latitude Services with Theoretical Expected

As can be seen from Eq. 4.33, the coupling function can be easily determined if
the integral multiplicity is found from consideration of the CR nuclear-meson cas-
cade in the atmosphere. The integral multiplicity of the CR nucleon component was
calculated in Avdeev et al. (1973) on the following assumptions. Each collision was
assumed to be accompanied by emission of several δ-nucleons (E ≈ 150–300MeV).
The nuclear-emulsion data (Grigorov et al., 1958; Powell et al. M1962) indicate that
the energy lost for disintegration of an air atom nucleus is approximately constant
and equals ≈400MeV. The δ-nucleon/evaporation nucleon ratio was assumed to
be constant (4.1 according to the measurements of atmospheric fluxes of slow and
fast neutrons). It was also assumed that the δ-nucleons were uniformly distributed
within a 40◦ aperture cone, and the evaporation nucleons were isotropically distrib-
uted. The calculation results for the coupling functions are shown in Fig. 4.93.

In Fig. 4.93 the experimental curves obtained on the basis of the data of the r/v
Academician Kurchatov are also presented for the sake of comparison. The theo-
retical curves have been plotted for the primary spectrum in the form ∝ E−γ for
exponents γ = 2.2, 2.6, and 2.7. The geomagnetic cutoff rigidities were determined
in terms of the models: 1 – Shea and Smart (1967), 2 – Makino (1963), 3 – Quenby
and Wenk (1962). It can be seen from Fig. 4.93 that the theoretical curve for γ = 2.6
and the experimental curve plotted in terms of the Shea and Smart (1967) model are
in good agreement.

4.9.7 Using CR Latitude Surveys by r/v Academician Kurchatov
for Checking the Cutoff Rigidities Models

In Smirnov and Ustinovich (1970), on the basis of CR latitude surveys by r/v Acad-
emician Kurchatov, the efficiencies of following the different cutoff rigiditymodels
were investigated by comparison of the theoretical and experimental data:
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1. Quenby and Webber (1959) earlier considered the non-dipole character of the
earth’s internal field and deduced the correction which has to be applied to the
dipole vertical cutoff rigidities to obtain better agreement with observed values.
Quenby and Wenk (1962) improved this method by considering the shielding
effect of the solid earth on particle trajectories in the penumbral region. Modifi-
cations of the previous calculations were made assuming a non-dipole field and
making approximations in the penumbral region.

2. Makino (1963) modified the Quenby and Webber (1959) approximation by
introducing penumbral corrections different from those used by Quenby and
Wenk (1962) and by introducing an empirical eastward shift of the impact point.
The eastward longitude correction was empirically determined to be 16◦ cos3λ,
where λ is the geomagnetic latitude.

3. Shea et al. (1965) used a Fortran program to integrate the equation of motion
of charged particles in any specified geomagnetic field (trajectory computed cut-
off rigidity). The computer program of Dorman et al. (1966a) used in Smirnov
and Ustinovich’s (1970) calculation utilizes a sixth-degree simulation of the ge-
omagnetic field for each average daily point of r/v Academician Kurchatov four
routes. An effective cutoff rigidity was determined by summing all the allowed
rigidities.

For efficiency investigation of different models of cutoff rigidities, the average
daily intensity values (corrected for barometric effect) of a supermonitor and multi-
plicity meter obtained during four voyages of the r/v Academician Kurchatov have
been used. The measured intensities have been plotted as a function of the vertical
cutoff rigidity for three models (see Fig. 4.94) and the root mean square of the de-
viation of the experimental points from the best-fit curve was determined for each
model.
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Fig. 4.94 Corrected counting rate as a function of various models: a Quenby and Wenk (1962), b
Makino (1963), c exact trajectory calculations (From Smirnov and Ustinovich, 1970)
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Fig. 4.95 The coupling func-
tions for total neutron in-
tensity (dashed curve) and
different multiplicities from
one to six (full curves) of neu-
tron supermonitor NM-IQSY

For a quantitative estimation of dispersion, the curves obtained were approxi-
mated by third power polynomial according to the least-squares method in agree-
ment with the counting rates. The dispersion is minimal.

4.9.8 Estimation of Coupling Functions for Total Neutron
Component and Different Multiplicities

Using trajectory computed threshold rigidities, Smirnov and Ustinovich (1970) have
determined the polar coupling functions of the supermonitor and multiplicity me-
ter for the energy range of 4–17 GV. The polar coupling functions Woi (R,ho) are
determined by the equation

Woi (R,ho) = − ∂Ni (Rc,ho)
Noi∂Rc

∣∣∣∣
Rc→R

, (4.36)

where Noi denotes the CR intensity on the plateau’s part of latitude curve.
Figure 4.95 shows the results of this calculation. As seen in Fig. 4.95, the cou-
pling functions decrease with the increase of multiplicity and the maximum shifts
to the side of greater energy.

4.9.9 Main Results of r/v Academician Kurchatov Expeditions
in 1971/72 and 1975: Checking Cutoff Rigidities
and Determining Coupling Functions

Planetary measurements of the CR neutron component were carried out on the r/v
Academician Kurchatov from November 1971–January 1972 and from February–
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Fig. 4.96 The routes of r/v Academician Kurchatov in 1971/72 and 1975

May 1975 in the Atlantic Ocean. A single 3-NM-IQSY section was used. The instru-
ment was mounted on the upper deck in a room with air conditioning. The 1 h data
were supplied to a recorder together with the mean-hourly values of atmospheric
pressure obtained to within a ±0.1mb accuracy. The coordinates of the vessel were
transmitted from the satellite navigation system. The map of the routes is shown in
Fig. 4.96.

The cutoff rigidities for these expeditions were calculated by interpolating the
vertical cutoff rigidities of Shea and Smart (1975) based on the 5◦×15◦ global grid.
The cutoff rigidities in given regions for 1971 were determined by interpolation of
the cutoff rigidity distribution in 1965 and 1975. The corrections for barometric
effects were introduced by taking into account the dependence of the barometric
coefficients on cutoff rigidities. The pressure-corrected data were then corrected for
the primary CR intensity variations. The corrections were inferred from the stations
in the northern hemisphere. The intensity data during the periods with strong mag-
netic disturbances and significant Forbush-effects were excluded.
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Fig. 4.97 The cutoff rigidity dependencies of the neutron component intensity obtained in 1971/72
and in 1975. The circles and crosses denote the data obtained in the southern and northern hemi-
spheres, respectively

Figure 4.97 shows the curves of the latitude dependence of the intensity obtained
for the northern and southern hemispheres. The latitude effect was approximated by
the Dorman function (Dorman, 1969), described by Eq. 4.29. It can be seen from
Fig. 4.97 that the experimental points obtained in 1971/72 in the North and South
Atlantic diverge in the regions with cutoff rigidities of 3–5 GV. The points obtained
in the southern hemisphere along the east coast line of South America are located
above the points from the northern hemisphere, thereby indicating an overestimation
of the calculated rigidities in that region. The temperature effect was disregarded
since its inclusion would increase the divergence.

According to Shea and Smart (1975), and Tyasto et al. (1977), significant secu-
lar variation in the horizontal component of magnetic field, and hence considerable
variations of cutoff rigidities, take place in the region. The trajectory calculations
were made in terms of the model of the earth’s magnetic field in a definite epoch
(1965 in our case) and, therefore, the calculation accuracy depends on the accu-
racy of the magnetic field representation for the given period. The cutoff rigidities
were extrapolated to other epochs in accordance with the predicted variations in the
horizontal component of the magnetic field for the given period. Hence, the cutoff
rigidity accuracy obtained for other epochs by means of extrapolation depends on
the accuracy of the predictions. This fact probably accounts for the disagreement
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Table 4.12 The positions of the maxima of the coupling functions of the neutron component and
the parameters α and k in Eq. 4.30 for 1971/72 and 1975

Period Wmax (%/GV) Rmax (GV) α k

Nov. 1971–Jan. 1972 5.04 5.39 11.03±0.05 1.01±0.02
Feb.–May 1975 5.09 4.89 9.32±0.04 0.95±0.02

Fig. 4.98 The coupling coefficients obtained in 1971/72 (the dashed line) and in 1975 (the solid
line)

between the theoretical and experimental cutoff rigidities. Also shown in Fig. 4.97
is the latitude dependence obtained in 1975. It can be seen that all the points belong
to the same curve. It will be noted that the cutoff rigidity measured in 1975 in the
southern hemisphere varied only up to 5.7 GV.

The latitude curve for each cruise was used to calculate the coupling functions
between the primary CR and secondary intensities of the neutron component. The
coupling functions were calculated according to Eq. 4.30. Table 4.12 presents the
positions of the maxima of the coupling functions of the neutron component and the
parameters α and k in Eq. 4.30. The values of the coupling functions obtained in
1971/72 are presented for the northern hemisphere data.

Figure 4.98 shows the coupling functions. The values obtained in the quiet period
1975 near minimum solar activity are most accurate. The measurements of 1971/72
were carried out during the disturbed period.
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4.9.10 Main Results of the r/v Academician Kurchatov Expedition
in 1982: Determining Coupling Functions for Without-Lead
NM and for NM-IQSY Total Intensity and Different
Multiplicities; Distribution Function of Multiplicities
Depending on Cutoff Rigidity

According to Aleksanyan et al. (1985), the latitudinal behavior of total neutron in-
tensities and multiplicities was registered by the standard 2NM-IQSY and by the
lead-free neutron monitor 3SND (three counters Slow-Neutron Detector) during the
expedition in 1985 onboard r/v Academician Kurchatov in the Atlantic Ocean. Cor-
rection due to atmospheric pressure variation was made by barometric coefficients
depending on cutoff rigidity. The correction due to variations of extraterrestrial ori-
gin was introduced according to the Kiel NM-IQSY station. The geomagnetic cutoff
rigidities were determined according to Shea and Smart (1967). The results of lati-
tudinal measurements are shown in Figs. 4.99 and 4.100 by black points.

Fig. 4.99 CR latitude de-
pendencies for standard
2NM-IQSY and lead-free
neutron monitor 3SND. Black
points – the observations,
curves – approximation by the
Dorman function according to
Eq. 4.29 (From Aleksanyan
et al., 1985)
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Fig. 4.100 The same as in
Fig. 4.99 but for multiplicities
m = 1, 2, 3, 4, and 5, detected
by 2NM-IQSY (According to
Aleksanyan et al., 1985)
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The approximation of the dependence of the recorded intensity N (Rc,ho) on the
geomagnetic cutoff rigidity Rc is usually described by the Dorman function accord-
ing to Eq. 4.29, and determined by three constants: intensity in polar region No, and
two parameters α and k. Usually, the value No, is directly determined from exper-
imental data, and in this case the remaining two parameters α and k can be easily
determined from the regression equation (following from Eq. 4.29):

ln
(
ln

(
No

/
(No −N (Rc,ho))

))
= lnα− k lnRc, (4.37)

where Rc is in GV. However, not for all expeditions was it possible to directly mea-
sure value No (because a statistical accuracy of measurements rapidly decreases as
multiplicity increases, and because in many cases the data of measurements in polar
zones are absent as in the case of expedition in 1982). From the other side, it appears
impossible to simultaneously determine three parameters No, α, and k from Eq. 4.29
(consider it as a regression equation) by the method of least-squares because of di-
vergency of the iteration process.

The successive approximation method based on Demidovich et al. (M1962) was
proposed in Aleksanyan et al. (1985) for finding all three parameters of the approx-
imation described by Eq. 4.29. The expansion of Eq. 4.29. in a Taylor series with an
accuracy to first-order terms at the point of the initial approximation of paramaters
has the form

N (Rc,ho) =
[
No

(
1− exp

(
−αR−k

c

))]
0
+

[
1− exp

(
−αR−k

c

)]
0
ΔNo

+
[
NoR−k

c exp
(
−αR−k

c

)]
0
Δα+

[
NoαR−k

c ln(Rc)exp
(
−αR−k

c

)]
0
Δk,

(4.38)

where the expressions in quadrantal brackets are taken at the point of the initial
approximation No = N(0)

o , α = α(0), k = k(0). Then one minimizes the sum of the
squares of the differences of the calculated values of N (Rc,ho) according to Eq. 4.38
and experimental values of N (Rc,ho):

S = Σ (qΔNo +NorΔα−Noαr lnrΔk−Noq−N (Rc,ho)) = min, (4.39)

where
q = 1− exp

(
αR−k

c

)
; r = R−k

c exp
(
−αR−k

c

)
. (4.40)

The condition of the minimum described by Eq. 4.39 leads to

∂S
/
∂No = 0, ∂S

/
∂α= 0, ∂S

/
∂k = 0. (4.41)
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It gives the system of equations
⎧⎪⎨
⎪⎩

ΔNo∑q2 +NoΔα∑qr−NoαΔk∑qr lnRc = ∑q(N −Noq)
ΔNo∑qrNo +NoΔα∑r2 −NoαΔk∑r2 lnRc = ∑r (N −Noq)
ΔNo∑qr lnRc +NoΔα∑r2 lnRc −NoαΔk∑(r lnRc)

2 = ∑r (N −Noq) lnRc,
(4.42)

the solution of which ΔNo, Δα, and Δk determines the next approximation of the
parameters

N(1)
o = N(1)

o +ΔNo; α(1) = α(0) +Δα; k(1) = k(0) +Δk. (4.43)

This cycle of operations is repeated for subsequent approximations until stable val-
ues of the parameters No,α,k are obtained. The results of the calculations are shown
in Figs. 4.99 and 4.100 by solid curves for all the recording channels: total intensity
of the standard 2NM-IQSY, multiplicities m = 1,2,3,4,5, and a lead-free neutron
monitor 3SND.

The successive approximation method, proved convergent only for multiplicities
m ≥ 6, which is explained by the low statistical accuracy of measurement of higher
multiplicities. For comparison, the calculated curves in Fig. 4.101 are normalized at
Rc = 0.

Table 4.13 presents the parameters , as well as the maximal values of the coupling
coefficients Wmax and corresponding values of the rigidities Rmax.

The polar coupling coefficients calculated according to Eq. 4.30 with parameters
listed in Table 4.13 are shown in Fig. 4.102.

Fig. 4.101 The same as in
Figs. 4.99 and 4.100, but nor-
malized at Rc = 0 (According
to Aleksanyan et al., 1985)
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Table 4.13 The parameters No, α, k as well as the maximal values of the coupling coefficients
Wmax, and corresponding values of the rigidities Rmax for different channels of CR registration
onboard r/v Academician Kurchatov (According to Aleksanyan et al., 1985)

Channel No (h−1) α k Rmax (GV) Wmax (%/GV)

2NM-IQSY 42,930 8.32 0.866 4.76 4.55
3LND 59,076 6.55 0.800 3.80 4.99
m = 1 28,592 7.16 0.808 4.21 4.58
m = 2 4,481.8 10.26 0.951 5.43 3.99
m = 3 1,055.5 13.48 0.978 6.96 3.76
m = 4 325.63 20.30 1.060 9.15 3.23
m = 5 63.56 42.8 1.291 11.77 3.30

Fig. 4.102 Polar coupling co-
efficients calculated according
to Eq. 4.30 with parameters
listed in Table 4.13 for NM
without lead-3LND, for 2NM-
IQSY total intensity as well
as for multiplicities m = 1, 2,
3, 4, and 5 (From Aleksanyan
et al., 1985)

The measurements give the form of multiplicity distribution as the following:

Nm = bexp
(
−gmδ

)
, (4.44)

where Nm is the number of cases of recording of multiplicity m; b, g, and δ are
the parameters of distribution function. As an example, let us consider a particular
case of the use of multiplicities 1, 2, and 4; in this case, it is easy to obtain explicit
expressions for determining the parameters of distribution function:
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Fig. 4.103 Dependencies of parameters δ and b from g (From Aleksanyan et al., 1985)

δ= ln
[
ln

(
N2

/
N4

)/
ln

(
N1

/
N2

)]/
ln2, g = ln

(
N1

/
N2

)/(
2δ−1

)
, b=N1 exp(g) .

(4.45)

Results are shown in Fig. 4.103.
From Fig. 4.103 it follows that these parameters are functionally connected with

one another; in this case:

g = (1.87±0.01)δ1.226±0.008, b = (5.77±0.04)×104 exp(g(0.81±0.01)) .
(4.46)

This means that a change in the cutoff rigidity leads to an interdependent change in
the multiplicity distribution parameters. The dependencies of these parameters on
the geomagnetic cutoff rigidity are shown in Fig. 4.104.
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Fig. 4.104 The dependencies
of the parameters of the mul-
tiplicity distribution function
δ, g, and b (Eq. 4.44) from the
geomagnetic cutoff rigidity
(According to Aleksanyan
et al., 1985)

4.10 CR Latitude-Altitude Surveys and Secondary CR
Dependencies from Cutoff Rigidity and Atmospheric Depth

4.10.1 Latitudinal and Altitudinal Coupling Coefficients:
Nominations and Interconnections

In Belov et al. (1987b), on the basis of CR latitude-altitude surveys the depen-
dencies of the variations in secondary CR on geomagnetic cutoff rigidity and on
the atmospheric depth of observation point are studied. The entire diversity of the
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properties of variations observed on the earth in any of the secondary CR compo-
nents in the case of isotropic variations of the primary CR, may be reduced to two
dependencies: on latitude and on altitude. These dependencies are determined by
latitudinal (ω) and altitudinal (β ) coupling coefficients. Most frequently, the lati-
tude and altitude dependencies appear to be temporal. At the same time, the ob-
served CR variations may also be due to the actual changes in geomagnetic latitude
or in altitude (expedition measurements, airborne, and balloon-borne observations).
Besides, the latitude dependence may take the form of variations of geomagnetic
origin, while the altitude variation can be confused with barometric effect. The de-
pendencies get evident when comparing among all types of the variations of extra-
atmospheric origin observed at different geomagnetic latitudes and atmospheric
depths, as well as among the respective acceptance factors. The altitudinal coupling
coefficient (or barometric coefficient, see details in Dorman, 1972a, M2004)

β (Rc,ho) =
(
∂N (Rc,ho)

/
∂ho

)/
N (Rc,ho) (4.47)

is a quantitative characteristic of the altitude dependence of secondary CR inten-
sity N (Rc,ho). Similarly, the latitude dependence is characterized by the latitudinal
coupling coefficient

ω (Rc,ho) = −
(
∂N (Rc,ho)

/
∂Rc

)/
N (Rc,ho). (4.48)

The latitudinal coupling coefficient ω (Rc,ho), contrary to the conventional cou-
pling function W (R,Rc,ho), is independent of the primary CR rigidity spectrum.
The relationship between the latitude and altitude dependencies of the secondary
CR intensity obtain evidence from the relation

∂β (Rc,ho)
∂Rc

=
∂
∂Rc

(
∂
∂ho

lnN (Rc,ho)
)

=
∂
∂ho

(
∂
∂Rc

lnN (Rc,ho)
)

= −∂ω (Rc,ho)
∂ho

.

(4.49)

The dependence on Rc enters explicitly, and the dependence on ho through only the
coupling functions, the expression for the variation of the secondary CR

δ(Rc,ho) ≡
ΔN (Rc,ho)
N (Rc,ho)

=
∞∫

Rc

ΔD(R)
D(R)

W (R,Rc,ho)dR. (4.50)

By analogy with the determination of the barometric coefficients and the coupling
functions, we introduce the quantitative characteristics of the altitude and latitude
dependencies of δ(Rc,ho), of integral multiplicity m(R,ho) and of ΔN (Rc,ho):

βδ (Rc,ho) =
∂
∂ho

(lnδ(Rc,ho)) ; ωδ (Rc,ho) = − ∂
∂Rc

(lnδ(Rc,ho)) , (4.51)

βΔ (Rc,ho) =
∂
∂ho

(lnΔN (Rc,ho)) ; ωΔ (Rc,ho) = − ∂
∂Rc

(lnΔN (Rc,ho)) ,

(4.52)
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βω (Rc,ho) =
∂
∂ho

(lnω (Rc,ho)) ; ωω (Rc,ho) = − ∂
∂Rc

(lnω (Rc,ho)) , (4.53)

βm (R,ho) =
∂
∂ho

(lnm(R,ho)) . (4.54)

4.10.2 Latitude Dependence of Secondary CR Variations

Using Eqs. 4.50 and 4.51, we can easily obtain the explicit expression for the latitude
dependence of the variation:

ΔD(R)
D(R)

∣∣∣∣
R=Rc

= δ(Rc,ho)+
∂δ(Rc,ho)

/
∂Rc

ω (Rc,ho)
. (4.55)

Thus, by measuring a secondary variation and its variable with respect to Rc, we
can obtain the primary variation for particles with rigidity R = Rc. The slope of
the rigidity spectrum of the primary variation is due to the latitude dependence on
δ(Rc,ho), rather than to the value proper. From Eq. 4.55 it follows that

−
∂
(
ΔD(R)

/
D(R)

)
(
ΔD(R)

/
D(R)

)
∂R

∣∣∣∣∣
R=Rc

= ωδ (Rc,ho)−
ωδωω +∂ωδ (Rc,ho)

/
∂Rc

ω (Rc,ho)+ωδ (Rc,ho)
. (4.56)

Figure 4.105 shows, as calculated in Belov et al. (1987b), latitude dependencies
of the neutron component variation during solar minimum at altitudes with air

Fig. 4.105 Latitude dependencies of the neutron component variation during solar minimum at
altitudes with air pressures 1,000 and 600 mb for different spectral indices γ of the power-law
spectrum of primary CR variation (According to Belov et al., 1987b)
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pressures 1,000 and 600 mb for different spectral indices γ of the power-law spec-
trum of primary CR variation ΔD(R)

/
D(R) ∝ R−γ . The known form of coupling

functions was approximated by the Dorman function (Eqs. 4.29 and 4.30) with pa-
rameters α = 6.95 and k = 0.84 at ho = 1,000mb, α = 6.67 and and k = 1.06 at
ho = 600mb. From Fig. 4.105 it is seen that the position of ωδ (Rc,ho) maximum is
different at different values of γ , which is of importance when finding the primary
variation spectrum.

4.10.3 Altitude Dependencies of Secondary Variations

The altitude dependence of a variation is determined primarily by the altitude be-
havior of the coupling functions. By definition,

βδ (Rc,ho) =
∂δ(Rc,ho) / ∂ho

δ(Rc,ho)
= βω (R∗,ho) , (4.57)

where R∗ > Rc is the effective rigidity depending on the primary variation spectrum
(Belov et al., 1985, 1986). The relevant analysis shows that βδ (Rc,ho) is of the same
sign, but of much smaller value, as the total barometric coefficient. Still, this value
is quite sufficient so that substantial differences occur in the CR neutron compo-
nent variations at different altitudes. If, for example, a 10% deep Forbush effect is
observed, the difference in the hourly means of the neutron monitor counting rates
at a 10–30 mb difference in altitudes will already exceed the statistical r.m.s. error.
If a CR burst of the same value occurs, the altitude difference may be two to three
times as small. In many cases, the barometric effect causes statistically significant
changes in the observed variations (Belov and Dorman, 1980). At mountains, the
altitude dependence of secondary variation is less pronounced than at sea level.

4.10.4 Determination of the Spectrum of the Primary CR
Variations

Figure 4.106 shows ωδ (Rc,ho) and βδ (Rc,ho) in dependence of γ at Rc = l,3,
and 15 GV at the level ho = 1,000mb. Substantial differences in the behavior of
ωδ (Rc,ho) and βδ (Rc,ho) can be seen. The variational barometric coefficient is
most sensitive to the spectral slope changes in the domain of hard spectra, while
the latitude coefficient ωδ (Rc,ho) is a stronger function of γ for soft spectra.

From Fig. 4.106 it can be seen that in the case of the neutron component, consid-
ering the planetary distribution of cutoff rigidities and the altitude locations of CR
stations, the latitude dependence of the variation may be regarded as more impor-
tant than the altitude dependence. In the case of harder components, however, the
altitude dependence becomes of greater importance.
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Fig. 4.106 The dependencies of ωδ (left scale) and βδ (right scale) from the index of primary CR
variation γ at Rc = l,3, and 15 GV at the level ho = 1,000mb (According to Belov et al., 1987b)

Bearing in mind that the CR variations observed on earth contain not only
isotropic but also other variations, we can expect that the actual latitude and alti-
tude dependencies will differ from the patterns discussed above. For example, the
superposition of two types of variations will substantially complicate the pattern,
namely, the coefficients ω ′

δ (Rc,ho) and β ′
δ (Rc,ho) may be of different form com-

pared with ωδ (Rc,ho) and βδ (Rc,ho) and their sign may change with altitude and
cutoff rigidity. In practice, the complicated pattern of the observed altitude and lati-
tude variations is most frequently indicative of a superposition of two or more types
of primary CR variations, rather than of a complicated energy spectrum of a pri-
mary variation. In some cases, the primary CR variation spectrum will be found to
be more effective by studying the latitude or altitude dependence of a secondary CR
variation instead of using the acceptance coefficients calculated for prescribed spec-
tral forms. With this approach, all the variations observed by detectors of the same
type must be reduced either to a single atmospheric level hoo or to a single cutoff
rigidity Rco:

δ′ = δexp

⎛
⎝−

Rco∫

Rc

ωRc dRc

⎞
⎠ ; δ′ = δexp

⎛
⎝−

hoo∫

ho

βδdho

⎞
⎠ . (4.58)

A dependence for finding a spectrum must be selected allowing for the type of ob-
served component, for the latitude and altitude intervals of observations, and for the
ωδ (Rc,ho) and βδ (Rc,ho) in the properties discussed above.
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4.11 The Latitude Knee of Secondary CR

4.11.1 The Latitude Knee of Secondary CR and its Origin

The CR latitude knee in the low cutoff region exists for every CR secondary com-
ponent latitude curve, and above the knee the latitude curve has a plateau. The knee
is defined to be that position of the cutoff value Rck, where with a decreasing of lati-
tude, the constant intensity drops and becomes latitude-dependent. The existence of
the CR latitude knee has been known since the latitude surveys carried out by ioniza-
tion chambers and described in Compton and Turner (1937). In Dorman (1954c) it
was shown that for the latitude effect and the position of knee of the CR muon com-
ponent is important to make corrections for the temperature effect; after these cor-
rections, the position of the knee was determined as corresponding to Rck ≈ 6–7GV.
According to Dorman (1954c), from this result it followed that primary CR particles
with rigidity smaller than 6–7 GV could not produce muons that arrived at sea level
and detected by an ionization chamber shielded with 10 cm Pb.

In Allkofer and Dau (1969, 1970), theoretical calculations are presented for the
latitude knee of secondary CRs; it is pointed out that two latitude knees exist at
different positions: one for the nucleonic and one for the muon component. The
existence of the CR latitude knee is caused by the influence of the geomagnetic field
on the primary particles. The exact position of the knee, however, in the case of
the nucleonic component is due to the flattening of the integral primary spectrum
in the low-energy region. Concerning the latitude knee of the muon component,
the position is determined by the minimum primary energy for the production of
relevant muons as well as by the ionization loss of the muons in the atmosphere.
The behavior of the latitude knee is calculated depending on the detected secondary
particles energy and atmospheric depth.

4.11.2 The Calculation Model of the Secondary CR Knee Position

In the calculation model of the secondary CR knee position developed by Allkofer
and Dau (1969, 1970), the following was supposed:

1. The integral primary particle spectrum for mean modulation has been expressed
by the analytical formula

I (> Eko) ∝ (Eko +B)−1.7 , (4.59)

where Eko denotes the kinetic energy of primary CR particles per nucleon
(in GeV/nucleon) and B is the solar activity phase factor (main value of B =
2.4 GeV/nucleon).

2. The nucleon–nucleus interaction is regulated by the conception of the leading
baryon.
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3. Mean nucleon–nucleus interaction length in air is 74.5g/cm2.
4. Mean total inelasticity KT = 0.44.
5. Mean pion inelasticity Kpi = 0.35.
6. Only muons from the decay of pions are considered.
7. Mean number nπ (Eko) of charged pions produced in all directions at collision is

described by
nπ (Eko) = 1.8×E1/ 4

ko . (4.60)

8. The energy loss of muons in the atmosphere is 2 MeV/g.cm2.

4.11.3 The Latitude Knee of the Nucleonic Component at Sea Level

Main results of calculation based on the model described in Section 4.11.2 are
shown in Fig. 4.107 for the detection of secondary nucleons and muons of different
energies at sea level. The vertical nucleonic intensity for a fixed energy at sea level
was calculated depending on the geomagnetic cutoff Rc. This procedure was carried
out for different nucleon energies. In Fig. 4.107, the position of the knee, charac-
terized by the geomagnetic cutoff Rck, is plotted against the energy of the nucleons
concerned. The position of the knee moves toward greater cutoff values with in-
creasing kinetic energy Ek of the secondary nucleons detected. This behavior is a
consequence of the following fact: The minimum energy of the primary particles
required for the production of a nucleon of Ek at sea level increases with increasing

Fig. 4.107 The position of
the latitude knee Rck in the
function of the particle kinetic
energy Ek at sea level. The
arrows N and M define the
knee position measured by
the neutron monitor or me-
son telescopes, respectively
(According to Allkofer and
Dau, 1970)
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Fig. 4.108 The relative dif-
ferential nucleonic inten-
sity (nucleons of energy
Ek = 0.3GeV) at sea level in
the function of the geomag-
netic cutoff Rc for different
values of the phase factor
B in the primary spectrum
(Eq. 4.59) (From Allkofer and
Dau, 1970)

of primary nucleon energy Eko. For direct comparison of the calculated knee with
neutron monitor measurements, it would be necessary to integrate the differential
intensity taking into account the energy and zenith angle response as well as the
multiplicity for neutron production separately for protons and neutrons. However,
we are more interested in the knee of the differential energy and its behavior.

The arrow N on the abscissa axis of Fig. 4.107 denotes the position of the latitude
knee of the vertical nucleonic intensity as derived from measurements on METEOR
in 1965/1966 (Allkofer et al., 1969). From a comparison of the calculated curve in
Fig. 4.107 with the measured knee position, it is concluded that nucleons of energy
Ek = 0.3GeV may be taken as typical for a neutron monitor.

In Fig. 4.108, the latitude curve for the vertical intensity of nucleons with Ek =
0.3GeV is represented for three values of the phase factor B, in the primary
spectrum.

From Fig. 4.108 it can be seen that with an increasing value of B, the latitude
knee moves toward higher cutoff rigidities Rc. For B = 0, we get a pure power law
spectrum for the primaries and, as can be seen, no knee for the secondary nucleon
component at sea level. According to Allkofer and Dau (1969, 1970), Fig. 4.107 and
4.108 are quoted to explain the latitude knee of the nucleonic component: in gen-
eral, the knee is caused by the influence of the geomagnetic field; the position of
the knee, however, is determined by the flattening of the primary spectrum, charac-
terized by parameter B, in the low energy region; primary particles with rigidities
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below 2 GV practically do not contribute to 0.3 GeV nucleons at sea level, i.e., they
do not contribute to the intensity of a neutron monitor. The knee of the nucleonic
intensity is also altitude-dependent (see Section 4.11.5).

4.11.4 The Latitude Knee of the Muon Component at Sea Level

The position of the muon latitude knee in dependence of particle energy was cal-
culated in an analogue procedure as described for the nucleons in Section 4.11.3.
The calculated position of the muon knee was plotted against the particle energy
in Fig. 4.107. With increasing muon energy, the knee moves only slowly toward
greater cutoff values Rck. The mean muon energy typical for standard meson
monitors (10 cm Pb absorber) is of the energy Ek = 0.4GeV (momentum p =
0.5 GeV/c). According to Fig. 4.107, even for muon energies Ek greater 0.17 GeV
(p = 0.24 GeV/c), the position of the muon knee is greater than a cutoff Rck of
3.5 GV. In consequence, the muon knee refers to cutoff rigidities Rck about twice
as great as for the nucleonic knee. The arrow M in Fig. 4.107 denotes the region
of the muon knee as derived from measurements. In general, one can conclude that
primaries of rigidities smaller than 4 GV do not contribute to the intensity of meson
monitors at sea level.

The influence of the phase factor B and the energy loss ε of the muons on the
knee position at sea level are demonstrated in the latitude curves of Fig. 4.109
for 0.5 GeV/c muons. Curve l represents the actual case with B = 2.4 and ε =
2MeV/g.cm2; the knee in this calculation being at a rigidity of 4.0 GV. Taking a
pure power law spectrum for the primaries (B = 0), curve 2 will be obtained with
the latitude knee at 2.9 GV. This position is now due only to the ionization loss ε of
muons in the atmosphere. Otherwise, if the flattening primary spectrum (B = 2.4)
is taken into account and no energy loss for muons (ε = 0) is assumed, curve 3 is
obtained with a knee position at Rck = 1.2GV. In curve 4 (B = 0, ε = 0), the knee is
determined by the minimum primary energy which is necessary for the production
of 0.5 GeV/c muons. From these considerations, we can conclude that in the actual
case the latitude knee of muons is mainly determined by the energy loss ε and in
the second place by the minimum primary production energy for muons. The knee
of the muon intensity (muon momentum 0.5 GeV/c) is also altitude-dependent (see
Section 4.11.5).

4.11.5 The Altitude Dependence of the Knee for Nucleonic
and Muon Components

With increasing altitude, the position of the knee moves toward smaller cutoff values
Rck, as is shown in Fig. 4.110. This behavior is due to the fact that, with increasing
altitude, a smaller minimum energy of the primaries is needed than at sea level to
produce secondary CR particles of the same energy.
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Fig. 4.109 The relative dif-
ferential muon flux (mo-
mentum 0.5 GeV/c) at sea
level in the function of the
cutoff Rc for various val-
ues of muon energy loss ε
and phase factor B: curve
1−B = 2.4GeV/nucleon,
ε = 2MeV/g.cm2 (actual
case); curve 2 − B = 0,
ε = 2MeV/g.cm2; curve
3−B = 2.4GeV/nucleon,
ε = 0; curve 4−B = 0, ε = 0.
Vertical rows show expected
positions of knee (in GV)
(According to Allkofer and
Dau, 1970)

Fig. 4.110 The position of
the latitude knee Rck in the
function of the altitude for nu-
cleons and muons (According
to Allkofer and Dau, 1970)
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4.12 Comparison with Observations on the CR Latitude Knee

4.12.1 Comparison for Neutron Component

In Table 4.14, the rigidities of the knee Rck from various NM latitude surveys are
compiled. For determination of the latitude knee in Allkofer and Dau (1970), only
latitude surveys have been used, where counting rates of neutron monitors are avail-
able in terms of trajectory calculated cutoff rigidities. The knee of the nucleonic
component is situated at about 2 GV.

The measured values of Rck are in good agreement with the results of the above-
described calculations of Allkofer and Dau (1970).

In Fig. 4.111 results are shown of Simpson (1951) neutron component latitude
surveys from December 13, 1947 up to October 31, 1949 on an airplane at altitudes
of 30,000 ft (25.8 cm Hg air pressure; curve A) and 27,000 ft (22.5 cm Hg; curve B).

From Fig. 4.111 it can be seen that by increasing the altitude, the latitude knee
moved to a higher geomagnetic latitude (to smaller cutoff rigidity), in agreement
with the results of Allkofer and Dau (1970) shown in Fig. 4.110.

4.12.2 Comparison for Muon Component at Sea Level

In Table 4.15, the rigidity Rck of the muon knee for various measurements are pre-
sented. The position of the knee was recalculated from the known geographical
routes and geomagnetic latitude using the table of Kondo and Kodama (1965) for
trajectory-calculated cutoffs.

As we noticed above, the measured latitude knee of the muon component is a
result of the geomagnetic latitude curve and, in addition, the atmospheric latitude
effect (Dorman, 1954c). However, according to Allkofer and Dau (1970), it was
almost impossible to eliminate the atmospheric effect from the measured effect in
order to get the geomagnetic effect which can be compared with the above-described
calculations. The mean value for the rigidity Rck of the muon knee at sea level

Table 4.14 Cutoff values Rck of the knee of the nucleonic component near sea level (values of Rc
were used from the trajectory calculations of Shea and Smart, 1967) (According to Allkofer and
Dau, 1970)

Expedition Time Atmospheric Position of the knee
depth Rck(GV)

Rose et al. (1956) 1954/55 Sea level 2.2
Coxell et al. (1966) 1958/60 680g/cm2 2.2
Carmichael et al. (1965) 1965 Sea level 2.0
Allkofer et al. (1968) 1965/66 Sea level 2.2
Kodama and Ohuchi (1967) 1966/67 Sea level 2.0
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Fig. 4.111 Latitude-dependence of fast neutron fluxes at altitudes of 30,000 ft (25.8 cm Hg air
pressure; curve A) and 27,000 ft (22.5 cm Hg; curve B). Several points lie off the curve between
20◦ and 40◦ owing to errors in navigation. The family of curves at high latitude for B (27,000 ft)
shows the change in intensity between October 27–31, 1949 (According to Simpson, 1951)

Table 4.15 Cutoff rigidity Rck of the knee of the CR hard component at sea level. The position of
the knee was in earlier times usually expressed in terms of the conventional geomagnetic latitude
λ . After reconstruction of the routes of the various expeditions, the cutoff rigidity Rck of the knee
was estimated using the table of Kondo and Kodama (1965) (According to Allkofer and Dau, 1970)

Expedition Time Detector arrangement Position of the knee

Skorka (1958) 1956/57 Twofold coincid.
telescope, 2 cm Pb
absorber

outbound voyage:
λ = 52◦ S, Rck = 6GV

homeward voyage:
λ = 33◦ S, Rck = 6GV,
λ = 43◦ N,
Rck = 5.5GV

Rose et al. (1956) 1954/56 Threefold coincid.
telescope, 12.5 cm Pb
absorber

Labrador: λ = 42.5◦ N,
Rck = 4GV, λ = 55◦ N,
Rck = 4GV
Atka: λ = 40◦ S,
Rck = 5GV

Dau and
Weber (1966)

1966 Twofold coinc. telesc.,
10 cm Pb absorber

Rck = 5GV

Compton and Turner
(1937)

1936/37 Ionization chamber,
12 cm Pb absorber

λ = 38◦ N,
Rck = 6.5GV,
λ = 35◦ S, Rck = 6.5GV
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according to Table 4.15 amounts to about 5 GV which is sufficiently lower than it
was determined in Dorman (1954c) by taking into account the latitude atmospheric
effect (Rck ≈ 7GV). Let us note that it was only in Compton and Turner (1937), that
an approximate correction of experimental data on the latitude atmospheric effect on
the basis of ground temperature was made (see bottom row in Table 4.15), and they
obtained Rck = 6.5GV, about the same as was obtained in Dorman (1954c) on the
basis of the integral method accounting the vertical distribution of air temperature
(about this method, see in Dorman, M2004). Therefore, let us consider the results
of Compton and Turner (1937) in more detail.

According to Compton and Turner (1937), records of CR intensity obtained by
an ionization chamber with 12 cm Pb absorber on the ship Aorangi during 12 voy-
ages between Vancouver (Canada) and Sydney (Australia) from March 17, 1936 to
January 18, 1937, are used for investigation of the CR latitude effect and determin-
ing of the position of the latitude knee. In Fig. 4.112 CR latitude curves are shown
for each voyage grouped into seasons.

The observed minimum of CR intensity near the equator averages 10.3% less
than the intensity at Vancouver, in satisfactory agreement, considering the difference
in experimental conditions, with earlier measurements. The critical latitudes, above
which changes in intensity are less rapid, are found to be 38.4◦ N and 34.2◦ S, and
beyond these latitudes the intensity is found to continue to increase with latitude. At
the higher latitudes a variation is observed which appears to be seasonal, with the
maximum intensity in the cold months in both hemispheres; this variation is closely
correlated with the atmospheric temperature (see Figs. 4.113 and 4.114).

Compton and Turner (1937) concluded that the latitude effect curves, as thus cor-
rected in Fig. 4.114, should show the effect of the earth’s magnetic field alone. The
latitude curves are now nearly flat beyond the critical latitudes and show a magnetic
latitude effect of about 7.2%. This implies that a latitude effect of about 3.1% owes
its origin to the atmospheric barrier. Seasonal variations in the corrected latitude
effect curve are almost eliminated. Geomagnetic analysis of the energy distribution
of the CR indicates a prominent component with a sharp energy threshold of about
7.5 GeV.

4.12.3 Comparison with Experimental Data on the CR Muon
Latitude Knee at an Atmospheric Depth of 310g/cm2

At an atmospheric depth of 310g/cm2, Neher (1957) performed latitude measure-
ments by means of a GM counter telescope with a lead absorber. He established a
latitude survey for particles penetrating 10 cm Pb as well as for particles penetrating
20 cm Pb, i.e., a latitude survey for incident muons of different mean energies. Look-
ing at his results we find that the knee for muons penetrating 20 cm Pb is situated at
lower latitudes than the knee for muons penetrating 10 cm Pb. The behavior of the
knee in Fig. 4.107 with respect to the muon energy is confirmed by these experimen-
tal results. During two meridian flights at 115◦ W and 80◦ W, Neher (1957) found
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Fig. 4.112 CR latitude curves for each voyage grouped into seasons (According to Compton and
Turner, 1937)

the position of the knee at geomagnetic latitudes λ = 50◦ N and 49◦ N, respectively.
In this experiment, the particles penetrated 11 cm Pb in a GM counter telescope at
310g/cm2 atmospheric depth. Recalculating the knee positions in terms of cutoff
rigidities, it was found that for the knee, Rck = 2.8GV and Rck = 3.0GV. The al-
titude dependence of the muon knee in Fig. 4.110 is in qualitative agreement with
this experiment.
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Fig. 4.113 Latitude effect of CR muon curves for the various seasons (According to Compton and
Turner, 1937)

Fig. 4.114 Magnetic (solid lines) and atmospheric (broken lines) CR muon latitude effect for the
four seasons. The sum of these two curves gives observed total effect shown in Fig. 4.112 (Accord-
ing to Compton and Turner, 1937)
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4.13 South African Latitude Surveys at Different Altitudes
by Airplanes

4.13.1 South African Expeditions, Response Functions
and 22-Year Modulation

According to Stoker (1995), the CR latitude surveys were conducted every 2–3 years
from 1962 to 1976 by the South African Air Force. Raubenheimer and Stoker (1974)
comprehensively calculated the omni-directional attenuation coefficient β (Rc,h, t)
of the primary CR as a function of atmospheric pressure h in mm Hg, cutoff rigid-
ity Rc and modulation time t, which is defined to be zero at CR maximum. They
used the July 1971, and August 1969, neutron monitor recordings at 10–13 equally
spaced pressure levels between 226 mm Hg (30,000 feet) and 706 mm Hg (2,000
feet) and at six constant cutoff rigidities, ranging from 3.07 to 14.23 GV in 1971
and at 4.90 and 8.32 GV in 1969. The Deep River neutron monitor count rates dur-
ing these measurements were, respectively, 0.96 and 0.87 relative to that of the May
1965 solar minimum. This coefficient relates the measured count rate, N, to a refer-
ence count rate Nr (Rc,hr,0) at a reference pressure hr (typically sea level) and time
t = 0 of zero modulation at solar minimum:

N (Rc,h, t) = Nr (Rc,hr,0)exp

⎛
⎝−

h∫

hr

β (Rc,h, t)dh

⎞
⎠ . (4.61)

Stoker (1993) has accepted for Nr (Rc,hr,0) the least-squares regression fitting of
the Dorman function

Nr (Rc,760,0) = No

(
1− exp

(
−αR−k

c

))
(4.62)

to the latitude distribution of the 1976 sea-level survey of Potgieter et al. (1980)
with α = 8.427 and k = 0.8935 (Moraal et al., 1989). With No = 100 at sea level,
N (Rc,h, 1976) was determined from Eq. 4.61 at Rc from 3 to 15 GV at different
pressure levels and the constants in Eq. 4.62 were obtained by regression fitting
to these values (Table l in Stoker, 1994). Also, second-order polynomials in cutoff
rigidity have been fitted to these values (Table 2 in Stoker, 1994). Both the 1976
curves in Fig. 4.115 are the Dorman function for Rc < 4.5GV and the second-order
polynomial for 4.5 GV for a better representation of the count rate distribution at
30,000 feet than given by either of these functions.

Note the clear deviation in the 5 min counts between 4.5 and 10 GV from the
upper 1976 curve. The same deviation was noted on the other distributions except
on the 1965 distribution of Keith et al. (1968). The cutoff rigidities of the count rates
between 4.5 and 10 GV have been adjusted to fall on the (second) 1976 curve and
the same adjustments in cutoff rigidities have been made to the other South African
distributions. The curves to the other distributions in Fig. 4.115 have been derived by
applying a modulation function to the differential of the 1976 Dorman/polynomial
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Fig. 4.115 CR latitude distributions at 30,000 feet pressure altitude (From Stoker, 1995)

response function, which is the 1976 sea-level response function transformed to a
30,000 feet pressure altitude. These other curves were least-squares fitted to the
respective distributions by varying the parameters of the modulation function. The
modulation parameters for the fit of the uppermost curve to the 1965 distribution of
Keith et al. (1968) were so small that there are very small differences between the
differential response functions of 1965 and 1976, as depicted by the upper pair of
curves in Fig. 4.116.

Figure 4.116 shows some of the differential response functions obtained from the
regression curves in Fig. 4.115. The error bands on these functions were estimated
according to the procedure described by Van der Walt (1983). Differential response
functions, obtained by Moraal et al. (1989) from measurements at sea level during
the previous four solar minimum epochs, are shown in Fig. 4.117.

These sea-level surveys showed a clear difference in differential response func-
tions in consecutive solar minima: The 1954 and 1976 pair, as well as the 1965 and
1987 pair, agrees well, but the 1965 and 1987 CR spectra are significantly harder
than the 1954 and 1976 spectra. This is in accord with the drift effects in modulation
as described by Moraal et al. (1989). Pair (b) of Fig. 4.116 are differential response
functions obtained from distributions recorded by NM- IGY and by NM-IQSY on
the 1974 flights. From these response functions, the NM-IGY seems to be a little
more sensitive to CR primaries of low rigidity than the 1NM-IQSY. It is significant
that the 1954 (NM-IGY) and 1976 (NM-IQSY) sea-level results in Fig. 4.117 show
a similar small difference. Taking this difference in response between NM-IGY and
NM-IQSY into account, the 1954 and 1976 sea-level response functions appear to
agree even better than perceived by Moraal et al. (1989). The response functions at
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Fig. 4.116 Differential re-
sponse functions derived
from the regression curves
in Fig. 4.115 (According to
Stoker, 1995)

Fig. 4.117 Differential re-
sponse functions calcu-
lated from sea level surveys
(Moraal et al., 1989) (From
Stoker, 1995)
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aircraft altitude for 1965 and 1976, pair (a) in Fig. 4.116, are opposite to those found
for sea-level responses and contrary to the difference expected from drift effects. In
order to rule out differences between recordings in the North American/Australian
regions during 1965 (Keith et al., 1968) and the South African region, the 1966
distribution was demodulated to the 1965 solar minimum, using stationary neutron
monitor recordings. It appears that these two differential response functions from
airbome NM-IGY recordings are similar, as depicted by pair (c) in Fig. 4.116. It is
therefore only necessary to correct the 1965 distribution of pair (a) to a NM-IQSY
distribution, using the two 1974 curves. The bottom pair (d) shows that the 1965
and 1976 response functions are in agreement within experimental errors.

Stoker (1995) came to the following conclusions:

1. The 1965 and 1976 response functions should be different according to the drift
theory of modulation, but the accuracy of the aircraft surveys is insufficient to
detect a difference at consecutive solar minima (pair d in Fig. 4.116). It is hard
to correct, however, for short-term isotropic and anisotropic changes in primary
CR intensities during an aircraft flight of 8–10 h. Sea-level surveys, on the other
hand, are conducted over several months and are, therefore, much less affected
by short-term anisotropic intensity variations.

2. After demodulating the 1966 distribution to the 1965 solar minimum epoch, the
response function from this distribution in the Cape Town region agrees well
with the function obtained from the 1965 North American/Australian recordings
of Keith et al., 1968 (pair c in Fig. 4.116).

3. The NM-IGY appears to be more sensitive to primary CR of low rigidity than
the NM-IQSY (pair b in Fig. 4.116).

4. The 1976 curves of Fig. 4.115 were obtained from the 1976 sea-level survey,
which was conducted from Cape Town to New York and to the Fareast while the
airborne 5 min counts with a deviation between 4.5 and 10 GV from the upper
1976 curve, were recorded only in the Cape Town region. This deviation was
also noticed by König et al. (1977), in the 1976 CR survey on a westward flight,
who could not explain it by deducing effective cutoff rigidities from trajectory
tracings. The deviation of points improved slightly when asymptotic directions
are computed from the trajectory code (Bieber and Evenson, 1992) based on the
Tsyganenko (1989) magnetosphere model. It cannot be ruled out that an inclined
incidence of CR in the Cape Town Magnetic Anomaly region caused this devia-
tion at 30,000 feet pressure altitude.

4.13.2 Latitude Distributions of CR Components at Sea Level
and at Airplane Altitudes in the South African Magnetic
Anomaly

It is well known that the intensity of the horizontal component of the geomagnetic
field reaches a local maximum value in a region slightly to the south of South Africa,
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the region being known as the South African or Cape Town Magnetic Anomaly. Due
to the fact that the trajectories of CR are highly influenced by the magnetic field they
traverse, one would expect that this magnetic anomaly could have a strong effect on
cosmic radiation.

According to Van der Walt et al. (1970), the CR latitude surveys, en route to
Syowa Base, Antarctica from 1956 to 1962, showed a latitude knee at an un-
usual high cutoff rigidity during 1956/57, which developed into a double knee
during later surveys. Shipboard NM observations conducted by the Potchefstroom
group from 1962 to 1968 in the region of the South African Magnetic Anom-
aly, show normal latitude curves depending on the phase of the solar activity cy-
cle when plotted against cutoff rigidities calculated from particle trajectory inte-
grations. The latitude dependence of the CR nucleonic and soft components was
also obtained during airplane flights in 1962, 1964, and 1966. These distributions
are compared with CR distributions in the northern hemisphere. CR latitude sur-
veys in the vicinity of South Africa were conducted before and during the IGY
by Skorka (1958), Rothwell and Quenby (1958), Pomerantz et al. (1958), Ko-
dama and Miyazaki (1957), and Kodama (1958). The measurements of Kodama
and Miyazaki (1957), and Kodama (1958) were taken on board m/v Soya on the
route Japan–Cape Town–Antarctica, and their results showed a higher intensity in
the vicinity of South Africa than would normally be expected at these latitudes. They
found the knee in the intensity-latitude curve in 1956/57 a small distance to the south
of South Africa at 35◦ S geomagnetic latitude, and during two later surveys, they
found the knee at approximately the same latitude (Fukushima and Kodama, 1961).
Japanees scientists M. Kodama and others was the only group who measured the lat-
itude distribution in a southerly direction from South Africa, but their results were
supported to some extent by the measurements of Pomerantz et al. (1958) who found
the CR intensity at the southern-most point of Africa only approximately 7% lower
than that at a weakly developed latitude knee in the northern hemisphere. According
to Van der Walt et al. (1970), the above-mentioned results of M. Kodama and others
was surprising in view of the fact that the position of the latitude knee they found,
corresponds to a cutoff rigidity of approximately 7 GV according to the centered-
dipole theory, whereas Simpson et al. (1956) found the latitude knee between 2 and
4 GV during six surveys. Consequently, it seemed as if either the centered-dipole
cutoff rigidities were seriously in error or that the magnetic anomaly had a very
large influence on cosmic radiation. Furthermore, in a comprehensive figure of sev-
eral latitude surveys compiled by Rothwell (1958), it is conspicious that the inten-
sities obtained by M. Kodama and others in the vicinity of South Africa and that
obtained by Simpon et al. (1956) in the South Atlantic, were considerably higher
than that obtained during other latitude surveys, showing that the modified cutoff
rigidities of and Rothwell and Quenby (1958) could not explain the effects of the
magnetic anomaly. Because of the unusual results obtained in the vicinity of South
Africa, the Potchefstroom CR group decided in 1961 to investigate the effects of
the South African Magnetic Anomaly on cosmic radiation. Early in 1962, research
flights were undertaken from Cape Town at a pressure altitude of 10,000 feet in or-
der to confirm the position of the latitude knee, which Kodama et al. (1962) found
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at a mean geomagnetic latitude of 35.4◦ S during eight surveys. The most southerly
geomagnetic latitude reached during the flights was 42◦ S, and the Potchefstroom
CR group concluded from the measurements that no latitude knee existed north of
40.5◦ S geomagnetic latitude (Du Plooy et al., 1963). The last voyage of the m/v
Soya to Antarctica took place in 1961/62. During this voyage, a double knee was
found, one knee at 35◦S and another at approximately 50◦ S geomagnetic latitude
(Kodama et al., 1962). Kodama (1963) reanalyzed their previous voyages and found
that the double-knee effect was already present in two previous voyages, and that
the variation in solar activity probably caused this anomalous modulation effect
in the magnetic anomaly. At this stage, the research vessel m/v RSA of the South
African Department of Transport became available for CR latitude surveys during
annual voyages from Cape Town to Antarctica, Marion Island, Gough Island, and
Tristan da Cunha. Results of voyages from 1963 to 1968 are reported in Van der
Walt et al. (1970). Research flights were undertaken in a Hercules C-130 aircraft of
the South African Air Force in 1964 and 1966 at a pressure altitude of 30,000 feet,
measuring the nucleon, meson, and soft components of cosmic radiation. NM-IGY
(Simpson’s type, modified to obtain a higher counting rate with a smaller setup) was
installed onboard the m/v RSA late in 1962. In 1963, this apparatus was replaced by
NM-IQSY, and in 1967 the registration system of the NM was replaced. The NM
was sealed in a steel box and placed on the deck of the RSA. In order to eliminate
effects due to the severe change in air temperature during voyages to the Antarctic
region, the NM was thermostatically controlled. Furthermore, the thickness of the
reflector of the NM-IQSY was increased to 20 cm in order to minimize effects on
the counting rate due to changes in the environment of the NM. During the flights
on board the Hercules in 1964, a Simpson-type two-counter NM was used, as well
as a Geiger counter and four neutron counters with different thicknesses of paraf-
fin wax (Van der Walt et al., 1965). During the flights in 1966, a smaller NM was
added to the instrumentation, and it was placed in the front of the aircraft and ap-
proximately 5 ft higher than the large monitor in order to minimize effects due to
secondary particles produced in the fuel of the aircraft. The results of the voyages
of the years 1963–1968 are presented in Fig. 4.118. Averages of the 6-hourly count-
ing rates over intervals of 0.2 GV are given in Fig. 4.118. Cutoff rigidities for the
6-hourly points were interpolated from 2◦ × 2◦ grid values of cutoff rigidities, in-
terpolated by Shea and Smart (1966) from trajectory-calculated values. The results
have been corrected by means of a regression technique for small drifts in NM sen-
sitivity during different voyages, probably due to changes in the extra high tension
supply.

The annual intensity latitude curves in Fig. 4.118 have been normalized in such
a way that the mean intensity at rigidities below 1.5 GV for the 1966 survey is 100.
This corresponds to a counting rate of approximately 60,000 counts per hour. Fur-
thermore, a correction was applied to the annual curves in order to get the same
variation in mean intensity below rigidities of 1.5 GV as for the normalized mean
intensity of the neutron monitors at Deep River, Ottawa, and Wilkes. This correc-
tion amounted to less than 2% for any year. The results of the 1964 airplane flights
have been reported in Van der Walt et al. (1965). The loop at the low-rigidity end of
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Fig. 4.118 Results of the
NM on board the m.v. RSA
for 1963–1968. Averages
of 6-hourly counting rates
over intervals 0.2 GV of
cutoff rigidity are given. The
broken line represents the
results of the latitude survey
by Carmichael et al. and
Bercovitch (1969a, b) (From
Van der Walt et al., 1970)

Fig. 4.119 NM results obtained during four flights in 1966 at 30,000 feet altitude. Each point
represents a 4 min reading. Cutoff rigidities are according to Shea and Smart (1966). The results
by Keith et al. (1968) are given by the broken line (From Van der Walt et al., 1970)

the NM latitude curves in 1964 was not observed under similar conditions in 1966.
This result indicates that the loop has not been caused by energetic particles pro-
duced in the fuel of the aircraft. The NM results of the 1966 flights are presented in
Fig. 4.119. In the discussion, Van der Walt et al. (1970) note that in Kodama (1968)
the results of their previous latitude surveys are plotted against rigidity calculated
by trajectory integration. In these curves the double-knee effect disappears and the
latitude knee shifts from approximately 4.5 GV in 1956–1957 to 3 GV in 1961/62.
Results of Van der Walt et al. (1970) at sea level show no significant shift of the lat-
itude knee which is at a cutoff rigidity of approximately 2.5 GV. This is consistent
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with the theoretical calculation of the CR intensity-latitude curves by Allkofer and
Dau (1969), which predict no observable shift in the sea-level latitude knee with
varying solar activity.

Although the surveys of Kodama et al. (1962) were conducted during the phase of
high mean solar activity, and the surveys of Van der Walt et al. (1970) mainly at the
phase of low mean solar activity; results of Van der Walt et al. (1970) during 1968,
which near to the solar activity maximum of the solar cycle, show no tendency of
a shift of the latitude knee toward higher cutoff rigidities. Furthermore, the Van der
Walt et al. (1970) surveys of 1965 and 1966 are in good agreement with the 1965/66
latitude survey of Carmichael and Bercovitch (1969b), and the results obtained by
Kodama and Ohuchi (1968) during their survey on board the m/v FUJI also indi-
cate the position of the latitude knee at approximately 2.5 GV in 1967/68. Van der
Walt et al. (1970) therefore conclude that their sea level measurements revealed no
unusual effect due to the South African Magnetic Anomaly.

The differential latitude response function is also a very sensitive indicator of de-
viations from a normal latitude distribution. Lockwood and Webber (1967) included
the Potchefstroom CR group’s 1964 airplane monitor results in their analysis of dif-
ferential response functions for various atmospheric depths, and it is evident from
their collective figure of differential response functions, that the curve derived from
the Potchefstroom CR group’s results fits satisfactorily into the complete picture.
Furthermore, in Fig. 4.119, these 1966 airplane neutron monitor results are plotted
against cutoff rigidities calculated by Shea and Smart (1966), and they show good
agreement with those of Keith et al. (1968) obtained at the same pressure altitude.
The results of both the Potchefstroom CR group’s sea-level and airplane CR latitude
measurements therefore lead to the conclusion that the cutoff rigidity calculated by
Shea and Smart (1966) is a reliable parameter of CR intensity, even in the South
African Magnetic Anomaly. The anomalous results of Kodama et al. (1962) were
probably caused by effects due to large variations in CR intensity which are difficult
to correct.

4.13.3 Cutoff Rigidities and Latitude Dependence of Muons
at 307 g/cm2 in Inclined Directions

According to Coetzee et al. (1970), in order to investigate computations of cutoff
rigidities in inclined directions, narrow-angle meson telescopes, one vertical and
four inclined, were flown during August 1966 from Cape Town in the magnetic
north and south directions, at 26,000 and 30,000 feet pressure altitudes. The meson
telescope consisted of five identical twofold coincidence liquid scintillators with
10 cm Pb absorbers. The photomultipliers were screened from the magnetic field of
the earth and that generated by the electrical system of the aircraft. The discrim-
inators were set to record only pulses from relativistic particles passing through
the scintillators. The resolving time of the coincidence circuitry was 50 nsec, and
accidental coincidences were negligible. The dimensions of the telescopes were
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approximately the same as those of Biehl et al. (1949). The axes of the telescopes
were directed at 45◦ to the vertical and magnetic east, south, west, and north az-
imuths. From a study of the distribution of particles recorded over the permitted
zenith and azimuthal angles of telescopes (Lindgren, 1966), it appears that the dis-
tribution strongly peaks along the axis of the telescopes. Taking into account the
variation of cutoff rigidity within the solid angle of the telescopes and the varying
absorption effect of the atmosphere with zenith, Coetzee et al. (1970) concluded
that, to a fair degree of accuracy, the effective cutoff rigidity is in the direction of
the axis of these narrow angle telescopes. Cutoff rigidities for the inclined directions
were computed using a method similar to that of McCracken et al. (1962), represent-
ing the earth’s magnetic field by a sixth-order approximation according to Finch and
Leaton (1957). This simulation of the earth’s magnetic field appeared to give cor-
rect values for the vertical cutoff rigidity in the region of the Cape Town Magnetic
Anomaly (Van der Walt et al., 1970). The main cone cutoff rigidities were calculated
by a relatively small computer (IBM 1130) for 14 locations along the flight routes
for the vertical and the four azimuth directions at zenith angles of 30◦, 45◦, and 60◦.
Inclined cutoff rigidities at some of these locations were also calculated by M. A.
Shea for zenith angles of 16◦, 32◦, and 48◦.

Because of the low recording intensity of the telescopes, the 4-min record-
ings were averaged over half-hourly intervals, during which time approximately
2◦ of latitude were covered. Even then the statistical scattering of the intensity
was large, taking into account the small latitude effect of the CR hard component.
In Fig. 4.120, the results of the vertical telescope at 307 g/cm2 (30,000 feet) and
366 g/cm2 (26,000 feet pressure altitude) are represented as a function of main cone
cutoff rigidity.

Due to the statistical scattering of the points in Fig. 4.120, it was not possible
to obtain the best-fitting curve to the experimental points at 307 g/cm2 without
working from an acceptable differential intensity response curve. The differential
intensity response curve V, in Fig. 4.121, yielded the curve P, in Fig. 4.120. This
latitude curve may be compared with the curve Q + W obtained by Webber and

Fig. 4.120 The half-hourly
averaged intensities of the
vertical telescope at 307 and
366gcm−2 as a function of
main cone cutoff rigidity
(From Coetzee et al., 1970)
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Fig. 4.121 The differential response curves for the vertical (V) and inclined intensities (From
Coetzee et al., 1970)

Fig. 4.122 The intensities averaged for the four inclined telescopes. The latitude curves were de-
duced from the corresponding differential response curves in Fig. 4.121 (From Coetzee et al., 1970)

Quenby (1959) for muons at 30,000 feet pressure altitude, bearing in mind the dif-
ference between their, and the cutoff rigidities used in Coetzee et al. (1970).

Within the statistical scattering of the points, the four inclined directions give the
same latitude effect when the intensities are plotted against the main cone cutoff
rigidity. Half-hourly averaged intensities for all four inclined telescopes were aver-
aged in groups of three with increasing main cone cutoff rigidity and are shown in
Fig. 4.122. Curves l, 2, and 3 are obtained accepting the corresponding differential
intensity response curves in Fig. 4.121. The solid curve l gives an overall best-fit to
the inclined intensity points, and in particular for the last pointing telescope. The
intensity points of the west-pointing telescope tend to deviate from this curve, fol-
lowing curve 3, while the intensity points of the north and south-pointing telescopes
tend to follow curve 2. These deviations are obvious only at medium rigidities, but
they are not considered statistically significant.
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Fig. 4.123 The difference be-
tween main cone and effective
cutoff rigidities as a function
of main cone cutoff rigidity
for the southern and northern
hemispheres (From Coetzee
et al., 1970)

The results in Figs. 4.120–4.121 are represented as a function of main cone cut-
off rigidity because the interpolation for intermediate locations could be done with
more confidence from the main cone cutoff computations for inclined directions
than from the much more thinly spaced effective rigidities calculated by M. A. Shea
for locations along the flight routes. Figure 4.123 shows the differences between
main cone and effective cutoff rigidities as calculated by Shea (1969) for the south-
ern and northern hemispheres.

The differences appear to be larger for the southern Cape Town region than for
the northern European region and a fine structure penumbral effect can also not be
excluded. The results for the inclined telescopes have also been plotted as a function
of the effective cutoff rigidity using Shea’s computations for 48◦ zenith. The net re-
sult is within the statistical scattering the same as that for main cone cutoff rigidities
(Fig. 4.122), as discussed above.

In a discussion of the obtained results, Coetzee et al. (1970) note that if side
showers also contribute to the counting rates of the telescopes, the stronger vertical
latitude distribution will effect the latitude distribution of the inclined telescopes.
Since the cutoff rigidities at medium and low latitudes are less for the west-pointing
than for the north-pointing and vertical telescopes, it will result in a steeper lati-
tude distribution for this inclined direction. For the east- and south-pointing tele-
scopes with larger cutoff rigidities than vertical at the same latitude, it will result
in a flatter latitude distribution. If curve 3 in Fig. 4.122 were for the west-pointing
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telescope, curve 2 for the north and south, and curve l for the east-pointing tele-
scopes, then these deviations could be accounted for if 20% of the vertical in-
tensity was also recorded by the inclined telescopes. However, according to Biehl
et al. (1949) the contribution of side showers to the true telescope counting rate is
negligible. The variation of the effective atmospheric temperature above 30,000 feet
altitude was calculated along the flight routes and corrections were made according
to Dorman (M1957). It was also found to be negligible for the latitude distributions.

Coetzee et al. (1970) came to the following conclusions:

1. Within the statistical uncertainty of the measurements, a coherent latitude distrib-
ution could be obtained both when the results of the four inclined telescopes were
plotted against main cone cutoff rigidity and against effective cutoff rigidity.

2. The Finch and Leaton (1957) sixth-order approximation of the earth’s magnetic
field appears therefore sufficient for cutoff rigidity calculations in the region of
the Cape Town Magnetic Anomaly.

3. More definite conclusions can only be made, however, if the statistical accuracy
in the counting rates of the telescopes is improved.

4. Detailed computations for cutoff rigidities in inclined directions will also be nec-
essary.

4.14 Latitude CR Surveys on Balloons

4.14.1 Survey of CR Intensity in 86◦N to 73◦ S Geomagnetic
Latitude on Balloons

According to Van Allen (1994), during the 1957/58 International Geophysical Year,
the University of Iowa undertook a total of 54 balloon-launched rocket (“rock-
oon”) flights during two separate shipboard expeditions. The first expedition was
aboard the US Plymouth Rock (LSD 29) from Norfolk, Virginia, to Thule, Green-
land, and return to Norfolk, August 1–20, 1957. The second was aboard the US
Glacier (AGB 4) from Boston, Massachusetts, to geographic latitude 72◦ S in the
Ross Sea off the coast of Antarctica and then to Port Lyttleton, New Zealand, Sep-
tember 23 to November 10, 1957. As described in Van Allen and Gottlieb (1954;
Van Allen, 1959), the rockoon technique provides an inexpensive means for de-
livering small (4–18 kg) scientific payloads to altitudes of the order of 120 km by
launching the rockets at points above most of the atmosphere.

The paper by Van Allen (1994) describes the measurements of CR intensity dur-
ing the ascent of the balloons on 26 flights in the geomagnetic latitude range 86◦ N
to 73◦ S and up to altitudes of about 25 km. This survey was unique during the 1957
period of maximum solar activity. In this paper J. A. Van Allen returned to the orig-
inal records to make a full reduction and summary of the data.

The basic detector in all flights reported in Van Allen (1994) was a cylindrical
Victoreen 1B85 Geiger–Mueller (GM) tube of effective length l = 6.60± 0.2cm,
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diameter a = 1.91± 0.02cm, and wall thickness 30 mg/cm2 (aluminum). The ef-
ficiency of a 1B85 for ground-level CR was measured in a conventional triple co-
incidence telescope and found to be ε = 0.97± 0.01. In various flights, one, two,
or three GM tubes were mounted in the upper end of the payload of the rocket,
within a pressure-sealed aluminum nose cone of thickness 170 mg/cm2. The scaled
counting rate of each tube was telemetered to a receiving station on the ship and the
scaled pulses (scale of 8, 16, or 32) were recorded on the moving paper tape of a
two-channel Brush oscillograph. The axes of the payload and the GM tubes were
parallel to each other. During the balloon ascent, this common axis was tilted from
the vertical by a nominal 10◦. Baroswitches set to a nominal pressure of 35 mbar
were used to connect a battery to the igniter of the Loki II rocket which was used
in both 1957 expeditions. The laboratory calibration of these baroswitches gave
a mean pressure altitude of 22.9 km, with standard deviation 0.3 km of individual
values from the mean. In some cases, the rocket failed to fire and the open-neck
polyethylene balloon with payload became a “floater” at its estimated ceiling alti-
tude of about 25 km. The mean time of firing 30 rockets was 78.5 min after release,
with standard deviation 2.5 min of individual values from the mean. The raw count-
ing rates (usually summarized as 5-min averages) of a single GM tube (average
of two or three in some cases) as a function of time for 26 flights during ascent
are shown in the nine panels of Fig. 4.124 with explanatory captions. The approxi-
mate altitude can be read at any desired time by multiplying the time from release
by 291 m/min. A different presentation of these data was obtained by reading the
curves of Fig. 4.124 at times corresponding to altitudes of 10, 12.5, 15, and 20 km.
The four resulting sets of counting rate data versus geomagnetic latitude are shown
in Fig. 4.125. Northern and southern hemisphere data are combined in Fig. 4.125
inasmuch as there seemed to be no clearly credible difference between the data in
the two hemispheres. The scatter of points associated with each of the four constant
altitude curves is thought to fairly represent the composite uncertainty of the data
for all causes.

In Fig. 4.125 the smooth curves are visual fits to the data.
The absolute omni-directional intensity Jo is derived from the counting rate N by

the formula
Jo = N/(Gε), (4.63)

where G is the omni-directional geometric factor. For a cylindrical tube of length l
and diameter a,G is a weak function of the angular distribution of particle intensity.
Precursory balloon work with similar apparatus showed that the angular distribution
of the unidirectional intensity j of CR at λ ≈ 52◦N is of the form

j(θ) =

{
jo cosn θ for θ ≤ π / 2,

0 for θ > π / 2.
(4.64)

In Eq. 4.64 θ is the zenith angle and jo is the value of j at θ = 0; value n decreases
from about 2 at sea level to 0 at altitudes corresponding to atmospheric depths of
28 g/cm2. In Eq. 4.64, particles traversing the sensor from the lower hemisphere are
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Fig. 4.124 The raw counting rates of a single Geiger–Mueller tube as a function of time from the
shipboard release of the balloon to the time of firing of the rocket (vertical arrows) in all cases in
which such firing occurred. The absence of such an arrow means that the rocket did not fire or that
the signal was lost during the balloon flight. In several of the latter cases, data are shown for the
floating phase of the balloon’s flight at its maximum altitude. The flights are grouped according to
similar geomagnetic latitudes, north or south, with the curves in the same vertical order, as are the
labels in the upper left-hand corner of each panel. Note the different vertical scales among the nine
panels and the vertical offsets of the base lines in each panel as shown by the dashed horizontal
lines. Panels a, b, c, d, e, f, g, h, i. (According to Van Allen, 1994)
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Fig. 4.124 (continued)
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implicitly assigned to the upper hemisphere. Hence, assuming azimuthal symmetry,

Jo = 2π
π/ 2∫

0

j(θ)sinθdθ . (4.65)

According to Van Allen (1994), the geometrical factor G in Eq. 4.63 depends on the
value n in Eq. 4.62 as following: for n = 0,1, and 2 the corresponding Go,G1, and
G2 are

Go =
πal
4

(
1+

a
2l

)
, G1 =

2al
3

(
1+

πa
4l

)
, G2 =

3πal
16

(
1+

a
l

)
. (4.66)

For the used values of l = 6.60 cm, a = 1.91 cm, ε = 0.97, and values of n considered
above for different altitudes, the following values for geometrical factor were found
on the basis of Eq. 4.66: 10.1 cm2 at altitude 10 km, 10.4 cm2 at 12.5 km, 10.7 cm2
at 15 km, and 11.0 cm2 at 20 km (these values of geometrical factor G were used in
converting Figs. 4.125 and 4.126). The measurements include, without distinction,
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Fig. 4.125 Reassembly of
data in Fig. 4.125 at four
selected altitudes showing
counting rates as a func-
tion of geomagnetic latitude
(According to Van
Allen, 1994)
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the “soft” and “hard” components of the cosmic radiation within the atmosphere.
The shielding of the sensitive volume of the detector was about 170 mg/cm2 of
aluminum, corresponding to energy thresholds of 0.5 MeV for electrons or 10 MeV
for protons.

The smooth curves in Fig. 4.125 were transformed to produce the family of four
curves in Fig. 4.126 giving absolute values of omni-directional intensity as a func-
tion of ±λ at the four selected altitudes. Figure 4.126 is a representative summary
of some of the experimental results, although it is evident that values of Jo at other
altitudes can be derived in a similar manner from Fig. 4.125.

Van Allen (1994) came to the following conclusions:

1. Measurement of CR intensity within and above the atmosphere was a field of in-
tensive research in the 1930s, 1940s, and 1950s (a valuable review of the subject
with an extensive bibliography is that of Ray, 1961). The University of Iowa’s
essentially homogeneous body of observations with balloons and “rockoons” be-
gan in 1952 and continued through late 1957, thereby spanning an important
segment of an 11-year cycle of solar activity as shown in Fig. 4.127.

2. The described 1957 latitude survey was at about the time of maximum solar
activity. The absolute CR intensities (Fig. 4.126) are thought to have a durable
reference value in characterizing that time period and possibly previous and sub-
sequent periods of maximum solar activity during which interplanetary CR in-
tensity has the minimum of its solar-modulated magnitude. A tabulation of the
1957 absolute values of Jo at the four selected altitudes of Fig. 4.126 and those
in early 1953 at λ = 52◦ at the same altitudes is presented in Table 4.16.
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Fig. 4.126 Conversion of the
smooth curves of Fig. 4.125
to absolute omni-directional
intensities (According to Van
Allen, 1994)
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Fig. 4.127 Monthly means of Climax NM rates 1953–1964 (upper curve) and monthly mean
sunspot numbers 1950–1964 (lower curve, in inverted format) (According to Van Allen, 1994)

The ratio in the last column of Table 4.16 is labeled the solar modulation factor.
Its value is 0.69± 0.04, essentially the same at the four altitudes. The empirical
significance of this factor is evident from Fig. 4.127, which shows the corresponding
Climax NM factor to be 0.84±0.02.
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Table 4.16 Comparison of the omni-directional CR intensities Jo (in cm−2 sec−1) at λ = 52◦

(According to Van Allen, 1994)

Altitude (km) Depth (gcm−2) Epoch Solar modulation factor

1953.3 1957.7

10 277 1.06 0.72 0.68
12.5 191 1.91 1.27 0.66
15 129 2.65 1.82 0.69
20 58 3.36 2.37 0.71

4.14.2 Latitude Surveys by Balloon Measurements of CR Vertical
Intensity and East–West Asymmetry; Determining Energy
Spectrum and Charge Sign of Primary CR

Winckler et al. (1950) noted that the measurements of the azimuthal distribution
of the primary CR at latitudes near the geomagnetic equator, combined with mea-
surements of the vertical flux over a range of latitudes, in principle, enables one to
evaluate the energy spectrum and to determine the sign of the charge of the primary
radiation over a range of energies from about 1 to at least 14 Gev. The majority of the
experiments on which our knowledge of the geomagnetic behavior of CRs is based,
deal almost entirely with secondary CRs generated in the atmosphere. To compare
these data with extensive theoretical calculations of the motion of CR primary parti-
cles which have reached the earth from infinity, one must make assumptions which
are difficult to test experimentally (the monograph of Montgomery, 1949 gives a sur-
vey of the literature and discussion of experiments on this subject up to 1948). It has
become apparent that the magnitude of the various geomagnetic effects increases
as the observations are extended to smaller depths in the atmosphere, and for some
time it has been considered highly desirable to make observations at very high alti-
tude where there is some hope of separating primary CRs from the atmospheric ef-
fects. Preliminary experiments (Stroud et al., 1949; Winckler et al. and Stroud 1949)
which studied the zenithal and azimuthal dependence and absorbability in lead of
the cosmic radiation at about 20 g/cm2 atmospheric depth at 56◦ N geomagnetic lat-
itude, indicated that although secondary radiation developed particularly at large
zenith angles, the bulk of this could be absorbed with lead filters. The primaries and
hard secondaries remaining gave an approximately isotropic distribution in zenith
and azimuth. One should expect a nearly isotropic distribution of primary flux at this
high latitude. Following these preliminary experiments, measurements have been
made of the azimuthal asymmetry and latitude effect of the cosmic radiation at
various atmospheric depths, but principally between 15 and 25 g/cm2, and at ge-
omagnetic latitudes of 0◦, 20◦, 30◦, and 40◦. The experiments were conducted from
the USA Norton Sound on a cruise from Port Hueneme, California, to Jarvis Island
and back, by arrangement with the ONR and the Chief of Naval Operations. Project
“Skyhook” constant-level balloon facilities were provided on the ship by ONR.
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The basic measuring instrument was a threefold Geiger counter coincidence tele-
scope consisting of three 10× 10 in trays of 1 in diameter counters spaced 50 in
between extremes. This construction represented a considerable improvement in the
counting rate and angular resolution over the geometry previously employed by
Biehl et al. (1948). The advantage of such a large telescope for high-altitude mea-
surements has been demonstrated in Biehl et al. (1948). It is probably relatively less
affected by side showers than are small telescopes composed of single counters,
and has superior directional properties. The effective or half-angle opening of this
telescope was 11◦ on the side and 16◦ on the diagonal of the end section. The area-
solid angle product was computed from the geometry and, to a sufficiently good
approximation, is given by the equation

B =
a2b2

l2

(
1− a2 +b2

3l2

)
(4.67)

assuming an isotropic flux of incident particles at high altitude over the aperture of
the telescope, and by

B =
a2b2

l2

(
1− a2 +b2

2l2

)
, (4.68)

assuming a cos2 θ dependence of the incident particle flux on zenith angle θ at sea
level. Here a and b are the tray dimensions and l is the separation. The resolving
time as measured by the accidental rate with a radium source nearby, as well as
by observation of the pulse in the circuit, was 2μsec. The corrections to the data
due to the dead time of the counters and accidentals were negligible. The telescope,
complete with high and low voltage dry batteries for 15 h operation, was an inde-
pendent unit and was mounted on a horizontal shaft through its center of gravity. In
most experiments, the bottom counter tray was covered by 10×10 in ×3cm thick
lead plate very close to the counters. This telescope unit was hung by its shaft in a
vertical frame (see Fig. 4.128) with a motor and gear drive arranged to control the
zenith position during flight. During flight, the entire gondola was rotated at a period
of about 18 min by a large gear and motor about a ball-bearing vertical shaft. This
shaft was effectively anchored to the balloon by a non-twisting, double suspension
about 10 ft below the balloon load ring. The azimuthal bearing was determined by
a 3 in nautical compass floating in a 50% water–alcohol mixture in a glass cylinder.
A light source in the center of the compass housing and four slits in black paper at
90◦ intervals around the glass housing covered by type 921 photo-tubes, constituted
the sensing device. A 135◦ sector secured around the outer edge of the compass
float with a height sufficient to block the light beam from the photo-tubes regis-
tered a new combination of the four photo-tube signals every 45◦ of azimuth. The
readings were checked in the laboratory by rotating the gondola over an azimuth
circle, and during flight the absolute direction of the equipment was determined by
a photocell recording the sun through a slit. During many of the flights, the zenith
angle of the telescope was changed periodically from the vertical to 20◦, 40◦, or 60◦

by a control switch on the azimuth gear and a series of positioning switches which
also supplied identification signals for the telemetering system. On some flights, the
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Fig. 4.128 Complete gondola ready for launching, except for final wrapping (From Winckler
et al., 1950)

zenith survey was delayed until the balloon reached its ceiling, and during the rising
portion, the telescope was kept at a fixed zenith position. On a number of flights, the
zenith mechanism was dispensed with and the telescope secured at a fixed zenith
throughout the flight in the interest of better statistical accuracy.

The pressure was measured during the rising portion of the flight by a
“Baroswitch” aneroid element, supplemented by a mercury manometer with con-
tacts registering approximately at 8, 10, 12, and 15 mm, which spans the pressure
range in which the balloon normally levels off. Temperatures were measured by
thermistor elements, and remained in a satisfactory range. The complete gondolas
ready to fly weighed from 105 to 115 pounds.

Three telescopes of exactly the same dimension as the gondola units were oper-
ated continuously in the vertical position in a light-roofed shelter on the rear deck
of the Norton Sound. Figure 4.129 presents all the data taken with the standard
telescopes at sea level between 0◦ and 40◦ geomagnetic.
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Winckler et al., 1950)

As can be seen from Fig. 4.129, the total observed effect is 14%, which includes
both the temperature and geomagnetic factors. The records of the Carnegie Insti-
tution CR Compton-type ionization chambers at Cheltenham and Huancayo were
examined over July and August. The only noticeable disturbance was a 2% decrease
at both stations on August 4, coinciding with a magnetic disturbance. The intensity
steadily increased to normal in about a week. No flights were made on August 3 or
4, and a flight on August 6, failed to show any difference of the vertical intensity at
15 g/cm2 from that of a flight on July 29, both being at λ = 20◦.

Graphs of vertical flux versus atmospheric depth at various geomagnetic latitudes
are shown in Figs. 4.130 and 4.131. These data were obtained with the 3 cm Pb filter,
and are plotted with pressures on a logarithmic scale to accentuate the region of low
atmospheric depths. This scale is approximately linear in height above ground. The
vertical extension of the plotted points represents the standard statistical deviation,
and the width the pressure range over which the data were averaged.

Two flights at λ = 0◦ agree quite well (Fig. 4.130). A vertical flux value at ceil-
ing (at 15 g/cm2 atmospheric depth), was obtained without the lead filter, and gives
a slightly higher value (0.032 particles/(cm2.sec.ster). At λ = 20◦, one complete
curve was obtained (Fig. 4.131) with a checkpoint at ceiling from another flight
which agrees well. One complete curve was obtained at λ = 30◦. One of the three
standard telescope units was used for this experiment, having been equipped with
telemetering gear and a lead filter in the field (Fig. 4.130). At λ = 40◦, one com-
plete curve was measured (Fig. 4.130) with two checkpoints at the ceiling. The full
curve does not follow the trend established by the λ = 0◦, 20◦ and 30◦ curves, and
fails to show an increased intensity over the 30◦ latitude at most atmospheric depths.
However, at the ceiling it levels off at a higher flux value than the λ = 30◦ curve.
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Fig. 4.130 Vertical flux in the
atmosphere at various lati-
tudes, with a 3 cm lead filter
(From Winckler et al., 1950)
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At λ = 40◦ there is some scattering of the points at the ceiling, and check values ob-
tained on two other flights at the ceiling height are higher than the full curve. Most of
the scattering can be resolved by correcting for the drift of the balloon during flight,
or between flights, as the flux increases rapidly with latitude at 40◦ geomagnetic.
There remains at λ = 40◦ a difference between a point at the ceiling obtained on
flight on July 3, and values on two other flights on August 14 and 15, which is out-
side the statistical error. Fluctuations in primary intensity may account for some of
these irregularities. Figure 4.130 also gives some data obtained in Princeton in No-
vember 1948, at λ = 51◦ with a small counter telescope of the type used in Stroud
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Fig. 4.131 Vertical flux in the atmosphere at λ = 20◦, with a 3 cm lead filter (From Winckler
et al., 1950)

Fig. 4.132 The integral
number-energy spectrum
determined from vertical flux
measurements at 15gcm−2

from λ = 0◦ to λ = 40◦

(From Winckler et al., 1950)
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et al. (1949), and in Winckler et al. (1949). Between 51◦ N and 56◦ N no difference
in intensity outside experimental uncertainties at low atmospheric depths was de-
tected with these small telescopes. The λ = 51◦ flight carried a 1.9 cm Pb filter. At
λ = 56◦ various thicknesses between 0 and 17 cm Pb were used, and an appropri-
ate value was chosen for comparison with the λ = 51◦ data. Since all of the flights
reached or approached the 15 g/cm2 level, the latitude effect can be studied at this
depth with little or no extrapolation. The eight measurements of the experiment of
Winckler et al. (1950), which constitute a self-consistent set, all made with identical
apparatus, are plotted logarithmically in Fig. 4.132.
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A straight line drawn through the experimental points in Fig. 4.132 can be repre-
sented by the equation

I (> E) = 0.30E−0.90±0.05 (4.69)

and is the integral number-energy spectrum for primaries. The differential number-
energy spectrum derived from this, i.e., the flux of particles in unit energy interval
at E, is

D(E) = 0.27E−1.90±0.05. (4.70)

The azimuthal effect was studied as a function of atmospheric depth by collect-
ing the data in three 45◦ western and eastern sectors. The result of averaging the
telescope counting rate over 135◦ of azimuth in each direction was to decrease the
observed east–west asymmetry, but was necessitated by the short time spent by the
balloon in each pressure interval during the ascent of the flight. Intervals of 10 min
were used during most of the ascent, but were increased in length near the ceiling
as the balloon leveled off, and the lowest pressure points include all of the ceiling
data averaged together. In this type of analysis, no reference was made to the az-
imuthal standardization, and the two 135◦ sectors represent the eastern and western
directions only to within 15◦ or 20◦. In one or two of the intervals during ascent,
the balloon rotated so rapidly that the inertia of the compass produced considerable
overshooting and lagging in the azimuthal indications. This effect was discovered
by correlating the sun reference photocell with the compass, and it was noticed that
during such intervals the east–west values fluctuated beyond the statistical error,
and usually the east–west asymmetry was reduced. Fortunately, these intervals were
not numerous enough to appreciably influence the average curve. Figures 4.133 and
4.134 give the east–west effect as a function of depth for λ = 0◦ and λ = 40◦, for
60◦ and 40◦ zenith angles.

Figures 4.135, 4.136, and 4.137 give similar curves at λ = 20◦ for 20◦, 40◦, and
60◦ zenith angles, respectively.

The curves in Figs. 4.133–4.137 show that the east–west effect increases with
decreasing depth, and does so with increasing rapidity between 300 and 100 g/cm2.
The east–west effect is larger at λ = 0◦ than at λ = 40◦, as would be expected from
geomagnetic considerations, and apparently at λ = 0◦ persists relatively further into
the atmosphere than at λ = 40◦. Both the easterly and westerly curves pass through
a mild maximum between 50 and 100 g/cm2.

Above this, at λ = 0◦ a leveling-off process seems to take place, but at λ = 40◦

a sharp downward trend persists to the highest altitudes reached. It was hoped that
such data would permit the trend of the asymmetry to be mapped out as a function
of depth near the top of the atmosphere as an aid in estimating the effect of the at-
mosphere on the measurements. However, if the asymmetry is plotted as a function
of depth in this region no consistent picture emerges. In some cases the asymmetry
remains constant, and in others it increases or decreases. It is probable that the sta-
tistical accuracy during the ascending portion of the flights is not sufficient to give
detailed information of this sort. Of more interest is the curve in Fig. 4.138, at zenith
angles 0◦ and 40◦, without the 3 cm Pb filter.
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Fig. 4.133 The Eastern and western rates as a function of atmospheric depth at a 60◦ zenith angle.
Data summed in 135◦ azimuthal sectors. Upper gondola at August 15, 1949 (λ = 40◦), lower
gondola at July 21, 1949 (λ = 0◦) (From Winckler et al., 1950)

From Fig. 4.138 it can be seen that the large maxima occur in both the east and
west portions, and the asymmetry, or at least the east–est difference, is preserved to
a surprising degree. For comparison, the corresponding curve with the 3 cm Pb filter
is shown. The asymmetry without the filter is only a little smaller at various depths
than with it, a result that is in agreement with the measurements made by Biehl
et al. (1949) at 250 to 300 g/cm2 atmospheric depth. The asymmetry measured from
Fig. 4.138 between 100 and 200 g/cm2 is about 27%. The asymmetry at the top of
the atmosphere, and with the data summed in 45◦ azimuthal sectors, increases to
50% without lead, and 54% with 3 cm Pb (see Table 4.17).

According to Winckler et al. (1950), the described investigation yields two prin-
cipal results. The first of these, the number-energy spectrum of primary CRs is
obtained from the vertical flux measurements at various latitudes. The success of
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Fig. 4.134 Eastern and western rates in 135◦ sectors of azimuth at 40◦ zenith angle. Upper gondola
at July 3, 1949 (λ = 40◦), lower gondola at July 19, 1949 (λ = 0◦) (From Winckler et al., 1950)

Fig. 4.135 Eastern and west-
ern rates at λ = 20◦, zenith
angle 20◦. Gondola at July
28, 1949 (From Winckler
et al., 1950) Atmospheric depth (g cm-2)
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Fig. 4.136 Eastern and west-
ern rates at λ = 20◦, zenith
angle 40◦. Gondola at August
6, 1949 (From Winckler
et al., 1950)
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Fig. 4.137 Eastern and western rates at λ = 20◦, zenith angle 60◦. Gondola at July 27, 1949 (From
Winckler et al., 1950)

these measurements depends on how completely the flux of ionizing particles at
about 15 g/cm2 matches, in number and direction, the primary flux. The assump-
tion is made that the measured ionizing particles capable of penetrating 3 cm of Pb
are largely primaries, and that the remainder of events are proportional to the pri-
mary flux. The various measurements can then be satisfactorily represented by the
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Fig. 4.138 Eastern and west-
ern rates at λ = 0◦, zenith
angle 40◦ without the cus-
tomary 3 cm Pb filter. Lower
curves – same measurements
with filter (From Winckler
et al., 1950)
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Table 4.17 Observed and predicted azimuthal asymmetry A = 2(IW − IE)/(IW + IE)

Geomagnetic Zenith angle Shielding Azimuthal asymmetry
latitude Predicted Observed

0◦ 40◦ No Pb 0.81 0.50±0.08
60◦ No Pb 1.20 0.50±0.09
40◦ 3 cm Pb 0.81 0.54±0.10
60◦ 3 cm Pb 1.20 0.±0.05

20◦ 20◦ 3 cm Pb 0.41 0.±0.10
40◦ 3 cm Pb 0.71 0.48±0.06
60◦ 3 cm Pb 1.08 0.58±0.05

40◦ 40◦ 3 cm Pb 0.31 0.24±0.09
60◦ 3 cm Pb 1.02 0.26±0.07

differential number-energy spectrum described by Eq. 4.69. If the flux at 15 g/cm2
has a constant proportionality to the true primary flux at various energies, then the
exponent γ is correct.

The second principal result is obtained by comparing the east–west asymmetry
and latitude effects over the same energy ranges. This can be done independently
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of the nature of the particles by using Störmer’s units of energy. In nearly every
case the east–west effect is smaller than the latitude effect. It was suggested that
scattering or/and production of particles upward from below the measuring instru-
ment may account for the differences, and that this effect should be investigated
before negative primaries are assumed. It would be desirable to increase the statisti-
cal accuracy of the experiments, but it seems obvious that the possible atmospheric
influences are considerably larger than the purely statistical errors. It is regrettable
that none of the equipment was recovered for post-flight checks, but a number of
other methods following the behavior of the apparatus, indicated that the data pre-
sented in Winckler et al. (1950) have satisfactory reliability. Although the design of
the measuring telescope is such as to reduce the effects of air showers and locally
produced bursts.



Chapter 5
Main Results of Cosmic Ray Survey
to Antarctica on the Ship Italica in 1996/97

5.1 Description of Apparatus, Trajectory Calculations of Cutoff
Rigidities in the Real Geomagnetic Field Along the Ship’s
Voyage

5.1.1 Importance of Obtaining Exact Data in CR Latitude Surveys

Together with direct measurements of primary CR, either with space probes out-
side the geomagnetic field or with balloons in the upper atmospheric layers, the
technique of continuous measurements of the secondary components by ground-
based detectors is a unique source of information on the temporal variations of the
CR distribution function external to the magnetosphere, as well as the cutoff rigid-
ity planetary distribution. These variations contain important information on the
dynamic processes in the Heliosphere and acceleration phenomena in the solar at-
mosphere; their study is an essential tool for determining the models appropriate
to different modulation processes. A “great instrument” consisting of the geomag-
netic field, the earth’s atmosphere, and all the CR detectors located on the earth’s
surface provides a continuous monitoring of primary variations in a wide rigidity
interval and for all directions of incoming particles out of the magnetosphere. The
global-spectrographic method (Dorman, M1974; Belov et al., 1983) based on the
knowledge of coupling functions (Dorman, M1957) furnishes an efficient mathe-
matical tool for this purpose. The core of the “great instrument” is the worldwide
network of CR neutron monitors, which are sensitive to temporal variations of pri-
maries with rigidities up to ∼40GV. The technique of latitude surveys of the CR
nucleonic component is the most reliable method of calibrating the “CR geomag-
netic spectrometer” and for determining the coupling functions needed for studying
temporal variations of the primary CR spectrum using data from the neutron mon-
itor station network (see the reviews in Dorman, M1974, M1975, M2004; also see
Bachelet et al., 1965,1972, 1973; Dorman et al., 1966, 1967a, b, c; Lockwood and
Webber, 1967; Kodama, 1968; Keith et al., 1968; Carmichael and Bercovitch, 1969;
Allkofer et al., 1969; Alexanyan et al., 1979a, b, 1985; Potgieter et al., 1980a, b;

L. Dorman, Cosmic Rays in Magnetospheres of the Earth and other Planets, 341
Astrophysics and Space Science Library 358,
c© Springer Science+Business Media B.V. 2009
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Moraal et al., 1989; Nagashima et al., 1989; Stoker, 1993; Stoker and Moraal, 1995;
Bieber et al., 1997; Villoresi et al., 1997, 1999). Moreover, with latitude surveys it
is also possible to control the evaluation of geomagnetic cutoff rigidities and detect
geomagnetic anomalies (see Stoker, 1995; Stoker et al., 1997; Clem et al., 1997).
However, to obtain reliable latitudinal variations in the CR nucleonic component, it
is necessary to apply refined analysis techniques to the raw data recorded along the
survey. Papers by Villoresi et al. (1999, 2000), Iucci et al. (1999, 2000), and Dorman
et al. (1999, 2000) describe the latitude survey experiment performed with neutron
detectors on board the ship Italica during 1996/97, as part of the Italian Antarctic
Research Program. An entire complex procedure was developed which we applied
to produce valid reduced data and accurate determination of the coupling functions.

5.1.2 Principles of the Data Corrections Method

The method used is principally based on a thorough evaluation of several mete-
orological and geomagnetic effects. Corrections for meteorological effects, to be
considered when dealing with neutron monitor latitude surveys on seas, should
include:

1. Determination of the atmospheric-absorbing mass, by taking into account the
effect of wind (Bernouilli effect) on barometric data, as well as the variation of
gravitational acceleration g with geographic position

2. Determination of atmospheric absorption coefficients appropriate to the current
solar-cycle phase and their variability with cutoff rigidity

3. Evaluation of intensity changes due to latitudinal and temporal variations in the
temperature distribution of the atmospheric column

4. Estimate of intensity variations due to the tilt effect of the neutron monitor (sea-
state effect)

Interplanetary and geomagnetic effects to be considered are:

1. Correction for isotropic temporal fluctuations in the primary CR
2. Correction for CR north–south asymmetry in the interplanetary space
3. Determination of cutoff rigidities for a vertical particle incidence by taking into

account the penumbra effect, and of apparent cutoff rigidities by taking into ac-
count the contribution of nonvertical incidence

4. Correction for temporal variations of the CR east–west effect caused by the
asymmetric shielding mass around the neutron detectors

The survey itself offers a unique opportunity for accurate determination of sev-
eral of the afore-mentioned effects. Meteorological and geomagnetic effects were
treated in detail in Iucci et al. (1999, 2000), and Dorman et al. (1999b, 2000). For
some of these computations and corrections we applied standard techniques. Some
of them have been improved (e.g., sea-state effect) and others, as far as we know,
have never been considered before in the analysis of neutron monitor survey data
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(e.g., the effect of wind on the determination of atmospheric absorbing mass, north–
south anisotropy, and east–west geomagnetic effect). In this section we describe
the experiment and the general procedure adopted for data processing, including
several analyses for data quality assurance, and correct the data for interplanetary
variations in CR flux and for all meteorological effects, on the basis of results ob-
tained by Iucci et al. (2000). In a final test, the validity of the experiment and applied
procedures is evaluated by estimating the residual fluctuations of “fully corrected”
data. We used threshold rigidities computed in Dorman et al. (2000, 2001, 2003), in
which geomagnetic effects are investigated and coupling functions are determined
and compared with previous results.

5.1.3 Description of the Experiment

The instrumentation was installed inside an air-conditioned container capable of
maintaining relative humidity below 55% and temperature between 18◦ and 25◦C
along the survey. The high-energy CR nucleonic component intensity was mea-
sured with a standard 3NM-IQSY super neutron monitor (counters N1, N2, N3).
The thickness of the lateral polyethylene slabs was increased from the usual 7 cm
to 14 cm to achieve better shielding of the detector from neutrons produced by CR
interactions with surrounding matter. Over the 3NM-IQSY, on the extreme left and
right sides, two additional BF3 counters without lead and polyethylene (bare coun-
ters Bl, B2) were used for recording the background flux of thermalized neutrons
(see Fig. A5.1).

The low-energy neutron component detected by two bar counters can provide in-
formation on locally produced thermalized neutrons, whose flux can be significantly
influenced by changes in the distribution and composition of environmental matter,
and by local radioactive elements in soil, rocks, and the atmosphere.

5.1.4 The Recorded Data and Acquisition System

The following data were recorded at 5-min intervals using a standard data acquisi-
tion system:

1. Geographic position and universal time provided by a Global Position System
(GPS)

2. Atmospheric pressure by a high-precision device utilizing a vibrating cylinder
transducer (resolution 0.01 mbar, precision 0.1 mbar, stability 0.1 mbar per year);
an additional pressure sensor (0.2 mbar resolution) was also operating

3. Internal temperature and relative humidity and external temperature
4. The values of high and low voltages
5. The integral 5-min value of CR intensities measured by each counter (IN1, IN2,

IN3 of 3NM and IB1, IB2 of bare counters)
6. Speed and direction of winds (provided by a companion experiment)
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The 5-min data have been used only for checking data quality. For each individual
counter, the statistical consistency of the intensity fluctuations was controlled on
a 5-min timescale. The complete data analysis was mainly based on 3-hourly av-
erages. Information on sea-state strength was obtained twice daily from the ship’s
records; 3-hourly values were computed by linear interpolation.

5.1.5 Quality Assurance Procedures: Presurvey and Postsurvey
Measurements

The response of the 3NM-IQSY and the 2BC (bare counters) neutron detectors and
associated devices used in the latitude survey was monitored for 7 days (November
25 through December 1, 1996) before and 7 days (April 11–17, 1997) after the
survey. The detectors operated inside the container in an industrial area, located
∼80km southeast of Rome near the village of Colli (λ = 41.67◦ N, ϕ = 13.52◦E,
230 m above sea level), where the instrumentation was assembled. In particular, the
overall counter stability was controlled through multichannel pulse distribution tests
(this was also done periodically during the survey). The comparison between the
calibrations of barometric pressure devices taken before and after the survey did not
show any appreciable long-term change. CR records of monitors operating in Colli
have been compared with the contemporary data of the Rome 17NM-IQSY detec-
tor (cutoff rigidity 6.2 GV, λ = 41.91◦ N, ϕ = 12.50◦E). Prior to that, an internal
analysis of the five independent sections of the Rome 17NM-IQSY demonstrated
that the efficiency of this detector did not change during the survey period. Then,
simultaneous pressure coefficients before and after the survey were computed. The
barometric pressure P in hectopascals was transformed to the mass M (in gcm−2) of
the air vertical column, by taking into account the changes with latitude λ and lon-
gitude ϕ of gravitational acceleration according to Uotila (1957) (for more details,
see Chapter 16 of Dorman, M2004). We performed a linear correlation between the
3-hourly values of the logarithm of the CR intensity I and the mass of the vertical air
column M: ln(I) = βM + b. The values of the atmospheric absorption coefficients
β and of the corresponding correlation coefficients R are given in Table 5.1.

Table 5.1 Atmospheric absorption coefficients measured in Rome and Colli before and after the
survey (According to Villoresi et al., 2000)

CR detector Rome, 17NM Colli, 3NM Colli, 2BC

Before CR latitude survey

−β (%g−1 cm−2) 0.661±0.008 0.665±0.010 0.613±0.021
Correl. coef. ( R) −0.9958±0.0007 −0.9944±0.0010 −1.971±0.005

After CR latitude survey

β (%g−1 cm−2) 0.690±0.013 0.694±0.019 0.610±0.040
Correl. coef. (R) −0.9909+0.0016 −0.9806±0.0034 −0.904±0.016
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As seen from Table 5.1, absorption coefficients for the NM operating in Colli and
for the Rome 17NM-IQSY are equal within the limits of error. They are consistent
with the value expected for the 3NM-IQSY operating, during the solar minimum,
at 6.2 GV rigidity threshold near sea level (e.g., Bachelet et al., 1972). For both
monitors, the computed β values slightly increased from November 1996 to April
1997. Absorption coefficients for the 2BC detector are significantly smaller than for
the NM-IQSY. We notice that a ground-based 2BC is also sensitive to thermalized
low-energy neutrons generated in nearby matter and to local radioactive materials.
Since this contribution to the counting rate is mostly independent of M variations,
the atmospheric absorption coefficient for the 2BC is expected to be smaller than
for the NM-IQSY. Moreover, the lower value of the correlation coefficient for the
2BC detector cannot be fully attributed to the reduced counting rate; in fact, since
the 2BC is particularly sensitive to changes in the atomic composition of nearby
matter (see Section 5.1.7), additional noise in 2BC counting rate will be present.
The efficiencies of the 3NM-IQSY and the 2BC detectors before and after the sur-
vey have been checked by the ratio between data measured in Colli and in Rome
(17NM-IQSY). Comparison was done on 3-hourly pressure-corrected data because
of different pressure variations in the two sites due to the 80 km relative distance and
to the difference in altitude. The temporal behavior of the Colli/Rome ratio is shown
in Fig. 5.1.
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Fig. 5.1 Comparison between 3-hourly pressure-corrected neutron intensities measured by the
Rome 17NM-IQSY and survey detectors (3NM-IQSY and 2BC) in Colli, before (thick line,
November 25 through December 1, 1996) and after (thin line, April 11–17, 1997) survey:
a 3NM-IQSY/17NM-IQSY; b 2BC/17NM-IQSY. The two-sigma intervals are shown (According
to Villoresi et al., 2000)
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For the 3NM-IQSY, this ratio shows a small change at the limit of statistical
fluctuations, the average values being 0.18336 ± 0.00014 before the survey and
0.18385 ± 0.00015 after the survey, indicating that the 3NM-IQSY efficiency
remains stable within 0.3% during the survey time. For the 2BC, we obtain
0.017345 ± 0.000034 before the survey and 0.016814 ± 0.000030 after the sur-
vey. The possible 3% decrease in the counting rate of the 2BC detector could be
caused by nearby changes in distribution of matter in Colli (for the 3NM, small
environmental changes are not important).

5.1.6 The Latitude Survey: Route and Main Results

On December 19, 1996, the container was moved to the port of Ravenna (300 km
north of Rome on the Adriatic Sea) and was installed on the upper deck of the ship
Italica to minimize the CR shielding effects. Sternward, the zenith angle 45–90◦

was partially shielded by the upper structure of the ship, as schematically shown in
Fig. 5.2. On December 21, the ship sailed from Ravenna to Antarctica. The Italian
Antarctic Base “Baia Terra Nova” (BTN) was reached on February 2, 1997. On
March 26, 1997, the ship returned to Ravenna following the same route (see Figs. 5.3
and 5.4). We note that along the survey route we attained almost the highest rigidity
thresholds available on the earth. The experiment was continuously running; only
for three days (February 26–28, 1997) was the data acquisition halted during an
exceptional sea storm, during which the computer keyboard was damaged by water
leakage from one of the air conditioners. Two days later, it was possible to access
the container and repair the damage.

Table A5.1 lists the most relevant survey data on a daily basis: normalized
intensities of the 3NM-IQSY and 2BC detectors (the average counting rate at

Fig. 5.2 Schematic view of the container relative to the shielding structure on the ship
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Fig. 5.3 The route of the latitude survey drawn on a portion of the map of the globe

Fig. 5.4 The route of the latitude survey 1996/97 drawn on a cutoff rigidity contour map trajectory
numerically calculated by Smart and Shea (1995)

Rcp ≤ 1.0GV and Mo = 1,034gcm−2 was 9,182.1 count.(5 min)−1 for the 3NM-
IQSY and 838.8 count.(5min)−1 for the 2BC) corrected for interplanetary and
meteorological effects together with the atmospheric pressure P, the average daily
geographic coordinates, and the vertical cutoff rigidity Rcp corrected for the penum-
bra effect ΔRcp (details on the computation of Rcp and ΔRcp are given in Section 5.3).
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The pole (Rcp ≤ 1GV) to equator (Rcp = l6.5GV) neutron intensity variation is
found to be 2.00 for 3NM-IQSY and 2.25 for 2BC. This difference between the two
detectors is essentially due to CR primaries at low rigidity (<5GV).

5.1.7 The Quality Assurance Procedures and Internal Tests

Intensity ratios r1 = IN1
/
(IN1 + IN2 + IN3), r2 = IN2

/
(IN1 + IN2 + IN3), r3 = IN3

/
(IN1 + IN2 + IN3), IB1

/
IB2, I2BC

/
I3NM = (IB1 + IB2)

/
(IN1 + IN2 + IN3) are shown in

Fig. 5.5.

Fig. 5.5 The comparative long-term behavior of 3-hourly data as recorded by different counters
and detectors during the whole survey (According to Villoresi et al., 2000)



5.2 Correction for Primary CR Variations and Summary of All Corrections 349

From Fig. 5.5 it can be seen that the central counter N2 of the 3NM-IQSY detec-
tor has the highest counting rate, as expected. Ratios r1 and r3 show small system-
atic variations associated with cutoff rigidity, indicating differences of about 1% in
the overall latitude effect of individual NM-IQSY counters. Variations in shielding,
electronic dead time, and a particle contamination could be responsible for the small
effect. The ratio IB1/IB2 is about 5% higher in equatorial regions where the particle
production in shielding matter becomes relatively more important.

The behavior of the ratio I2BC/I3NM indicates that the overall latitude effect of the
BC is about 10% larger than for the NM-IQSY, since bare counters are more sensi-
tive to lower energies. Moreover, changes in the surrounding masses and increases
in local radioactivity, occurring when the ship was in ports or in their proximity, pro-
duce large increases in the I2BC/I3NM ratio. Increases in the average atomic number
of nearby masses and in local radioactivity will increase the flux of atmospheric
thermalized neutrons counted by the BC. This “port effect” is not observed for the
NM-IQSY (because the most of the counting rate is due to neutron interactions in
lead inside the detector). Data from the 2BC detector recorded in or near ports have
been eliminated from the analysis.

5.2 Correction for Primary CR Variations and Summary
of All Corrections

5.2.1 Primary Isotropic Time Variations

Latitude survey data have to be corrected for primary time variations which occurred
during the survey; that is, normalized to a specific primary condition. The entire
survey occurred during the solar minimum and is characterized by very small CR
time variations, as can be seen in Fig. 5.6, where we show the neutron monitor
intensity recorded by the Rome 17NM-IQSY detector.

To optimize the correction for primary variations occurring during the survey,
we used the synoptic changes shown by the network of sea-level stations (about 20
NM-IQSY detectors), by choosing the average intensity during the complete survey
time as a reference level. A correction factor has been computed for each day by
interpolation between stations having Rcp values as close as possible (at least one
lower and one higher) to the Rcp value of the ship for that day. The correction has
been applied on daily values to avoid bias produced by diurnal anisotropy. Therefore
residual changes due to short-term fluctuations and diurnal variations (see Fig. 5.6)
are present in the 3-hourly data; their effect is expected to be larger at low rigidity
thresholds.
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Fig. 5.6 The neutron intensity, in percent variations relative to the average intensity of the survey
period, as recorded by the Rome 17NM-IQSY during the latitude survey. The heavy line at the
bottom of each panel marks the period covered by the survey (According to Villoresi et al., 2000)

5.2.2 Corrections for Primary North–South Asymmetry of CR
Distribution in the Interplanetary Space

CR latitude survey data are influenced by the small north–south asymmetry of the
CR distribution in the interplanetary space. This asymmetry was investigated using
the data from the worldwide network of high-latitude CR stations in the northern and
southern hemispheres (Belov et al., 1987, 1990). It was found that the amplitude of
the CR north–south asymmetry in the NM intensity is ANS ≤ 1%(ANS > 0 when IN >
IS and ANS < 0 when IN < IS). The relative CR intensity distribution on the earth
caused by the north–south asymmetry with amplitude ANS (t) can be described as

ΔI (λ , t)
Io

= ANS (t)sinλ , (5.1)

where

ANS (t) =
I (+90o, t)− I (−90o, t)
I (+90o, t)+ I (−90o, t)

. (5.2)

In Eq. 5.1 λ is the geographic latitude (λ > 0 in the northern hemisphere and λ < 0
in the southern hemisphere) and I (λ , t) is the CR intensity recorded at time t by a
NM station at latitude λ . A recent investigation by Belov et al. (1995) showed that
the CR north–south asymmetry ANS (t) has a seasonal variation with a maximum
+ 0.5% in May–August and a minimum – 0.5% in December–March. We used



5.2 Correction for Primary CR Variations and Summary of All Corrections 351

these results for our survey data, assuming the same seasonal variation of ANS (t)
for 1996/97 as observed by Belov et al. (1995). During the period of the latitude
survey (December 1996–March 1997), the expected CR intensity variation has been
computed by Eq. 5.1 and used for the data correction (see Fig. 5.7).
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Fig. 5.7 Summary of meteorological effects on 3NM-IQSY intensity and atmospheric mass, to-
gether with the effect of CR isotropic primary variations and north–south asymmetry and the vari-
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and g (in the same panel); atmospheric absorption coefficient β , atmospheric mass M, wind effect
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et al., 2000)
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5.2.3 The Summing of all Corrections Including Meteorological
Effects

To the set of 3-hourly data corrected for changes in the CR flux around the earth
(isotropic time variations as was described in Section 5.2.1 and north–south asym-
metry as was described in Section 5.2.2), we applied the corrections for meteorolog-
ical effects which were described in details in Chapter 16 of Dorman (M2004). We
emphasize that these results have a crucial relevance to the analysis here, because
they describe the experimental and theoretical approaches utilized for the determi-
nation of meteorological effects. These effects include: (1) changes in the absorbing
atmospheric mass, as determined by barometric data, by taking into account the
change of barometric coefficient with cutoff rigidity Rcp as well as wind effect and
the local value of gravitational acceleration g; (2) changes produced by ship os-
cillations (sea-state effect); and (3) changes in the temperature distribution in the
atmospheric column.

Figure 5.7 shows the individual contributions of each effect on data correction
during the survey period. Results given in Fig. 5.7 indicate that all these effects
should be taken into account, since the amplitude of each correction is much greater
than the statistical limits of the data:

1. Up to 40% for changes in atmospheric absorbing mass (including ∼3% effect for
Antarctica-to-equator change in g and up to 1.3% for the wind effect)

2. Up to about 1.2% in the case of the 3NM (2.5% in the case of the 2BC) for the
sea-state effect

3. One percent for Antarctica-to-equator change in atmospheric temperatures; and
4. Up to 1% for north–south anisotropy.

Moreover, we note that the biggest meteorological corrections take place in the
Antarctic region. Data corrected for all these effects will be used in Sections 5.3
and 5.4.

5.2.4 Quality Assurance Procedure: Internal Comparison
of Corrected Data

On the basis of computations given by Dorman et al. (2000) and described below,
in Section 5.4, we attributed an average vertical threshold rigidity to each 3-hourly
geographic position. We computed normalized 3-hourly intensity data I3NM

(
Rcp

)
and I2BC

(
Rcp

)
as well as

J3NM
(
Rcp

)
= I3NM

(
Rcp

)/
I3NM (< 1GV),J2BC

(
Rcp

)
= I2BC

(
Rcp

)/
I2BC (< 1GV),

(5.3)

where I3NM (<1GV) and I2BC (<1GV) are the intensities at Rcp < 1GV. According
to measurements in the Antarctic region, we found that
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I3NM (< 1GV) = 330,556counts× (3hours)−1 (5.4)

for the 3NM-IQSY detector, and

I2BC (< 1GV) = 30,160counts× (3hours)−1 (5.5)

for the 2BC detector.
The quality of the CR survey data can be evaluated by the amplitude of the fluc-

tuations about the average behavior. For the northern and southern hemispheres
and for different rigidity intervals, we estimated the standard deviation s.d.obs of
3-hourly values, by computing the s.d. of

(
ΔJ

/
J
)

i = 1− (Ji+1 + Ji−1)
/

2Ji, (5.6)

where Ji, is the i-th 3-hourly normalized intensity value in the cutoff rigidity se-
quence of data determined by Eq. 5.3. We computed the quantity

χ = s.d.obs/s.d.exp, (5.7)

where s.d.exp is the standard deviation expected on the basis of counting rate. At
Rcp > 6GV, we found χ = 1.1 for the 3NM-IQSY detector and χ = 1.3 for the
2BC detector (e.g., at Rcp = 13GV, for the 3NM-IQSY detector s.d.obs = 0.35%
and s.d.exp = 0.31%; for the 2BC detector s.d.obs = 0.9% and s.d.exp = 0.7%). At
Rcp <4GV, we found χ = 1.6 for the 3NM-IQSY detector and χ = 1.9 for the
2BC detector. This small increase in fluctuations at lower cutoff rigidities can be
attributed to small residual effects: (1) insufficient corrections for CR primary vari-
ations due to the lack of NM-IQSY station data in the southern hemisphere and to
the use of daily values for corrections (see Fig. 5.6); and (2) insufficient correc-
tions for meteorological effects in the presence of particularly large meteorological
variations at high latitudes (see Fig. 5.7).

Moreover, the CR east–west asymmetry along forward (from Italy to Antarc-
tica) and backward (from Antarctica to Italy) routes can contribute to increasing the
fluctuations, especially for the 2BC detector (forward–backward effect). This small
forward–backward effect could be caused by the 180◦ rotation with the ship of the
asymmetric distribution of matter around the detectors (see Fig. 5.2), relative to the
asymmetric distribution of cutoff rigidities (the so-called east–west effect) and will
be discussed in Section 5.4. For the 3NM-IQSY detector, the effect appears to be
very small, where only in the northern hemisphere for Rcp = 9–11GV is a system-
atic difference of ∼1% observed, while for the 2BC detector, the effect has a larger
amplitude (∼3%) and covers a wider rigidity interval (9–15GV).

We also estimated the standard deviation for short-term variations s.d.st, by com-
puting the s.d. of

(
ΔJ

/
J
)

i determined by Eq. 5.6. In this case, the contribution of
the forward–backward effect disappears and insufficiency in corrections for mete-
orological effects and CR primary variations is reduced. For Rcp > 6GV, the ratio
s.d.obs/s.d.exp = 1.05 for both detectors, and for Rcp < 4GV, s.d.obs/s.d.exp = 1.4.
Furthermore, we analyzed the latitudinal intensity curves recorded by individual
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counters to check the consistency of each counter’s intensity and to avoid the possi-
bility of some instrumental contribution to the previously mentioned small discrep-
ancies. The 3-hourly counting rates of individual counters have been corrected by
the same procedure used for the total 3NM-IQSY and 2BC data, obtaining the same
small effects observed for the whole detectors. As already discussed in Section 5.1.7,
the only remarkable disagreement among individual NM counters is observed in the
magnitude of pole-to-equator intensity ratios (less than ∼1%, see Fig. 5.4).

5.2.5 Critical Consideration of Results in Sections 5.1
and 5.2.1– 5.2.4

In these Sections we presented the design and operation of the latitude survey ex-
periment conducted on board the ship Italica of the Italian Antarctic Research Pro-
gram (PNRA) during the austral summer 1996/97. Two neutron detectors, a standard
3NM-IQSY and a 2-bare-counter detector (2BC) were in operation on the ship. The
analysis of data recorded before, during, and after the survey showed that the data
quality was sufficiently accurate to assure the determination of reliable coupling
functions of neutron monitor intensity for the 1996/97 solar minimum. The compar-
ison between simultaneous data from the 3NM-IQSY detector and from the 17NM-
IQSY of the Rome station before and after the survey showed that the efficiency
of the 3NM-IQSY remained stable within 0.3%; this comparison also showed that
the 3NM-IQSY detector on the ship Italica responds to atmospheric mass changes
like the standard 17NM-IQSY in Rome. Moreover, stability in the efficiency of the
3NM-IQSY was assured by the behavior of the ratios among different counters dur-
ing all the survey period; the fluctuations of these ratios, about a slowly changing
rigidity-dependent variation, are consistent within statistical limits. In these Sections
we utilized the cutoff rigidities computed by Dorman et al. (2000) for vertically
incident CR particles along the survey route, by taking into account the penum-
bra effect. The low-energy 2BC detector exhibits an ∼10% larger latitude effect as
compared to the 3NM-IQSY high-energy detector, because of the larger contribu-
tion of galactic CR particles with rigidity lower than 5 GV to the BC counting rate.
Moreover, single counters of the 3NM-IQSY show slightly different (≤1%) overall
latitude effects. This is not surprising, since the energy response of individual BF3
counters of 3NM-IQSY depends on a number of factors such as position, shielding
effects, electronic dead time, and a particle contamination of the counter’s walls.
Since these small differences are most likely to be present in every neutron moni-
tor, our 3NM-IQSY detector could be considered as being a typical station of the
worldwide network. For the first time, a complete correction for meteorological and
interplanetary effects has been applied to survey data. A detailed evaluation of me-
teorological effects was given by Iucci et al. (2000) and was considered in details
in Chapter 16 of Dorman (M2004). We compared the corrected 3-hourly NM data
as recorded in the same position and at the same cutoff in forward and reverse trips.
The stability of the experiment and the appropriate corrections for the aforemen-
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tioned effects have been demonstrated by the computed standard deviations of the
data. For both the 3NM and the 2BC detectors, the only remarkable increase in fluc-
tuations took place at Rcp < 4GV; we point out that in this area the variations, due
to meteorological effects, are particularly large and the correction for primary vari-
ations cannot be fully applied, especially to 3-hourly data. The most relevant test on
the fully corrected NM data showed that in the comparison of data taken in the same
place at significantly distant times, the standard deviation s.d.obs of each 3-hourly
value is (0.34–0.38%) all along the survey. This small value of s.d.obs, in compari-
son with the overall corrections applied for each effect, demonstrates the reliability
of the method and the necessity of taking into account all the effects considered in
this set of papers, when dealing with latitude survey data in ocean areas.

5.3 Computation of Cutoff Rigidities of Vertically Incident CR
Particles for Latitude Survey

Cutoff rigidities of vertically incident CR particles have been calculated using a
numerical trajectory method (McCracken et al., M1962; see also in Chapter 3) for
each day for the corresponding average geographic location of the ship. Computa-
tions were done by considering the earth’s total magnetic field as the sum of fields
generated by both internal and external sources. The main geomagnetic field from
internal sources is represented by a Gaussian series with the International Geomag-
netic Reference Field 1995 coefficients (IAGA Division V, Working Group 8, 1996)
up to n = 10, extrapolated to the epoch of the survey. Note that the secular varia-
tion of the main geomagnetic field is too small to affect the results of calculations
during the survey time. The magnetic field from external sources is represented by
the magnetospheric magnetic field model developed by Tsyganenko (1989). It takes
into account the contribution from (1) ring current, (2) the magnetotail current sys-
tem including the plasma sheet current and return currents, and (3) magnetopause
currents as well as the large-scale system of field-aligned currents. Calculations
were done for a quiet magnetosphere (Kp = 0), corresponding to the “quiet” solar-
interplanetary conditions observed during the survey period. For each point, we
computed the upper cutoff rigidity Rc, which is the rigidity value of the highest
detected allowed/forbidden transition among the computed trajectories (e.g., Cooke
et al., 1991), and the lowest cutoff value RL, which is the rigidity value of the lowest
allowed/forbidden transition. Calculations have been done for 0.001 GV steps. The
effective cutoff rigidity Rcp is defined by the condition

Rc

∑
R j=Rcp

WjΔR j =
Rc

∑
R j=RL

WjΔR j (allowed), (5.8)

where Wj is the coupling function in the ΔR j interval. Under the reasonable hypoth-
esis of a flat W (R) in the RL −Rc interval (flat CR spectrum approximation, e.g.,
Shea et al., M1976), we obtain
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Fig. 5.8 The penumbra
effect ΔRcp as a function
of Rcp along the survey
route: a southern hemisphere,
b northern hemisphere
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Rcp = Rc −ΔRcp = Rc −
Rc

∑
R j=RL

ΔR j (allowed). (5.9)

We used ΔR j = 0.01GV intervals for this calculation. Results obtained for each
daily average geographic location of the ship along the latitudinal survey were pre-
sented in Table A5.1 (see Section 5.1.6).

In Fig. 5.8, we plot ΔRcp as a function of Rcp. For our survey it appears that
the ΔRcp correction is more relevant (up to ∼1GV) in the northern hemisphere in
the ∼8–13GV interval. From the Rcp daily values, we determined the Rcp values
for each 3-hourly average position of the ship by interpolation from daily data, by
taking into account the geographic coordinates of each 3-hourly interval.

We also determined the 3-hourly Rcp values for Rcp ≤ 0.5GV, where the neutron
intensity variation with Rcp is expected to be negligible. For the period January 31,
1996 to February 14, 1997, in the Antarctic region, in which Rcp ≤ 0.5GV, we
computed Rcp by extrapolation of the dependence of Rcp on the geographic position
observed in the 0.05–0.5GV interval. Below we will evaluate the “apparent” cutoff
rigidities, by taking into account the contribution of obliquely incident CR particles
in a dipole approximation geomagnetic field.
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5.4 Dependencies of Corrected CR Intensities upon Cutoff
Rigidity

In Figs. 5.9 and 5.10 we show for the 3NM-IQSY and 2BC, respectively, the depen-
dencies of the 3-hourly corrected values of normalized intensity J = I

/
Io (Io is the

average intensity at Rcp < 1.0GV and for atmospheric mass Mo = 1,034 gcm−2).
For 3NM-IQSY Io = 3,30,556 counts × (3hours)−1, for 2BC Io = 30,160 counts

×(3hours)−1 on Rcp for the northern (5.2–16.5GV) and southern (0–16.5GV)
hemispheres, separately for the forward (from Italy to Antarctica) and backward
(from Antarctica to Italy) surveys.

The “final” neutron data presented in Section 5.1 were obtained by applying
all required corrections to the raw data; their daily averages were presented in
Table A5.1 For the 3NM-IQSY it appears that the difference in J between forward
and backward surveys is very small; only in the northern hemisphere is a system-
atic difference of ∼1% observed for Rcp = 9–11GV, while for the 2BC the effect
has a larger amplitude (∼3%) and covers a wider rigidity interval (9–15GV). This
anomaly (forward–backward effect, see Section 5.5) could be caused by the 180◦

rotation with the ship of the asymmetric distribution of matter near 3NM-IQSY and
2BC (see Section 5.1), relative to the asymmetric distribution of cutoff rigidities
(so-called east–west effect). This is true for our survey in which the forward and
return routes were almost coincident. When comparing the geomagnetic northern
and southern hemispheres in the interval 5.2–16.5GV (see Fig. 5.11), good agree-
ment is found for the 3NM-IQSY data; this feature makes us confident of the correct
determination of Rcp.

Fig. 5.9 Normalized
3NM-IQSY intensity as a
function of cutoff rigidity
Rcp for forward (squares)
and return (pluses) surveys,
in the northern (lower plot)
and southern (upper plot)
hemispheres, respectively
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Fig. 5.10 Normalized 2BC
intensity as a function of
cutoff rigidity Rcp for forward
(squares) and return (pluses)
surveys, in the northern (lower
plot) and southern (upper plot)
hemispheres, respectively

Fig. 5.11 Normalized neutron
intensity as a function of
cutoff rigidity Rcp for the
northern (>5.2GV) (solid
circles) and southern (open
diamonds) hemispheres, for
the 3NM (upper plot) and for
the 2BC (lower plot)
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For the 2BC detector, a systematic discrepancy is observed between the northern
and southern curves (JN > JS). This effect occurs in the same rigidity interval in
which the large forward–backward effect is observed (see Fig. 5.10) and could be
attributed to the use of vertical cutoff rigidities for the BC detector, for which a large
nonvertical incidence contribution of primary CR is expected.
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5.5 Forward–Backward Effect: CR East–West Asymmetry
and Asymmetric Distribution of Neutron Absorption
and Generation Around the Monitor

5.5.1 Forward–Backward Effect During CR Latitude Survey:
Asymmetry in Cutoff Rigidities

The observed forward–backward effect in the northern hemisphere could be caused
by the east–west asymmetry of CR (e.g., Janossy, M1950; Dorman, M1957, and
Chapters 3 and 4, this volume), together with an asymmetric distribution of neutron
generating and shielding matter around the 3NM-IQSY and 2BC detectors. On the
basis of geographic coordinates, we determined the average azimuth angle ϕs of the
ship’s direction relative to the east. Since the main asymmetry in the distribution of
matter is due to a higher superstructure behind the monitor (in the back of the ship),
the forward–backward effect should be primarily caused by the difference in cutoff
rigidities of particles arriving at the monitor at different zenith angles θ from the
front of the ship, Rf (θ , t), and from the back, Rb (θ , t):

Afb (θ , t) =
2(Rf (θ , t)−Rb (θ , t))

Rf (θ , t)+Rb (θ , t)
. (5.10)

At a point with a vertical cutoff rigidity Rcp in the real geomagnetic field, in dipole
approximation we obtain

Rf (θ) = 4Rcp

{
1+

[
1−

(
Rcp

/
Rmax

)3/4 sinθ cosϕf

]1/2
}−2

= 4Rcp
/
Γ− (θ),

(5.11)

Rb (θ) = 4Rcp

{
1+

[
1+

(
Rcp

/
Rmax

)3/4 sinθ cosϕf

]1/2
}−2

= 4Rcp
/
Γ+ (θ),

(5.12)

where Rmax is the value of Rcp at the point where the ship crossed the CR equator,
and ϕb = ϕf +π; therefore

Afb (θ) =
2 [Γ+ (θ)−Γ− (θ)]
Γ+ (θ)+Γ− (θ)

. (5.13)

It is easy to see that when
∣∣∣(Rcp

/
Rmax

)3/4 sinθ cosϕf

∣∣∣ << 1, we approximately
obtain

Afb (θ) ≈
(
Rcp

/
Rmax

)3/4 sinθ cosϕf. (5.14)

In Fig. 5.12 we show the changes (in %) of Afb (θ , t) during the survey for various
θ values, as well as the change of Rcp(t).
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Fig. 5.12 The expected difference Afb (θ , t), in cutoff rigidities of particles approaching the 3NM-
IQSY detector at different zenith angles θ from the front and from the back of ship is plotted for
θ = 15◦, 30◦, 45◦, 60◦, and 75◦ (from thicker to thinner curves) respectively, together with cutoff
rigidity Rcp(t) (dashed line) during the survey period. Abrupt variations in Afb (θ , t), are due to
changes in the ship’s direction inside ports

From Fig. 5.12 we can see that in the northern hemisphere in the forward leg
of the survey, Afb (θ , t) > 0, which means that Rf (θ , t) > Rb (θ , t) (with the excep-
tion of a short time during which the ship was in Port Said). During the return trip
in the northern hemisphere, we have the opposite situation and Afb (θ , t) < 0. In
this case, Rf (θ , t) < Rb (θ , t). Since the additional shielding matter is primarily lo-
cated at the back of the ship, the CR intensity, at equal Rcp, should be larger on
the return than on the forward route. To obtain quantitative estimations we need
to determine the contribution of nonvertical incidence particles to the 3NM-IQSY
counting rate.

5.5.2 Contribution of Nonvertical Incidence Particles
to the 3NM-IQSY Counting Rate

Let us approximately compute the weight to the 3NM-IQSY counting rate of parti-
cles approaching from different zenith angles θ . We will consider only the genera-
tion of high-energy neutrons. The propagation of this type of neutrons was studied in
detail by Dorman et al. (1999) by taking into account the attenuation and scattering
processes. It was found that the “refraction effect” is important only for low energy
neutrons (En ≤ 1GeV). Then, in a first approximation, we will consider the propa-
gation of high-energy neutrons in the same direction as that of the parent primary
particles. The function fn (En,θ) of neutron generation in the atmosphere in nuclear
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interactions of primary CR particles is expected to be very close to the function
fπ (h,θ) of pion generation (Dorman, M1957, M1972, M2004) and proportional to
the primary particle flux (isotropic at the boundary of atmosphere at h = 0). There-
fore we can assume that

fn (h,θ) = An exp
(
−h

/
Lp cosθ

)
, (5.15)

where An is a constant and Lp is the attenuation length of the CR primary particles
generating the neutron component detected at sea level (Lp ≈ 120g.cm−2). If Ln
is the attenuation length of neutrons detected by the 3NM-IQSY, we obtain for the
expected flux of neutrons arriving at the 3NM-IQSY at zenith angles from θ to
θ +dθ , integrated on azimuth angle ϕ (for symmetrical azimuth distribution)

I (ho,θ) =
ho∫

0

fn (h,θ)exp
[
−(ho −h)

/
Ln cosθ

]
dh = 2πAnLpLn sinθ cosθ

× (Ln −Lp)
−1 {exp

[
−(ho −h)

/
Ln cosθ

]
− exp

[
−(ho −h)

/
Lp cosθ

]}
.

(5.16)

The attenuation length of neutrons Ln can be determined from our investigations in
the Antarctic region and from the analytical approximation for the dependence of
the barometric coefficient on cutoff rigidity according to Eq. 16.5.5 in Chapter 16
of the book Dorman (M2004) as

Ln = −β−1
3NM = −β−1

2BC = −βo

[
1− exp

(
−αR−k

cp

)]
, (5.17)

where constants βo, α, and k are given in Eq. 16.5.7 in Dorman (M2004) and are as
follows:

βo = −0.751%
/(

g/cm2
)
, α= 5.69±0.03, k = 0.411±0.002. (5.18)

Using the normalization condition

π/2∫

0

I (ho,θ)dθ = 1, (5.19)

we can determine the constant An in Eq. 5.16. The normalized zenith angle distrib-
utions of I (ho,θ) are shown in Fig. 5.13 for Rcp = 0,4,8,12,16GV, respectively.

It can be seen from Fig. 5.13 that the difference between zenith distributions
I (ho,θ) for different Rcp is very small. In Table 5.2 we list the expected weights
of zenith zones as a function of Rcp and the average values for Rcp from 0 to
16 GV.

From Table 5.2 it can be seen that only two zones can be considered as the most
important zones: 7.5–22.5◦ (weight 0.482 at Rcp = 0 and 0.445 at Rcp = 16GV) and
22.5–37.5◦ (weight 0.358 at Rcp = 0 and 0.376 at Rcp = 16GV). We can see also
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Fig. 5.13 The expected normalized neutron flux approaching the 3NM-IQSY detector as a function
of zenith angle θ is plotted for cutoff rigidities Rcp = 0,4,8,12, and 16 GV, respectively (the last
curve, marked by a thick line, corresponds to Rcp = 16GV; the first to Rcp = 0GV)

Table 5.2 Normalized weights of different zenith zones Δθ to the 3NM-IQSY counting rate for
different cutoff rigidities Rcp

Δθ(◦) Cutoff rigidities Rcp (GV) Average

0 2 4 6 8 10 12 14 16

0–7.5 0.0846 0.0839 0.0824 0.0809 0.0794 0.0781 0.0769 0.0758 0.0748 0.0797
7.5–22.5 0.4820 0.4796 0.4742 0.4686 0.4633 0.4583 0.4537 0.4494 0.4454 0.4639
22.5–37.5 0.3584 0.3598 0.3628 0.3658 0.3684 0.3709 0.3730 0.3749 0.3765 0.3678
37.5–52.5 0.0729 0.0744 0.0781 0.0819 0.0856 0.0892 0.0925 0.0957 0.0987 0.0854
52.5–67.5 0.0021 0.0022 0.0025 0.0028 0.0032 0.0035 0.0039 0.0042 0.0046 0.0032
67.5–90 5.0 E-06 5.7 E-06 7.7 E-06 1.0 E-05 1.4 E-05 1.8 E-05 2.2 E-05 2.7 E-05 3.3E-05 1.6 E-05

that with Rcp increasing from 0 to 16 GV, the relative weight of small zenith angle
zones decreases (for zone 0–7.5◦ from 0.0846 at Rcp = 0 to 0.0748 at Rcp = 16GV)
and the relative weight of large zenith angle zones increases significantly (for zone
52.5–67.5◦ from 0.0021 at Rcp = 0GV to 0.0046 at Rcp = 16GV).

5.5.3 Forward–Backward Effect During CR Latitude Survey:
Expected Asymmetry in Neutron Intensities

Figure 5.14 shows data on the expected asymmetry in neutron intensities
W av
θ Afb (θ , t), obtained by using the coupling zonal coefficients W av

θ -values com-
puted in Section 5.5.2 for various zenith zones. The position of the shielding
structure on the ship relative to the 3NM-IQSY detector is located such that zones
at θ < 37.5◦ are not shielded; zone 37.5–52.5◦ is partially shielded, and zones at
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Fig. 5.14 The weighted forward–backward asymmetry in cutoff rigidity for a zenith zones
7.5–22.5◦ (thin line), 22.5–37.5◦ (thick line), and 37.5–52.5◦ (very thick line) and b zenith zones
52.5–67.5◦ (thick line) and 67.5–90◦ (thin line) at sea level is plotted together with cutoff rigidity
Rcp (dashed line) during the survey period

θ > 52.5◦ are all inside the shielded cone. Figure 5.13 shows that the 37.5–52.5◦

zone can result in a maximum of 4% (if totally shielded), while zones at θ > 52.5◦

can provide only a maximum of 0.3%, which can be disregarded. If the struc-
ture in the back of the ship shields only one third of the particles arriving inside
the western or eastern region of zenith zone θ > 37.5◦, it will be enough to explain
the forward–backward effect on the 3NM-IQSY counting rate.

For the 2BC detector, the most effective zone will also be 37.5–52.5◦, but in
this case the additional generation of neutrons in the shielding structure of the ship
also could be important. In this way the forward–backward effect for the 2BC is
expected to be larger than for the 3NM, in agreement with the observations. The
simple averaging of the data between the forward and return routes will greatly
reduce this effect, since the two routes are almost equal.
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5.6 CR Intensity Versus Cutoff Rigidity, Analytical
Approximation, and Coupling Functions for the 3NM-IQSY
and 2BC Detectors

5.6.1 Analytical Description of the Dependence of the 3NM-IQSY
and 2BC Intensities on the Vertical Cutoff Rigidity

Experimental data on the dependence of the 3NM-IQSY normalized intensity
J3NM

(
Rcp

)
at sea level upon Rcp have been presented in Figs. 5.9–5.11. To give

an analytical description of J3NM
(
Rcp

)
versus Rcp we use the function introduced

by Dorman (1969):

J3NM
(
Rcp

)
= I3NM

(
Rcp

)
/ I3NMo = 1− exp

(
−α3NMR−k3NM

cp

)
. (5.20)

Constants α3NM and k3NM are obtained as regression coefficients of the best fit linear
correlation between experimental quantities ln

(
− ln

(
1− J3NM

(
Rcp

)))
and ln

(
Rcp

)
:

ln
(
− ln

(
1− J3NM

(
Rcp

)))
= −k3NM ln

(
Rcp

)
+ ln(α3NM) . (5.21)

The regression is done on southern hemisphere data, which cover the total
0–16.5 GV rigidity interval. For determining the constants α3NM and k3NM, we
use all data with ln

(
Rcp

)
> 1.5; for smaller values of ln

(
Rcp

)
the statistical fluc-

tuations in J3NM
(
Rcp

)
produce large fluctuations in ln

(
− ln

(
1− J3NM

(
Rcp

)))
. In

this way the number of 3-hourly data samples in the southern hemisphere decreases
from 542 to 200. The results of the determination of constants α3NM and k3NM are

αS
3NM = 10.275±0.023, kS

3NM = 0.9615±0.0021 (5.22)

with a correlation coefficient R = 0.99961. As a control, we analyzed northern hemi-
sphere data (5.2–16.5 GV interval) and obtained, as expected, values consistent with
those from the southern hemisphere:

αN
3NM = 10.354±0.025, kN

3NM = 0.9621±0.0023 (5.23)

with correlation coefficient R = 0.99940. For the southern hemisphere, the compar-
ison between all 542 experimental 3-hourly data samples and values reconstructed
by Eqs. 5.21 and 5.22 gives a very high correlation (R = 0.99937) for the total
0–16.5 GV rigidity interval.

For the 2BC data (see Figs. 5.11 and 5.12) we applied the same procedure as for
3NM-IQSY and obtained for the southern hemisphere

αS
2BC = 9.694±0.037, kS

2BC = 0.9954±0.0038 (5.24)

with a correlation coefficient R = 0.99875. For the 0–16.5 GV interval in the south-
ern hemisphere, the correlation coefficient between experimental 2BC data and cor-
responding computed values is R = 0.9984.



5.7 Effective Cutoff Rigidities for Different Zenith and Azimuth Angles 365

5.6.2 Analytical Description of Coupling Functions
for the 3NM-IQSY and 2BC Detectors

The coupling function W (R) for neutron detectors is defined as

W (R) = dJ (R) / dR (5.25)

according to Dorman (M1957); here dJ (R) is the contribution of primary particles
with rigidity between R and R + dR to the counting rate of a neutron monitor lo-
cated at Rcp < 1.0GV. The results of Section 5.6.1 showed that for the 3NM-IQSY
detector, the analytical function described by Eq. 5.20 adequately represents the
dependence of the counting rate on Rcp for both hemispheres by using the α3NM
and k3NM values obtained in the southern hemisphere, using Eq. 5.21. Also for the
2BC detector, more accurate estimates of α2BC and k2BC are obtained in the south-
ern hemisphere, but they adequately represent the dependence of the 2BC counting
rate on Rcp for both hemispheres. Then the normalized coupling function (so-called
Dorman function) will be

W (R) = αkR−(k+1) exp
(
−αR−k

)
, (5.26)

with α = 10.275, k = 0.9615 for 3NM-IQSY detector and α = 9.694, k = 0.9954
for 2BC detector. The coupling functions computed for the 3NM and 2BC data are
shown in Fig. 5.15, together with the relative standard errors. The relative standard
errors were determined according to the relation

(
σ(W )

W

)2

=
(
σ(α)
α

)2

+
(
σ(k)

k

)2

+
(
σ(k)
lnR

)2

+
(
σ (α)
R−k

)2

+
(
ασ (k)
R−k lnR

)2

.

(5.27)

From Fig. 5.15 we can see that the 2BC detector is significantly more sensitive to
lower primary energy particles than the 3NM-IQSY detector, as expected. We point
out that the estimated standard errors do not take into account possible systematic
errors due to an inadequate evaluation of threshold rigidities; in particular, a sig-
nificant contribution from nonvertical incidence particles can be anticipated for the
2BC detector.

5.7 Effective Cutoff Rigidities for Different Zenith and Azimuth
Angles of CR Arriving at Points Along the Ship Route

In Section 5.6 we used cutoff rigidities computed for vertical incidence particles.
However, since 3NM-IQSY and 2BC neutron detectors are also sensitive to nonver-
tical incidence primary particles, it is necessary to compute effective cutoff rigidi-
ties (taking into account penumbra) for different zenith and azimuth angles of CR
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Fig. 5.15 a Differential response functions W(R) in %/GV for 3NM-IQSY (thick line) and 2BC
(thin line) for 1996/97 latitude survey Italy–Antarctica, b Relative error of σ(W)/W for 3NM-
IQSY (thick line) and 2BC (thin line)

arriving at points along the ship’s route. These calculations were made in Danilova
et al. (2001) for the ship’s route from Italy to Antarctica (the first 38 days of expe-
dition 1996/97) and in Danilova et al. (2003) for the ship’s route from Antarctica to
Italy (days 59–96 of expedition).

5.7.1 Calculation of Effective Cutoff Rigidities for Different Zenith
and Azimuth Angles of CR Arriving at Points Along the Ship
Route from Italy to Antarctica

In Danilova et al. (2001), cutoff rigidities of nonvertically incident CR particles have
been calculated using a numerical trajectory method (McCracken et al., M1962)
everyday for the corresponding average geographic location of the ship. Computa-
tions were done by considering the earth’s total magnetic field as the sum of fields
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generated by both internal and external sources. The main geomagnetic field from
internal sources is represented by a Gaussian series with the International Geomag-
netic Reference Field 1995 coefficients (IAGA Division V, Working Group 8, 1996)
up to n = 10, extrapolated to the epoch of the survey. Note that the secular varia-
tion of the main geomagnetic field is too small to affect the results of calculations
during the survey time. The magnetic field from external sources is represented by
the magnetospheric magnetic field model developed by Tsyganenko (1989). It takes
into account the contribution from (1) ring current, (2) the magnetotail current sys-
tem including the plasma sheet current and return currents, and (3) magnetopause
currents as well as the large-scale system of field-aligned currents. Calculations
were done for a quiet magnetosphere (Kp = 0), corresponding to the “quiet” solar-
interplanetary conditions observed during the survey period. For each point we
computed the upper cutoff rigidity Rc, which is the rigidity value of the highest
detected allowed/forbidden transition among the computed trajectories (e.g., Cooke
et al., 1991), and the lowest cutoff value RL, which is the rigidity value of the low-
est allowed/forbidden transition. A trajectory was considered “forbidden” if its as-
ymptotic longitude is bigger than 1000◦. Calculations have been done for 0.001 GV
steps. The effective cutoff rigidity Rcp is defined by the equation

Rc

∑
j=Rcp

WjΔR j =
Rc

∑
i=RL

WiΔRi(allowed), (5.28)

where Wi is the coupling function in the ΔRi interval. Under the reasonable hypoth-
esis of a flat Wi in the RL −Rc interval (flat CR spectrum approximation, e.g., Shea
et al., M1976), we obtain

Rcp = Rc −ΔRcp ∼= Rc −
Rc

∑
i=RL

ΔRi(allowed). (5.29)

For this calculation we used ΔRi = 0.01GV intervals.
We also calculated the diurnal variations of vertical cutoff rigidities Rv for each

day and found that they are smaller than 0.1 GV at geographic latitudes 40◦N–40◦S
and smaller than 0.15 GV at latitudes 40◦–53◦S. At every point, the Rv value at
12 LT was nearly equal to the daily average. Assuming that this result could also be
extended to inclined particles, we calculated the effective cutoff rigidities at 12 LT.

The results of computation of effective cutoff rigidities along the survey from
Italy to Antarctica (first 39 days) at different zenith angles θ = 0◦, 15◦, 30◦, 45◦, 60◦

for azimuth angles 0◦ and 45◦ of incident CR particles are given in Table A5.2; at
the same zenith angles but for azimuth angles 90, 135 and 180◦– in Table A5.3, and
for azimuth angles 225, 270, and 315◦– in Table A5.4. Figures 5.16 and 5.17 show
examples of cutoff rigidity behavior during different days of the latitude survey,
from 355 of 1996 to 27 of 1997. The geomagnetic field anomaly encountered on
the fourth day of the survey is remarkable (Fig. 5.16), and is discussed by Dorman
et al. (2000).
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Fig. 5.16 Effective cutoff rigidity profiles computed for the first 15 days of survey (northern hemi-
sphere, from day 355 of 1996 up to day 3 of 1997) for different zenith angles and opposite azimuth
angles ϕ = 45◦ and 225◦

Fig. 5.17 Effective cutoff rigidity profiles computed for days 4–27 of 1997 of the survey (southern
hemisphere) for different zenith angles and opposite azimuth angles ϕ = 45◦ and 225◦
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5.7.2 Effective Cutoff Rigidities for Different Zenith and Azimuth
Angles for the Ship Route from Antarctica to Italy

The corresponding results of Danilova et al. (2003) of the computation of effective
cutoff rigidities for days 48–56 and 60–85 of 1997 along the survey from Antarc-
tica to Italy at different zenith angles θ = 0◦, 15◦, 30◦, 45◦, 60◦ for azimuth angles
ϕ = 0◦ and 45◦ of incident CR particles are given in Table A5.5; at the same
zenith angles but for azimuth angles ϕ = 90◦, 135◦, and 180◦ in Table A5.6, and for
azimuth angles ϕ = 225◦, 270◦, and 315◦ in Table A5.7.

Figures 5.18 and 5.19 show several examples of the effective cutoff rigidities be-
havior for different zenith and azimuth angles during days of latitude survey 48–56

Fig. 5.18 Effective cutoff rigidities for different azimuth angles ϕ and for different zenith angles
θ during days 48–56 and 60–71 of 1997 of the latitude survey (According to Danilova et al., 2003)
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Fig. 5.19 The dependencies of effective cutoff rigidities from latitude for different azimuth angles
ϕ and different zenith angles θ (According to Danilova et al., 2003)

and 60–71 of 1997 (CR data for days 57–59 of 1997 are not available because of
very bad stormy weather), when the ship Italica was in the southern hemisphere.

From Fig. 5.18 it can be seen that the biggest difference in cutoff rigidities is
in the east–west direction (the well-known east–west CR asymmetry). From this
Figure it can be also seen that in the region of latitudes ∼(14–21◦) S and longitudes
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(∼85–95◦) E, the gradual dependencies of cutoff rigidities from zenith angle θ are
sufficiently disturbed (about the same disturbances can be seen in Figs. 5.1 and 5.2
of the paper by Bieber et al., 1997).

The dependencies of effective cutoff rigidities for different zenith and azimuth
angles from latitude are shown in Fig. 5.19.

5.8 Apparent Cutoff Rigidities Along the Ship’s Route
and Related Coupling Functions for the 3NM-IQSY and 2BC
Detectors

5.8.1 Calculation of Apparent Cutoff Rigidities Rap
cp along

the Ship’s Route: Dipole Approximation for Inclined
Directions

In Section 5.6 we used cutoff rigidities computed for vertical incidence particles.
However, since a neutron monitor is also sensitive to nonvertical incidence pri-
mary particles, it is necessary to compute the “apparent” cutoff rigidities (see Clem
et al., 1997) by taking into account cutoff rigidities not only for vertically incident
particles, but also for nonvertical incidence primary particles with different weights
as a function of zenith angle:

Rap
cp

(
Rcp

)
=

2π∫
0

dϕ
π/ 2∫
0

Rcp (θ ,ϕ)W
(
Rcp,θ ,ϕ

)
dθ

2π∫
0

dϕ
π/ 2∫
0

W
(
Rcp,θ ,ϕ

)
dθ

=∑
i

〈
Rcp (θi −θi−1)

〉〈
W

(
Rcp,θi −θi−1

)〉
,

(5.30)

where
〈
Rcp (θi −θi−1)

〉
is the cutoff rigidity averaged over the azimuth angle in the

zenith zone θi −θi−1 and
〈
W

(
Rcp,θi −θi−1

)〉
is the normalized relative weight of

this zone.
Clem et al. (1997) and Stoker et al. (1997) discussed the problem of apparent

cutoff rigidities. In these papers the authors proposed performing complete trajec-
tory calculations by taking into account scattering of neutrons in the atmosphere.
They showed that for Rcp < 6–7GV apparent cutoff rigidities are about the same
as vertical ones, but with increasing Rcp the difference Rap

cp −Rcp increases up to
0.7–0.8 GV at Rcp = 16GV. Dorman et al. (1999) showed that scattering is impor-
tant for low-energy solar neutrons, while for high-energy neutrons as detected by
neutron monitors, scattering seems to be less important and a one-dimensional cas-
cade model can be used. On the basis of the results given in Section 5.5, in which
we determine the normalized zenith angle distribution of neutrons arriving at the
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3NM-IQSY detector for an isotropic distribution of CR primary particles over the
atmosphere, we can compute the expected weights of six zenith zones to the 3NM
counting rate as a function of Rcp. For calculations of apparent cutoff rigidities, we
also used the information on integral multiplicities of secondary neutrons detected
by neutron monitor in dependence of zenith angle of incoming primary CR parti-
cles. This information is based on the theoretical calculations of meson-nuclear cas-
cades of primary protons with different rigidities arriving at the earth’s atmosphere
at zenith angles 0◦, 15◦, 30◦, 45◦, 60◦, and 75◦ (Dorman and Pakhomov, 1979).
The results of Dorman and Pakhomov (1979) have been checked and normalized
by using the coupling functions obtained in Dorman et al. (2000). As a result, we
obtained the following weights in dependence of Rcp:

W0−7.5
(
Rcp

)
= 0.084812−0.000645Rcp, (5.31a)

W7.5−22.5
(
Rcp

)
= 0.48305−0.00240Rcp, (5.31b)

W22.5−37.5
(
Rcp

)
= 0.35829+0.001194Rcp, (5.31c)

W37.5−52.5
(
Rcp

)
= 0,071925+0.0016917Rcp, (5.31d)

W52.5−67.5
(
Rcp

)
= 0.001925+0.000161Rcp, (5.31e)

W67.5−90
(
Rcp

)
= 4.789×10−7 +4.003×10−8Rcp. (5.31f)

By using the same procedure given in the Section 5.5 for computing nonverti-
cal incidence cutoff rigidities from front and back directions relative to the ship’s
orientation, we calculate along the survey route the nonvertical incidence cutoff
rigidities Rcp (θ ,ϕ, t) from six additional azimuth directions ϕ: front left, left, left
back, back right, right, and right front for the same zenith angles. We use the com-
puted Rcp (θ ,ϕ, t) for determining the average values Rav

cp (θ , t). In Fig. 5.20 we show
Rav

cp (θ , t)–Rcp versus Rcp for all 3-hourly survey intervals.
Using Eqs. 5.30 and 5.31a–5.31f, and by means of Rav

cp (θ , t) computed for zenith
angles of 15, 30◦, 45◦, 60◦, and 75◦, we determined Rap

cp . From Fig. 5.21, in which
we show Rav

cp (θ , t)W
(
Rcp,θi −θi−1

)
for each 3-hourly interval of the survey period,

we can see that major contributions of Rav
cp (θ , t)W

(
Rcp,θi −θi−1

)
to Rap

cp come from
the zenith zones 7.5–22.5◦ (43.4% of total value of Rap

cp ) and 22.5–37.5◦ (38.2%).
The dependence Rav

cp (θ , t)–Rcp versus Rcp, which is shown in Fig. 5.22, can be
approximated by

Rav
cp (θ , t)−Rcp = 0.00260R2

cp −0.01258Rcp +0.00922GV (5.32)

with correlation coefficient R = 0.9986. This dependence is in agreement with the
Clem et al. (1997) average computations obtained by using the local geomagnetic
field for selected sites.
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Fig. 5.20 The behavior of the difference between Rav
cp (θ , t) and Rcp: a as a function of survey time

and b as a function of Rcp for different zenith angles θ (from top to bottom: θ = 75◦, 60◦, 45◦,
30◦, 15◦) of incoming particles (According to Dorman et al., 2000)

5.8.2 Calculation of Apparent Cutoff Rigidities in the Real
Geomagnetic Field for the Ship Route Italy–Antarctica
Taking into Account Results of Trajectory Calculations
for Inclined Directions

In Dorman et al. (2001), we calculate the apparent cutoff rigidities of the latitude
survey from Italy to Antarctica. Computations were done for the forward route of
the survey, based on the results of Danilova et al. (2001) on trajectory calculations
for inclined cutoff rigidities at eight azimuths ϕ (every 45◦) and five zeniths angles
θ (every 15◦), described in Section 5.7.
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Fig. 5.21 Panel a: the behavior of the weighted average cutoff rigidity Rav
cp (θ , t)W

(
Rcp,θi −θi−1

)
for different zenith zones: 0–7.5◦ (curve 1), 7.5–22.5◦ (curve 2), 22.5–37.5◦ (curve 3), 37.5–52.5◦

(curve 4), 52.5–67.5◦ (curve 5), and 67.5–90◦ (curve 6), as a function of survey time. Panel b: the
behavior of Rap

cp (thick line), Rcp (thin line), and Rap
cp –Rcp (dashed line), as a function of survey time

Fig. 5.22 The behavior of Rav
cp (θ , t)–Rcp as a function of Rcp, computed for all 3-hourly intervals

of survey
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Fig. 5.23 The behavior of Rap
cp (θ , t)–Rcp as a function of Rcp, computed for the forward part of

the latitude survey in 1996/97: southern hemisphere (solid circles), northern hemisphere (open
diamonds) (According to Dorman et al., 2001)

In Table A5.8 we give the results of computation of the average (over azimuth
angle) cutoffs for different zenith angles, and in Table A5.9 are listed the computed
weights, together with the resulting apparent cutoffs.

In Fig. 5.23 we show the dependences of Rap
cp (θ , t)−Rcp versus Rcp for the north-

ern and southern hemispheres.

5.8.3 Calculation of Apparent Cutoff Rigidities in the Real
Geomagnetic Field for the Ship Route Antarctica–Italy
Taking into Account Results of Trajectory Calculations
for Inclined Directions

In Dorman et al. (2003), we calculate the apparent cutoff rigidities of the latitude
survey from Antarctica to Italy. Computations were done for the backward route of
the survey on the basis of results of Danilova et al. (2003) on trajectory calculations
for inclined cutoff rigidities at eight azimuths ϕ (every 45◦) and five zeniths angles
θ (every 15◦ ), described in Section 5.7. In Table A5.10, we give results of com-
putation of the average (over azimuth angle) cutoffs for different zenith angles. In
Table A5.11 are listed the computed weights, together with the resulting apparent
cutoffs for the backward part of latitude survey in 1996/97. In Fig. 5.24 we show the
dependence of Rap(θ , t)−Reff versus Reff obtained on the basis of observation data
for the forward and backward parts of latitude survey in 1996/97.
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Fig. 5.24 The behavior of
Rap(θ , t)–Reff as a func-
tion of Reff, computed for
the forward and backward
parts of the latitude survey
in 1996/97 (According to
Dorman et al., 2003)

Table 5.3 Constants α3NM, k3NM, α2BC, k2BC obtained for Rcp and Rap
cp dependencies

Dependence from α3NM k3NM Correlation coefficient
for all 542 3-hourly data

Rcp 10.275±0.023 0.9615 0.0021 0.99937

Rap
cp 9.916±0.021 0.9393 0.0020 0.99939

Dependence α2BC k2BC Correlation coefficient
from for all 390 3-hourly data

Rcp 9.694±0.037 0.9954±0.0038 0.99884
Rap

cp 9.344 0.036 0.9725±0.0037 0.99887

5.8.4 Comparison of Latitude Dependencies and Coupling
Functions for Effective Rcp and Apparent Rap

cp Cutoff
Rigidities

By using the same method as described in Section 5.6, we determined the coupling
functions for the 3NM and 2BC neutron detectors when the apparent cutoff rigidi-
ties Rap

cp are considered for southern hemisphere data. Table 5.3 lists the values of
constants α3NM, k3NM, α2BC, k2BC obtained for Rcp and Rap

cp dependencies, respec-
tively.

It can be seen that the differences are rather small, as shown in Fig. 5.25, where
the coupling functions for the NM obtained by the two methods are compared.
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Fig. 5.25 Differential NM coupling (response) functions for 1996/97 survey, as computed by using
cutoff rigidities Rcp (solid line) and Rap

cp (dashed line) (According to Dorman et al., 2000)

5.9 Summary of Results of the CR Latitude Survey on the Ship
Italica in 1996/97, and Discussion on Coupling Functions

5.9.1 Main Results Obtained in CR Latitude Survey in 1996/97
on Board the Ship Italica

We summarize the results of the Italian CR Antarctic survey in 1996/97:

1. The quality of the 3NM-IQSY data recorded during the survey has been con-
trolled in detail; the instrumental stability of both monitors has been successfully
verified by calibrations with the Rome 17NM-IQSY before and after the survey,
and by internal tests conducted during the expedition, including ratios among
individual counter’s intensities, multichannel pulse analyses, etc.

2. Intensity data have been accurately corrected for a number of meteorological ef-
fects described in detail in Chapter 16 of Dorman (M2004) including the effect
of atmospheric mass variations, ship oscillations, and atmospheric temperature
changes; the absorbing atmospheric mass has been estimated by barometric data,
taking into account the wind effect and the local value of gravitational accelera-
tion.

3. Intensity data have been corrected for changes in the primary CR flux, including
north–south anisotropy.

4. The 3NM-IQSY corrected data, recorded along the same route during forward
and return trips, i.e., with temporal separation and under different meteorologi-
cal conditions, are statistically consistent within (1.0–1.6)σ ; a small systematic
discrepancy is observed in the rigidity interval Rcp = 9–11GV. In Section 5.5
we showed that this effect could be attributed to the asymmetric shielding of the
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monitor (forward–backward effect). Owing to its small amplitude, we eliminated
this effect by averaging the forward and return data.

5. Cutoff rigidities have been computed by taking into account the penumbra effect
for vertically incident particles, for the 1995 geomagnetic field model extrapo-
lated to the survey period, and by using, as a first approximation, a flat coupling
function in the penumbra region (e.g., Shea et al., M1976). To maximize ac-
curacy, it is necessary to compute the apparent cutoff rigidity thresholds Rap

cp ,
by taking into account the contribution of nonvertically incident primary parti-
cles in the actual geomagnetic field (e.g., Clem et al., 1997) and evaluating the
penumbra effect for the actual coupling functions. For computing such relatively
small effects we used, as a first approximation, a simplified algorithm adapted
for a dipole geomagnetic field. Rap

cp Rcp was found to be negligible for Rcp<5GV
and to increase up to 0.5 GV at Rcp = 16GV, in general agreement with Clem
et al. (1997).

6. We note that in our survey the penumbra effect is particularly important in the
northern hemisphere. The 2BC detector, which is sensitive to thermalized neu-
trons, should have a larger response function for primary particles arriving at
large zenith angles, as compared with the 3NM-IQSY. In this case, the weights
of penumbra and forward–backward effects are expected to be more relevant for
the 2BC, as indicated by a large discrepancy between the northern and southern
hemispheres and a remarkable forward–backward effect.

7. The measured 3NM-IQSY latitude curves in both hemispheres are equal within
statistical limits.

8. The 3NM-IQSY coupling function, computed using data recorded in the southern
hemisphere covering the whole rigidity interval, can be reliably used for the data
of the sea-level NM station network during the past solar minimum.

9. We applied the same procedure for the 2BC detector and computed the coupling
function for the thermalized neutron flux in the atmosphere at sea level. As far as
we know, this is the first detailed evaluation of such a coupling function: the 2BC
detector on the ocean is found to respond to somewhat lower energy particles
than the 3NM-IQSY detector, as expected. We point out that this coupling func-
tion can be used for a 2BC operating on the ground provided that the different
contribution of radioactivity (from seawater to ground) is taken into account.

5.9.2 Comparison and Discussion on Coupling Functions

Let us now compare the 3NM-IQSY results of the latitude survey in the 1996/97
solar activity minimum with previous results obtained by Moraal et al. (1989) for
the 1986/87 solar minimum. This comparison should be done by applying the same
procedures on the 3NM-IQSY data: (1) the same cutoff rigidity thresholds, in this
case estimated for the vertical particle incidence by taking into account the penum-
bra effect, and (2) the same analytical data treatment. We note that our 3NM-IQSY
data have been corrected for some small effects which apparently have not been
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Fig. 5.26 Comparison between normalized neutron intensities as a function of cutoff rigidity Rcp
for the latitude survey 1996/97 for the southern hemisphere (diamonds), and the 1986/87 survey
(solid line) (According to Moraal et al., 1989)

taken into account by Moraal et al. (1989): sea-state fluctuations, the wind effect,
and pole-to-equator changes in atmospheric temperature. Figure 5.26 shows the
3-hourly values of our survey together with the Moraal et al. (1989) latitude curve
as a function of vertical cutoff rigidity. Both latitude curves in Fig. 5.26 have been
normalized to the average intensity at Rcp < 1.0GV. It appears that the results of
the two surveys performed during two subsequent solar minima are in close agree-
ment. The pole-to-equator intensity ratios are equal, and only two small differences
are observed in the comparison of the latitude curves: the data of the latitude sur-
vey 1996/97 are higher than those of 1986/87 ones by 1% in the intervals 3–5 GV
and 7–10 GV. The problem of the existence of the “crossover” effect, when compar-
ing coupling functions obtained in subsequent solar minima (Moraal et al., 1989;
Reinecke et al., 1997; Bieber et al., 1997), can be clarified only by using the same
and complete data treatment (corrections for atmospheric absorption, by taking into
account changes in gravity g and wind effect; corrections for sea-state and tempera-
ture effects, as well as for primary variations and north–south CR asymmetry), and
cutoff rigidities computed by taking into account the contribution of nonvertical in-
cidence particles and the penumbra effect also for nonvertical incidence particles.
Moreover, we think that the NM station data could help in disentangling the prob-
lem of crossover by considering that the efficiency of neutron monitor stations is
usually rather constant, within ∼0.1%, even for a solar-cycle time span.
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Fig. 5.27 Comparison between differential response functions, for the 1996/97 latitude survey
(thick line) and for the 1986/87 survey (thin line) (According to Moraal et al., 1989)

As a result, a negligible “crossover” effect is found when comparing the 1986/87
and 1996/97 coupling functions (see Fig. 5.27), and it is opposite to the large
crossover found by Bieber et al. (1997) when comparing the Moraal et al. 1986/87
survey with their 1995 survey. It is important to note that the CR intensity at high
latitude during the 1995 survey was lower by 0.3–1% than during 1996/97 survey.

A difference in coupling functions, as reported for subsequent solar minima in
previous papers (Moraal et al., 1989; Bieber et al., 1997), would correspond to an
anomalous difference of 3–4% between intensity changes observed in successive so-
lar minima, when comparing stations located at very low cutoff rigidity with stations
with cutoff near the crossover point (≈ 6–7GV). The CR intensity at Rcp ≤ 2.4GV
(according to NM data of Oulu, Kiel, and Calgary stations) was higher in 1986/87
than in 1996/97 (our survey time) by δIOKC ≈ 1%; the simultaneous change ob-
served at Rcp = 6.2GV (Rome station) was δIR ≈ 0.6%. Thus, the behavior of NM-
IQSY stations appears to be inconsistent with the existence of a crossover effect
and supports the similarity of the 1986/87 and 1996/97 coupling functions found
in Dorman et al. (2000). We notice that no evidence of a crossover effect has been
found when analyzing neutron monitor airborne surveys in two consecutive solar
minima (Stoker and Moraal, 1995). Anyway, we think that the problem of crossover
is still open, and a more detailed investigation is needed.



Chapter 6
Geomagnetic Variations of Cosmic Rays

6.1 Two Main Sources of CR Geomagnetic Variations

In this chapter we shall deal with the CR variations caused by variations of the geo-
magnetic field. Changes in this field may be connected with processes in the earth’s
interior (for instance, the well-known phenomenon of the earth’s magnetic field in-
versions, moving of magnetic poles, geomagnetic secular variations), or with elec-
trical currents in the earth’s ionosphere and magnetosphere, controlled mostly by
solar activity. What are the direct influences of each of these field variations on CRs
and particularly on the cutoff rigidities and the asymptotic directions of incidence?
Of course, the influence of the secular geomagnetic field variations due to internal
sources may be determined by the trajectory-tracing method described in Chapter 3
(if the long-term time-variation of the space distribution of the geomagnetic field
is known). The change of the planetary distribution of CR cutoff rigidities in the
present epoch of direct CR continuous measurements by a NM network was con-
sidered in detail in Section 3.8. The experimental and theoretical data showing that
there are long-term (thousands of years) variations of CR intensity due to variations
of the interior sources of the field, will be considered in Sections 6.2–6.5.

For sources in the earth’s magnetosphere are very important detail information
on radiation belts and electrical currents in the magnetosphere and their connection
with the processes in the ionosphere (Sections 6.6–6.13). These currents change the
magnetic field and, correspondingly, CR cutoff rigidities. In order to take into ac-
count the geomagnetic field variations due to ring currents in the magnetosphere, it
is important to compute not only the variation of the vertical cutoff rigidity in the
real field in the presence of a thin ring current, but also to estimate the change of
threshold rigidities for particles incident under various zenith angles, and to con-
sider the widening of the current in latitude, and to estimate the effect of volume
currents. Also, the influence of the confinement and asymmetry of the geomagnetic
field by the action of the solar-wind plasma must be taken into account. These cur-
rent systems and changes of the magnetosphere also influence the asymptotic direc-
tions and the acceptance cones of the particles. The observed CR variations arising
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from changes in the geomagnetic field caused by exterior sources are considered
in Section 6.14. In Sections 6.15 and 6.16 we discuss the experimental data and
the possible nature of the so-called local solar-daily and lunar-daily CR variations,
respectively. The first type of CR anisotropy possibly due to an asymmetry of the
magnetosphere, and second type may be connected with the tidal phenomenon in the
earth’s magnetosphere but which may also be spurious, due to a complex amplitude-
phase modulation (with a period of about 27 days) of the solar CR anisotropy. The
observations in the high-latitude region show considerable anomalies in the cutoff
rigidities. Here the influence of the tail of the earth’s magnetosphere on the CR,
which should be strongly felt in the high-latitude region, offers a promising expla-
nation (see Section 6.17).

In Section 6.18 we consider how CR variations of geomagnetic origin may be
discriminate from observing data by using spectrographic method. The big changes
of cutoff rigidities and geomagnetic CR variations during magnetic storms are con-
sidered in Sections 6.19–6.23. The simplest version of the global spectrographic
method (BDY-method) for discriminating of CR magnetospheric variations is con-
sidered in Section 6.24, and its application to analysis of NM network CR data in
Section 6.25. In Chapter 7 we consider in detail the Tsyganenko-89 model – widely
used for CR trajectory calculations – and its development, and the checking magne-
tospheric models by CRs.

6.2 CR Variations Expected for Large Long-Term Changes
of the Geomagnetic Field

6.2.1 Expected CR Variations Caused by Changing of the Earth’s
Dipole Magnetic Moment

Paleomagnetic investigations show that during the last 3.6 million years the mag-
netic field of the earth changed sign nine times (Cox et al., 1967). Hence, it is
plausible that the earth’s magnetic moment has changed considerably, especially
near the times of sign changes, paleomagnetic data show that in these periods the
magnetic moment may have had nearly one-fifth of the present value. Of course,
this must lead to considerable variations in CR intensity. At times when the poles
are interchanged, the CR intensity will become much greater, and this again must
lead to an increase in the frequency of spontaneous mutations and an acceleration
of the evolution in these periods. Important information about variations of CR in-
tensity in far-off epochs can be obtained by the method of atmospheric cosmogenic
isotopes (see Chapters 10 and 17 in Dorman, M2004). Variations of extraterrestrial
origin, affecting the CR intensity in the interplanetary space, may be excluded by
looking at the data from meteoritic isotopes. The expected variation in the rate of
formation of 14C in the earth’s atmosphere with variations of the magnetic moment
of the earth was computed by Wada and Inoue (1966). Let the number of 14C atoms
formed in the terrestrial atmosphere by one primary particle with rigidity R be m(R)
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(multiplicity of generation), D(R, t) the primary spectrum, then the number of 14C
atoms formed in 1 sec in an air column of 1cm2 cross section above the point with
cutoff rigidity Rc will be

Q(Rc, t) =
∞∫

Rc

m(R)D(R, t)dR. (6.1)

The dependence of Q on Rc can be easily found from measurements of the spectrum
and a captured cross section of secondary neutrons (Soberman, 1956; Lingenfelter,
1963: see for details Chapter 17 in Dorman, M2004). Further, in dipole approxima-
tion

Rc = 14.9(M/Mo)cos4λ , (6.2)

where Mo is the present magnetic moment of the earth. Let Q be the rate of forma-
tion of 14C, expressed in the same units, averaged over the entire earth. Then, by
substituting Eq. 6.2 into Eq. 6.1, considering the results of Soberman (1956) and
Lingenfelter (1963) and averaging, we find the expected dependence of Q/Qo on
M/Mo. Figure 6.1 gives the computed values of Q/Qo for the level of extraterres-
trial intensity at the solar minimum in 1953/54 and the maximum in 1957/58 as
obtained by Soberman (1956) and Lingenfelter (1963).

Values computed by Wada and Inoue (1966) with inclusion of non-dipole terms
according to Quenby and Webber (1959) and Kondo et al. (1965) are also shown
in Fig. 6.1(Q-W and K-K, correspondingly). The differences arising from changes
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Fig. 6.1 Relation between the production rate Q / Qo of 14C and the geomagnetic dipole moment
M/Mo. Here Q is the average value all over the earth’s surface, Qo and Mo correspond to the time
1953–1958 (According to Wada and Inoue, 1966)
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in solar activity or from different representations of the geomagnetic field are seen
to be less than a few percent. On the other hand, if the magnetic moment is de-
creased 10 times, the rate of 14C formation computed in Wada and Inoue (1966)
is increased by a factor of 2 and an increase of the magnetic moment by a factor
of 10 leads to a decrease in the rate of 14C formation by a factor of 3.5–3.6. The
relatively small increase in the rate of 14C formation for a considerable decrease
of M is due to the fact that about 40–50% of 14C is formed by primary CR parti-
cles with rigidity R > 15GV, which are only weakly influenced by the geomagnetic
field. Ramaty (1967) similarly found

Q/Qo ∝ (M/Mo)
−0.5 (6.3)

for small variations of M/Mo, in good agreement with the slope in Fig. 6.1 near
M/Mo ≈ 1.

6.2.2 Variations of Geomagnetic Origin During the Last 2,000
Years

The CR variations during the last 2,000 years were investigated by Kigoshi
et al. (1965) by measuring the relative 14C abundance in year rings of an old
cedar in southern Japan. Figure 6.2 gives the results of the measurements as well
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Fig. 6.2 14C content of tree ring dated samples and computed variations in atmospheric radiocar-
bon concentration based on the variation in geomagnetic dipole moment (According to Kigoshi
et al., 1965)
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Fig. 6.3 Observed intensity of equatorial geomagnetic force in ancient times and assumed smooth
variation. Case A, assumed variation for better agreement with observed atmospheric 14C varia-
tion; Case B, assumed variation given by Nagata as an average of observed values (From Kigoshi
et al., 1965)

as the 14C variations expected on the assumption that CR intensity changes only by
the variations of the geomagnetic field.

The variations of the earth’s magnetic field are known from paleomagnetic data
(Fig. 6.3) according to which the magnetic moment of the earth about 2,000 years
ago had approximately 1.5 times the present value, and about 6,000 years ago half
its present value.

Figure 6.3 shows that the measured values of 14C and the paleomagnetic field
can be made to agree with each other.

6.2.3 Secular Variations of the Cutoff Rigidities

The secular variations of the geomagnetic field cause a slow variation of the cutoff
rigidities. As shown by Gall (1960, 1962), these variations may reach a few percent,
but during the period 1845–1955 the variation of the cutoff rigidity must at some
points have exceeded 40%. The position of the CR equator must change as well.
The results of Gall’s computations are given in Fig. 6.4.
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Fig. 6.4 Variation of the cutoff rigidity with geographic longitude and latitude in the epochs 1855
and 1955 for the northern hemisphere a and southern hemisphere b (According to Gall, 1960,
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6.3 Trajectory Calculations of Long-Term Variation of Planetary
Distribution of Cutoff Rigidities

6.3.1 Results for 1600–2000 by Steps of 50 Years

Shea and Smart (1977, 1990, 1997) have shown that in the present era the geo-
magnetic cutoff rigidities are rapidly changing in several areas of the world with
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increases on the order of 1% per year in the North Atlantic Ocean area and de-
creases >0.5% per year in the South Atlantic Ocean area. They show that these
changes are nonlinear in time and for precise CR intensity measurements, the geo-
magnetic cutoff rigidities must be calculated using a field model appropriate for the
time of the measurements. The dipole and non-dipole components of the magnetic
field are rapidly changing. The non-dipole terms contribute about 18% of the total
magnetic field. At our current point in geological time, the earth’s magnetic field
is rapidly decreasing. The magnitude of the dipole term alone has changed by 39%
over 400 years (from 1600 to 2000). This change is so rapid and nonuniform that
the magnetic field Working Group 8 of IAGA Division V provides updates to the In-
ternational Geomagnetic Reference Field every 5 years (Sabaka et al., 1997). These
changes affect the geomagnetic cutoff rigidities and hence the magnitude of the cos-
mic radiation incident on the atmosphere at a specific location is a function of time.
There has been considerable interest in constructing models of the earth’s magnetic
field in the past (Merrill et al., 1997). Through various international research ef-
forts, models of the earth’s magnetic field extending back centuries (Barraclough,
1974, 1978) and even millennia in time (Constable et al., 2000) have been derived,
although with decreasing confidence in the model’s accuracy.

Smart and Shea (2003) and Shea and Smart (2004) have calculated a world grid
of CR geomagnetic cutoff rigidities in the vertical direction every 50 years to estab-
lish the long-term changes in the geomagnetic cutoff rigidities during 1600–2000.
They have utilized the International Geomagnetic Reference Field Models for these
calculations for epochs between 2000 and 1900 and the British Geological Survey
models (restricted to degree of order 5) for epochs between 1850 and 1600. The CR
trajectory-tracing method (see the detailed description in Chapter 3) was used to de-
termine the geomagnetic cutoff rigidity parameters for a set of world grids every 5◦

in latitude and 15◦ in longitude. In Figs. 6.5–6.13 these results are shown (in GV)
for the years 1600–2000 in steps of 50 years.

From Figs. 6.5–6.13 a big change in cutoff rigidity planetary distribution can be
seen. For example, in 1600 the highest vertical cutoff rigidity values were over South
America, whereas in 2000 the highest vertical cutoff rigidity values were close to
India. This is consistent with the migration of the north geomagnetic polar axis from
over Northern Europe to over North America: the position of the eccentric dipole
from the center of the earth changed at the rate of 0.8 km per year from 1650 to
1800 increasing to a rate of 0.9 km per year from 1800 to the present (the north
dipole axis position had a steady movement of 0.11 degree per year westward and
0.03 degree southward per year from 1650 to 1850; after 1850 the southward drift
became very small).

6.3.2 An Example of Cutoff Variability on CR Station LARC
During 1955–1995 in Connection with Geomagnetic “Jerks”

In Storini et al. (1999) vertical cutoff rigidities were computed for the Antarctic
Laboratory for Cosmic Rays (LARC station with geographic coordinates: 62.20◦S,
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Fig. 6.5 Vertical CR cutoff rigidity contours for 1600 (From Smart and Shea, 2003)

Fig. 6.6 Vertical CR cutoff rigidity contours for 1650 (From Smart and Shea, 2003)

301.04◦E; altitude 40 m a.s.l.) using the Definitive Geomagnetic Reference Field for
1955–1990 and the International Geomagnetic Reference Field for 1995. Long-term
rigidity changes were evaluated in 5-year increments. A steady decrease in LARC
cutoffs was found over this 40-year period, with clear evidence of the change in
the secular variation of the magnetic field that has its origin inside the earth (e.g.,
geomagnetic “jerks”).

The LARC station is operating with a 6-NM-64 detector on King George Island
(see a description of LARC in Cordaro and Storini, 1992). A preliminary evaluation
of the vertical cutoff rigidities for charged particles reaching the LARC location
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Fig. 6.7 Vertical CR cutoff rigidity contours for 1700 (From Smart and Shea, 2003)

Fig. 6.8 Vertical CR cutoff rigidity contours for 1750 (From Smart and Shea, 2003)

were made for the geomagnetic epochs 1980.0 and 1990.0 in Storini et al. (1995). In
addition to the cutoff values determined using the International Geomagnetic Refer-
ence Field (IGRF) appropriate for the epoch 1995.0 (IGRF-95), Storini et al. (1999)
also used the Definitive Geomagnetic Reference Field (DGRF) models to determine
vertical cutoff rigidity values every 5 years from 1955 (DGRF-55) through 1990
(DGRF-90).

As a first step of these calculations, the Geomagnetic Field Synthesis Pro-
gram (version 3.0) made available by NOAA Web pages was run for the period
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Fig. 6.9 Vertical CR cutoff rigidity contours for 1800 (From Smart and Shea, 2003)

Fig. 6.10 Vertical CR cutoff rigidity contours for 1850 (From Smart and Shea, 2003)

1955.0–2000.0 using 1-year increments. Figure 6.14 shows the strength of the mag-
netic field and its components at LARC for this interval.

The evolving field at the LARC location is clearly evident in Fig. 6.14. To evalu-
ate its long-term effects on charged-particle access at the LARC station, a quiescent
geomagnetic field model without the inclusion of external currents on the magne-
tosphere was used. Storini et al. (1999) started trajectory calculations at the top of
the atmosphere (assumed to be 20 km) and, working backward and traced an antipro-
ton out through the field. This corresponds to the trajectory of a proton coming from
the interplanetary medium through the magnetosphere hitting the atmosphere at 20
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Fig. 6.11 Vertical CR cutoff rigidity contours for 1900 (From Smart and Shea, 2003)

Fig. 6.12 Vertical CR cutoff rigidity contours for 1950 (From Smart and Shea, 2003)

km above the station site and then creating a nuclear cascade to the detection loca-
tion on the earth’s surface. Calculations for particle access from the vertical direc-
tion were made for particles having rigidities between 20.00 GV and 0.02 GV. The
following rigidity intervals were used: 1 GV intervals between 20.00 and 10.00 GV;
0.10 GV intervals between 9.30 and 6.30 GV, 0.05 GV intervals between 6.25 and
5.40 GV, and 0.01 GV intervals for the remaining lower rigidities. Figure 6.15 illus-
trates the results of these calculations where allowed particle rigidities are shown as
dark areas and forbidden particle rigidities are shown by white areas.

As expected from the decreasing geomagnetic components shown in Fig. 6.14,
there is a decreasing trend in the LARC cutoffs. The linear fit of the upper rigidity
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Fig. 6.13 Vertical CR cutoff rigidity contours for 2000 (From Smart and Shea, 2003)

Fig. 6.14 Field intensity (F)
and its components (X, Y, and
Z) evaluated for LARC from
1955 to 2000 (From Storini
et al., 1999)

cutoffs (RU, first allowed/forbidden pair) shown by the solid circles in Fig. 6.16
suggests a steady change in RU about −0.02GV per year.

An overall similar decrease is evident in the effective cutoff rigidity (RC, solid
squares in Fig. 6.16). However, in this case the slope is not uniform throughout
the 40-year period. While RU decreases nearly steadily from 1965 to 1995, the RC
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Fig. 6.15 Penumbra function
for CR access at LARC
location. Allowed trajectories
are shown as dark areas
and the forbidden ones by
white areas (From Storini
et al., 1999)

Fig. 6.16 Time variability of
RU (upper), RL (lower), and
RC (effective) cutoff rigidities
at LARC location (From
Storini et al., 1999)

values oscillate somewhat around the decreasing trend. This oscillation is much
more prominent in the values of RL, the lower cutoff rigidity, shown as solid tri-
angles in Fig. 6.16. The CR penumbra, defined as the region between the first al-
lowed/forbidden pair of trajectories (in rigidity space) and the last allowed/forbidden
pair, is generally chaotic in nature. Moreover, most of the allowed particles in the
penumbra region are associated with trajectories that traverse large longitudinal
ranges in transit between outer space and their arrival at a specific location at the
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top of the atmosphere. While it was noted as apparent discontinuities in the RL
values at 10-year intervals (i.e., 1970, 1980, 1990), these discontinuities may be a
consequence of geomagnetic effects and/or the sampling procedure through the CR
penumbral region.

The study of the long-term variability of the geomagnetic field has revealed the
existence of rapid changes or “jerks” in the slope of the curve of the annual secular
variation (e.g., Sabaka et al., 1997 and references therein). These “jerks” behave as
step functions in the rate of secular change. Previous studies indicate the occurrence
of three worldwide jerks during the second half of the 20th century: in 1969, 1978,
and 1991. However, the intensity of the “jerks” is not only different with respect to
the components of the magnetic field at any specific location, but also the occur-
rence may not be concurrent throughout the world. Geomagnetic data from many
locations must be evaluated to determine if the observed changes are local or part
of a worldwide perturbation in the earth’s magnetic field. Recently, De Michelis
et al. (1998) analyzed the “jerks” in 1969, 1978, and 1991, and derived the time
interval in which each jerk should have occurred. Figure 6.17 shows the annual
Y-component for the geomagnetic field at the LARC location and the difference for
successive years where Y′ = (Yi −Yi−1) for i = 1960 to 2000.

The horizontal lines in the lower part of Fig. 6.17 show the time of each world-
wide “jerk.” The dotted lines illustrate the changes in the Y component at the
LARC location coinciding with the worldwide magnetic “jerks.” However, the Y′

trend presents other changes, even more prominent than those associated with the
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Fig. 6.17 Long-term variation of the Y component of the geomagnetic field and its derivative (Y’)
at LARC location. The time occurrence of 1969, 1978, and 1991 worldwide geomagnetic “jerks”
(J69, J78, J91) is shown (see the text for details). Arrows indicate the corresponding Y’ changes at
LARC location (From Storini et al., 1999)
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worldwide geomagnetic “jerks.” These would be local variations related perhaps
with the South American geomagnetic anomalies and should only affect CR tra-
jectories during their final path to their arrival at the top of the atmosphere above
the station’s location. It is possible that the worldwide geomagnetic “jerks” might
explain some of the variability in the CR penumbral structure over a long period
of time. This must be confirmed by yearly rigidity studies for several geographic
locations. If these worldwide geomagnetic discontinuities appreciably affect the tra-
jectories of CR particles, it would primarily be for those lower rigidity particles that
encircle the earth with very long complicated paths. This effect would not be evi-
dent for near-equatorial locations where the penumbra is extremely small or, in most
cases, does not exist.

Storini et al. (1999) note that while the overall lowering of the vertical cutoff
rigidity at the LARC location coincides with a decrease in the geomagnetic field
components at the same location, deviations from a smooth decrease have been iden-
tified. These deviations tend to coincide within the time intervals of the worldwide
geomagnetic “jerks” which is believed to arise from short-term (when compared
with secular changes) internal variations of the earth’s core. Additional studies are
necessary to ascertain if (1) the changes in cutoff rigidity values can be isolated to
time periods smaller than 5-year intervals, and (2) if similar cutoff rigidity changes
are present at comparable geomagnetic locations around the world.

6.3.3 Long-Term Variations of the Planetary Distribution
of Geomagnetic Rigidity Cutoffs During the Last 2,000 Years

Using trajectory calculations of CR in the geomagnetic field, Kudela and Bobik
(2004) determined the changes of CR vertical cutoff rigidities’ planetary distribution
during the last 2,000 years. The computations were done for cutoff rigidities at the
earth’s surface using the IGRF model data for 1900–2000 and information on the
geomagnetic field in the past from different sources. The contour maps of vertical
cutoff rigidities using a set of 10 Gauss coefficients for the period of years between
0 and 1600 are obtained. Kudela and Bobik (2004) also estimated the trends in long-
term variability of CR rigidity cutoffs at different positions on the earth’s surface.

The geomagnetic field had significant variability in the past. Although there are
many papers dealing with the changes of the geomagnetic field over long periods
in the past (e.g., Quidelleur et al., 1994; McElhinny and Senanayake, 1982), in-
formation basically concentrated on the dipolar strength which is not enough for
the precise determination of the cutoff rigidities. The problem is how to obtain
exact knowledge on the geomagnetic field in the past. Hongre et al. 1998) ana-
lyzed the field over the past 2,000 years and derived a model up to degree n = 2
plus the degree n = 3 of order m = 3 Gauss coefficients (g33 and h33) for the pe-
riod 0–1700 with a time step of 25 years. Bloxham and Jackson (1992) used the
last 300 years to produce two time-dependent field maps for 1690–1840 and 1840–
1990. The global geomagnetic field models for the past 3,000 years are described by
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Constable et al. (2000). For the period of 1900–2000, the IGRF coefficients up to or-
der/degree 10 are available (http://www.ngdc.noaa.gov/IAGA/vmod/igrf.html). The
IGRF models for the main field are truncated at n = 10 (120 coefficients). During the
20th century, the geomagnetic field was strongly changing. Xu Wen-yao (2000) in-
dicate that while the dipole moment of the geomagnetic field has decreased by 6.5%
since 1900, the strengths of its quadruple and octuple components have increased
by 95% and 74%, respectively. The magnetic center has shifted 200 km toward the
Pacific. The IGRF field had some specific features at higher-degree coefficients (Xu
Wen-yao, 2000). During 1945–1955, the coefficients gm

n and hm
n with n > 7 show

unusual jumps not observed before and after.
Many authors have discussed the long-term variability of the geomagnetic cut-

offs. Bhattacharyya and Mitra (1997) derived an analytical expression for the cutoff
rigidity of CR arriving at a point from an arbitrary direction using the main geomag-
netic field approximation as that of an eccentric dipole. They used the expression
derived to determine changes in geomagnetic cutoffs due to secular variation of the
geomagnetic field since 1835. Flückiger et al. (2003) discussed the differences in
computations of the cutoffs using the trajectory technique in the model dipolar field
and the GEANT technique for the past 2,000 years (for details, see Section 6.5).
Smart and Shea (2003), and Shea and Smart (2004) calculated a detailed world grid
of vertical geomagnetic cutoff rigidities with a time step of 50 years from 1600 until
2000 (see Section 6.3.1). They used the IGRF models for the epochs 2000, 1950,
and 1900. For the years between 1600 and 1850 they used the British Geological
Survey geomagnetic model restricted to degree of order 5.

For the trajectory computations in the model field Kudela and Bobik (2004) used
a method similar to earlier ones (e.g., Shea et al., 1965), tracing the CR particle
trajectory from a given point on the earth’s surface with a reversed charge sign
and velocity vector and numerically solving the equation of motion in the model
field B. The details of the computation method and dependence of the result on
parameters of computations are described in papers by Bobik et al. (2003a, b) and
Kudela and Bobik (2004). For the field B over a long time period, Kudela and Bobik
(2004) used the modified Geopack 2003 subroutines (http://nssdc.gsfc.nasa.gov/
space/model/magnetos/data-based/modeling.html) based on the IGRF geomagnetic
field model (http://www.ngdc.noaa.gov/IAGA/vmod/igrf.html). The cutoffs (RL,
RC, RU defined by Cooke et al., 1991) are computed for the vertical direction of in-
cidence. Earlier comparison of the results of our method of computation of vertical
cutoffs with those by Shea and Smart (2001) was made only for one middle- and one
high-latitude station, and small differences were found (Kudela and Bobik, 2004).
Trajectory computations of Kudela and Bobik (2004) cover the years from 0 to
2000 A.D. They use 10 Gauss coefficients g10, g11, h11, g20, g21, g22, h21, h22,
g33, and h33 collected from Hongre et al. (1998) for the years 0–1700 and the full
set of IGRF model’s Gauss coefficients for 1900–2000. The period 1700–1900 is
covered by g10, g11, and h11 (Bloxham and Jackson, 1992).

To compare obtained results with those published earlier, Kudela and Bobik
(2004) calculated the vertical cutoff rigidities in a dipole field approximation (i.e.,
using only g10, g11 and h11 Gauss coefficients) for two epochs, namely 1600
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Table 6.1 Vertical cutoff rigidities (in GV) for various epochs 1600–2000, and galactic CR inten-
sity variation during 1600–1900 owed to changes of geomagnetic field (According to Shea and
Smart, 2003)

Lat. Long. (E) Epoch Epoch Epoch Epoch Epoch Change in GCR
2000 1900 1800 1700 1600 flux (1600–1900)

55 30 2.30 2.84 2.31 1.49 1.31 −48% Europe
50 0 3.36 2.94 2.01 1.33 1.81 −37% Europe
50 15 3.52 3.83 2.85 1.69 1.76 −55% Europe
40 15 7.22 7.62 5.86 3.98 3.97 −58% Europe
45 285 1.45 1.20 1.52 2.36 4.14 +214% N. America
40 255 2.55 3.18 4.08 4.88 5.89 +118% N. America
20 255 8.67 12.02 14.11 15.05 16.85 +68% N. America
20 300 10.01 7.36 9.24 12.31 15.41 +195% N. America
50 105 4.25 4.65 5.08 5.79 8.60 +132% Asia
40 120 9.25 9.48 10.24 11.28 13.88 +76% Asia
35 135 11.79 11.68 12.40 13.13 14.39 +37% Japan
-25 150 8.56 9.75 10.41 11.54 11.35 +25% Australia
-35 15 4.40 5.93 8.41 11.29 12.19 +178% S. Africa
-35 300 8.94 12.07 13.09 10.84 8.10 −63% S. America

and 1900. The vertical cutoff rigidities were also calculated in the model field de-
scribed by 10 Gauss coefficients (hereafter n = 2+). In the dipolar approach, the
most remarkable increases of cutoffs were found for 1600–1900 westward of South
America and in the center of the Asian continent, while decreases were found in
Central America and westward of Australia. A similarity with the pattern obtained
earlier (see Table 6.1 and Fig. 6.24 in Section 6.4 from the paper by Shea and
Smart, 2003) was found in Kudela and Bobik (2004) computations. A difference
of the picture when using only a dipole and using the n = 2+ approximation was
also found. Using n = 2+ yields a more complicated structure of spatial changes
of cutoff over the globe (three regions of local extremes both in the Southern and
Northern Hemispheres). Using selected points on the Earth’s surface with most re-
markable changes of the CR flux between 1600 and 2000 according to Shea and
Smart (2003), it was found small differences of Kudela and Bobik (2004) compu-
tations with those obtained in the Shea and Smart (2003) for selected periods (see
below Table 6.1 in Section 6.4). While for n = 10 the computed rigidities are similar
to those obtained in the Shea and Smart (2003) paper (for 1900 and 2000), differ-
ences from using only the dipolar field and n = 2+ coefficients are found. However,
the trend and the temporal variability is similar using the n = 2+ approximation
for the interval 1600–2000 to that with higher precision (n = 5) used in Shea and
Smart (2003).

Kudela and Bobik (2004) estimated the influence of the degree (n) used in the
computations of particle trajectories and the consequences for the vertical estimated
cutoffs. The calculation for n = 1, 2, . . . 10 was made for selected positions. The
computations of cutoff rigidities for a central European position, for a position near
the equator, and for a position in the southern hemisphere have shown that the cutoff
rigidity is stable starting above n = 4. To understand the error in the estimate of
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vertical cutoffs at different places on the earth’s surface when using only n = 2+
with respect to the more precise one (n = 10), Kudela and Bobik (2004) constructed
maps of the differences between cutoffs obtained by the two approximations for the
grid (30◦ longitude ×10◦ latitude) for 1900 and 2000. The difference is shown in
Fig. 6.18.

To understand the long-term changes of the vertical cutoffs at different posi-
tions over the globe during the past 2,000 years, the computations were made with
n = 2+. The temporal step is 100 years. The grid is constructed with 15◦ × 10◦

(longitude × latitude) steps. The long-term evolution of the vertical cutoffs at four
different longitudes is shown in Fig. 6.19.

A variety of different long-term variations of cutoffs at different positions on the
earth’s surface is apparent from the selection. For example, while for the longitude
30 E the cutoff is decreasing from years 400 to 1000 at 30◦N, the opposite trend
is seen for the same latitude in the south. The opposite change in cutoff temporal
profile is also seen at 300◦E longitude for latitude 30◦ in the two hemispheres during
the period 1500–1700.

The contour maps of vertical cutoffs with the time step 100 years were con-
structed from the grid. The selection is shown in Fig. 6.20.

For the period from 1900 to 2000 the full set of Gauss coefficients was used from
the IGRF model (n = 10) for the computations on the grid and for the construction
of contour maps of vertical cutoff rigidities. The lines of constant changes of RC are
plotted in Fig. 6.21.

The most remarkable decrease of the cutoff is apparent in the southern Atlantic
and in the southern part of South America. Contrary to that, the cutoffs are not
changing significantly in central Europe. The long-term change of the L parame-
ter, which can be used for the estimation of the cutoff values (Shea et al., 1987)
was found also not to be changing significantly in central Europe, but is strongly
increasing in the southern hemisphere at LARC yielding in cutoff decrease (Kudela
and Storini, 2001).

It was found that L values for LARC (62.20◦S, 301.04◦E) and Lomnicky Štit
(LŠ, 49.20◦N, 20.22◦E) during 1945–2000 were changing very differently, while in
1945 the L value at both stations was approximately the same (≈2.05), in 2000 L at
LŠ remained almost the same, but at LARC it increased to ≈2.25.

Kudela and Bobik (2004), on the basis of estimated vertical cutoff rigidities in
the past, determined by trajectory computations of CR particles in the model geo-
magnetic field up to n = 2+, came to following conclusions:

1. The method gives similar results for 1900 and 2000 to those of Shea and
Smart (2003); vertical cutoff rigidities converge to a stable value for n ≥ 4 for
the epoch when the IGRF is available.

2. The maximum cutoff rigidity decreased from ≈24GV around year 0 to
≈17GV for the epoch 2000; the place of maximum cutoff changes with time.

3. There have been a variety of time profiles of cutoff rigidity at different sites
on the earth during the past 2,000 years; these local peculiarities should be
taken into account in the study of relations between CR and climate changes
as well as in the analysis of cosmogenic nuclides.
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Fig. 6.18 The planetary distribution of differences between vertical cutoffs (in GV) computed with
n = 2+ and n = 10. Lines of constant RC(n = 10)−RC(n = 2+) for IGRF 1900 (upper panel) and
2000 (bottom panel) are plotted. Positive and negative values are marked by solid and dotted lines
(From Kudela and Bobik, 2004)
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Fig. 6.19 Long-term changes of effective vertical cutoffs at the longitudes 30◦, 120◦, 210◦, and
300◦ for the northern and southern hemispheres at different latitudes. Splines smoothing is used
(1800 is not computed) (From Kudela and Bobik, 2004)
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Fig. 6.20 Contour maps of vertical cutoff rigidities estimated from the computations using the
approximation n = 2+ in years 0, 400, 800, 1200, 1600 (Coefficients from Hongre et al., 1998)
and for year 2000 using n = 2+ selection from IGRF model (From Kudela and Bobik, 2004)

6.3.4 On the Variation of the Earth’s Magnetic Dipole Moment
During 1600–2005

Smart and Shea (2007) determined the variation of the earth’s magnetic dipole mo-
ment during 1600–2005. Results are shown in Fig. 6.22.

6.3.5 Long-Term Variation of the Planetary Distribution
of the Geomagnetic Rigidity Cutoffs Between 1950 and 2000

Smart and Shea (2007) determined the long-term variation of the planetary distrib-
ution of the geomagnetic rigidity cutoffs between 1950 and 2000 (see Fig. 6.23).
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Fig. 6.21 Contour maps of the changes in vertical cutoff rigidity values (in GV) during the past
century (top panel) and during its second half (bottom panel). The IGRF model with n = 10 was
used (From Kudela and Bobik, 2004)
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Fig. 6.22 Change in value of the earth’s dipole as represented by the Gauss coefficient G(1,0). On
the ordinate axes are shown the magnitude of dipole field at the equator in nT (From Smart and
Shea, 2007)

Fig. 6.23 A map of the change in vertical cutoff rigidity (in units of GV) between 1950 and 2000
(black indicates increase, grey indicates decrease) (From Smart and Shea, 2007)
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6.4 Long-Term Change of Cutoff Rigidities and the Expected
Change of CR Intensity Owed to Geomagnetic Field
Variation

The intensity of cosmic radiation reaching the top of the atmosphere is a function
of the earth’s geomagnetic field. While the total field is decreasing, the changes
are non-uniform over the earth. Shea and Smart (2003) show that the CR intensity
impinging at the top of the atmosphere has shown a considerable amount of variation
from place to place over the past 400 years.

On the basis of the results discussed in Section 6.3.1, Shea and Smart (2003)
calculated the expected long-term change of cutoff rigidities during 1600–1900. The
results are shown in Fig. 6.24. From Fig. 6.24 it can be seen that on the earth there
are several regions with big negative and positive changes of CR cutoff rigidities
(up to 7 GV). The vertical cutoff rigidity values and changes in the galactic cosmic
radiation calculated by Shea and Smart (2003) are shown in Table 6.1 which reflect
major changes at individual locations over a 300-year period. These changes are not
uniform. There are also locations (e.g., 55 N, 30 E; 20 N, 300 E; 35 S, 300 E) where
the 300-year trend reverses between 1900 and 2000.

The total strength of the earth’s magnetic dipole decreased significantly between
1600 and the present time. Smart and Shea (2003) estimated a globally averaged
increase in the CR flux of ∼18% over this 400-year period.

Fig. 6.24 Contours of the change in vertical cutoff rigidity values (in GV) between 1600 and 1900.
Full lines reflect positive trend (increasing of cutoff rigidity from 1600 to 1900); dotted lines reflect
negative trend (From Shea and Smart, 2003)
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6.5 The Global Cutoff Rigidities and their Change During
the Last 2,000 Years

Flückiger et al. (2003) investigated the evaluation of global CR cutoff rigidities for
the past 2,000 years. The state-of-the-art technique for the determination of cutoff
rigidities is the calculation of particle trajectories in a magnetic field model repre-
senting the earth’s magnetic field at a specific time. For a specified location (geo-
graphic latitude λ and longitude ϕ), and a specified arrival direction (zenith angle
θ , azimuth angle φ ), allowed and forbidden trajectories are determined by numeri-
cally integrating the equation of motion of charged particles as a function of particle
rigidity. The effective cutoff rigidity Rc,eff (λ ,ϕ,θ ,φ) takes into account geomag-
netic filtering effects in the penumbra region (see Sections 3.11–3.12). For effective
cutoff rigidities not only vertically arrived particles but also those arrived at different
zenith angles are important. At a specific location, the global cutoff rigidity

Rc,gl (θmax,λ ,ϕ) =

2π∫
0

dφ
θmax∫

0
Rc,eff (θ ,φ)sinθdθ

2π
θmax∫

0
Rc,eff (θ ,φ)sinθdθ

. (6.4)

is a valuable parameter describing the lower rigidity limit of CR particles arriving at
this location. During the past 2,000 years, the magnetic dipole moment of the earth
decreased by ∼30% to today’s value of ∼7.8× 1025 Gs cm−3, and the location of
the north geomagnetic pole has changed within a limited latitudinal range near the
geographic pole (Merrill and McElhinny, 1983).

Examples of contour lines of 2π-averaged global cutoff rigidities at θmax = 85◦

are plotted in Fig. A6.1 for global magnetic cutoff rigidities determined by Eq. 6.4
for the geocentric dipole field model with dipole moments 11.7 × 1025 Gs cm3

(2,000 years ago) and 7.8× 1025 Gs cm−3 (present time). A comparison of two
panels in Fig. A6.1 shows that 2,000 years ago the contour lines for 15 GV were
at higher latitudes (on 5–15◦) in both hemispheres than in the present time. It is
in accordance with the results, described Section 6.3.2, obtained by Kudela and
Bobik (2004) that 2,000 years ago the maximum CR cutoff rigidity for the vertical
direction on the earth was 24 GV in comparison with 19 GV at the present time.

Figure A6.2 is the same as in Fig. A6.1, but represents the eccentric dipole
field model with dipole moments 11.7 × 1025 Gs cm−3 (2,000 years ago) and
7.8× 1025 Gs cm−3 (present time). For the corresponding calculations, the infor-
mation about the position and direction of the magnetic dipole inside the earth was
deduced from the IGRF.

In Fig. A6.3 the contour lines Rc,gl (θmax,λ ,ϕ) = 2GV for θmax = 85◦ in the
northern and southern hemispheres are shown for geocentric and eccentric dipole
field models (geomagnetic dipole moment 7.8× 1015 Vcm−1, present time). The
total area enclosed by the solid contours (geocentric dipole) in the north and south
corresponds to ∼15% of the earth’s surface. With the eccentric dipole instead of the
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geocentric dipole, the surface inside the 2 GV contour line is reduced in the north
by ∼7% and enlarged in the south by ∼6%. In particular, as illustrated in Fig. A6.3,
the use of the geocentric instead of the eccentric dipole field model may lead to
considerable differences between the northern and southern hemispheres (Flückiger
et al., 2003).

6.6 Effects of Axially Symmetric Currents in the Magnetosphere:
The Provisional Assessment of the Causes of Variations
in Cutoff Rigidities During Magnetic Storms

6.6.1 Development of Models of the Axially Symmetric Current’s
Influence on CR Cutoff Rigidities

The first to draw attention to the possibility of variations of the geomagnetic cutoff
rigidity was Chapman (1937). He suggested that when the strength of the magnetic
field at the earth’s surface is reduced during the main phase of a magnetic storm,
the field outside the equatorial ring current is, at the same time, strengthened and
that, as a whole, the magnetic moment of the earth during that period is increased.
This should be accompanied by an increase of the geomagnetic threshold and by a
corresponding reduction of CR intensity at the earth’s surface. Chapman thought to
explain in this way the Forbush effect, i.e., the decrease of CR intensity at the time
of magnetic storms. However, Johnson (1938) showed that Chapman’s assumption
would be valid only if the equatorial ring current would be formed very close to
the earth’s surface. If the ring current is formed sufficiently far away, say, at some
earth’s radii, the region of space inside the ring, where the strength of the magnetic
field is reduced, has a dominating influence. Hayakawa et al. (1960) showed that the
influences of the two parts of space should cancel out if the ring current has 1.3 times
the radius of the earth. Treiman (1953, 1954) confirmed this value of the radius and
computed the expected variation of the cutoff rigidity of the particles for various
latitudes and different values of the radii of the ring current. Numerous investiga-
tions of the field of the perturbations during worldwide magnetic storms show that
the radius of the ring current must at least be several times the radius of the earth
(see in detail Vol. 2). Hence, contrary to the suggestion in Chapman (1937), during
magnetic storms some decrease of the cutoff rigidity should be expected and a cor-
responding increase of CR intensity. The considerable decrease which is actually
observed – the so-called Forbush effect – is a phenomenon of quite different char-
acter connected with the magnetic fields frozen into the corpuscular streams in the
interplanetary plasma. It is not easy to distinguish the effect of a ring current against
the background of a considerable Forbush effect. Only the observations in the pro-
gram of the IGY made a fair separation of these effects possible, but the theoretical
understanding is still incomplete.



6.6 Effects of Axially Symmetric Currents in the Magnetosphere 407

The first to consider the motion of a charged particle in the combined field of
dipole and ring current in the equatorial plane was Störmer (1911, 1912). Later
Ray (1956a) studied the influence of such a ring current on the latitude effect of the
primary cosmic radiation in the 11-year solar cycle and concluded that variation of
the parameters of the ring current changes the threshold rigidity, which again causes
the “knee” of the latitude effect to shift in latitude. It is easily seen that this expla-
nation generally gives the wrong sign for the 11-year CR variation. Evidently, one
of the main causes of the decrease of cutoff during magnetic storms is the actual
strengthening of the ring current in western direction in the radiation belts. How-
ever, this mechanism is not sufficient. Thus, Akasofu and Lin (1963) computed the
magnetic moment Mrc of a ring current for a given distribution of density and pitch
angles of the radiation trapped in the belts. They estimated for CR incident at high
latitudes that

Rc/Rc = (1+Mrc/ME)−1, (6.5)

where Rc and Rc are the cutoff rigidities with and without ring current and ME is the
magnetic moment of the earth. Data about the radiation belts show that Rc/Rc can
vary only from 0.5 to 1. But observations, even during a moderate magnetic storm,
give Rc/Rc ∼ 0.06. Therefore Akasofu and Lin (1963) assume that there must exist
yet another mechanism causing particles of very low energy to reach the earth during
magnetic storms at high latitudes >65◦. Webber (1963) believes that besides the
ring current, a homogeneous field in the magnetosphere must be assumed, parallel
to the dipole axis and formed by current systems at the boundary between the earth’s
magnetosphere and the interplanetary medium. In order to explain the large decrease
of the rigidity and the fact that the cutoff is not sharp, Ray (1964) assumes that the
geomagnetic field is confined because it is made turbulent by the solar wind at large
distances from the earth. He estimates a ring current, with a magnetic moment of
0.45, as that of the earth. Thus, in computing the rigidity variations during magnetic
storms it should be taken into account that the geomagnetic field is confined by the
flux of solar plasma. But even in the absence of corpuscular streams, the earth is
lying in the solar wind, with a velocity of ∼300km/s relative to the earth. Thus a
cavity is formed free from moving plasma. From the relation

H2/8π≈ nmu2, (6.6)

where magnetic field of the earth

H ≈ 2Ho (rE/r)3 , (6.7)

and n is the density of the solar wind, u its velocity, m the mass of the proton, Ho is
the magnetic field strength at the surface, we find for the radius rc of the cavity

rc ≈
(
H2

o /2πnmu2)1/6 ≈ 10rE (6.8)

assuming n ∼ 5cm−3 and u ∼ 3×107 cm/s. Thus, even in the undisturbed state, the
cutoff rigidity, especially at high latitudes, must be somewhat smaller than for the
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Fig. 6.25 Expected change of
total cutoff rigidity during a
magnetic storm, as a function
of the dimension of the cavity;
the numbers with the curves
are the ratios rc / rE (Accord-
ing to Rothwell, 1959)

dipole. When the earth is in a solar corpuscular stream u ∼ 108 cm/s, rc decreases to
a few earth’s radii. Estimates by Rothwell (1959) showed that the largest variation of
the geomagnetic threshold should occur at high latitudes and that large variations of
the dimensions of the cavity must lead to considerable changes of the geomagnetic
threshold, a decrease of these dimensions corresponding to a decreased threshold
and an increased CR intensity (see Fig. 6.25).

As known, during magnetic storms the strength of the field increases somewhat,
but later, in the main phase, a strong decrease occurs caused by the strengthen-
ing of the ring current in the outer radiation belt. The perturbed geomagnetic field
can at that time be approximated by the sum of a dipole field and a homogeneous
field, the entire geomagnetic field being restricted to a cavity with radius rc, outside
which the field is strongly irregular and distorted, so that the outer part of the field
may be neglected. Representing the disturbed field of the earth in this simple form,
Obayashi (1959) finds the rigidity variations at various latitudes as a function of the
dimensions of the cavity and the changes of the H-component of the earth’s field
during a magnetic storm, which is shown in Fig. 6.26.

From Fig. 6.26 it can be seen that the variation of the cutoff rigidity is not pro-
portional to ΔH and that the maximum of this variation occurs for different values
of Rc, depending on ΔH. Obayashi’s result has the form:

Rc (ΔH) = Rc

[
1+

r3
EΔH
ME

(
4cos−6λ −1

)]
, (6.9)

where Rc (ΔH) and Rc are the cutoff rigidity for vertically incident particles in a per-
turbed field and in the dipole field, respectively, rE and ME are radius and magnetic
moment of the earth, ΔH is the variation of the H-component of the geomagnetic
field at the equator, and λ is the geomagnetic latitude. Solomon (1966) has general-
ized this result to the case of particles obliquely incident in the east–west plane:
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Fig. 6.26 Expected change ΔRc of cutoff rigidity Rc during magnetic storm, as a function of the
change in the H-component of the field; the numbers with the curves are ΔH at the equator in nT
(According to Obayashi, 1959)

Rc (ΔH,ω) = Rc (ω)
[

1+
(

1+ k
k

)
r3

EΔH
2ME

(
(1+ k)2 cos−6λ −1

)]
, (6.10)

where ω is the angle with the east–west line and

k ≡
(
1− cosω cos3λ

)1/2
. (6.11)

For vertically incident particles (ω = π/2) Eq. 6.10 reduces to Eq. 6.9. This simple
model is valid for geomagnetic latitudes λ, satisfying the condition

cos6λ � 10−5 × (ΔH/0.63) , (6.12)

where ΔH is in Gs. For example, for ΔH = 63nT = 63× 10−5 Gs, the maximum
geomagnetic latitude for which this model is valid will be λ ≈ 70◦.

6.6.2 The CR Vertical Cutoff Rigidities in the Presence of a Thin
Equatorial Ring Current

Calculations of the vertical cutoff rigidity were first made by Sauer (1963) under
various assumptions about the radius and magnetic moment of the equatorial ring
current. Table A6.1 shows the results for all CR stations of the IGY network above
45◦ latitude. Here ME = 8.1× 1025 Gscm−3 is the magnetic moment of the earth
and rE = 6.4× 108 cm is the radius of the earth. Column 4 is the cutoff rigidity
undisturbed by a ring current with, for comparison, in columns 2 and 3 the corre-
sponding numbers from Störmer and from the dipole approximation. In columns
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5–10 in the first row the top numbers are ratios rc/rE, and bottom numbers are ra-
tios Mc/ME, where rc and Mc are radius and magnetic moment of the ring current,
correspondingly.

6.6.3 The CR Cutoff Rigidities for Obliquely Incident Particles
in the Presence of a Thin Equatorial Ring Current

Under the same assumptions as in Sauer (1963), Dorman and Tyasto (1965a) pre-
sented an analytical expression for the cutoff rigidity for obliquely incident particles.
As an example of the solution of such problems, we shall derive this result in some
detail. The equation of motion of a charged particle with charge Ze, mass m and
velocity v in the magnetic field H is

v̇ =
Ze
mc

[v×H] , (6.13)

where the dot indicates, as usual, differentiation with respect to time. Put H = rotA,
where A is the magnetic vector potential. If A does not depend on time, the velocity
v and mass m of the particle m = mo

(
1− v2/c2

)−1/2 remain constant and the differ-
entiation with respect to time may be replaced by differentiation with respect to the
line element ds = vdt.

Then, if the magnetic vector potential is symmetric with respect to the z-axis, the
φ -component of Eq. 6.13 in spherical coordinates has the first integral:

r2 dϕ
ds

+
Aϕ
R

r cosλ = 2γ, (6.14)

where R = mvc/Ze is the rigidity of the particle, Aϕ is the ϕ-component of the vector
potential (the other components of A are zero), 2γ is an integration constant with the
dimension of a length and proportional to the impact parameter of the particle. If
the angle between the velocity vector and the meridian plane is called θ , Eq. 6.14
may be written as

sinθ =
2γ

r cosλ
− Aϕ

R
. (6.15)

The combined magnetic field of the dipole and the thin ring current of radius rc, in
the equatorial plane, has

Aϕ =
ME cosλ

r2 +
2Mc

πrc

F (x)

(rcr cosλ )1/2 , (6.16)

where
ME = 8.1×1025 Gs.cm3, Mc = πr2

c I/c, (6.17)
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and I is the current in electrostatic units. In Eq. 6.16

x2 =
4rcr cosλ

r2 +2rcr cosλ + r2
c

(6.18)

and
F (x) =

2
x

(K (x)−E (x))− xK (x) , (6.19)

where K (x) and E (x) are complete elliptical integrals of type I and II defined by

K (x) =

π/2∫

0

(
1− x2 sinω

)−1/2
dω, E (x) =

π/2∫

0

(
1− x2 sinω

)1/2
dω. (6.20)

Substitution of Eq. 6.16 into Eq. 6.15 gives

sinθ =
2γ

r cosλ
− ME

R

[
cosλ

r2 +
2Mc

ME

F (x)

πr3/2
c (r cosλ )1/2

]
. (6.21)

Let us introduce Störmer’s unit of length S = (ME/R)1/2. Expressing r and γ in units
S, we obtain

sinθ =
2γ

r cosλ
− cosλ

r2 − 2Mc

ME

F (x)

πr3/2
c (r cosλ )1/2

. (6.22)

Since sinθ cannot be larger than one, Eq. 6.22 gives the condition for the division of
space into forbidden and permitted regions. The form of these regions depends on
the value of the integration constant γ . If γ lies outside the range γ1 − γ2, the inner
permitted region near the origin is completely separated from the outer permitted
region, which extends to infinity. Particles moving from infinity cannot then reach
the surface of the earth. If γ lies between γ1 and γ2, the inner and outer allowed
regions are connected with each other and particles with rigidity higher than a min-
imum value can reach the earth. The critical values rcr and γcr are determined from
a system of two equations (in the equatorial plane)

|sinθ | = 1, ∂ sinθ/∂ r = 0. (6.23)

After some algebra transformations and introducing a new variable ρ = rc/rcr, we
obtain the system of equations which was used for computing rcr and γcr:

ρ2 − Mc

πMe

[
K(x)
ρ+1

− E(x)
ρ−1

]
= r2

c , (6.24)

γcr =
ρ
rc

[
1+

Mc

2πME

(
K (x)
ρ+1

− E (x)
ρ−1

)]
. (6.25)

Here
x = 4u(u+1)−2 . (6.26)
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The roots ucr of Eq. 6.24 for given Mc/ME and rc, substituted into Eq. 6.25 give γcr
as a function of r2

c . Further, with the critical values of γcr in Eq. 6.22 for r = rE, we
may compute the threshold rigidities for various azimuth and zenith angles φ and ζ :

sinθ = sinζ cosφ . (6.27)

Figures 6.27–6.35 give the rigidities computed in Dorman and Tyasto (1965a) for
Mc/ME = 0.5, 0.75, and 1.0 and rc/rE = 3,5, and 9 for the zenith angles at steps
15◦ in the east–west plane.

From Figs. 6.27–6.35 it can be seen that with a decreasing radius of the ring
current or with an increasing current in the ring, the threshold rigidities decrease for

Fig. 6.27 Polar diagram showing the cutoff rigidity Rc for all directions of incidence in the east–
west plane. The panel represents the following assumption about the ring current: Mc / ME = 1,
rc / rE = 3. Different curves refer to different geomagnetic latitudes λ (According to Dorman and
Tyasto, 1965a)

Fig. 6.28 The same as in Fig. 6.27, but for Mc / ME = 2, rc / rE = 5 (According to Dorman and
Tyasto, 1965a)
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Fig. 6.29 The same as in Fig. 6.27, but for Mc / ME = 2, rc / rE = 9 (According to Dorman and
Tyasto, 1965a)

Fig. 6.30 The same as in Fig. 6.27, but for Mc / ME = 1.5, rc / rE = 5 (According to Dorman and
Tyasto, 1965a)

Fig. 6.31 The same as in Fig. 6.27, but for Mc / ME = 1.5, rc / rE = 9 (According to Dorman and
Tyasto, 1965a)
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Fig. 6.32 The same as in Fig. 6.27, but for Mc / ME = 2, rc / rE = 3 (According to Dorman and
Tyasto, 1965a)

Fig. 6.33 The same as in Fig. 6.27, but for Mc / ME = 1, rc / rE = 5 (According to Dorman and
Tyasto, 1965a)

Fig. 6.34 The same as in Fig. 6.27, but for Mc / ME = 1, rc / rE = 9 (According to Dorman and
Tyasto, 1965a)
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Fig. 6.35 The same as in Fig. 6.27, but for Mc / ME = 1.5, rc / rE = 3 (According to Dorman and
Tyasto, 1965a)

Fig. 6.36 Decrease of hori-
zontal field component at the
equator for different relative
radius rc / rE of the ring cur-
rent and for different Mc / ME

western as well as for eastern directions. The reduction of the equatorial field at the
earth’s surface, ΔH, caused by the ring current is shown in Fig. 6.36.

In computing the influence of the ring currents of the magnetosphere on CRs
during magnetic storms, the tables of the Ei indices computed by Kertz (1964) for
the IGY, may be useful. The index Ei is given at 3-h intervals of the Greenwich
day and corresponds to the field of the ring current at the equator; Ei is numeri-
cally equal to the deviation of the H−component at a low-latitude observatory from
its constant value. In order to exclude the field of the Sq variations, the values H
have been taken for the nocturnal hours only. The quantities ΔH can be reduced to
the geomagnetic equator by simple geometric formulae. The values of Ei during the
IGY were computed from data of 27 observations at different longitudes.
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6.7 Influence of Current Sheets Surfaces on the CR Geomagnetic
Cutoff Rigidities

6.7.1 Current Sheet in the Form of a Spherical Surface

The effect of a western current in the form of a spherical surface was considered
by Treiman (1953, 1954). A more accurate solution was found by Dorman and
Tyasto (1964, 1965b), who considered the influence of a westward current along
parallels on the sphere, with a strength proportional to the cosine of the latitude.
This model of the current during the main phase of a magnetic storm was first pro-
posed by Chapman (1937). The vector potential of a current on the surface of a
sphere with radius rc and with effective moment Mc is determined, in the case of
axial symmetry with respect to the oz-axis, by the expression

Acr = 0, Acθ = 0, Acϕ =

{
Mcr cosλ/r3

c if r ≤ rc

Mc cosλ/r2, if r ≥ rc
. (6.28)

Since the vector potential of the total field is

Ar = 0, Aθ = 0, Aϕ =
(
ME/r2)cosλ +Acϕ , (6.29)

we find by Eq. 6.28 (expressing all lengths in Störmer units):

sinθ =

⎧⎨
⎩

2γ1
r cosλ −

cosλ
r2 − Mc

ME
r cosλ

r3
c

, if r ≤ rc,

2γ2
r cosλ −

(
1+ Mc

ME

)
cosλ

r2 , if r ≥ rc.
(6.30)

The solution of the system of Eq. 6.30 for rcr ≥ rc is

γ2
2cr = 1+

Mc

ME
; r2cr = γ−1

2cr , (6.31)

and for rcr ≤ rc

2γ1cr =
3
(
r2

cr +1
)

rcr
; r3

cr −
r3

c
(
r2

c +1
)

2Mc/ME
= 0. (6.32)

The rigidities for vertically incident particles, computed for a decrease of the hor-
izontal component of the geomagnetic field at the equator ΔH = 2Mc/r3

E, by 100,
200, 300 and 400 nT, are shown in Fig. 6.37.

The corresponding ratios Mc/ME are shown in Table 6.2.
From Fig. 6.37 it can be seen that at low latitudes, the rigidity decrease at a certain

value of ΔH is practically independent of the quantity rc/rE, while at latitudes above
40◦, it increases considerably with decreasing rc/rE.
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Fig. 6.37 Threshold rigidities as a function of geomagnetic latitude for four values of ΔH = 100,
200, 300, and 400 nT. The dependence on rc / rE = shows up only at high latitudes. Dotted curve:
pure dipole (From Dorman et al., 1965b)

6.7.2 Current Sheet Formed by Rotating the Line of Force
of the Magnetic Dipole

Dorman et al. (1965a) have investigated the influence on cosmic particle rigidity of
currents distributed on a sheet formed by rotating a line of force of the magnetic
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Table 6.2 The ratios Mc / ME for the various assumptions made in Fig. 6.37

ΔH,nT rc / rE

3 5 9

100 0.0437 0.202 1.180
200 0.0875 0.405 2.359
300 0.131 0.607 3.539
400 0.175 0.810 4.718

dipole around its axis. This form was chosen for the following reasons. At present
one cannot state categorically that the currents in the radiation belt are identical
with the currents responsible for the main phase of a magnetic storm. However, the
motion of the particles producing the currents in the main phase of the magnetic
storm is probably of the same character as that of the particles of the radiation belts.
The form of the currents causing the decrease of the horizontal component during
a magnetic storm as well as that of the currents in the radiation belt, should be
related to the lines of force of the magnetic field, for it is known that the motion
of a particle trapped by this field is composed of rotation around a line of force,
oscillation between the reflection points, and a longitude drift along the magnetic
envelope (for details see Chapter 6). Currents in the radiation belts can therefore
be represented as flowing over the surface of the magnetic envelope. The magnetic
effects produced at the surface of the earth by such a model current were computed
by Ben’kova and Tyurmina (1962); the results for various assumptions about the
character of the variation of the current density along the line of force was compared
with the latitude distribution of the Dst-variation from data of the worldwide net
of magnetic observatories. The best agreement between computed and observed
values of the H-component of the geomagnetic field is obtained for a current density
increasing toward the polar zone as

J = Jo
(
1+C1 cos2ψ

)
, (6.33)

and a radius of the ring rc = 9rE (see Fig. 6.38). Here C1 is a constant, ψ is the
latitude angle counted from the southern end of the polar axis, and rE is the radius
of the earth.

The entire surface may be divided into separate elementary ring currents of in-
finitely small width dl, with their centers on the z-axis. At the point of observation
M (r,λ )(where r is the modulus of the radius vector, λ the geomagnetic latitude for
the centered dipole), the elementary ring current of width dl gives a magnetic field
with the vector potential

dA2 =
2dμF (x)

πb(br cosλ )1/2 ; dμ = πb2J/dl, (6.34)

where the current density J is measured in CGSE units. Here dμ is the effective
magnetic moment of the elementary ring current dl. The function F (x) in Eq. 6.34 is
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Fig. 6.38 Geometry of the current sheet formed by rotating a magnetic line force (From Dorman
et al., 1965a)

determined by the complete elliptical integrals K (x) and E (x) according to Eq. 6.20,
but

x2 =
4bε

(b+ ε)2 +(z−h)2 . (6.35)

Here b is the radius of the elementary current; J its density; h the elevation above
the equator plane of the elementary current dl, and ε the distance of the point of ob-
servation from the dipole axis. Hence the equation of the ring current being formed
can be written as the equation of a dipole line of force

ρ = rc sin2ψ, (6.36)

where rc is the value of ρ in the equatorial plane. The current surface touches the
earth at latitude ψ = α and ψ = π−α. Taking into account Eq. 6.36, we find by
means of Fig. 6.38 and from geometric considerations that

b = rc sin3ψ,h = −rc sin2ψ cosψ, dl = rc sinψ
√

1+3cos2ψdψ. (6.37)

Substituting Eq. 6.37 in Eq. 6.34, we find

dμ = πJr3
c sin7ψ

√
1+3cos2ψdψ. (6.38)

Substituting Eq. 6.37 and Eq. 6.38 into Eq. 6.35 and considering that ε = r cosλ ,z =
r sinλ , we obtain

x2 =
4rcr cosλ sin3ψ(

r cosλ + rc sin3ψ
)2 +

(
r sinλ + rc sin2ψ cosψ

)2 . (6.39)



420 6 Geomagnetic Variations of Cosmic Rays

Substitution of Eq. 6.38 and the expression b = rc sin3ψ in Eq. 6.34 gives the vector
potential of the magnetic field due to the elementary current:

dA2 =
2r3/2

c J sin5/2ψ
(r cosλ )1/2

√
1+3cos2ψF (x)dψ. (6.40)

In order to find the corresponding expression for the entire current sheet, we must
integrate Eq. 6.40 along the whole length of the line of force from point A to point
B on the earth’s surface (see Fig. 6.38), i.e. from ψ = α to ψ = π−α. In the general
case, the current strength depends on ψ . Then the vector potential of the entire
current envelope will be

A2 =
2r3/2

c

(r cosλ )1/2

π−α∫

α

J sin5/2ψ
√

1+3cos2ψF (x)dψ. (6.41)

The combined field of the current sheet and the magnetic dipole ME at the origin,
will be

A =
ME

r2 cosλ −A2. (6.42)

The vector potential A does not depend on longitude ω . Therefore, for a charged
particle moving in such an axially symmetric field, Störmer’s first integral of motion
(Eq. 6.15) is valid.

Substituting Eq. 6.43 into Eq. 6.15 and expressing r and J in Störmer units S2 =
ME/R, we obtain

sinθ =
2γ

r cosλ
− cosλ

r2 − 2r3/2
c S3

ME (r cosλ )1/2

π−α∫

α

J sin5/2ψ
√

1+3cos2ψF (x)dψ

(6.43)

Equation 6.43 gives the division of space in permitted and forbidden regions. A par-
ticle can move in places where |sinθ | < 1 (permitted region), and is not allowed
to enter the region of space where |sinθ | > 1. From |sinθ | = 1, we find the equa-
tion of the curve in the meridian plane separating the permitted from the forbidden
regions.

Again, if γ is larger than a certain critical value γcr, the inner permitted region,
near the earth, and the outer one are separated by a forbidden region, and particles
cannot reach the earth from infinity. For γ < γcr, the two permitted regions are con-
nected and particles may move toward the earth unhindered. For γ = γcr the two
allowed regions are flowing together in a point in the meridian plane at distance
r = rcr (the “passage” point). The critical distances of the passage points rcr and the
critical values of the impact parameter γcr for which particles with corresponding
rigidity can reach the earth, are found from the system of equations, analogous to
considered in Section 6.6 (see the system from two equations, Eq. 6.23):
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1
r2

cr
− β√

rcr

π−α∫

α

J sin5/2ψ
√

1+3cos2ψ
[

1
2

F (x)+ rcr
∂F (x)
∂ rcr

]
dψ = 1, (6.44)

rcr +
1

rcr
+β

√
rcr

π−α∫

α

J sin5/2ψ
√

1+3cos2ψF (x)dψ = 2γcr, (6.45)

where
β = 2r3/2

c S3/2S3/Me, (6.46)

and x2 is for λ = 0 equal to

x2 = 4rcrcr sin3ψ
[(

rcr + rc sin3ψ
)2

+
(
rc sin2ψ cosψ

)2
]−1

. (6.47)

The derivative in Eq. 6.39 is

∂F (x)
∂ rcr

=
1
x

[
2− x2

2(1− x2)
E (x)−K (x)

]
r4

c sin4ψ− r2
cr

rcr
(
r2

cr +2rcrcr sin3ψ+ r2
c sin2ψ

) . (6.48)

Substituting Eq. 6.48 into Eq. 6.39 and with the new variable u = rcr/rc, we have,
instead of Eqs. 6.39 and 6.40 following equations

1
rcu2 − rcS3

Me

√
u
π−α∫

α

J

√
1+3cos2ψ

sinψ
×

×
[

K (x)−
u2 + sin4ψ

(
1−2sin2ψ

)

u2 −2usin3ψ+ sin4ψ
E (x)

]
dψ = 1,

(6.49)

rcu+
1

rcu
+β

√
rcu

π−α∫

α

J sin5/2ψ
√

1+3cos2ψF (x)dψ = 2γcr. (6.50)

For given values of rc,J, and ME, u may be found from Eq. 6.49 and with these
values of u in Eq. 6.50 γcr can be determined as a function of S and finally as a
function of the cutoff rigidity R, because S and R are connected by the formula S2 =
ME/R. We adopt from Ben’kova and Tyurmina (1962) two different expressions for
J (in CGSE units):

J = 4.8×10−5 (1+0.5cos2Ψ
)
, (6.51)

J = 8.2×10−5 (1+ cos2Ψ
)
. (6.52)

Actually, neither measurements made on the earth nor those of the magnetic field
in space on rockets and satellites can decide unambiguously which place of the cur-
rents causes the decrease of the H-component of the magnetic field at the earth’s
surface. Radii of the current rings between 3 and 10rE have been found by vari-
ous methods (see Ben’kova and Tyurmina, 1962; and the review in Dolginov and
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Fig. 6.39 Dependence of the difference ΔRc = Rcd −Rc, where Rc is the computed rigidity, on the
latitude for the values of J defined by Eq. 6.51 (left panel) and Eq. 6.52 (right panel) for rc / rE = 5,
7.5, 9, 10 (curves 1, 2, 3, 4, respectively, rE is the radius of the earth) (From Dorman et al., 1965a)

Pushkov, 1963). Therefore we have made the computations for rc/rE = 5; 7.5; 9,
and 10. Figure 6.39 shows the difference ΔRc = Rcd−Rc between the cutoff rigidity
in a dipole field Rcd and the computed rigidity Rc as a function of latitude.

Figure 6.39 shows that the cutoff rigidity for any given current strength decreases
most rapidly at intermediate latitudes. The magnitude of the effect increases with in-
creasing radius of the current sheet, but this simply arises because with increasing
radius, for a given current density, the total current increases on account of the in-
creased area.

6.8 The Effect of Volume Currents in the Radiation Belts
(Akasofu and Chapman Model) on the CR Cutoff Rigidity

By the method described in Section 6.7, the effect of an arbitrary axially symmetric
three-dimensional current system on the cutoff rigidity can be computed. It suffices
to write down an expression of the type Eq. 6.42 for the vector potential and to per-
form an additional integration over rc, taking into account the volume distribution
of the current. The further procedure is exactly as explained above. Such a prob-
lem was solved by Dorman et al., (1966) for the current system corresponding to
the motion of trapped particles in the model of the radiation belts by Akasofu and
Chapman (1961). Skipping the rather cumbersome computations we immediately
give the result. For the particular current system found in Akasofu and Chapman
(1961), which gives a perturbation ΔH = 50nT at the earth’s surface, the change in
rigidity expected according to Dorman et al. (1966) during the main phase of a mag-
netic storm is found to be too large: the neutron intensity should increase by 17.5%
and 12.5% at geomagnetic latitudes 20◦ and 30◦, respectively. This result strongly
contradicts CR observations, since the increase observed for such a relatively small
perturbation has a considerably smaller amplitude (see Section 6.14). Thus, CR data
can yield additional information about the correctness of the hypotheses about the
structure of current systems in radiation belts.
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6.9 The Influence of Ring Currents on the Position of CR Impact
Zones and Asymptotic Directions

An interesting study of the influence of a ring current on the position of the 9-h
impact zone of solar particles was made in dipole approximation by Ray (1956b),
who computed 55 trajectories of vertically incident particles, with rigidities 2, 6,
and 10 GV. Since the ϕ-component of the vector potential of the field due to the
equatorial ring current, can be written as

Aϕ =

{
Mcr cosλ/r3

c , for r < rc,

Mc cosλ/r2, for r > rc,
(6.53)

where Mc is the dipole moment of the ring (in units of the earth’s dipole moment);
rc is the radius of the ring (earth’s radius as unit); r is distance from the centre of
the earth (in Störmer units), the equation of motion of a particle in the cylindrical
coordinate system ρ,ϕ , and z (measured in Störmer units, with r2 = ρ2 + z2) is:

d2ρ
ds2 = ρ

dϕ
ds

(
4γ
R2 − 3bρ2

r5 − dϕ
ds

)
,

d2z
ds2 = −z

3bρ2

r2
dϕ
ds

,
dϕ
ds

=
2γ
ρ2 − b

r3 −D.

(6.54)

Here γ is an integration constant, s is the path length of the particle (in Störmer
units), and the parameters b and D are determined by

b = 1, D = Mc/r3
c for r < rc; b = Mc +1, D = 0 for r > rc. (6.55)

The results, obtained by numerical integration of Eq. 6.54, for vertical incidence in
the combined dipole field and field of an equatorial ring current, are given in Table
A6.2. Comparison of Table A6.2 with computations for a dipole field without ring
current shows that the ring current leads to a shift in longitude of 10–15◦ of the
impact zones. A realistic assessment of the effect of an equatorial ring current on
the trajectories of particles in the geomagnetic field requires that higher harmonics
of this field are taken into account, and also that data about the ring current obtained
with the aid of rockets and satellites are used. We now know (e.g., Dolginov and
Pushkov, 1960; Sonett et al., 1960; Shevnin, 1961) that the ring current actually
exists and lies at a distance of 7–10 earth’s radii. McCracken (1962), using from data
of Sonett et al. (1960), computed the asymptotic angles Λ (latitude at infinity) andΨ
(longitude at infinity) for particles arriving along the vertical at Churchill, taking into
account the real magnetic field of the earth and the ring current. The results for two
values of rigidity are given in Table 6.3. For comparison, the data obtained without
the ring current are also given. This table confirms the first results of Ray (1956b),
discussed above, that the ring current displaces the impact zones over angles ≤15◦.
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Table 6.3 The asymptotic directions for the station Churchill with and without the ring current
being taken into account (According to McCracken, 1962)

Rigidity, GV Angle Equatorial ring current

Not counted Counted

1.45 Λ 0.7◦ 8.9◦

Ψ −68.5◦ −80.8◦

1.88 Λ 5.8◦ 11.8◦

Ψ −70.8◦ −80.9◦

6.10 Effect of Compression of the Magnetosphere (Current
System in Eastern Direction) on CR Cutoff Rigidities

Besides the current system of western direction discussed in Sections 6.5–6.9
(present in the main phase of a magnetic storm), a current system of eastern direction
also occurs, causing a shrinking of the earth’s magnetosphere according to Eq. 6.8.
In the first approximation, this current system may be thought to have axial symme-
try, and therefore we apply the integral described by Eq. 6.15 to determine the cutoff
rigidities. Since the real current system leads to rather complicated functions of the
space coordinates r and λ , for simplicity a simpler model is considered in which a
current density proportional to cosλ (Obayashi, 1959; Kellogg and Winckler, 1961)
flows over the surface of a sphere with radius rm. The vector potential then is

A =

{
[Mc × r]/r3, if r > rm,

[Mc × r]/r3
m, if r < rm.

(6.56)

This means that the field inside the sphere is homogeneous, while outside it is
a dipole field. The cutoff rigidity for the field described by Eq. 6.56 was deter-
mined by Obayashi, 1959 (see Section 6.6). However, as shown by Asaulenko
et al. (1965), the field of the homogeneous compression of the magnetosphere by the
plasma of the solar wind (e.g., theoretical analysis by Zhigulev, 1959a, b; Midgley
and Davis, 1962; Spreiter and Hyett, 1963; experimental results in Dolginov and
Pushkov, 1963) differs from that found from Eq. 6.56 by about 15%. Therefore,
the variations of the cutoff rigidity by compression of the magnetosphere were
computed by Asaulenko et al. (1965) with a more realistic model of Midgley and
Davis (1962), both without a current system in the western direction (Mc = 0) and
with such a current system. Figure 6.40 shows the computed variations of the ver-
tical cutoff rigidity Rc in comparison with the cutoff rigidity in a dipole field. Here
rm is the radius of the magnetosphere.

Comparison with Obayashi (1959) shows that the difference in Rc with the model
of a spherical magnetosphere is about 10%. The curves which include a western ring
current have a discontinuity corresponding to the passage of the transition point to
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Fig. 6.40 Changes in vertical cutoff rigidity Rc arising from compression of the magnetosphere.
Left panel: actual rigidities versus latitude in the presence of a ring current (below) and without a
ring current (above). Right panel: same numbers in the form of percentage differences from dipole
cutoff rigidities (According to Asaulenko et al., 1965)

the outside of the ring current, which is infinitely thin in this approximation. Upon
approaching the polar regions, the transition points move outward toward the bound-
ary of the magnetosphere, where the field is asymmetric and Störmer’s Eq. 6.15 can-
not be applied. Only for particles with low rigidity whose motions can be described
by the equation in drift approximation, can Eq. 6.15 be applied in the asymmetric
field, too. This has been done by Akasofu (1963) for an asymmetric confined field,
formed by a combination of the dipole field with ring current and a dipole field
which is the mirror image of the first. Application of Störmer’s integral in this case
for the noon meridian gives good agreement with experimental data at high lati-
tudes. At other latitudes, Rc is found to be considerably larger than expected for a
dipole field, in sharp contrast to experiment (see Section 6.14.8).
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6.11 Effect of Compression of the Magnetosphere and Western
Current Systems on CR Asymptotic Directions
and the Acceptance Cones

In order to assess the influence of the limited extension of the earth’s magnetic field
on the position of the impact zones, one must compute at least a few CR trajecto-
ries in such a field. In Asaulenko et al. (1965) and Smirnov (1965), the fourth-order
RungetKutta method was applied for obtaining the trajectories of vertically incident
particles in a perturbed field. The integration was stopped when a negatively charged
particle reached the boundary of the cavity and the velocity vector at that point was
taken to have the asymptotic direction. The steps were chosen small enough to keep
errors below 0.1◦. Table A6.3 gives the asymptotic longitude Ψ and latitude Λ (in
geomagnetic coordinates) for a pure dipole field and for compression of the magne-
tosphere with radii of the cavity rm = 8, 10, and 12 earth radii. The computations
were made for geomagnetic latitudes 50◦ and 60◦. As seen from Table A6.3, if the
geomagnetic field is compressed, the asymptotic velocity vector turns to the east,
i.e., the angles Ψ become larger, contrary to the influence of the ring current on CR
trajectories, when the asymptotic velocity vector turns to the west and, hence, the
angles Ψ decrease (in accordance with that obtained by Ray, 1956b). Near the cut-
off rigidity, the asymptotic velocity vector is turned over a considerably larger angle
of more than 100◦. Above, the cutoff rigidities were shown to also increase if the
geomagnetic field is compressed. In summary, we see that compression of the field
leads both in the cutoff rigidity and in the asymptotic directions to a stronger effect
of the geomagnetic field on CR. The combined influence of the finite dimension of
the magnetosphere and of the western ring current on the impact zones was stud-
ied by computing 40 trajectories in such a combined field. The same approximation
was applied as earlier and the magnetic moment and radius of the western current
again were Mc = 1ME and rc = 5rE. The results for latitudes λ = 50◦ and 60◦ are
in Table A6.4. The western currents in the magnetosphere are seen to compensate
part of the effect of the finite dimension of the magnetosphere. The influence on the
effective asymptotic directions Ψ (bearing angle) and Λ (the asymptotic latitude) is
seen in Table 6.4, which refers to the sample problem of observing solar CR with
spectrum ∝ R−5 at geomagnetic latitude 60◦.

Table 6.4 Average asymptotic directions for a sample rigidity spectrum∝R−5 under the combined
influence of finite magnetosphere size and a ring current at geomagnetic latitude 60◦

Angles Dipole rm = 12rE rm = 10rE rm = 8rE rm = 12rE
Mc = 0 Mc = 0 rc = 5rE rc = 5rE

Mc = ME Mc = ME

Ψ 62.6◦ 93.0◦ 107.0◦ 69.8◦ 55.6◦

Λ −14.2◦ −16.3◦ −15.3◦ −4.3◦ 6.6◦
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6.12 Asymmetric Variations of the Magnetosphere and Diurnal
CR Variations of Geomagnetic Origin

Elliot (1963) performed interesting terrella experiments to study the asymmetric
variation of the geomagnetic cutoff rigidity. Figure 6.41 shows the expected relative
rigidity variation as a function of local time at various latitudes for the simultaneous
influence of a dipole field and a homogeneous field of strength 50 gammas, per-
pendicular to the dipole axis. Figure 6.42 gives, for a uniform field of 50 nT, the
expected amplitudes of the daily variations at various geomagnetic latitudes. The
variation of the geomagnetic cutoff rigidity, expected if there is an eccentric ring
current with moment 0.1ME in the equatorial plane, is given in Fig. 6.43. Possible
perturbations of the diurnal CR variation at low latitudes, due to an eccentric ring
current, have been studied by Cummings (1966). Makino and Kondo (1965) numer-
ically computed trajectories of vertically incident particles, for directions 0, 6, 12,
and 18 h local time and geomagnetic latitudes 0◦, 30◦, 40◦ and 50◦. The field of the
earth was taken as that of a centered dipole with moment 8.06×1025 Gscm−3, and
that of the asymmetric cavity, with a boundary at 9rE in the direction of the sun,
was taken from Mead (1964) with spherical harmonic coefficients:

G0
1 = −0.277, G0

2 = 0.108, G0
3 = −0.112, G0

4 = 0.024 . (6.57)

The resulting penumbra, described by the function f (R) (zero for forbidden and 1
for allowed regions) is shown in Fig. 6.44 for the dipole without and with cavity.

Table 6.5 gives the effective rigidities Rc in GV expected according to the formula

∞∫

Rc

dR =
∞∫

0

f (R)dR. (6.58)

The asymmetric variation of the cutoff rigidities must lead to a solar-daily varia-
tion of local origin. The expected amplitude and phase, computed by means of the
coupling coefficients, are shown in Table 6.6.

Figure 6.45 compares the expected diurnal variations of local origin with those
observed during the IGY for the neutron component at sea level.

It is seen from Fig. 6.45 that the magnetospheric effects and observed variations
are of the same order of magnitude, so that the influence of the asymmetric cavity
on the observed diurnal variations must be important. The tail of the magnetosphere
cannot sensibly change the results of Makino and Kondo (1965), since this lies
beyond 10 earth’s radii and influences particles of much lower rigidity only.

6.13 Oscillation of the Asymptotic Acceptance Cones

The earth’s magnetic field, as deformed by the solar wind, also affectsthe asymptotic
directions of incidence; for the stations Chacaltaya, Deep River, and London this
has been studied by Ahluwalia and McCracken (1965, 1966). The computations
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Fig. 6.41 Variation in geomagnetic cutoff rigidity with local time, which would result from the su-
perposition of a uniform field of 50 gammas perpendicular to the dipole axis. Panel a: At geomag-
netic latitude 25◦ N±1◦, the time of minimum Rc (maximum of CR intensity) is tmin = 07.30h, and
the amplitude of solar-day variation of Rc is A = 0.32%; b: 40◦ N± l◦, tmin = 15.30h, A = 0.74%;
c: 48◦ N ±l◦, tmin = 11.00h, A = 2%; d: 53◦ N± l◦, tmin = 10.30h, A = 3.4% (According to Elliot,
1963)

were made at intervals of 3 h local time and for various values of rms, which is the
distance from the center of the earth to the magnetopause in the direction of the sun
measured in earth’s radii. Table 6.7 gives as an example the asymptotic directions
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Fig. 6.42 The CR daily variation to be expected from the cutoff rigidity variation of Fig. 6.41
(According to Elliot, 1963)

Fig. 6.43 Variation in cutoff rigidity produced by an eccentric ring current of moment 0.1ME
(According to Elliot, 1963)

for a neutron monitor at Chacaltaya. The displacement of the asymptotic direction
for a dipole field without magnetopause is 21.4◦.

The asymmetric magnetopause is seen to result in a diurnal motion of the asymp-
totic cone. A sinusoidal anisotropy of the CRs in interplanetary space with ampli-
tude 0.4% and directed 90◦ west of the line earth–sun, would by this diurnal motion
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Fig. 6.44 Results of trajectory computations in the dipole field with and without the cavity. Black
areas are the forbidden regions and blank spaces indicate the allowed regions. Arrows show the
effective cutoff rigidities Rc (According to Makino and Kondo, 1965)

Table 6.5 Effective cutoff rigidities Rc (in GV) for dipole field in asymmetric cavity (According
to Makino and Kondo, 1965)

Model Direction Geomagnetic latitude

0◦ 30◦ 40◦ 50◦

Dipole only 14.880±0.0004 9.461±0.036 5.370±0.007 2.688±0.007

Dipole + 0 h 14.991±0.0007 9.744±0.010 5.559±0.005 2.900±0.009
cavity 6 h 14.939±0.0007 9.744±0.011 5.672±0.003 2.925±0.009

12 h 14.939±0.0007 9.819±0.010 5.595±0.007 2.869±0.006
18h 14.933±0.0007 9.744±0.011 5.597±0.006 2.856±0.007

Mean 14.936±0.0004 9.763±0.005 5.606±0.003 2.887±0.004

of the cone give rise to a semi-diurnal variation with amplitude 0.060%, 0.015%,
and 0.012% for rms = 5, 10, and 15 earth’s radii, respectively. Since the most prob-
able value is rms = 10, the expected semi-diurnal wave is considerably smaller than
observed and hence the diurnal oscillation of the acceptance cone cannot be the
chief cause of the observed CR semi-diurnal variation.

Razdan and Summers (1965) investigated the changes of the direction of the
asymptotic acceptance cones during geomagnetic perturbations, when the magnetic
field of the earth is deformed by a stream of solar plasma. They also considered
the behavior of particles with rigidity close to the geomagnetic cutoff rigidity. It
was found that during perturbations, in the penumbra region, forbidden and allowed
cones can interchange depending on local time, which should result in variations of
low energy CRs. Asymptotic acceptance cones have been determined for dipole and
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Table 6.6 Diurnal variation caused by asymmetry in cutoff rigidities (According to Makino and
Kondo, 1965)

Component Geomagnetic Amplitude (%) Time of
latitude (◦) maximum (h)

Primary 30 0.64±0.12 0.0±0.7
40 1.15 ± 0.10 19.3±0.4
50 1.54 ± 0.22 16.2±0.5

Neutron, 312gcm−2 30 0.41±0.08 0.0±0.8
40 0.48 ± 0.05 19.6±0.4
50 0.34 ± 0.05 16.5±0.6

Neutron, 680gcm−2 30 0.27±0.05 0.0±0.8
40 0.32±0.03 19.4±0.4
50 0.20±0.03 16.4±0.6

Neutron, sea level 30 0.18 ±0.02 0.0±0.5
40 0.18±0.02 19.9±0.4
50 0.10+0.01 15.9±0.6

Meson, sea level 30 0.04±0.01 0.0±0.8

Fig. 6.45 Expected from cavity field effect diurnal variation in the nucleonic component intensities
at mountain altitudes (solid lines) and observed average during IGY on mountain stations (broken
lines) (According to Makino and Kondo, 1965)

disturbed geomagnetic field at latitudes 0◦, 50◦, and 70◦ for azimuth angles 0◦, 90◦,
180◦, and 270◦, with due account of the zenith sensitivity of neutron monitors and
the coupling coefficients. The change of the direction of the asymptotic cone was
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Table 6.7 Eastward displacement of asymptotic directions (According to Ahluwalia and
McCracken, 1965, 1966)

Local time (h) rms, Earth’s radii

5 10 15

0 49.0◦ 26.7◦ 23.1◦

3 46.9 25.8 22.9
6 39.7 24.0 22.4
9 34.6 23.1 22.7
12 31.7 22.9 22.7
15 31.9 23.7 23.0
18 39.2 25.2 23.5
21 48.9 26.5 23.2

found to be no larger than ∼6◦, and the conclusion is that a strong change of this
direction can only be expected for a steep spectrum, for instance, in the case of the
arrival of solar particles. In summarizing the section about the expected influence
of the variable magnetosphere of the earth on CRs, it can be said that at present
we can compute with sufficient accuracy the behavior of cosmic particles in the
actual geomagnetic field, even if there are rather complicated current systems and
an asymmetric magnetosphere. With increasing accuracy of the measurements more
delicate effects will also become interesting, such as the influence of ionospheric and
circumpolar current systems and the structure of the penumbra and the acceptance
cone.

6.14 The First Observations of CR Variations Due to Changes
in the Geomagnetic Field

Much attention was paid in the 1960s to variations connected with the direct influ-
ence of changes of the geomagnetic field on CR intensity. Though these kinds of
variations had been predicted long ago (see Sections 6.6–6.13), it was experimen-
tally discovered only after the foundation of the worldwide net of CR stations in
connection with the IGY and the IQSY had been set up. In fact, these variations
usually occur at the same time as CR variations of considerably larger amplitude,
connected with processes in interplanetary space and it is very hard to disentangle
them.

6.14.1 Unusual Increases During Magnetic Storms

The direct influence of changes in the geomagnetic field on CRs was first demon-
strated by Yoshida and Wada (1959), using data from the worldwide net of stations.
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Fig. 6.46 Increases of the neutron intensity connected with strong magnetic storms in February
1958 a and in September 1957 b (According to Kondo et al., 1960)

They showed that worldwide CR intensity increases were in some cases connected
with magnetic storms, and not with solar flares. The planetary character excludes
the possibility that these increases are the result of anomalous diurnal variations
connected with storms of cosmic radiation. Kondo et al. (1960) studied in detail
two important cases of such CR intensity increase. Figure 6.46 shows the variations
of the neutron component at a number of stations and also the change of intensity
of the horizontal component of the geomagnetic field at Kakioka, for the periods
September 11–15, 1957 and February 9–13, 1958.

Evidently, the CR intensity observed with neutron monitors, at intermediate and
low latitudes, increased considerably on September 13, 1957 and February 11, 1958,
when the intensity of the H-component of the field was most strongly reduced. In es-
tablishing the intensity increase at each station, the planetary intensity decrease and
abnormal diurnal variation should be excluded. In first approximation the planetary
reduction is found by forming 24-h sliding averages from 2-h values of the neutron
intensity after the end of the observed increase. For finding the first harmonics of
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Fig. 6.47 Neutron intensity increase versus cutoff rigidity; the curves follow from the theory (see
Fig. 6.49) (According to Kondo et al., 1960)

the anomalous diurnal variation the differences between the 2-h values and the 24-h
sliding averages were analyzed. Then the values found were extrapolated to the pe-
riods of disturbance (6–14h on September 13, 1957 and 10–16h on February 11,
1958). The amplitudes corrected for these effects are given in Fig. 6.47.

The full-drawn curves represent the theoretical estimates of the effect expected,
obtained as follows: Since the decrease of the geomagnetic field during a storm is
nearly the same all over the earth, this is assumed, according to Kondo et al. (1960),
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to be due to a homogeneous field of strength ΔH being added in the opposite direc-
tion to the terrestrial dipole. Hence the rigidity change can be estimated by Störmer’s
theory of the motion of charged particles in a dipole field. The computed rigidity de-
crease is found to be directly proportional to ΔH (for 0 > ΔH > −400nT) and to
depend on the original value of the cutoff rigidity, as shown in Fig. 6.48.

Further, using the curves for the latitude effect of the neutron component at
mountain and sea level, one finds the expected effect for various ΔH (Fig. 6.49).
In the cases considered ΔH ≈ −300nT. It is seen in Fig. 6.48 that the computa-
tions agree reasonably well with the observations. The decrease of cutoff rigidity

Fig. 6.48 Decrease in cutoff
rigidity caused by a reduc-
tion of the strength of the
geomagnetic field by 100 nT
(According to Kondo et al.,
1960)

Fig. 6.49 Computed increase of the neutron intensity for various ΔH (According to Kondo
et al., 1960)
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during magnetic storms was also observed directly. This shows that CRs actually
react strongly to changes of the geomagnetic field and may be a source of valu-
able information about the character of these changes at large distances. Therefore,
detailed investigation of the effect found is very important.

6.14.2 Application of the Method of Coupling Functions

The graphs in Fig. 6.22 from the paper by Obayashi, 1959 (see Section 6.6) permit
the computation made by Dorman et al. (1961) by means of the method of coupling
functions of the increase to be expected during magnetic storms for various CR
components at different latitudes (Figs. 6.50–6.53).

From Figs. 6.50–6.53 it is seen that:

1. The amplitude of the effect should increase strongly with increasing amplitude
of the main phase of the magnetic storm.

2. The increase in the polar zone should be absent for all components except those
sensitive to low-energy particles. This effect in the polar zone can only be found
in observations in the stratosphere and on satellites and only during minimum
solar activity.

Fig. 6.50 Expected CR intensity increase during the main phase of a magnetic storm for ioniz-
ing component in stratosphere (altitude about 30 km, left) and at 10 km (right) (From Dorman
et al., 1961)
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Fig. 6.51 The same as in Fig. 6.50, but for ionizing component at 4.3 km (left) and neutron com-
ponent at 10 km (right) (From Dorman et al., 1961)

Fig. 6.52 The same as in Fig. 6.50, but for neutron component at mountain level 300 mb (left) and
at sea level (right) (From Dorman et al., 1961)
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Fig. 6.53 The same as in Fig. 6.50, but for hard (muon) component at sea level measured by
ionization chamber (left) and by cubic telescope (right) (From Dorman et al., 1961)

3. The largest effect in the neutron component should be observed for average
values of Rc = 4 − 10GV, and the effect is stronger at mountain level than
at sea level. The position of the zone of maximum increase should shift from
Rc = 2.5GV for ΔH = −30nT to Rc = 7.5GV for ΔH = −500nT.

4. Closer to the equator the amplitude of the increase of the neutron component
should again decrease considerably, e.g., for the neutron component at mountain
level, if ΔH =−100nT the amplitude should decrease from 2% for Rc = 5GV to
0.3% for Rc = 15GV, and if ΔH = −50nT from 1% for Rc = 3GV to 0.05% for
Rc = 15GV. For large ΔH the relative change of the amplitude upon approaching
the equator is somewhat smaller. Thus, if ΔH = −500nT the amplitude changes
from 9.5% for Rc = 7.5GV to 5% for Rc = 15GV. Components sensitive to
higher energies show a slower fall of the amplitude with increasing Rc. Thus, for
the neutron component at sea level for ΔH = −500nT the amplitude varies from
6% for Rc = 8GV (this is the maximum amplitude) to 4.3% for Rc = 15GV.
For the neutron component with ΔH = −400nT at mountain and sea level the
zone of maximum lies at Rc = 3.7GV and 7.9 GV, respectively, and for the hard
component at sea level, the zone of maximum lies close to the equator.

5. The increase predicted for the hard component is quite peculiar. Up to Rc < 3GV
the effect is practically absent. Even for Rc = 5GV the amplitude for ΔH = −50
gammas is only 0.01% and for ΔH = −500nT only 0.2%. However, starting
from this value, the amplitude increases rather strongly for large ΔH and reaches
at Rc = 8GV already a value of about 0.7% for ΔH = −500nT, 0.42% for
ΔH = −300nT and 0.12% for ΔH = −100nT. Note that for ΔH = −100nT
the maximum lies close to 8 GV, but that for large ΔH it is shifted towards
Rc = 12GV.
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Of course, a comparison of these results with the observed data about the storms
of September 13, 1957 and February 11, 1958, discussed in Kondo et al. (1960), is
most interesting. Though in Kondo et al. (1960) important data were found about
the latitude distribution of the effect and its nature, it is desirable to extend these
results, including data about the hard component and more stations in order to also
investigate the longitude distribution.

6.14.3 The Latitude–Longitude Distribution of the CR Increase
Effect of September 13, 1957

In analyzing of Dorman et al. (1961) of the CR intensity increase of September 13,
1957 observations with 49 instruments were used, including 33 neutron monitors
and 16 ionization chambers and counter telescopes for the muon component. The
stations were divided into nine latitude–longitude groups, as shown in Table 6.8.

The resulting curves in each group are shown in Fig. 6.54 (panels a and b, for
neutron and muon components, respectively). The lower set gives mean graphs for
each longitude zone.

Figure 6.55 shows for comparison the changes of the H-component of the geo-
magnetic field on September 12–13, 1957 at low-latitude observatories.

Evidently the increase differs strongly for different stations. Medium-latitude
European stations show the largest amplitude; here the average magnetic threshold
was 4.6 GV and the increase took place chiefly during the daytime. The amplitude
in the high-latitude European stations, with mean threshold 1.8 GV, is considerably
smaller, as expected. An analogous situation with smaller amplitudes is found in the

Table 6.8 Classification of groups of stations for the analysis of the effect of increase of CR
intensity of September 13, 1957 (According to Dorman et al., 1961)

Latitude Longitude Component Number 〈Rc〉 Average
of stations (GV) longitude

High America Neutron 8 1.36 86◦ W
Muon 1 1.3 95◦ W

Medium America Neutron 3 3.2 108◦ W
Muon 3 3.0 99◦ W

Low America Neutron 4 11.1 92◦ W
Muon 2 11.8 87◦ W

High Europe Neutron 6 1.8 18◦ E
Muon 3 2.4 3◦ E

Medium Europe Neutron 6 4.6 22◦ E
Muon 2 4.2 14◦ E

High Asia Neutron 3 2.2 151◦ E
Muon 2 1.2 149◦ E

Low Asia Neutron 3 14.0 121◦ E
Muon 3 14.5 70◦ E
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Fig. 6.54 CR intensity variation on September 12–13, 1957: a neutron component; b muon com-
ponent (From Dorman et al., 1961)

American zone. Also, the Asiatic zone shows smaller amplitudes than the European
zone. Thus the effect does not only depend on latitude, but also strongly on longi-
tude. This, in our opinion, important property has far-reaching consequences. Before
discussing the nature of this asymmetry, we also consider the CR increase during
the magnetic storm of February 11, 1958. Here we note only that the observed
dependence on latitude agrees rather well with the computations above, based on
the theoretical model of Obayashi (1959) and on the method of coupling func-
tions. In fact, Fig. 6.55 shows that the H-component during the magnetic storm
changed by −400nT, so that from Figs. 6.50–6.53 we should expect at the threshold
Rc = 2–3GV an amplitude of about 1.5% in the neutron component at sea level and
about 3% in the neutron component at mountain level. In the interval from 4 to 6 GV
(medium latitude), an amplitude of about 4% should be expected in the neutron
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Fig. 6.55 Change of the
H-component of the geo-
magnetic field on September
12–13, 1957 at low-latitude
observatories (From Dorman
et al., 1961)

component at sea level. In the Rc interval 10–15GV (low latitude) this is about 3.5%
for the neutron component at sea level and about 4.5% at mountain level. The data
in Fig. 6.54a are seen to agree well with these estimates. Figure 6.54b gives analo-
gous data for the muon component. The observed effect is found to be considerably
larger than the expected one. For instance, for high-latitude European stations, with
a geomagnetic threshold of 2.4 GV, where the expected effect is smaller than 0.03%,
observations give an amplitude of about 2%. Only at low latitudes can a more or less
satisfactory agreement with the observations be found, e.g., in America where the
observed amplitude of increase is about 1%, the expected value is 0.7%. We stress
that the intensity increase for the European stations, where the largest difference
with theory is found, took place in the daytime. The data about the muon com-
ponent show that some other mechanism, appearing chiefly in particles of higher
energy, was acting as well.

6.14.4 The Latitude–Longitude Distribution of the CR Increase
Effect on February 11, 1958

We shall now consider the CR intensity increase on February 11, 1958. The data
available from 38 neutron monitors and 22 counter telescopes were again grouped
as shown in Table 6.9.

Figure 6.56 shows the change of the geomagnetic field.
Figure 6.57 (panels a and b) gives the results for the neutron and muon compo-

nents averaged over groups of stations.
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Table 6.9 Classification of groups of stations for the analysis of the effect of CR intensity increase
at February 11, 1958 (According to Dorman et al., 1961)

Latitude Longitude Component Number 〈Rc〉 Average
of stations (GV) longitude

High America Neutron 9 1.4 90◦ W
Muon 4 1.3 95◦ W

Medium America Neutron 3 4.5 98◦ W
Muon 3 3.0 99◦ W

Low America Neutron 5 12.0 80◦ W
Muon 2 11.8 87◦ W

High Europe Neutron 10 2.5 15◦ E
Muon 4 2.0 32◦ E

Medium-high Europe Neutron 5 3.3 6◦ E
Muon 2 2.4 0◦ E

Medium Europe Neutron 3 5.3 36◦ E
Muon 2 4.2 14◦ E

Low Europe Neutron 2 16.0 55◦ E
Muon 2 14.9 60◦ E

High Asia Neutron 4 2.4 149◦ E
Muon 3 1.2 144◦ E

Low Asia Neutron 2 12.2 142◦ E
Muon 2 9.0 145◦ E

Fig. 6.56 Change of
H-component of the geo-
magnetic field on February
11, 1958 at low-latitude ob-
servatories (From Dorman
et al., 1961)

Comparison with the expected results shows that an analogous situation occurs
as in Section 6.14.3. The largest amplitude of the intensity increase was observed
for the neutron component in the high and medium-high European zones, where the
increase took place in the afternoon. The amplitude was also considerable for low-
latitude stations in Europe, with average geomagnetic threshold 8.5 GV but much
smaller in the high-latitude zone with geomagnetic threshold 1.8 GV. Comparison
of different longitude zones in groups with equal geomagnetic thresholds shows
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Fig. 6.57 The CR increase
on February 11, 1958: a
neutrons; b muon component
(From Dorman et al., 1961)

that the amplitude again depends strongly on longitude. In the Asian high latitude
zone, where the increase took place during the night, the amplitude was considerably
smaller than in the corresponding European zone, both with cutoff threshold near
〈Rc〉 ≈ 2.4GV. It should be noted that again the dependence on longitude appears
more clearly for stations with small geomagnetic threshold than for low-latitude
stations. The data on the muon component show that besides the already noted dis-
crepancy of a larger amplitude than the expected value, there is also a shift of the
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phase in one or other direction, so that it approaches local noon. This indicates that
a considerable solar-daily variation of another kind is superposed on the increase
effect for the muon component (see Sections 6.15 and 6.16).

6.14.5 Main Properties of the CR Intensity Increase During
the Main Phase of a Magnetic Storm

The preceding sections show that (Dorman et al., 1961):

1. Analysis of the vast material of the worldwide net of stations on the neutron and
muon components confirms the conclusion of Kondo et al. (1960) that, for the
events considered, the observed increase of CR intensity is mainly connected
with an actual variation of the geomagnetic threshold during the main phase of a
magnetic storm.

2. The CR increase in the muon component cannot be completely caused by the
change of geomagnetic threshold. Here an important role is played by the solar-
daily variation, disturbed during magnetic storms.

3. The fact that the amount of the CR increase depends on longitude, indicates
that the variation of the geomagnetic threshold depends both on the latitude
of the point of observation and on local time. Hence the theoretical model of
Obayashi (1959), which assumes axial symmetry, has to be modified in order to
include a longitude dependence. Possible mechanisms of such asymmetric vari-
ations of cutoff rigidity have been considered in Section 6.12.

The largest perturbations must be found at the dayside; on the nightside the di-
mensions of the cavity must be larger and the variations of the field smaller, so that
the change of the cutoff rigidity at this side is smaller than at the dayside. The main
conclusion that the observed increase during the main phase of magnetic storms
cannot be explained completely by the direct influence of the geomagnetic field,
but is too large in the muon component and at high latitudes, has been confirmed
by investigations during other magnetic storms (Kolomeets et al., 1963; Dorman
et al., 1965b; Chirkov et al., 1965; Dorman and Chkhetiya, 1965; Kolomeets and
Pivneva, 1966). The intensity increases during the magnetic storms of August 18 and
September 13, 1957 and February 11 and August 17, 1958 were analyzed in Dorman
et al. (1965b). After excluding the Forbush effect, some short-period (∼ 4−6h) in-
creases with amplitude more than twice the statistical error, were detected; they are
observed all over the globe and occur some days after the onset of the magnetic
storm. The longitude-rigidity distribution of these fluxes was found and the depen-
dence of their amplitude on geomagnetic cutoff rigidity did not contradict the values
expected from the variation of cutoff rigidity with variation of the geomagnetic field.
A CR intensity increase of short duration, observed against the background of the
Forbush decrease of July 15, 1959 by the flux of solar cosmic rays, was analyzed
in Dorman and Chkhetiya (1965). Study of the distribution over the earth showed
that, though the effect is observed simultaneously at all stations, its value reaches a
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maximum at stations where the local time is close to noon. At the same time, a tran-
sient increase of the H-component of the geomagnetic field was detected with its
maximum near midday. The latitude variation both of the effect in the CR and of the
change in the H-component around noontime shows a maximum at latitude ∼55◦.

6.14.6 Statistical Properties of the CR Increase Effect During
the Main Phase of the Geomagnetic Storm

The effect just described, of CR intensity increase at minimum Forbush ef-
fect during magnetic storms, follows important statistical laws discovered by
Kondo (1961, 1962). The 58 magnetic storms observed during the IGY were
divided into two classes according to whether the chromospheric bursts causing
these storms were or were not accompanied by radio-bursts of type IV. Each of
these classes was in turn subdivided into three groups according to the strength
of the magnetic storms (strong, moderate, and weak). The results of averaging by
superposition of epochs the intensity variations of the neutron component at high-
mountain stations for the three groups of storms of the first class (accompanied by
radio-bursts of type IV) are shown in Fig. 6.58.

For the same class of storms, the results for the neutron component at sea level
are given in Fig. 6.59, which also shows the mean variations of the H-component of
the geomagnetic field from observations at Kakioka.

Fig. 6.58 Average intensity
curves of the neutron
component at mountain
level during magnetic
storms connected with radio-
bursts of type IV. Stations:
1 – Huancayo; 2 − Mt.
Norikura; 3 – Zugspitze;
4 – Mt. Washington; 5 –
Sulphur Mountain (According
to Kondo, 1961, 1962)
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Fig. 6.59 The same as in
Fig. 6.58, but for the neu-
tron component at sea level.
Stations: 1 – Rome, 2 –
Weissenau; 3 – Ottawa; 4 –
Mawson. The bottom curve
5 shows the H-component
at Kakioka (According to
Kondo, 1961, 1962)

Fig. 6.60 Average intensity
curves of the neutron com-
ponent at mountain level
during magnetic storms not
connected with radio-bursts
of type IV. Stations: 1 –
Huancayo; 2 – Mt. Norikura;
3 – Zugspitze, and 4 –
Mt. Washington. Curve 5
shows the strength of the
H-component of the geo-
magnetic field at Kakioka
(According to Kondo, 1961,
1962)

For magnetic storms of the second class (not accompanied by radio-bursts of type
IV) the average results for high-mountain neutron monitors and also data about the
H-component at Kakioka are given in Fig. 6.60.
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Figures 6.58 and 6.59 show that magnetic storms of any strength connected with
radio-bursts of type IV considerably lower the CR intensity, whereas storms of the
second class (Fig. 6.60), especially of moderate and weak strength, produce practi-
cally no Forbush effect. From this it follows that in the first case, the particles are
scattered considerably by the frozen magnetic fields of the corpuscular streams. In
the second case, the scattering was insignificant. The increase effect, on the other
hand, shows the interesting result that this is observed mainly during strong mag-
netic storms with large variations of the H-component of the geomagnetic field,
irrespective of whether these are accompanied by radio-bursts of type IV or not.
This means essentially that the increase effect does not depend on the presence of
frozen magnetic fields in the corpuscular streams, but is chiefly determined by the
kinetic energy of the plasma of the solar wind stream and the way in which this
energy interacts with the geomagnetic field. It should be noted that the increase ef-
fect (especially during strong magnetic storms) is on average so strong that in many
cases it even surpasses the decrease by the Forbush effect. Therefore, when study-
ing the latter and particularly in determining the energy spectrum of the Forbush
effect, it is absolutely necessary to apply corrections for the increase effect. For in-
stance, Dorman and Tyasto (1964) have analyzed the diurnal variation of CR during
the magnetic storm of October 25, 1960, which was not accompanied by any visible
Forbush effect. They showed that this magnetic storm actually affected CRs, but that
the reduction of intensity by the Forbush effect was fully masked by the CR inten-
sity increase. From the variations of the horizontal component of the geomagnetic
field they computed the expected intensity increase at an equatorial station. After
corrections had been applied for this effect, a Forbush effect with amplitude ∼3%
became apparent. Kuzmin and Krymsky (1965) suggested that the separation of CR
variations due to a change in the cutoff threshold during magnetic perturbations
should be studied by comparing records from two apparatuses with closely equal
coupling functions, which would have the same sensitivity for sudden variations but
a different sensitivity for changes of the geomagnetic cutoff.

6.14.7 Possible Influence of Small Magnetic Perturbations
on Cosmic Rays

Warwick (1963) studied the effect of the geomagnetic crochet on CR intensity. He
showed that the expected increase of neutron intensity must be 0.05%. But the ob-
served effect is 0.2–0.3%, which means that it must chiefly be due to another cause.
Wilson and Nehra (1963) show that the increase observed in Warwick (1963) is
mainly due to incidence of solar CRs.
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6.14.8 Earlier Detection of the Effect of Compression
of the Magnetosphere in Cosmic Rays

Effects of magnetosphere compression in CRs have been studied by Patel and
Chasson (1967) from neutron observations at the worldwide network of stations
during August–December 1961. By superposition of epochs, they showed that ex-
pansion of the magnetosphere, as observed by means of magnetic measurements on
Explorer-12, leads to an increase, and compression to a decrease, of CR intensity.
The results agree with those expected from the theory (see Sections 6.6–6.13). Bal-
loon observations of the increase in cutoff rigidity above Minneapolis and Churchill
in a period of compression of the magnetosphere during the positive phase of the
magnetic storm with a sudden onset at 11.12 UT on August 30, 1966 were per-
formed by Earl and Rygg (1967).

6.14.9 Earlier Direct Observations of the Cutoff Variations
by Means of Measurements on Balloons and Satellites
and from Polar Cap Absorptions

Direct measurements by Akasofu (1963) on the satellite Explorer-7 in April 1960,
first showed that protons with energy >30MeV are present during moderate mag-
netic disturbances down to geomagnetic latitude λmin = 59◦, whereas in Störmer’s
theory for such particles, λmin = 69◦. This was explained by assuming that besides
the ring current, the limitation of the geomagnetic field at a distance of 8–12 earth’s
radii (caused by the influence of the solar wind) is important. Direct measurements
of changes of cutoff rigidity from balloon observations of solar CRs were first made
by Freier (1962). He showed that whereas in a quiet period, the cutoff rigidity above
Minneapolis is 1.2 GV, during the magnetic storm of July 1959, it decreased at
least to 0.7 GV (the cutoff being of exponential character ∝ exp [−(R−Rc)/0.065],
where R and Rc are measured in GV). An analogous decrease of cutoff rigidity
was detected by means of solar CRs during the magnetic storms of March 26
(Freier et al., 1959), May 12, 1959 (Ney et al., 1959), and September 4, 1960
(Earl, 1962). Further extensive information about rigidity variations obtained by
Leinbach et al. (1965) from riometer observations of polar cap absorptions on March
23, April 10, July 7, August 16, 21, 22, 26, 1958; May 11, July 10, 14, and 16, 1959,
at the stations Thule (geomagnetic latitude 88◦ N), Barrow (68.5◦ N; McIlwain para-
meter L = 7.8), Fort Yukon (66.7◦ N; L = 6.4), College (64.65◦ N; L = 5.5), Farewell
(61.4◦ N; L = 4.25), and King Solomon Isles (57.45◦ N; L = 3.3) confirmed that the
polar cap may be divided into two regions: north and south of geomagnetic lati-
tude 65◦ N (L = 5.5). In the first region, the time development of polar cap absorp-
tions does not depend on geomagnetic activity and is determined completely by the
time variation of the solar CR flux. It is characteristic that the ratio of the absorp-
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tions at College and at Thule is >0.8. In the second region (geomagnetic latitudes
55− 64◦ N), the polar cap absorptions are determined chiefly by the variations of
geomagnetic activity. For instance, it was shown that, while before the onset of mag-
netic storms, the absorption at Farewell (L = 4.25) is only ∼0.14 of that at Thule,
during magnetic storms the amplitudes of the absorption at the two points are equal.
At King Solomon (L = 3.3) before the onset of magnetic storms, the polar absorp-
tions are so small that their presence can hardly be established. But during magnetic
storms they become at this station comparable with those at Thule. Fan et al. (1964)
discussing the global distribution of the intensity of protons with energy >1.5MeV,
measured on an oriented satellite with polar orbit, also found a direct effect: the
cutoff rigidity was reduced and the cutoff threshold was displaced from 75◦ to 65◦

geomagnetic latitude. Hakura (1966) constructed from data about polar cap absorp-
tions and direct observations on balloons and satellites, a curve showing the latitude
variation of the ratio Rcobs/RcSt, where Rcobs is the observed cutoff rigidity and RcSt
is the cutoff rigidity computed by Störmer’s theory. It was shown that at latitudes
40–50◦ this ratio is about 1, then decreases smoothly to Rcobs/RcSt ∼ 0.7 at latitudes
55–65◦ and steeply falls to zero at latitudes above 65◦. We shall see in Section 6.17
that the tail of the earth’s magnetosphere is essential in interpreting these results.

6.15 Variations of the Geomagnetic Field and Local CR
Anisotropy

6.15.1 The Asymmetry in the Variation of the CR Cutoff Rigidity
for East–West Directions in Ahmedabad and North–South
Directions in Moscow

According to Sarabhai et al. (1959), the asymmetry in the variation of the CR cutoff
rigidity during the main phase of a magnetic storm must lead to peculiar solar-daily
variations of CR with properties quite different from those of ordinary solar-daily
variations, the source of which lies far from the sphere of action of the geomagnetic
field (see Fig. 6.61).

Sarabhai et al. (1959) have argued that during magnetic storms the maximum
of the CR diurnal variation is not only shifted in time and in magnitude, which
might still be explained by variations of the “distant” source formed by a mag-
netized corpuscular stream enclosing the earth, but that other properties of the
diurnal variation, observed with crossed telescopes, require the assumption of a
“local” source of CR anisotropy. We see in Fig. 6.61 that in disturbed days the
phase difference between the diurnal vectors for west and east directions decreases
considerably.
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Fig. 6.61 Average CR solar-diurnal variations in the east and west directions in 1957/58 at
Ahmedabad: a days with high geomagnetic disturbances; b medium disturbances; c low distur-
bances (According to Sarabhai et al., 1959)

This problem was discussed in detail by Dorman and Inozemtseva (1961), who
used, for determining the dependence of the solar-diurnal CR variation from the
direction of incidence of the primary particles during geomagnetic disturbances,
data of the azimuth telescope measuring the variation of CRs from the vertical direc-
tion and also at zenith angle 45◦ north and south at Moscow during eight magnetic
storms from February to July 1960 (see Fig. 6.62).

In Fig. 6.62 the data were averaged over the following periods: (1) 2 and 1 days
before the onset of the magnetic storm; (2) on the day of, and one day after, the
beginning of the storm; (3) 2–4 days after the onset; (4) 5–7 days after the onset;
(5) 8–10 days after the onset of the storm. Panel a in Fig. 6.62 gives the resulting
first harmonics at Moscow in each of the five periods. The temperature effect was
eliminated (panel b in Fig. 6.62) by using the harmonic coefficients of the tempera-
ture corrections for the muon component at the intermediate latitudes determined by
Glokova et al., 1958 (see a review in Dorman, M2004, Chapter 7). The difference
north–south is represented in panel c in Fig. 6.62.
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Fig. 6.62 First harmonic of CR solar-diurnal variation for north and south directions from Moscow
data: a with corrections for aperiodicity and barometric effect; b with corrections for aperiodicity,
barometric and temperature effect; c – difference between the first harmonics north–south. In a
and b full arrows refer to recordings with the southern telescope; dashed arrows to the northern
telescope. The numbers appended to the vectors refer to different time intervals, as described in
the text (According to Dorman and Inozemtseva, 1961)

6.15.2 The Analysis of CR Cutoff Rigidity Asymmetry on the Basis
of Directional Data in Capetown and Yakutsk,
and NM Worldwide Network

The analysis described in Section 6.15.1 was extended in Dorman and Inozemtseva
(1961) by also using the following data (all data were separated into five time inter-
vals 1–5 as described in Section 6.15.1):

1. Records of CR variations in directions with zenith angle 45◦ north and south
by counter telescope at Capetown (33◦58′ E, 18◦28′ E) from October 1957 to
September 1958 (six magnetic storms) – for results see Fig. 6.63.
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Fig. 6.63 First harmonic of the CR solar-diurnal variation for directions north and south,
from Capetown data. Symbols are the same as in Fig. 6.62 (According to Dorman and
Inozemtseva, 1961)

The diagrams in Fig. 6.63 show that on days after the beginning of the magnetic
storm, with or without corrections for temperature effect in the muon component,
the maximum of the diurnal variation is shifted toward morning hours for the north-
ern and southern directions (periods 2 and 3). Afterward, as the normal intensity
becomes reestablished (periods 4 and 5) the phase of the first harmonic vectors
shifts in the opposite direction, toward later time. The phase of the first harmonic of
the difference curve also shifts, in different ways for different cases. Only period 5
at Capetown forms an exception, both in panels b and c in Fig. 6.63.

2. Observations of the neutron component in the same period from October 1957 to
September 1958 (six magnetic storms) which were separated into three groups of
stations: group I – ten high-latitude stations with average cutoff rigidity 〈Rc〉 =
1.8GV; group II – five medium-latitude stations 〈Rc〉 = 5.2GV; group III – five
low-latitude stations 〈Rc〉 = 13.7GV. For results, see Fig. 6.64.
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Fig. 6.64 First harmonic of the diurnal variation for the neutron component from data of three
groups of stations; I – high latitude, II – medium latitude. III – low latitude. Symbols as in Fig. 6.62
(According to Dorman and Inozemtseva, 1961)

From Fig. 6.64 it can be seen that the shift of the maximum of the diurnal varia-
tion toward morning is also observed in the neutron component. Figure 6.64 shows,
for stations of group I, an evident shift of vector 2 over nearly 6 h toward morning
and an amplitude increase by as much as a factor of 3. Later the amplitude decreases
gradually and the time of maximum returns to normal. For stations with a larger
cutoff rigidity (5.1 GV), the character of the variation of the CR solar-diurnal effect
practically does not change. However, when the cutoff rigidity increases to 13.7 GV
the vector of the diurnal wave is considerably more stable: the time of maximum
varies by not more than 2 h and the amplitude by not more than a factor of 2. The
phase differences between north and south before the temperature correction has
been applied do not show an apparent regularity. However, after correction for the
temperature effect, this phase difference remains approximately constant.

3. Data of Kuzmin et al. (1960) about variations of the hard component at Yakutsk,
obtained with telescopes directed north and south under zenith angle 30◦ in July
1959 at sea level (0 m w.e.) and at depths 7 and 20 m w.e. The harmonic analysis
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for Yakutsk station in July 1959 gave very interesting results. The temperature
corrections were taken from Kuzmin (1960), based on fourfold sounding of the
atmosphere above Yakutsk from July 1957 to July 1958. Final results are given
in Fig. 6.65.

Figure 6.65 represents the change of the mean diurnal vector for directions north
and south, obtained by averaging over three levels 0, 7, and 20 m w.e. without and
with correction for temperature effect.

The corresponding difference vectors are given in Fig. 6.66.
The diagrams in Figs. 6.65 and 6.66 again show, during the magnetic storm of

July 1959 for direction north, a rather pronounced phase shift of the CR diurnal

Fig. 6.65 First harmonic of the diurnal variation from data at Yakutsk in July 1959, averaged over
sea level and depths 7 and 20 m.w.e.: a with correction for a periodicity and barometric effect;
b with correction for aperiodicity, barometric and temperature effects. Drawn vectors – southern
telescope; dashed vectors – northern telescope. Periods: (1) 8–10 July; (2) 12–14 July; (3) 16 and
17 July; (4) 22–24 July (From Dorman and Inozemtseva, 1961)

Fig. 6.66 First harmonic of the diurnal variation of the curve in the difference north–south from
Yakutsk observations. Symbols as in Fig. 6.65 (From Dorman and Inozemtseva, 1961)
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wave toward morning, in agreement with the results for Moscow and Capetown.
For direction south the phase is displaced toward evening in periods 3 and 4 as
compared with periods 1 and 2. As in the earlier examples, the amplitude of the CR
diurnal variations increased strongly on days with a strong decrease of CR intensity.
After correction for spurious diurnal variation, the amplitude of the diurnal wave
on the day of the onset of the magnetic storm decreased considerably, but remained
about 1.5–2 times larger than before the magnetic storm.

6.15.3 The Main Results and Discussion on CR Cutoff Rigidity
Asymmetry During Magnetic Storms

The analysis of the nature of the disturbance of CR anisotropy during magnetic
storms in Dorman and Inozemtseva (1961) were based on the data from sev-
eral directed muon telescopes and many neutron monitors, which agreed well
among each other. The following conclusions may be drawn from the data given
in Sections 6.15.1 and 6.15.2.

1. For directions north and south and for vertically incident particles (from neutron
monitor observations), a regular phase shift is observed for the diurnal variation
toward earlier hours during magnetic perturbations after the onset of a magnetic
storm. The phase shift also continues after the end of the magnetic storm during
a long period of recovery. This phenomenon is connected with the action of solar
corpuscular streams on CR and we shall not discuss it here.

2. During magnetic storms the difference vector north–south changes considerably.
This is highly important for, if the disturbance in the anisotropy were due to dis-
tant sources only and the spectrum of the original diurnal variation would change
only insignificantly, the phase difference between the variations from north and
south would have to remain constant, since it is determined only by the curvature
of the trajectories in the geomagnetic field. Hence, it is clear that during geo-
magnetic perturbations, there must be a source in the direct neighborhoods of the
earth where the geomagnetic field influences the trajectories of the particles. At
the same time, the difference vector behaves differently for the chosen groups of
magnetic storms. Thus, the properties of the local source seem to vary from one
storm to the next. The nature of the local source of anisotropy is considered in
Section 6.15.5.

6.15.4 The Anomalous CR Diurnal Variation During the Main
Phase of the Magnetic Storm of February 11, 1958

Dorman and Inozemtseva (1962) analyzed in detail the anomalous CR diurnal vari-
ation during the main phase of the magnetic storm of February 11, 1958 from
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Fig. 6.67 The maximum size of the increase effect versus geographic longitude from observations
of the neutron component at 40 CR stations (From Dorman and Inozemtseva, 1962)

observations with crossed telescopes at Capetown and 40 neutron monitors. It was
found that the increase effect during the main phase of the magnetic storm is clearly
anisotropic (see Fig. 6.67).

6.15.5 On the Nature of CR Anisotropy Asymmetry: Local
and Non-local Sources

In Dorman and Inozemtseva (1962), from observations of the variations of
H-component of the geomagnetic field at the equatorial stations Guam and Jarvis,
the expected geomagnetic variation of neutron intensity was computed for moments
at intervals of 2 h for all 40 stations by means of the graphs of Fig. 6.50 and the
curve of Fig. 6.67. Two alternative assumptions have been made in these compu-
tations. The first assumption is that the isotropic part is due to the formation of
a cavity and its amplitude depends on ΔH, but that the anisotropic part does not
depend on ΔH and is connected with a source of non-local origin. This agrees with
all observations except those for the stations of the western hemisphere (where a
considerable deviation is observed in the evening) and for the high-latitude stations
where the amplitude seems correct, but where an important difference in the form
of the curves is observed. This difference may be connected with the following.
Tsunekichi (1961) showed, from data of neutron monitor world network during the
IGY, that the non-dipole terms of the geomagnetic field for a distant source cause
the phase of the diurnal variation to change by a time of a few hours, not only
depending on geomagnetic latitude but also on the longitude of the station. It is to
be expected that the discrepancy noticed for the American stations under the first
assumption be partly connected with this effect, though further analysis should also
take the energy spectrum of the variation and the perturbation of the trajectories in
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the geomagnetic field into account. The second assumption is that the isotropic as
well as the anisotropic part of the increase are entirely of a local nature and arise
within the cavity. This assumption gives somewhat better agreement for the inter-
mediate latitudes, but does not at all explain the effects in the high-latitude region.
The disagreement of the second assumption with observation may be connected
with the following circumstances.

1. The results of Obayashi, 1959 (see Section 6.14) on which the computations in
Section 6.14 are based, were obtained for vertical incidence, though obliquely in-
cident particles which have a different cutoff rigidity, depending on azimuth, give
an important contribution to the counting rate of neutron monitors. Thus at high
latitudes the effect must differ from zero, in agreement with the observations.

2. Obayashi’s computations (Obayashi, 1959) did not take into account that the
magnetic field at high latitudes is far from homogeneous. It was assumed that
the additional field superposed on that of the earth during the main phase of
the magnetic storm can be represented by a homogeneous field in a direction op-
posite to the geomagnetic dipole. However, observations show that the additional
field at high latitudes differs considerably from the homogeneous field.

3. The plasma stream blows the magnetic lines of force away and the distortion of
the geomagnetic field thus will differ from the isotropic distortion assumed in
Obayashi (1959).

We conclude that the isotropic part of the increase may be due entirely to the de-
crease of the cutoff rigidity by the distortion of the geomagnetic field during the
main phase of the magnetic storm. The anisotropic part of the increase effect may
have at least two causes. One of these is a distant source, acting outside the sphere
of the geomagnetic field and probably connected with the action of solar corpuscu-
lar streams, causing a distorted variation. This cause gives the ordinary perturbed
diurnal variation that may, in first approximation, be neglected in explaining the
increase effect at intermediate latitudes. The other cause is a local source influ-
encing CRs within the sphere of action of the geomagnetic field; the existence of
such a source follows also from the data on harmonic analysis with crossed tele-
scopes given above. Both causes act in the same direction, giving a maximum in
daytime. In records with neutron monitors at high latitudes still another cause of in-
tensity increase during the main phase of a magnetic storm may appear: a stream of
low-energy particles from the sun into the magnetic trap of the corpuscular stream.
This cause appears quite strongly in observations at high latitudes by means of
sounding balloons and artificial satellites. Inozemtseva (1964) has investigated the
relation of the local source of anisotropy during the storm of February 11, 1958
with the observed variations of the H-component of the geomagnetic field. Sarabhai
and Rao (1961) studied the local source of diurnal variation from observations in
1957/58 at Ahmedabad (India) with directional CR telescopes. Anisotropic changes
of cutoff rigidity were also detected by Hatton and Marsden (1962), from the plan-
etary distribution of the increase of solar CR intensity from a chromospheric burst
during the magnetic storm of November 12, 1960. Thus, careful investigation of the
increase of CR intensity during the main phase of magnetic storms established the
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fact that the changes of the magnetosphere are anisotropic and in particular that the
geomagnetic cavity is stretched out in the direction away from the sun. The latter
fact has since been confirmed by numerous direct measurements of the magnetic
field on rockets and satellites (see Section 6.17).

6.16 CR Lunar-Daily Variation and Tidal Effects in the Earth’s
Magnetosphere

6.16.1 The Discovery of Lunar-Daily CR Variation and Discussion
on Its Possible Origin

Bagge and Binder (1959) showed that, when observations of CR intensity are aver-
aged, a variation with a period of one lunar day and amplitude of some tenths of a
percent appears. These variations were obtained by averaging observations taken at
Kiel during the period July–December 1957. Later Bagge and Binder (1962) found
from observations of the muon and neutron components until June 1961 that the
amplitude of the variation gradually decreases in the course of time (Fig. 6.68).

In Bagge and Binder (1962), a stable wave was found with amplitudes 0.25%
for the neutron component and 0.12% for the muon component, and nearly equal
time of maximum 12–16 h after culmination of the moon at Greenwich. The ques-
tion arose whether the CR lunar-daily wave is real. This was all the more pressing
since it was hard to find a possible cause for this variation. The effect of the lunar
shadow cannot exceed 0.01%. Computation of the influence of a hypothetic mag-
netic field of the moon on CR trajectories also showed that this could not explain a
considerable part of the CR lunar-daily variation. Moreover, measurements aboard
a Soviet cosmic rocket by Dolginov et al. (1961) soon showed that the strength of
the magnetic field of the moon cannot exceed 20 gammas at the moon’s surface
and its magnetic moment is at least 104 times smaller than that of the earth. Ness
et al. (1967a) showed that the perturbation by the moon of the magnetic fields in

Fig. 6.68 Amplitude of the lunar-daily variation from July 1957 to June 1961, from observations
at Kiel (From Bagge and Binder, 1962)
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the solar wind is very small. The direct influence of the geomagnetic field on the
trajectories, as a result of lunar-daily variations of the geomagnetic field, cannot
be important either, since the magnetic L-variations have a very small amplitude
(see the review in Mitra, 1955). Also, the influence of the moon on magnetic activ-
ity (on the index Ap) is quite small (Rassbach and Dessler, 1966). The hypothesis
has been advanced (Ness et al., 1967a) that the lunar-daily variation of CR may be
due to lunar-tide motions of the plasma and the geomagnetic lines of force near the
earth in the region of the radiation belts.

6.16.2 Amplitude Modulation of CR Solar-Daily Wave
by the 27-Day Effect and Formation of Spurious CR
Lunar-Daily Variation

In principle, the variations discovered in Bagge and Binder, (1959, 1962) can be
quite spurious since, according to Dorman (1961) and Krymsky (1962), the 27-day
modulation in amplitude and phase of the CR solar-daily variation must lead to three
terms with periods 23.2, 24, and 24.9 h, i.e., one of the side harmonics will have a
period close to a lunar day. If the lunar variation is completely spurious, the two side
harmonics must have equal amplitudes. In fact, let us consider in the first the 27-day
modulation in the amplitude of CR solar-daily variation:

I (t) = A(t)cos(ω1t +ϕo) , (6.59)

where ω1 = 2sπ
/

24, t is measured in hours, and

A(t) = Ao cos(1+αcos(ω2t)) . (6.60)

In Eq. 6.60 ω2 = 2π
/
(24×27). From this it follows that

I (t) = Ao

{
cos(ω1t +ϕo)+

α
2

cos [(ω1 +ω2) t +ϕo]+
α
2

cos [(ω1 −ω2) t −ϕo]
}

.

(6.61)

Thus, besides the CR solar-daily wave with amplitude Ao and frequency ω1 corre-
sponds to the period T1 = 24h, waves arise with frequencies

ω± = ω1 ±ω2, (6.62)

i.e., with periods

T∓ =
24×27
27±1

=
{

23.143 hours,
24.923 hours. (6.63)

From Eq. 6.63 it is seen that one of the harmonics actually has a period of one lunar
day. The amplitude of this wave according to Eq. 6.61 will be Aoα

/
2. If Ao ≈ 1.5%

and α≈ 0.3, the expected amplitude is more than 0.2% for the neutron component;
for the muon component it is somewhat smaller.
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6.16.3 Formation of Spurious CR Lunar-Daily Variation
by the Phase Modulation of CR Solar-Daily Wave
with a Period of 27 Days

Consider now the 27-day phase modulation of CR solar-daily variation:

I (t,β ) = Ao cos(ω1t +β cos(ω2t)) . (6.64)

If β 	 1 we find, developing Eq. 6.64 in a Taylor series in β and including terms of
the order of β only:

I (t,β )I (t,0)+β
(
∂ I (t,β )
∂β

)

β→0
+
β 2

2!

(
∂ 2I (t,β )
∂β 2

)

β→0
+ . . .

≈ Ao cos(ω1t)+Aoβ sin(ω1t)cos(ω2t)

= Ao cos(ω1t)+
1
2

Aoβ sin((ω1 −ω2) t)+
1
2

Aoβ sin((ω1 +ω2) t) .

(6.65)

Evidently in this case, besides the first harmonic with period T1 = 24h, harmonics
appear with periods determined by Eq. 6.63 and amplitude Aoβ

/
2. For Ao ≈ 1.5%

and β ≈ 0.5 (corresponding to a phase shift of 2 h) the amplitude of the spurious
lunar-daily variation will be more than 0.3%.

6.16.4 Checking on the Properties of 27-Day Modulation
of CR Solar-Daily Variation

Dorman and Shatashvili (1963) checked the problems described in Sections 6.16.2
and 6.16.3 by a special study of the 27-day modulation of the CR solar-diurnal
variation of the neutron component all over the globe in July–December 1957 (when
the 27-day variations of CR intensity were most evident). The 27-day modulation
in the amplitude of CR solar-diurnal variation was found to be about 30%, and the
modulation in phase of about 2 h.

Krymsky (1962) analyzed observations of the CR lunar-daily variation in
1957/58 in neutron and muon components. The amplitude of the first harmonic
was found equal to 0.17± 0.04% and 0.06± 0.01%, and of the second harmonic
0.06% and 0.015% for the neutron and muon components, respectively. Krymsky
(1962) assumed that the wave with a period of a half-lunar day could be explained
mainly by the tidal phenomenon in the atmosphere producing a dynamic effect in
atmospheric pressure. As regards to the first harmonic, it may be connected with
the above-mentioned 27-day modulation of the CR solar-daily variation. Thus, the
problem of the lunar-daily variation turned out to be quite complicated and its
properties must first be better known.
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6.16.5 On the Possible Reality of the CR Lunar-Daily Variation

In order to decide whether the CR lunar-daily variation is real, Dorman and
Shatashvili (1961) analyzed observations of the CR neutron component at Mt.
Sulphur during two periods of observation: (a) July–December 1957; (b) July–
December 1958. In period (a), a 27-day recurrence in CR intensity was evident,
whereas in period (b) this was not observed. Averaging according to Eq. 6.63 over
periods T equal to 23.14, 24.00, and 24.92 h for the two groups of data (a) and (b)
shows that the variation with a period of 24.92 h is somewhat more pronounced and
has a larger amplitude than that with a period of 23.2 h (see Fig. 6.69).

Fig. 6.69 Observational data from Mt. Sulphur over periods T = 23.14, 24.00, and 24.92 h: a
July–December 1957; b July–December 1958 (From Dorman and Shatashvili, 1961)
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These results show that the variation with period 24.92 h contains a real CR lunar-
daily wave besides the spurious wave due to modulation by the 27-day variation of
the CR solar-daily effect.

6.16.6 The Dependence of the CR Lunar-Daily Variation
on the Relative Positions of the Sun, Moon, and Earth

Bagge and Binder (1959) investigated the CR lunar-daily variation disregarding the
relative positions of the sun, moon, and earth and found the average wave for a
full lunar month. But if the actual CR lunar-daily variation is connected with the
gravitational action of the moon on the outermost layers of the earth’s atmosphere,
then, since the influence of the gravitational field of the sun must also be impor-
tant, the observed CR lunar-daily wave must be determined by the relative positions
of the moon, earth, and sun. This effect was studied from continuous recordings
of the neutron intensity, obtained at Climax, July 1957–December 1958 (Dorman
and Shatashvili, 1961). Every lunar month was subdivided into 10 periods of 3 days
each. Then, by superposition of epochs, the intensity curves were found for all 18
months of the IGY. These curves, each corresponding to the lunar-day wave at a
particular phase of the moon, still have to be corrected for the solar-daily parts. Let
us introduce the following notations:

L – the pure CR lunar-daily wave at a phase of the moon, averaged over 3 suc-
cessive days and over all identical positions in the entire IGY
S – the pure CR solar-daily wave for the entire period of the IGY (found by
averaging over a period of 24 h; then waves with other periods disappear)
S∗ – transposed CR solar-daily wave (averaged over 3 successive days at the
various phases of the moon);
L + S∗ – curves representing the superposition of CR lunar-daily and CR solar-
daily variations and are obtained by superposition of epochs by averaging obser-
vations over 3 successive days at the various phases of the moon.

The computations then run as follows: first, the observations gave L + S∗; then S∗
was found with the aid of S; subtraction of S∗ from L+S∗ gave the required curves
for L for each phase of the moon. Figure 6.70 gives the curves for L+S∗, S∗ and L
at full and new moon for the neutron component at Climax.

Figure 6.71 gives CR L-variation of the neutron component at Climax for each
phase of the moon for the period July 1957–December 1958 (below each L-curve
diagrams on the relative positions of moon, earth, and sun are shown).

Figure 6.71 also shows that the CR lunar-daily variation depends very much on
the relative position of the sun, moon, and earth, reaching a maximum for full moon
and a minimum at new moon. In addition, the phase of L-curves changes consid-
erably. These changes clearly distinguish the L-variations of CRs from those of the
geomagnetic field variation for which the period is half a lunar month (Mitra, 1955).
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Fig. 6.70 Curves L + S*, S*, and L for full and new moon at Climax (From Dorman and
Shatashvili, 1961)

6.16.7 Dependence of the CR Lunar-Daily Variation on Cutoff
Rigidity

Because the largest effect is observed at full moon, the curves for L + S∗, S∗ and
L from observations of the neutron component at Mt. Sulphur, Zugspitze, Mt.
Norikura, and Huancayo are represented in Fig. 6.72 for that phase only. All four
stations are high in the mountains, with different cutoff rigidities (increasing from
Mt. Sulphur to Huancayo). The data again refer to the IGY (July 1957–December
1958). The arrows indicate the moments at which the moon was at zenith for the
corresponding station.

Figure 6.72 shows that the CR L-curves depend strongly on the geomagnetic cut-
off rigidity. They are most pronounced at intermediate latitudes and their amplitude
decreases closer to the geomagnetic equator.
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Fig. 6.71 Curves L for the CR neutron component at Climax for each phase of the moon (From
Dorman and Shatashvili, 1961)

6.16.8 Main Conclusions and Discussion on the CR Lunar-Daily
Variation in Connection with Possible Tidal Effects
in the Earth’s Atmosphere and Magnetosphere

In the first approximation, the CR lunar-daily variation may be explained as fol-
lows (Dorman and Shatashvili, 1961). The gravitational forces of the moon and sun
exert an influence on the plasma of the magnetosphere of the earth. This displaces
the magnetic lines of force, frozen in the plasma at great heights. The influence
of the disturbed geomagnetic field on CRs leads to the lunar-daily variation. This
effect should be larger, the larger the distance of these layers from the earth. Let
rSE = 1AU ≈ 23000rE and rME ≈ 60rE be the distances sun–earth and moon–earth,
respectively, expressed in the earth’s radii; MS and MM are the masses of sun and
moon, expressed in the earth’s mass; G is the acceleration of gravity at the surface
of the earth (see Fig. 6.73).

At distance a from the center of the earth (expressed in the earth’s radius as
unit) the acceleration of the tidal force of the moon at point A (Fig. 6.73), i.e., the
difference between the actual and the average acceleration at point A will be

GM (a) =
GMM

(rME −a)2 − GMM

r2
ME

≈ 2aGMM

r3
ME

, (6.66)
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Fig. 6.72 Curves L + S*, S*, and L for full moon at four mountain stations Mt. Sul-
phur (cutoff rigidity for vertical direction 0.94 GV: According to Quenby and Webber, 1959),
Zugspitze (3.33 GV), Mt. Norikura (9.13 GV), and Huancayo (14.18 GV) (From Dorman and
Shatashvili, 1961)

where it is taken into account that a 	 rME. In the same way, we find for the tide-
raising force from the sun

GS (a) ≈ 2aGMS

r3
SE

. (6.67)

With the numbers rSE = 2.3×104, rME = 60, MS = 3×105, MM = 0.0125, and G ≈
103 cm/s2, we find

GM (a) ≈ 1.2×10−4acm/s2;GS (a) ≈ 5×10−5acm/s2. (6.68)
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Fig. 6.73 Influence of the tidal force on the upper atmosphere and magnetosphere of the earth (not
to scale)

The form of the surface, which in the static case must arise through the influence of
the tidal forces, is shown in Fig. 6.73. However, the rotation of the earth makes the
picture more complicated; spherical harmonics of higher order appear. The tidal
oscillations, insignificant at small heights, increase considerably with increasing
height and they have already a perceptible amplitude in the ionosphere. For in-
stance, according to Mitra (1950), the tidal fluctuations of the height of the F2 layer
of the ionosphere reach an amplitude of about 20 km, the average elevation of the
layer being about 280 km, which means that the fluctuation is about 7% of the en-
tire height. An even larger amplitude is to be expected at heights of thousands and
tens of thousands of kilometers. Because of the high conductivity of the plasma at
such elevations and the large dimensions of the region occupied by the magnetic
field (L > 108 cm) the time needed by the magnetic field for entering or leaving the
plasma will be

T ≈ 4πσL2/4πσL2c2 ≥ 106c2 ≥ 106s ≈ 10 days. (6.69)

Thus, for motions of the plasma as a whole in a time of the order of one day, the
magnetic lines of force may be considered to be frozen into the plasma and to be dis-
placed together with it. Hence, in the uppermost, highly conductive layers of the
earth’s atmosphere we must expect tidal fluctuations of the magnetic field. With-
out entering into any resonance phenomena, we shall give some rough estimates.
During about 105 s, under the influence of the imposed force with acceleration GM
at distance a = 3, the displacement will be ∼GMt2

/
2∼25km, and by the influence

of GS it will be 8 km. Actually, resonance phenomena will play an important role
and fluctuations with periods close to the resonance periods will be considerably
strengthened. In computing these fluctuations not only should the gravitational at-
traction of the plasma by the earth be taken into account, which becomes much
smaller at greater heights on account of the larger distance a and smaller density
ρ (as ρG

/
a2) and on account of the increase of the centrifugal force, but also the

force of the magnetic pressure H2
/

8π and the force of the stretching of the mag-
netic lines of force. For fluctuations of the lines of force with amplitude Δ, measured



6.17 The Influence of the Tail of the Earth’s Magnetosphere on the CR Cutoff Rigidities 467

in the earth’s radius as unit, a relative change of the strength of the magnetic field
∼3Δ

/
a should be expected. Thus, even if no account is taken of resonance phe-

nomena, a change of the field ∼0.3% should be expected, which may explain CR
variations with amplitude of at least some tenths of a percent. The computations
in Section 6.14.2 by means of the coupling coefficients show that changes of the
geomagnetic field of ∼1% must lead to neutron intensity variations at intermediate
latitudes of about 2% or about 4% at sea level or mountain level, respectively; this
has been confirmed experimentally. A complete description of the changes of the
geomagnetic field, taking into account the influence of the tidal forces of the moon
and sun on the plasma and the rotation of the earth, will necessarily be very compli-
cated. Also, dynamo effects arising from the motions of the plasma in the upper at-
mosphere will be important. Anyhow, the results of Dorman and Shatashvili (1961)
about the CR lunar-daily variations and their dependence on cutoff rigidity and on
the configuration moon–earth–sun undoubtedly prove the reality of tidal motions
of the plasma and the magnetic field in the outermost atmospheric layers. Further
study of these phenomena requires not only detailed theoretical computations, but
also direct measurements of the lunar-daily variations of the magnetic field and of
the density fluctuations in the radiation belts with the aid of satellites and rockets.

6.17 The Influence of the Tail of the Earth’s Magnetosphere
on the CR Cutoff Rigidities

In Section 6.14.9 we discussed a number of experimental data about the geomag-
netic cutoff rigidity Rc at high geomagnetic latitudes: its abnormally low value, its
time variations connected with geomagnetic activity, and its pronounced depen-
dence on local time. Whereas the values of Rc measured at low and intermediate
latitudes may be explained by the theoretical modeling and calculations (for de-
tails, see Sections 6.11–6.14, and Chapter 3), the data for the high latitudes can only
be explained by introducing a qualitatively new element. It has more and more be-
come clear that the key for understanding the behavior of CR at high latitudes lies
in the influence of the earth’s magnetic tail.

6.17.1 Main Properties of the Tail of the Magnetosphere

Magnetometer measurements on satellites and rockets not only have shown that
there are current systems in the earth’s magnetosphere and that the magnetosphere
is limited at the dayside, but these have also established the fundamental fact that the
magnetosphere has a tail (Cahill and Amazeen, 1963; Ness et al., 1964; Ness, 1965).
The earth’s magnetic tail, formed by interaction of the solar wind with the ge-
omagnetic field, plays an important role in the production of ring currents, geo-
magnetic perturbations and auroras (Axford et al., 1965; Dessler and Juday, 1965;
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Axford, 1966; Akasofu, 1966; Behannon and Ness, 1966; Paddington, 1967). The
strength of the magnetic field in the tail is about 40 gammas, and, according to mag-
netic data from IMP-3 (Ness, 1967) and measurements of plasma fluxes on Luna-10
(Gringaus et al., 1966), it certainly extends beyond the orbit of the moon. Data from
Explorer 33 (Ness et al., 1967b) make it possible that it extends to distances of
about 510,000 km. From data of Pioneer-7 it is not excluded that it reaches up to
900–1,050 earth’s radii (Ness et al., 1967c). It should be noted that there are indi-
rect data, based on observations on the flux of low-energy electrons from the sun at
energies of some tens of keV which suggest that this tail even may extend to 0.25
AU (Lin and Anderson, 1966).

6.17.2 Probable Mechanism by Which the Earth’s Magnetic Tail
Influences the CR Cutoff Rigidities

The first estimates of the influence of the tail of the earth’s magnetosphere on CR
cutoff rigidities were made by Michel (1965). He showed that, if the extension of the
tail of the magnetosphere is sufficiently large, low-energy particles will penetrate by
diffusion into the tail and will reach the polar caps along the lines of force of the
geomagnetic field. Hence, the cutoff rigidity in the regions of the polar caps may
prove to be considerably smaller than expected in the presence of the field, arising
from internal sources only, i.e., much smaller than determined in Chapters 2 and 3
for quiet conditions at high geomagnetic latitudes.

6.17.3 Approximate Position of the Curves of Constant Threshold
at High Latitudes

In order to obtain an approximate estimate of the influence of the tail of the magne-
tosphere on the isolines of geomagnetic threshold, Reid and Sauer (1967) considered
the following simple model: the field in the tail of the magnetosphere was assumed
to be 40 nT and to extend from 7.3rE to 12rE in the equatorial plane (see Fig. 6.74).

Then, according to Reid and Sauer (1967), for geomagnetic latitude λ = 65.9◦

(corresponding to r = 12rE) the geomagnetic threshold is zero. The relation be-
tween the threshold kinetic energy of vertically incident protons (in MeV) and geo-
magnetic latitude for this model and for the dipole field is shown in Fig. 6.75.

With the graph in Fig. 6.75, the isolines of geomagnetic threshold at high lat-
itudes can easily be found. They are shown in Fig. 6.76 and agree much better
with the experimental values discussed in Section 6.14.9 than with the isolines
found if only the internal sources of the field are taken into account. For in-
stance, for Minneapolis, inclusion of the first six harmonics gives a cutoff thresh-
old of about 750 MeV (see Chapter 3) while the experimental values of McDonald
(1957) give only about 250 MeV. The model just discussed gives about 400 MeV for
Minneapolis.
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Fig. 6.74 Magnetic-field
strength in the equator-
ial plane assumed in the
model calculation of Reid and
Sauer, 1967)

According to Fig. 6.76, above College (Alaska) the cutoff threshold for protons
must be about 1 MeV in agreement with the data of Leinbach et al. (1965) mentioned
in Section 6.14.9, about the distribution of polar absorptions.

6.17.4 The Influence of the Earth’s Magnetic Tail
on the Trajectories of Protons with Energy 1.2 MeV

In order to calculate the influence of the earth’s magnetic tail on protons with en-
ergy 1.2 MeV reaching the earth at altitude 2,000 km, Taylor (1967) computed, by
the Runge–Kutta method in Gill’s modification (1951), the motion of negatively
charged particles ejected from the earth. The model of the magnetosphere (Taylor
and Hones, 1965) is shown in Fig. 6.77, where the numbers next to the lines of force
indicate co-latitude, i.e., 90◦–λ . In all, 252 trajectories were obtained in the latitude
range 60–80◦ at intervals of 1◦ and the longitude range 0–360◦ at intervals of 30◦.
Taylor (1967) showed that latitudes ≤65◦ are unattainable for protons of this energy
for any pitch angle (0–90◦) at 2,000 km and at any time of the day. On the dayside of
the earth in the latitude range 65–75◦ only those protons with energy 1.2 MeV fall
which have large pitch angles at altitude 2,000 km. At the same time, protons with
any pitch angles reach elevations 2,000 km at midnight at latitudes >65◦. These re-
sults completely explain the experimental data that 1.5 MeV protons reach the earth
at abnormally low latitudes (see Section 6.14.9).



470 6 Geomagnetic Variations of Cosmic Rays

Fig. 6.75 Relation between proton energy and cutoff latitude λ given by Störmer theory (upper
curve) and calculated from the model of Fig. 6.74 (lower curve); the broken curve is guessed (Ac-
cording to Reid and Sauer, 1967)

6.17.5 Channeling of Low-Energy Cosmic Rays in the Tail
of the Earth’s Magnetosphere

Gall and Jimenez (1967) and Gall et al. (1968) computed 150 trajectories of pro-
tons with energies from 1 to 500 MeV in order to find the cutoff rigidity at midnight
at Kiruna (in the north of Sweden). They used the model of the magnetosphere of
Williams and Mead (1965) shown in Fig. 6.78. The same figure also gives the tra-
jectories of protons with energies 5, 7, 10, 20, 30, and 40 MeV according to Gall
et al. (1968), vertically incident at Kiruna. The computed geomagnetic threshold
at Kiruna is 47 MeV for the model of the central dipole, 104 MeV for an eccen-
tric dipole, and 135 MeV for the field which includes the first six harmonics (see
Chapter 3). The computations reported by Gall et al. (1968) give considerably lower
values: 4±1MeV at night, 47±2MeV in daytime.

Gall et al. (1968) assume that the particles enter the tail of the magnetosphere
at a distance 25rE and that then their trajectories are channeled in the tail as shown
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Fig. 6.76 Contours of equal geomagnetic cutoff over North America near local midnight for the
conditions appropriate to the model calculation. The individual contours are labeled with the proton
energy in MeV (According to Reid and Sauer, 1967)

Fig. 6.77 Model magnetic field in the noon–midnight meridian. The axes are labeled in units of
earth radii, and the field lines are labeled by their co-latitude at the surface of the earth (From
Taylor and Hones, 1965)

in Fig. 6.78. The night-value Ekc = 4± 1MeV was found on the assumption that
the field strength in the tail is Htail = 40nT, but it critically depends on Htail: if
Htail = 30nT, then Ekc = 22±2MeV; if Htail = 15nT, then Ekc = 37±2MeV.
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Fig. 6.78 Noon–midnight cut-through model magnetosphere with projected orbits of low-velocity
protons that arrive vertically at λo = 67.8◦ (L = 7) at midnight (According to Williams and Mead,
1965) and trajectories of protons with energies 5, 7, 10, 20, 30, and 40 MeV (According to Gall
et al., 1968), vertically incident at Kiruna

Table 6.10 shows the coordinates of the points where protons of various ener-
gies, which are vertically incident at Kiruna at noon or midnight, enter the magne-
tosphere. The distance of the entrance region in the tail of the magnetosphere has
been taken equal to 25rE and the field in the tail Htail = 40nT. In Table 6.17.1 λ is
latitude, and ψ is longitude west of Kiruna.

The corresponding asymptotic directions of particles incident at Kiruna in verti-
cal direction also depend on local time and are given in Table 6.11.

The geomagnetic cutoff rigidities computed by Gall and Jimenez (1967) for ver-
tically incident particles as a function of geomagnetic latitude with due account of
the influence of the magnetospheric tail on the trajectories are shown in Fig. 6.79. In
curve a (dayside), and curve b (nightside) only particles entering the magnetosphere
from the direction of the tail are considered. For comparison, cutoff rigidities are
given for particles incident on the dayside coming from the dayside of the mag-
netosphere (curve c) and cutoff rigidities for the dipole approximation (curve d).
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Table 6.10 Entrance points into the magnetosphere for protons which vertically arrive at Kiruna
(According to Gall et al., 1968)

Ek Arrival at noon Arrival at midnight

(MeV) r / rE Λ ψ r / rE Λ Ψ

5,000 10.8 13.3 27.3 25.0 −2.7 11/1
300 10.9 4.1 33.6 25.0 −8.8 8.9
250 11.0 −0.2 38.2 25.0 −10.2 8.7
80 25.0 −13.7 147.8 25.0 −11.4 9.0
60 25.0 −14.6 181.2 25.0 −11.0 7.2
50 14.6 −7.6 258.1 25.0 −11.5 5.8
40 25.0 −13.7 4.0
30 25.0 −17.5 5.7
20 25.0 −14.4 10.0
10 25.0 −15.6 10.0
7 25.0 15.4 11.1
5 25.0 15.2 20.5

Table 6.11 Asymptotic directions of particles incident at Kiruna (Λ – asymptotic latitude, Ψ –
asymptotic longitude, west of Kiruna) (According to Gall et al., 1968)

Ek Noon Midnight

(MeV) Λ Ψ Λ Ψ

500 −8.4 59.1 −18.4 −11.1
300 −21.5 81.4 −23.9 −5.6
250 −25.5 96.3 −24.3 −4.1

We may conclude that direct trajectory computations taking the influence of the
magnetospheric tail into account make it possible to understand many properties
of the asymptotic directions and behavior of low-energy cosmic ray cutoff at high
latitudes.

6.18 Discriminating CR Magnetospheric Variations
from Observed CR Data by the Spectrographical Method

6.18.1 The Matter of Problem

Observed inside the earth’s atmosphere on the level ho(t), any component i of CR
intensity variations at any point on the earth with cutoff rigidity Rc(t) contains, in
principle, all three possible classes of CR variations (atmospheric origin, magne-
tospheric origin, and extraterrestrial origin):
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Fig. 6.79 Latitude dependence of the proton cutoff energy, a – midnight incidence from the mag-
netospheric tail; b – noon incidence from tail; c – noon incidence from dayside of magnetosphere;
d – dipole approximation (From Gall and Jimenez, 1967)

ΔNi (Rc (t) ,ho (t) , t) / Nio =
∞∫

Rco

Δmi (R,ho (t) ,g(t) ,T (h, t) ,E (h, t))
mio

Wi (Rco,R)dR

−ΔRc (t)Wi (Rco,Rco)+
∞∫

Rco

ΔD(R, t)
Do (R)

Wi (Rco,R)dR,

(6.70)
where Rco is the cutoff rigidity at t = 0, and

Wi (Rco,R) = Do (R)mio (R,hoo,go,To (h) ,Eo (h)) / Nio (6.71)

is the coupling function between secondary CR of type i and primary CR, Do (R)
is the differential CR rigidity spectrum outside of the atmosphere at t = 0, and
mio (R,hoo,go,To (h) ,Eo (h)) is the integral multiplicity, which depends from pri-
mary particle rigidity R, pressure hoo on the point of observation, gravitational accel-
eration go, vertical distributions of air temperature To (h), and atmospheric electric
field Eo (h) (the index o means that all these values are taken at t = 0).

The first term on the right-hand side of Eq. 6.70 reflects CR time variations
of atmospheric origin (meteorological effects). The second term is of geomagnetic
origin, caused by secular variations of the main geomagnetic field connected with
processes in the earth’s interior, as well as with changes of electric currents in the
earth’s magnetosphere, especially in periods of geomagnetic storms. The third term
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reflects CR variations of extraterrestrial origin, such as the generation of CRs in the
sun’s atmosphere and in the heliosphere, interplanetary modulation of galactic CRs,
and interstellar CR variations. The atmospheric CR variations are considered in de-
tail in Chapters 5–9 in Dorman, M2004). Geomagnetic variations are considered in
this Chapter, and the part of extraterrestrial CR variations caused by processes in
the heliosphere, in (Dorman, M1957, M1963a, b, M1975a, b).

In the first approximation the spectrum of primary CR variation can be de-
scribed as

ΔD(R, t) / Do (R) = b(t)R−γ(t), (6.72)

where ΔD(R, t) = D(R, t)−Do (R), and Do (R) is the differential spectrum of galac-
tic CR at t = 0 (for which coupling functions are defined).

For magnetically disturbed periods the observed CR variation of some compo-
nent i will be described by

ΔNi (Rc, t) / Nio = −ΔRc (t)Wi (Rco,Rco)+b(t)Fi (Rco,γ (t)) , (6.73)

where

ΔNi (Rc, t) = Ni (Rc, t)−Nio,Nio ≡ Nio (Rco,0) ;ΔRc (t) = Rc (t)−Rco, (6.74)

and

Fi (Rco,γ (t)) = aiki

(
1− exp

(
−aiR−ki

co

))−1
∞∫

Rco

R−(ki+1+γ(t)) exp
(
−aiR−ki

)
dR.

(6.75)

Here ΔRc (t) is the change of cutoff rigidity owed to the change of the earth’s mag-
netic field, and Wi (Rco,Rco) is determined by Eq. 3.134 at R = Rco. We use here
the analytic approximation for the coupling function. It was introduced by Dorman
(1969), who assumed that the polar (at Rco = 0) normalized coupling function for
any secondary component of type i (i = hμ− for hard muons, i = sμ− for soft
muons, i = ep− for the electron-photon component, i = n− for the total neutron
component, i = m− for neutron multiplicities m = 1,2,3, . . ., and so on) can be
approximated by the special function (called the Dorman function in scientific liter-
ature):

Woi (R,ho) = ai (ho)ki (ho)R−(ki(ho)+1) exp
(
−ai (ho)R−ki(ho)

)
. (6.76)

It is easy to see, that for any values of ai (ho) ,ki (ho),

∞∫

0

Woi (R,ho)dR =
∞∫

0

aikiR−(ki+1) exp
(
−aiR−ki

)
dR = 1. (6.77)
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The normalized coupling functions at any point on earth with cutoff rigidity Rc
will be

Wi (Rco,R,ho)=

⎧⎨
⎩

0 if R < Rco

aikiR−(ki+1)
(

1−aiR
−ki
co

)−1
exp

(
−aiR−ki

)
if R ≥ Rco.

(6.78)

The coupling functions in the analytical approximation described by Eqs. 6.76
and 6.79, have the following important properties: (1) at large values of R, when
aiR−ki 	 1, we obtain Wi (Rco,R) ∝ R−(ki+1), in good agreement with the observed
data on the power-law differential rigidity spectrum of primary CRs and power-law
increase of integral multiplicity with R (let us remember that according to Eq. 6.71
the coupling function is proportional to the product of the primary CR spectrum and
integral multiplicity); (2) at very small values of R, when aiR−ki � 1, we obtain a
rapid decrease of Wi (Rco,R) with decreasing R, which is in good agreement with the
observed data from CR latitude surveys (plateau at small Rc; see Chapters 4 and 5).

In Eq. 6.73 we have three unknown variables γ(t),b(t), and ΔRc(t), and for their
determination we need data from at least three different components i = l, m, and n.
For solving this inverse problem several versions of spectrographic method were
developed: based on observation data of only single CR observatory, on two CR ob-
servatories with different cutoff rigidities, and on many CR observatories (Dorman,
M1975b, M2004).

6.18.2 Determining Cutoff Rigidity Change by the Spectrographic
Method on the Basis of Single CR Observatory Data

If we have observational data of some single CR observatory with cutoff rigidity
Rco at t = 0, we need data for at least three different components i = l, m, and n
to determine three unknown variables γ(t), b(t), and ΔRc(t). To solve this inverse
problem let us consider the system of three equations of type Eq. 6.73. In accordance
with Dorman,( M1975b, M2004), let us introduce the function

Ψlmn (Rco,γ) =
WlFm (Rco,γ)−WmFl (Rco,γ)
WmFn (Rco,γ)−WnFm (Rco,γ)

, (6.79)

where

Wl ≡Wl (Rco,Rco) , Wm ≡Wm (Rco,Rco) , Wn ≡Wn (Rco,Rco) . (6.80)

Then from

Ψlmn (Rco,γ) =
WlΔNm (Rco, t) / Nmo −WmΔNl (Rco, t) / Nlo

WmΔNn (Rco, t) / Nno −WnΔNm (Rco, t) / Nmo
, (6.81)
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the value of γ(t) can be determined. For the solution of Eq. 6.81 let us take into
account that function Ψlmn (Rco,γ) determined by Eq. 6.79 is gradual function from
parameter γ , and in the vicinity of some γ̄ (determined by the type of CR variation:
for Forbush decrease and CR solar cycle variations γ̄ ≈ 1, for solar energetic particle
events γ̄ ≈ 3, and so on) we obtain in the first approximation,

Ψlmn (Rco,γ) ≈Ψlmn (Rco, γ̄)+(γ− γ̄) ∂Ψlmn (Rco,γ)
∂γ

∣∣∣∣
γ→γ̄

(6.82)

or in the second approximation

Ψlmn (Rco,γ) ≈Ψlmn (Rco, γ̄)+(γ− γ̄) ∂Ψlmn (Rco,γ)
∂γ

∣∣∣∣
γ→γ̄

+(γ− γ̄)2 ∂ 2Ψlmn (Rco,γ)
2!∂γ2

∣∣∣∣
γ→γ̄

.

(6.83)

By introducing Eq. 6.82 or Eq. 6.83 into Eq. 6.81, we determine parameter γ(t).
Using the found value of γ(t) in dependence of time t, we determine

ΔRc(t) =
Fl (Rco,γ (t))ΔNm (Rc, t) / Nmo −Fm (Rco,γ (t))ΔNl (Rc, t) / Nlo

Fm (Rco,γ (t))ΔNn (Rc, t) / Nno −Fn (Rco,γ (t))ΔNm (Rc, t) / Nmo
(6.84)

and

b(t) =
WlΔNm (Rc, t) / Nmo −WmΔNl (Rc, t) / Nlo

WlFm (Rco,γ (t))−WmFl (Rco,γ (t))
. (6.85)

So in magnetically disturbed periods, the rigidity spectrum of primary CR variation
at the top of the atmosphere and cutoff rigidity change can be determined in depen-
dence of time t. Let us note that the early versions of the spectrographic method
for single observatory started to develop about 40 years ago (Dorman et al., 1968,
1971, 1973a, b; Dorman and Sergeev, 1969, 1970; Dvornikov et al. 1972; Dorman
and Shkhalakhov, M1975a, b).

6.18.3 Determining the Cutoff Rigidity Changes by the
Spectrographic Method on the Basis of Data from Two CR
Observatories (Case One and Three Components)

In this case for the spectrum described by Eq. 6.70 we have four unknown variables:
ΔRc1(t),ΔRc2(t),b(t) ,γ(t). This means that for solving the inverse problem and to
determine the changes of cutoff rigidities on both CR observatories, we need at
least four sets of CR data with different coupling functions. Let us first consider the
case of one CR component in the first observatory with cutoff rigidity Rc1 and three
components in the second observatory with cutoff Rc2. The system of equations for
determining ΔRc1 (t) ,ΔRc2 (t) ,b(t) ,γ (t) will be
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ΔNk (Rc1, t) / Nko = −ΔRc1 (t)Wk (Rc1,Rc1)+b(t)Fk (Rc1,γ (t)) , (6.86)
ΔNl (Rc2, t) / Nlo = −ΔRc2 (t)Wl (Rc2,Rc2)+b(t)Fl (Rc2,γ (t)) , (6.87)
ΔNm (Rc2, t) / Nmo = −ΔRc2 (t)Wm (Rc2,Rc2)+b(t)Fm (Rc2,γ (t)) , (6.88)
ΔNn (Rc2, t) / Nno = −ΔRc2 (t)Wn (Rc2,Rc2)+b(t)Fn (Rc2,γ (t)) . (6.89)

In this case we start by determining from Eqs. 6.87–6.89 γ(t), b(t), and ΔRc2(t) by
the same manner as in Section 6.18.2, and then determine ΔRc1(t) from Eq. 6.86.
So, there are four steps in solving the inverse problem.

1. We calculate for this set of CR detectors the special function:

Ψlmn (Rc2o,γ) =
WlFm (Rc2o,γ)−WmFl (Rc2o,γ)
WmFn (Rc2o,γ)−WnFm (Rc2o,γ)

, (6.90)

where

Wl2 ≡Wl (Rc2o,Rc2o) , Wm2 ≡Wm (Rc2o,Rc2o) , Wn2 ≡Wn (Rc2o,Rc2o) . (6.91)

2. We determine from the equation

Ψlmn (Rc2,γ (t)) =
Wl2ΔNm (Rc2, t) / Nmo −Wm2ΔNl (Rc2, t) / Nlo

Wm2ΔNn (Rc2, t) / Nno −Wn2ΔNm (Rc2, t) / Nmo
, (6.92)

the value of γ (t) (the method described in Section 6.18.2 for solving Eq. 6.81 can
be used).

3. Using the values of γ (t) found from Eq. 6.92 for each time t, we determine

ΔRc2 (t) =
Fl (Rc2o,γ (t))ΔNm (Rc2, t) / Nmo −Fm (Rc2o,γ (t))ΔNl (Rc2, t) / Nlo

Fm (Rc2o,γ (t))ΔNn (Rc2, t) / Nno −Fn (Rc2o,γ (t))ΔNm (Rc2, t) / Nmo
,

(6.93)

b(t) =
Wl2ΔNm (Rc2, t) / Nmo −Wm2ΔNl (Rc2, t) / Nlo

Wl2Fm (Rc2o,γ (t))−Wm2Fl (Rc2o,γ (t))
. (6.94)

4. From Eq. 6.86 we then determine

ΔRc1 (t) = [b(t)Fk (Rc1o,γ (t))−ΔNk (Rc1, t) / Nko]Wk1, (6.95)

where Wk1 ≡Wk1 (Rc1o,Rc1o).

6.18.4 Determining the Cutoff Rigidity Changes in the Case of Two
Components in the Each of the Two CR Observatories

If there are two and two components in both CR Observatories, instead of the system
Eqs. 6.86–6.89 we will have
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ΔNk (Rc1, t) / Nko = −ΔRc1 (t)Wk (Rc1o,Rc1o)+b(t)Fk (Rc1o,γ (t)) , (6.96)
ΔNl (Rc1, t) / Nlo = −ΔRc1 (t)Wl (Rc1o,Rc1o)+b(t)Fl (Rc1o,γ (t)) , (6.97)
ΔNm (Rc2, t) / Nmo = −ΔRc2 (t)Wm (Rc2o,Rc2o)+b(t)Fm (Rc2o,γ (t)) , (6.98)
ΔNn (Rc2, t) / Nno = −ΔRc2 (t)Wn (Rc2o,Rc2o)+b(t)Fn (Rc2o,γ (t)) . (6.99)

From the system of Eqs. 6.96–6.99 we exclude the linear unknown variables b(t),
ΔRc1(t), ΔRc2(t) and finally obtain a nonlinear equation for determining γ (t):

WkΔNl (Rc1, t) / Nlo −WlΔNk (Rc1, t) / Nko

WmΔNn (Rc2, t) / Nno −WnΔNm (Rc2, t) / Nmo
=Ψklmn (Rc1o,Rc2o,γ (t)) , (6.100)

where the special function for combination of two CR observatories is deter-
mined by

Ψklmn (Rc1o,Rc2o,γ) =
Wk1Fl (Rc1o,γ)−Wl1Fk (Rc1o,γ)

Wm2Fn (Rc2o,γ)−Wn2Fm (Rc2o,γ)
, (6.101)

which can be calculated for any pair of CR observatories by using the known
functions Fk (Rc1o,γ) ,Fl (Rc1o,γ) ,Fm (Rc2o,γ) ,Fn (Rc2o,γ), and known values
Wk1 ≡ Wk (Rc1o,Rc1o), Wl1 ≡ Wl (Rc1o,Rc1o), Wm2 ≡ Wm (Rc2o,Rc2o) , and Wn2 ≡
Wn (Rc2o,Rc2o). After determining γ (t), we can determine the other three unknown
variables:

ΔRc1 (t) =
Fk (Rc1o,γ (t))ΔNl (Rc1, t) / Nlo −Fl (Rc1o,γ (t))ΔNk (Rc1, t) / Nko

Wk1Fl (Rc1o,γ (t))−Wl1Fk (Rc1o,γ (t))
(6.102)

ΔRc2 (t) =
Fm (Rc2o,γ (t))ΔNn (Rc2, t) / Nno −Fn (Rc2o,γ (t))ΔNm (Rc2, t) / Nmo

Wm2Fn (Rc2o,γ (t))−Wn2Fm (Rc2o,γ (t))
,

(6.103)

b(t) =
Wk1ΔNl (Rc1, t) / Nlo −Wl1ΔNk (Rc1, t) / Nko

Wk1Fl (Rc1o,γ (t))−Wl1Fk (Rc1o,γ (t))

=
Wm2ΔNn (Rc2, t) / Nno −WnΔNm (Rc2, t) / Nmo

Wm2Fn (Rc2o,γ (t))−Wn2Fm (Rc2o,γ (t))
.

(6.104)

6.18.5 Determining Planetary Cutoff Rigidity Changes
Distribution on the Basis of Many CR Observatories’ Data
by the Spectrographic Method

Let us suppose that we have CR data from n CR observatories of the worldwide
network with cutoff rigidities Rc1o, Rc2o, Rc3o, . . . , Rcno at t = 0. In this case we will
have unknown variables ΔRc1(t), ΔRc2(t), ΔRc3(t), . . . , ΔRcn(t), b(t), and γ (t), i.e.,
n+2 unknown variables. It means that, for solving the inverse problem, and by CR
data to determine the planetary cutoff rigidity changes distribution, we need at least
CR data of n+2 detectors. Let us consider two cases.
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Case 1. Let us suppose that at one of the CR observatories (e.g., observatory 1)
there are measurements of three CR components k, l, and m with different coupling
functions. In this case the system of n+2 equations will be

ΔNk (Rc1, t) / Nko = −ΔRc1 (t)Wk1 +b(t)Fk (Rc1o,γ (t)) , (6.105)

ΔNl (Rc1, t) / Nlo = −ΔRc1 (t)Wl1 +b(t)Fl (Rc1o,γ (t)) , (6.106)

ΔNm (Rc1, t) / Nmo = −ΔRc1 (t)Wm1 +b(t)Fm (Rc1o,γ (t)) , (6.107)

ΔN2 (Rc2, t) / N2o = −ΔRc2 (t)W2 +b(t)F2 (Rc2o,γ (t)) , (6.108)

ΔN3 (Rc3, t) / N3o = −ΔRc3 (t)W3 +b(t)F3 (Rc3o,γ (t)) , (6.109)

ΔNn (Rcn, t) / Nno = −ΔRcn (t)Wn +b(t)Fn (Rcno,γ (t)) , (6.110)

where

Wk1 ≡Wk (Rc1o,Rc1o) , Wl1 ≡Wl (Rc1o,Rc1o) , Wm1 ≡Wm (Rc1o,Rc1o) ,

W2 ≡W2 (Rc2o,Rc2o) , W3 ≡W3 (Rc3o,Rc3o) , . . . ..Wn ≡Wn (Rcno,Rcno) .
(6.111)

From Eqs. 6.105–6.107 we determine γ (t), ΔRc1 (t), and b(t) as was done in
Section 6.18.2. In the first, we calculate the special function

Ψklm (Rc1o,γ) =
Wk1Fl (Rc1o,γ)−Wl1Fk (Rc1o,γ)
Wl1Fm (Rc1o,γ)−Wm1Fl (Rc1o,γ)

, (6.112)

and then determine γ (t) from the equation

Ψklm (Rc1o,γ (t)) =
Wk1ΔNl (Rc1o, t)/Nlo −Wl1ΔNk (Rc1o, t)/Nko

Wl1ΔNm (Rc1o, t)/Nmo −Wm1ΔNl (Rc1o, t)/Nlo
. (6.113)

After determining γ (t), we determine

ΔRc1 (t) =
Fk (Rc1o,γ (t))ΔNl (Rc1, t)/Nlo −Fl (Rc1o,γ (t))ΔNk (Rc1, t)/Nko

Fl (Rc1o,γ (t))ΔNm (Rc1, t)/Nmo −Fm (Rc1o,γ (t))ΔNl (Rc1, t)/Nlo
,

(6.114)

and

b(t) =
Wk1ΔNl (Rc1, t)/Nlo −Wl1ΔNk (Rc1, t)/Nko

Wk1Fl (Rc1o,γ (t))−Wl1Fk (Rc1o,γ (t))
. (6.115)

Now we can easily determine the changes of cutoff rigidities on all other CR obser-
vatories:

ΔRc2 (t) = [b(t)F2 (Rc2o,γ (t))−ΔN2 (Rc2, t)/N2o] / W2, (6.116)
ΔRc3 (t) = [b(t)F3 (Rc3o,γ (t))−ΔN3 (Rc3, t)/N3o] / W3, (6.117)
ΔRcn (t) = [b(t)Fn (Rcno,γ (t))−ΔNn (Rcn, t)/Nno] / Wn, (6.118)
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Case 2. Let us suppose that at two of the CR observatories (e.g., observatories 1
and 2) there are measurements of two CR components at each of these observatories:
k, l, and m, p. In this case, the system of n+2 equations will be

ΔNk (Rc1, t) / Nko = −ΔRc1 (t)Wk1 +b(t)Fk (Rc1o,γ (t)) , (6.119)

ΔNl (Rc1, t) / Nlo = −ΔRc1 (t)Wl1 +b(t)Fl (Rc1o,γ (t)) , (6.120)

ΔNm (Rc2, t) / Nmo = −ΔRc2 (t)Wm2 +b(t)Fm (Rc2o,γ (t)) , (6.121)

ΔNp (Rc2, t) / Npo = −ΔRc2 (t)Wp2 +b(t)Fp (Rc2o,γ (t)) , (6.122)

ΔN3 (Rc3, t) / N3o = −ΔRc3 (t)W3 +b(t)F3 (Rc3o,γ (t)) , (6.123)

ΔNn (Rcn, t) / Nno = −ΔRcn (t)Wn +b(t)Fn (Rcno,γ (t)) , (6.124)

where

Wk1 ≡Wk (Rc1o,Rc1o) , Wl1 ≡Wl (Rc1o,Rc1o) , Wm2 ≡Wm (Rc2o,Rc2o) ,
Wp2 ≡Wp (Rc2o,Rc2o) , W3 ≡W3 (Rc3o,Rc3o) , . . . ..Wn ≡Wn (Rcno,Rcno) .

(6.125)

From Eqs. 6.119–6.122, we determine γ (t), ΔRc1 (t), ΔRc2 (t), and b(t), as was done
in Section 6.18.4. In the first, we calculate the special function

Ψklmp (Rc1o,Rc2o,γ) =
Wk1Fl (Rc1o,γ)−Wl1Fk (Rc1o,γ)

Wm2Fp (Rc2o,γ)−Wp2Fm (Rc2o,γ)
, (6.126)

and then from the equation

Wk1ΔNl (Rc1, t) / Nlo −Wl1ΔNk (Rc1, t) / Nko

Wm2ΔNp (Rc2, t) / Npo −Wp2ΔNm (Rc2, t) / Nmo
=Ψklmp (Rc1o,Rc2o,γ (t)) , (6.127)

we determine γ (t). After we determine ΔRc1 (t), ΔRc2 (t), and b(t):

ΔRc1 (t) =
Fk (Rc1o,γ (t))ΔNl (Rc1, t) / Nlo −Fl (Rc1o,γ (t))ΔNk (Rc1, t) / Nko

Wk1Fl (Rc1o,γ (t))−Wl1Fk (Rc1o,γ (t))
,

(6.128)

ΔRc2 (t) =
Fm (Rc2o,γ (t))ΔNp (Rc2, t)/Npo −Fp (Rc2o,γ (t))ΔNm (Rc2, t) / Nmo

Wm2Fn (Rc2o,γ (t))−Wp2Fm (Rc2o,γ (t))
,

(6.129)

b(t) =
Wk1ΔNl (Rc1, t) / Nlo −Wl1ΔNk (Rc1, t)/Nko

Wk1Fl (Rc1o,γ (t))−Wl1Fk (Rc1o,γ (t))

=
Wm2ΔNp (Rc2, t)/Npo −Wp2ΔNm (Rc2, t) / Nmo

Wm2Fp (Rc2o,γ (t))−Wp2Fm (Rc2o,γ (t))
.

(6.130)
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Now we can easily determine the changes of cutoff rigidities at all other CR obser-
vatories from 3 to n:

ΔRc3 (t) = [b(t)F3 (Rc3o,γ (t))−ΔN3 (Rc3, t)/N3o] / W3, (6.131)
ΔRcn (t) = [b(t)Fn (Rcno,γ (t))−ΔNn (Rcn, t)/Nno] / Wn, (6.132)

Let us remember that ΔNn (Rcn, t) / Nno are observed on the nth observatory CR in-
tensity variation, functions Fn (Rcno,γ (t)) were determined by Eq. 6.75, and values
Wn – by Eq. 6.125.

6.18.6 An Example of Using the Spectrographic Method
for Determining CR Geomagnetic Variations; Application
to Ring Current (Events in May and June 1972)

In Dorman et al. (1973a), the Irkutsk spectrograph data (Rco = 3.8GV) are used
for studying in detail two cases of CR Forbush decreases in May and June 1972.
Table 6.12 classifies the information on solar chromospheric flares which may have
caused the discussed events.

Observed CR variations and results of spectrographic analysis are shown in
Fig. 6.80 for the event in May 1972 and in Fig. 6.81 for the event in June 1972.
Panels a in both figures present the initial experimental data on the hard muon com-
ponent measured at sea level (thick solid curve) and neutron component measured
at sea level (thin solid curve) and at altitudes of 2,000 m (dashed line) and 3,000 m
(dotted line). Panels b in both figures present the magnetospheric disturbances repre-
sented with the Dst-variation), panels c show determined values of ΔRc, and panels
d – parameter γ , panels e represent extraterrestrial variation of primary CR spec-
trum ΔD(R)/Do (R) for particles with rigidity 4.5 GV and 15 GV, panels f and g
show magnetospheric and interplanetary variations of the neutron component at sea
level.

Comparison of the Dst-variation behavior in May and June, 1972 shows that the
magnetospheric disturbances were different during these periods, both in character
and value. In the May event, the Dst-disturbances did not exceed 25 nT whereas
in the June event a magnetic storm with a field depression of ∼200nT was de-
tected. The change in the geomagnetic cutoff rigidity displays a similar difference.

Table 6.12 Characteristics of phenomena connected with Forbush effects in May and June 1972
(From Dorman et al., 1973a)

Chromospheric flares Forbush decrease
Date tmax Duration Class Coordinates Start (UT) ΔN/N Γ ΔRc(GV)

(min) (%)

May 28 13 h 30 m 220 2B 9 N, 30 E May 30, ∼12 h −3.9 −1.0 0 ± 0.2
June 15 9 h 54 m 60 2N 12 S, 10 E June 17, 14 h −6.0 −1.5 −0.5±0.2
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Fig. 6.80 Results of the
analysis of the May, 1972
Forbush effect detected with
the CR spectrograph at Irkutsk
(cutoff rigidity 3.8 GV). Ex-
planations are given in the text
(From Dorman et al., 1973a)

The observed changes in Rc were very small in May but reached a value of 1.5
±0.2GV in June. This comparison provokes a conclusion about a persistent rela-
tionship between the magnetospheric disturbances characterized by the Dst-index
and the changes in the CR magnetic cutoff ΔRc.

This conclusion was verified by analyzing a number of Forbush effects ac-
companied by magnetic disturbances. The results of the analysis are presented in
Table 6.13. A comparison between Dst and ΔRc shows that these values fail to
exhibit an unambiguous relationship (i.e., a disturbance in Dst does not always
involve a ΔRc effect). This conclusion does not contradict theoretical results con-
sidered above, in Sections 6.14–6.15. The modern ideas imply that the storm-time
Dst-variation is mainly due to the changes of the conditions in the magnetospheric
westward current system. The ΔRc effect is a function of the total current intensity
and spatial distribution of the current density in this current system. Therefore, a
change in the CR geomagnetic cutoff is a function of some parameters determin-
ing the conditions and geometry of the current system. This current system may be
considered in the first approximation as the ring current, and the results obtained for
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Fig. 6.81 The same as in Fig. 6.80, but for the Forbush effect in June, 1972 (From Dorman
et al., 1973a)

ΔRc may be used together with the Dst-data to estimate the total current intensity in
the ring as well as the effective radius of the ring current (see Table 6.13).

Of course, the current structure is more complex. The current exhibits a certain
distribution in the radiation belts; and a detailed analysis of the planetary distribution
of Dst and ΔRc in combination with a comparison to theoretical calculations for the
corresponding models of the magnetospheric spatial currents are necessary to obtain
the complete characteristics of the ring current.
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Table 6.13 Determining of ΔRc and parameters of the current ring from the Irkutsk CR spectro-
graph data (From Dorman et al., 1973b)

Date of Field ΔRc (GV)at Current ring Mc / ME
magnetic storm depression (nT) Rco = 3.8 GV radius (rE)

November 7, 1970 100 −1.3±0.3 5 0.5
January 21, 1971 70 −0.2±0.3 9 0.65
June 18, 1972 180 −0.8±0.2 5 0.4
August 4, 1972 123 0 ± 0.2 5 <0.1
August 5, 1972 130 −1.3±0.2 4 0.2
August 9, 1972 160 −0.8±0.2 5 0.4

6.19 Cutoff Rigidity Variations of European Mid-latitude
Stations During the September 1974 Forbush Decrease

6.19.1 The Matter of Problem

Flückiger et al. (1975) noted that in studies of primary spectral variations during
CR Forbush decreases based on NM data, one must account for perturbations in the
geomagnetic field as a cause of considerable changes in cutoff rigidity. Possibili-
ties for an experimental determination of cutoff variations have been examined by
several authors. A review of the different techniques has been given in Debrunner
et al. (1973), where a special method for mid-latitude stations was also proposed.
Louis et al. (1972) represents a comprehensive study of variations in cutoff rigidity
during magnetic storms. In Agrawal et al. (1974) it was suggested that during the
complex of events in August 1972, a sudden increase in CR intensity coinciding
with a geomagnetic storm with Dst ≈ 200nT on August 4, was caused by a lowering
of the cutoff rigidity.

6.19.2 Used Data and Main Characteristics of the Event

In Flückiger et al. (1975) variations of the cutoff rigidity at Jungfraujoch during
the September 1974 event are analyzed based on the hourly NM data of Kiel and
Utrecht. All these stations have nearly the same asymptotic directions of viewing,
which is a necessary condition for the used method of analysis. On September 13,
1974, a decrease in CR intensity started as indicated in Fig. 6.82. On September
15 at 13.43 UT, a storm sudden commencement (SSC) occurred, probably due to
a complex of solar flares on September 13 starting between 14.58 and 15.13 UT
in McMath regions 13224 and 13225 and was followed by a strong geomagnetic
storm and sharp Forbush decrease at very high-latitude stations. However, for Kiel
the intensity remained practically constant for several hours whereas at other mid-
latitude stations (Utrecht, Dourbes, Zugspitze, Jungfraujoch, and Rome) an increase
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Fig. 6.82 Relative variations
of the total counting rates,
with respect to the refer-
ence level of September 4–8,
1974, for the stations Rome
(ROM), Jungfraujoch (JUN),
Zugspitze (ZUG), Dourbes
(DOU), Utrecht (UTR), Kiel
(KIE), and Oulu (OUL) (From
Flückiger et al., 1975)

in intensity was recorded. The intensity at Zugspitze and Jungfraujoch reached a
maximum of +1.0% and +1.5%, respectively, relative to the average CR intensity of
September 4–8, 1974, which was used as the reference level. As this observed inten-
sity increase shows an “inverse” latitude effect, which is expected up to Rc ≈ 7GV
from theoretical considerations of cutoff changes, the only possible cause for this
effect is a lowering of the geomagnetic cutoff rigidity. An increase due to energetic
solar particles or an anisotropy would show a normal latitude effect and can there-
fore be excluded. Also on this basis, the behavior of the recordings from Kiel and
the other mid-latitude stations can be explained. As the cutoff rigidity at Oulu is less
than the atmospheric cutoff, this station records the true Forbush decrease.

6.19.3 Results of Data Analysis

According to Flückiger et al. (1975) during a Forbush decrease the primary cosmic
ray spectrum D(R, t) is generally described by

D(R, t) =
(

1+η (t)R−γ(t)
)

Do (R) , (6.133)
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where Do (R) is the undisturbed primary differential rigidity spectrum. Taking into
account a possible simultaneous change of the effective cutoff rigidity Rc, the rel-
ative variations of the counting rate of any NM at atmospheric depth h are then
given by

ΔN (h,Rc, t) / No =
∞∫

Rco+ΔRc(t)

D(R, t)W (h,R,Rco)dR, (6.134)

where D(R, t) is determined by Eq. 6.133. For September 1974, the normalized
coupling functions W (h,R,Rco) have been deduced from the best-fit differential re-
sponse functions. The exponent γ (t) may vary from event to event (e.g., Lockwood,
1971) and even during an event (Aldagarova et al., 1973). Since nearly all exper-
imentally obtained values for γ (t) fall in the range 0 ≤ γ (t) ≤ 1.6 with errors in
the order of ±0.4, the exponent γ (t) was varied in this analysis from 0.4 to 1.4 in
steps of 0.2. For each γ (t) the amplitudes η (t) in Eq. 6.133 were determined for the
stations Kiel and Utrecht. The spectra so obtained have been used to calculate the
relative variations of the total counting rate at Jungfraujoch, (ΔN (h,Rc, t) / No)

JJ
th ,

for (ΔRc (t))JJ = 0. The differences between observed and theoretical variations
were attributed to cutoff changes. Numerical values for the variations (ΔRc (t))JJ
have then been determined. Taking into account the theoretical latitude dependence
of ΔRc (t) according to Obayashi (1959), the cutoff changes (ΔRc (t))K of Kiel and
(ΔRc (t))U of Utrecht have been calculated from (ΔRc (t))JJ . The same computing
process was then repeated using the changed cutoff rigidity for the three stations
until the variation of the altered value of (Rc)JJ was less than 0.01 GV.

Figure 6.83 shows the resulting mean values of (ΔRc (t))JJ computed with
γ = 0.8 for September 13–18, 1974. As a check the data from Oulu and Dourbes

Fig. 6.83 Variations of the
cutoff rigidity at Jungfraujoch
during September 13–18,
1974: dark line – deduced
from the NM data of Kiel and
Utrecht, points – calculated
from Dst variation (From
Flückiger et al., 1975)
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was treated in the same way as the Kiel and Utrecht data. The results for the cutoff
changes at Jungfraujoch are in close agreement with those obtained from Kiel and
Utrecht measurements. As an additional check, the cutoff changes for Zugspitze and
Rome were calculated with measurements from Oulu, Kiel, Utrecht, and Dourbes.
These results show the expected latitude-dependence of the cutoff variations as com-
pared with ΔRc for Jungfraujoch.

For the determination of the accuracy in the deduced cutoff variations, we must
account for errors in the coupling functions, inaccuracies in the exponent γ , statis-
tical errors of the measured counting rates, as well as for the errors introduced by
pressure corrections. A discussion on the reliability of this method has already been
given in the paper of Debrunner et al. (1973). Following the same procedure, the
relative errors in (ΔRc (t))JJ due to unreliability in the coupling functions have been
determined to be in the order of ±30%. The errors in γ cause a mean inaccuracy in
the determination of cutoff variations of +0.10/–0.03 GV. The uncertainties due to
inaccuracies in the NM data are of the order of ±0.1GV. Thus, the maximum error
in |(ΔRc (t))JJ| given in Fig. 6.83 has the value of ±0.3GV.

6.19.4 Main Results and Discussion

Cutoff rigidity variations during a Forbush decrease are thought to be due mainly to
a ring current with a magnetic moment opposite to the intrinsic geomagnetic mo-
ment. Therefore the obtained results are compared with cutoff changes following
from hourly values of the index Dst, which are a measure for the ring current field
near the earth (e.g., Akasofu, 1963). From the Dst values, it is also possible to de-
duce theoretical cutoff variations (e.g., Obayashi, 1959). These calculated values for
the cutoff rigidity changes at Jungfraujoch are also given in Fig. 6.83. The compari-
son between the theoretical and experimentally deduced values of the variations of
cutoff rigidity shows reasonably good agreement. Furthermore, there seems to be a
maximum sensitivity in cutoff variations around 16.00 local time when the asymp-
totic directions for low rigidities are in the geomagnetic tail; this phenomenon was
also observed in analysis of the July 1974 Forbush decrease. This has also been no-
ticed by Hatton and Marsden (1962) and may be due to an asymmetric ring current,
as pointed out by Yoshida et al. (1968). However, further research is needed for a
better understanding of these effects.

Flückiger et al. (1975) came to the conclusion that during the September, 1974
event, the effective vertical cutoff rigidity of Jungfraujoch was considerably low-
ered with a maximum variation (ΔRc (t))JJ = −1.0 ± 0.3GV between 15.00 and
19.00 UT on September 15. The magnitude of the changes are in reasonable agree-
ment with the theoretical values calculated from Dst and with values for simi-
lar events cited in the literature (e.g., Freier, 1962; Hatton et al., 1962; Wolfson
et al., 1967; Yoshida et al., 1968; Wolfson and Nobles, 1968, 1970).
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6.20 The Extraterrestrial and Geomagnetic Variations in CR
During the Forbush Decreases of March 26, 1976

6.20.1 Observation Data

The paper of Dorman et al. (1977) presents the results of the analysis of the CR in-
tensity variations detected during the Forbush effect of March 26–28, 1976 with the
help of the Sayans spectrographic complex (Irkutsk, Rco = 3.81GV). The complex
consists of three stations located at altitudes of 435, 2000, and 3,000 m above sea
level. The stations are equipped with the standard NM-64 neutron super-monitors
for detection of the CR secondary nucleonic component within a statistical accu-
racy of ±0.1% for 2-h intervals of measurements. The vertical muon component
is additionally detected at the 435 m level with a Geiger-counter telescope within a
statistical accuracy of ±0.14%. The experimental data for the neutron and energetic
meson components detected with the spectrographic complex from March 25 to 28,
1976 are shown in Fig. 6.84. It can be seen from the plots that a CR increase was
observed on March 26 with the amplitude ∼3.8% at the 435 m level, ∼6% at the
3,000 m level in the neutron component and ∼0.3% in the muon component. Such
a relationship between the amplitudes is usually observed during the solar CR ar-
rival to the earth. The experimental spectrographic data were processed using the
spectrographic method (see Section 6.18).

The obtained results show that apart from the Forbush decrease, the variation
of geomagnetic cutoff rigidity is very important (panel b in Fig. 6.84). The latter
effect was so significant (panel c in Fig. 6.84) that it could not only compensate
the Forbush decrease in the CR intensity but cause a total increase detected in the
neutron components.

It can be seen from panel b in Fig. 6.84 that the variation ΔRc (t) during the main
phase of the magnetic storm reached ≈ 0.9GV (at Rco = 3.81GV). Figure 6.84 also
presents the Dst-variations obtained from the ground-based magnetic observations.
According to the Dst-data, a magnetic storm with a ∼225nT depression of the field
during the main phase was detected on March 26, 1976.

6.20.2 Comparison Between the ΔRc(t) and Dst-Variations

The comparison between the ΔRc (t) and Dst-variations show a similarity of their
changes in time. This feature, however, cannot be an immediate confirmation of
the reality of the found effect of the variation of the geomagnetic cutoff rigid-
ity. There-fore the experimental data for the neutron component from the world-
wide network of stations were examined (see Fig. 6.85): Tixie (Rco = 0.53GV ),
Norilsk (0.63 GV), Yakutsk (1.0 GV), Novosibirsk (2.91 GV), Irkutsk (3.81 GV),
Khabarovsk (5.54 GV), and Tokyo (11.61 GV).
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Fig. 6.84 The results of the CR variation measurements by the Sayan spectrograph complex: a the
data for the neutron (dashed line) and muon (dotted line) components at the 435 m level, as well
as the neutron component data at the 3,000 m level (solid line); b variations in the geomagnetic
cutoff rigidity ΔRc (t) (dashed line) and the Dst-variation (solid line); c the change of the parameter
γ of the primary variation spectrum, approximated by the power function ΔD(R) / Do (R) = aR−γ ;
d the variation in the primary spectrum of the particles with rigidity 4 GV; e and f – the neutron
component variations of magnetospheric and interplanetary origin at 435 m level (From Dorman
et al., 1977)
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Fig. 6.85 The data on the ΔN (Rco, t) / No of the NM component variations at March 25–27, 1976
from the worldwide network of stations (From Dorman et al., 1977)

Analysis of the data shows that the intensity increase can be clearly traced at
the low-latitude stations and is almost invisible at the polar stations. This feature is
characteristic of the effect of the geomagnetic cutoff rigidity variation. Hence, the
decrease in the geomagnetic cutoff rigidity detected with the spectrograph in Irkutsk
(panel b in Fig. 6.84) during the main phase of the magnetic storm is real.

6.20.3 Variations of ΔRc on Different CR Stations and Dependence
of ΔRc on Rco

It is of interest to estimate ΔRc for each CR station and to study the dependence on
Rco. To isolate the magnetospheric part from the observed ΔN (Rco, t) / No for each
station, the data of the primary spectrum variations obtained with the spectrographic
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Fig. 6.86 The variations of
the geomagnetic cutoff rigid-
ity at the stations of the world-
wide network: Novosibirsk
(dash-dot line), Irkutsk (solid
line), Khabarovsk (dashed
line), and Tokyo (dotted line)
(From Dorman et al., 1977)

Fig. 6.87 Values of ΔRc in
dependence of the geomag-
netic cutoff rigidity Rco (From
Dorman et al., 1977)

method (panels c and d in Fig. 6.84) were used. Panel f in Fig. 6.84 shows the be-
havior of the primary CR spectrum ΔD(R, t) / Do (R) for the particles with a rigidity
of 4 GV for the approximation of the spectral variations by a function of the form
ΔD(R) / Do (R) = aR−γ . The resultant variations of the geomagnetic cutoff threshold
for the worldwide network of stations are presented in Fig. 6.86.

The data displayed in Fig. 6.86 have been used to plot the dependence of
ΔRc from Rco by averaging over the interval 09.00–20.00 UT on March 26 (see
Fig. 6.87). The peak of the curve ΔRc = f (Rco) at Rco ≈ 3−5GV and the descend-
ing branches are indicative of the geomagnetic latitude limitless of the size of the
westward drift current in the magnetosphere responsible for the main phase of the
magnetic storm.

6.20.4 Estimation of Ring Current’s Properties

Assuming, as some approximation, that the real current is the ring current, the total
intensity and the effective radius of the ring current may be estimated using the data
on ΔRc = f (Rco) and Dst (t) in the frame of theoretical model calculations described
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in Section 6.6–6.7. The comparison has shown that the magnetic moment of the ring
current relative to the earth’s magnetic moment is Mrc / ME ≈ 0.34 and the relative
radius rrc / rE ≈ 4.5. Naturally, the actual structure of the current is more complex. It
seems, therefore, that the real system of the drift current exhibits a spatial structure
intermediate between the threadlike ring and the distributed current, over a sphere
with the intensity proportional to the cosine of latitude.

Thus, the analysis of the data from the Sayan spectrographic complex for the
magnetic storm of March 26, 1977 has shown that, apart from a Forbush decrease,
the geomagnetic cutoff rigidity decrease also occurred due to the enhancement of
the westward drift ring current.

6.21 Estimates of the Parameters of the Magnetospheric Ring
Current During Magnetic Storms on the Basis of CR Data

6.21.1 The Matter of Problem and Observational Data

The spectrographic method permits the information on the variations of interplan-
etary and atmospheric as well as geomagnetic origin, to be derived from ground-
based CR observation data. The geomagnetic effects in CRs are mainly due to the
earth’s magnetic field variations and, therefore, their study is of interest when ex-
amining the sources of the geomagnetic disturbances. According to Akasofu and
Chapman (1972), the magnetospheric ring current is the main source of geomag-
netic disturbances during magnetic storms. Determination of the ring current radius
on the basis of ground-based magnetic data cannot be unambiguous and involves
some errors (Isaev and Pudovkin, 1972). It is of great interest, therefore, to gain
additional information on the generated current system (Dorman et al., 1979). The
trajectories of the primary CR particles are markedly affected by the earth’s mag-
netic field at distances smaller than several radii of the earth. Therefore, although
the ring current results in an increase of the earth’s magnetic moment at heliocentric
distances outside the ring current, such an increase cannot practically affect the CR.
The CR trajectories are significantly affected by the ring current in the region of and
inside the ring current, thereby decreasing the threshold geomagnetic cutoff rigidity
ΔRc. The data displayed in panels a in Figs. 6.88–6.90 for magnetic storms of June
17–22, 1972, August 4–11, 1972, and March 26–28, 1976 confirm this conclusion.

6.21.2 Analysis of Data in the Frame of Two Used Models
of Ring Current

The solid curves in panel a of Figs. 6.88–6.90 show the behavior of ΔRc and the
dashed curves present the Dst- variations in the same period. The analytical solution
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Fig. 6.88 Event in June 1972. See the explanation in text (From Dorman et al., 1979)

Fig. 6.89 Event in August 1972. See the explanation in text (From Dorman et al., 1979)
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Fig. 6.90 Event in March
1976. See the explanation in
text (From Dorman et al.,
1979)

for the problem of finding the cutoff rigidities in the earth’s dipolar field in the
presence of the equatorial ring current has been given in Sections 6.6–6.7. The cutoff
rigidities were calculated in terms of two models of current systems, namely the
threadlike ring current and the current distributed over a sphere whose intensity is
proportional to the latitude cosine. The following equations were obtained as a result
of the calculations:

ΔRc = (Mrc / ME)exp(2.83−1.72ln(rrc / rE))+0.13(rrc / rE)−0.39 [GV] ,
(6.135)

ΔH = (Mrc / ME)exp(10.89−2.91ln(rrc / rE)) [nT] (6.136)

for the ring current model where the current intensity is proportional to the latitude
cosine, and

ΔRc = (Mrc / ME)× (1.06(rrc / rE)−0.55) [GV] , (6.137)

ΔH = (Mrc / ME)exp(11.37−3.30ln(rrc / rE)) [nT] , (6.138)

for the model of the threadlike ring current. Here ΔRc is the variation of the geomag-
netic cutoff rigidity (in GV); ΔH is the magnetic field decrease on the earth’s surface
at the equator (in nT); rrc is the ring current radius and Mrc is the magnetic moment
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of the ring current. The two sets of Eqs. 6.135–6.136 and Eqs. 6.137–6.138 have
been obtained for the point of CR observations with geomagnetic cutoff rigidity
Rc = 4GV.

The analysis of the magnetic storms of June 17–22, 1972, August 4–11, 1972,
and March 26–28, 1976 is presented here. One of the characteristic features of a
geomagnetic storm on the earth’s surface is a decrease of the horizontal component
of the field at low and medium latitudes with subsequent recovery within several
days. The data on the Dst-variation in the earth’s magnetic field, and the values
of ΔRc obtained from the Sayan spectrograph have been used on the basis of the
sets of Eqs. 6.135–6.136 and Eqs. 6.137–6.138 to estimate rrc / rE, Mrc / ME, and
Irc of the generated current systems during the above-mentioned magnetic storms.
The current intensities Irc (in Amperes), the radius rrc / rE (in relative units of the
earth’s radius rE ), and the magnetic moment Mrc / ME (in relative units of the earth’s
magnetic moment ME) obtained in terms of the above-mentioned models, are shown
in panels b, c, and d of Figs. 6.88–6.90. The solid and dashed curves in the figures
show the values of Irc, rrc / rE and Mrc / ME obtained respectively in terms of the
models of threadlike ring current and the current distributed proportionally to the
latitude cosine.

6.21.3 Main Results and Discussion

It can be seen from the plots shown in Fig. 6.88 that the decrease in the horizon-
tal component of the earth’s magnetic field reached −170 nT at the beginning of
June 17, while the ring current radius rrc / rE decreased down to the value 4 and
the current intensity increased up to ∼107 Amperes. As the magnetic storm sub-
sided, the current in the generated current system decreased and the radius (in terms
of the spherical model) increased abruptly and remained constant for some period,
whereas in terms of the threadlike current model, the radius increased gradually
and remained approximately constant throughout the examined period. As regards
the magnetic moment, the threadlike current model gives a value of Mrc / ME not
bigger than 0.3, even during the main phase of magnetic storm, whereas the model
of the current distributed over a sphere give a magnetic moment of the ring cur-
rent exceeding the earth’s magnetic moment (the highest values of Mrc / ME are not
shown in panel d in Figs. 6.88 and 6.89 because of inconvenience of the scale). Sim-
ilar conclusions may be drawn from examination of the magnetic storm of March
26–28, 1976.

At least five consecutive decreases in the earth’s magnetic field occurred during
the magnetic storm of August 4–11, 1972. At that time, a rather peculiar ring current
belt was formed, which was characterized (Kovalevsky et al., 1978) by various types
of consecutive injections during magnetospheric disturbances. At the same time, the
behavior of the ring current radius was significantly different as compared with the
cases discussed above, which is probably indicative of the validity of the assumption
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(Sizova, 1976; Sizova et al., 1977) of successive generation and superposition of the
ring current layers (DR1, DR2, DR3, etc.) which may coincide or differ in location.
In other words, it may be considered that an individual ring current belt is formed
during each magnetic storm. The examined period was also characterized by a con-
stant geomagnetic cutoff rigidity during the ∼100nT magnetic field depression in
August, 1972 event. It can be seen from panel c in Fig. 6.89, that during that period
the ring current belt was formed at a distance of ∼2rE.

Comparison between the results obtained in the two models of presentation of
ring current has shown the following. The changes of the radius and, particularly,
magnetic moment of the current system indicate that the model of ring current with
intensity proportional to the latitude cosine is probably less real than the threadlike
ring model. It may be assumed, therefore, that the lateral dimension (Z) is much
less than the radius rrc of the generated current system. Besides that, it is quite
obvious that the estimates of the current and the radius obtained here for the current
systems generated during magnetospheric disturbances have the meaning of some
mean effective values. Thus, the analysis of the data on the Dst-variations of the
earth’s magnetic field and on ΔRc are indicative of formation of ring current belts
within (3–6) rE. The ring current radius reduces during the main phase of magnetic
storm. The parameters of the real model of the magnetospheric ring current should
probably be intermediate between the models of threadlike ring current and current
distributed over a sphere in proportion to the latitude cosine.

6.22 Interrelation Between Variations of the CR Cutoff Rigidity
and the Geomagnetic Dst-Variation During Magnetic
Storms

6.22.1 The Matter of Problem

It is well known that the CR Forbush effects are accompanied by magnetic storms.
The Dst-variation used as a measure of the magnetospheric disturbances is mainly
contributed to by the ring DR current located at (3–6)rE. A much smaller contribu-
tion is from the DRT currents generated at greater distances (7–10) rE and from the
DCF current at the magnetospheric boundary (Akasofu and Chapman, 1974).

The magnetic disturbances can be seen in the CR detected on the earth as changes
of the charged-particle motion trajectories, and hence the changes of the geomag-
netic cutoff threshold rigidity Rc. It is of interest to find out the degree of the influ-
ence of the DR, DRT, and DCF currents on the variations of the Rc during magnetic
storms.
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6.22.2 Observational Data and Variations of Rc During
Three Events

The relevant experimental data were obtained from the Sayan CR spectrograph near
Irkutsk (Rco = 3.81GV). The description of the instruments and the experimental
techniques are given in Dvornikov et al., 1979(see also in Chapter 4 of Dorman,
M2004). Figures 6.91–6.93 show three events of Forbush effects in CR inferred
from the observations of the neutron component at sea level near Irkutsk (curves a
in all three figures).

The behavior of the Dst-variation may be used as an indication of the distur-
bance degree of the earth’s magnetic field and the power of magnetic storms (dashed
curves c). Figures 6.91–6.93 also show the time variations of the geomagnetic cutoff
threshold rigidity Rc (curves b) at Irkutsk where Rco = 3.81GV for non-disturbed
earth’s magnetic field. Let the behavior of Dst and Rc in each of the events be inter-
compared.

In the first event (February 15–17, 1978, see Fig. 6.91), a moderate magnetic
storm with a ∼90nT depression in the main phase was observed. The behavior of
Rc shows a clear increase by, on the average, 0.25 GV at a ±0.15GV error in each
individual 2-h value.

The second event (March 25–29, 1976, see Fig. 6.92) illustrates the unambiguous
correspondence between the decreases of Dst and Rc. The field depression in the
main phase of the magnetic storm reached −200 nT, while Rc decreased from Rco =
3.81GV to 1.51 GV.

Fig. 6.91 The behavior of the
geomagnetic Dst-variation
(curve c) and the cutoff
threshold rigidity Rc (curve b)
during the Forbush effect of
February 14–17, 1978 (curve
a) detected with the Irkutsk
neutron super-monitor at sea
level (Rco = 3.81GV) (From
Dorman et al., 1981)
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Fig. 6.92 The observation
period of March 25–29, 1976.
The designations are the same
as in Fig. 6.91 (From Dorman
et al., 1981)

Fig. 6.93 The observation period of July 5–14, 1979. The designations are the same as in Fig. 6.91
(From Dorman et al., 1981)

In the third event (July 5–14, 1979), no disturbances of the earth’s magnetic
field were inferred from the Dst data, whereas Rc decreased from Rco = 3.81GV
to 2.81 GV on July 9–10.

6.22.3 Discussion and Main Results

We shall try to explain the disagreement between the changes in Dst and Rc using the
estimates obtained in Dorman et al. (1979) for the parameters of the magnetospheric
current systems responsible for the earth’s magnetic field depression and for the
variations in Rc during the magnetic storms of June 17, 1972, August 4–5, 1972,
and March 26, 1976 (see Section 6.21). The estimates of the relative radii of ring
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Fig. 6.94 The dependence
of the position rrc / rE of the
ring current from the earth’s
magnetic field depression
Dst (in nT) inferred from: a –
luminosity of red arcs, b – Ex-
plorer 35, c –Intercosmos-17,
d – CR data (From Dorman
et al., 1979)

current rrc / rE and relative magnetic moments Mrc / ME were obtained in the frame of
the simple model of the threadlike ring current. The smoothened curve in Fig. 6.94
shows the variations in rrc / rE (calculated from the ΔRc data) as functions of the
observed Dst values.

Figure 6.94 also presents the averaged curves b and c obtained in Kuznetsov
(1979) and Lyons and Williams (1976) correspondingly from the direct satel-
lite measurements in the magnetosphere. Curve a has been obtained by Zaytseva
et al. (1971) from the data on the luminosity of the high-latitude auroral red arcs.

Curves a, b, c, and d in Fig. 6.94 exhibit the same trend of a decrease in the ring
current size rrc / rE with increasing depression of Dst. Curve d obtained from the CR
data runs above curves a, b, c obtained by other methods. This fact indicates that not
only DR but also the more remote DRT currents affect CR. The increase in Rc on
February 15–17, 1978 (see Fig. 6.91) is accounted for by the dominant (as compared
with the DR currents) effect in CR of the compression of the magnetosphere by
the enhanced DCF currents at the magnetospheric boundary. The above-mentioned
features in the behavior of Rc may be used together with other methods to diagnose
the state of the magnetosphere.

6.23 The CR Decreases at High Latitudes and Increases
at Middle Latitudes During Magnetic Storms

6.23.1 The Cases When During Magnetic Storms at High
Latitudes Observed CR Decreases but at Middle Latitudes
CR Increases

The events of the CR intensity increase during the geomagnetic storm were ex-
amined in a number of papers (e.g., Wolfson and Nobles, 1970; Dorman, 1981;
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Dorman et al., 1981; Flückiger et al., 1987; Kudo et al., 1987a). Antonova
et al. (1991) studied events where there was sufficient increase of CR intensity
at the high-altitude and middle-latitude station Tyan Shan (3,340 m above sea level,
cutoff rigidity 6.9 GV) during magnetic storms. For a detailed analysis eight events
of magnetic storms were chosen where a small decrease was observed in the CR
intensity at high-latitude stations and sufficient increase at the middle-latitude sta-
tion Tyan Shan. The observed increases connected with the decreases of the cutoff
rigidity during a magnetic storm. The values of cutoff rigidity, the amplitudes and
exponent of the Forbush-decrease spectrum were calculated from the CR data and
the radius of the ring current was estimated.

6.23.2 Main Equations for the Extended Spectrographic Method

The parameters of Forbush decrease and the change of cutoff rigidity Rc at Tyan
Shan CR station were determined using the extended spectrographic method de-
scribed in Dorman et al. (1981). Using this method we take into account that for
high-latitude stations Wi (Rc,Rc) = 0, so at these stations effects of changing Rc (CR
geomagnetic variations) will be negligible. According to this method, the CR inten-
sity variation ΔNi / Nio at i-station during the geomagnetic storm can be expressed
by the following equation:

ΔNi

Nio
= −ΔRciWi (Rci,Rci)+

∞∫

Rci

ΔD(R)
Do (R)

Wi (Rci,R)dR, (6.139)

where ΔD(R) / Do (R) is the primary CR variation, Wi (Rci,R) are the coupling func-
tion for the neutron component, and ΔRci is the change of cutoff rigidity Rci. Sug-
gesting that i = 1,2,3, for stations Apatity (sea level), Tyan Shan (3,340 m), and
Alma-Ata (806 m), accordingly, and that Wi (Rci,Rci) = 0 for Apatity, we have for

ΔD(R) / Do (R) = bR−γ (6.140)

the following three equations:

ΔN1 / N1o = b
∞∫

Rc1

R−γW1 (Rc1,R)dR, (6.141)

ΔN2 / N2o = −ΔRcW2 (Rc,Rc)+b
∞∫

Rc

R−γW2 (Rc,R)dR, (6.142)

ΔN3 / N3o = −ΔRcW3 (Rc,Rc)+b
∞∫

Rc

R−γW3 (Rc,R)dR, (6.143)
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Taking into account the relation between Wi (Rc,R) and polar coupling coefficient
Wio (0,R) (Dorman, M1974; see also Chapter 3 in Dorman, M2004) we obtain from
the set Eqs. 6.141–6.143 the equation for determining the parameter γ:

0.14ΔN2 / N2o −0.20ΔN3 / N3o

ΔN1 / N1o
= F (γ) , (6.144)

where

F (γ) =
1.4

∞∫
6.9

R−γW2o (0,R)dR−1.2
∞∫

6.9
R−γW3o (0,R)dR

∞∫
0

R−γW3o (0,R)dR
. (6.145)

The function F (γ) was tabulated for 0 ≤ γ ≤ 1. After determining γ from
Eq. 6.144 the parameter b may be easy determined from Eq. 6.141, and then from
Eq. 6.142 or Eq. 6.143 we determine ΔRc. An example of one of the chosen events is
shown in Fig. 6.95, where accumulated data of CR intensity at Tyan Shan (3340 m),
Alma-Ata (806 m), and high-latitude station Apatity (s. l.), as well as data on varia-
tion of H-component of geomagnetic field in Alma-Ata are shown.

6.23.3 CR and Magnetic Parameters for Eight Selected Magnetic
Storms

The experimental data ΔN2 / N2o for Tyan Shan station and ΔH at Alma-Ata geo-
magnetic station as well as results of determinations of b, γ and ΔRc are given in
Table 6.14.

The date indicated in Table 6.14 corresponds to the CR intensity maximum in-
crease. The average relative accuracy of b, γ , and ΔRc is about 20%. It should be
noted that the mean value of (ΔN2 / N2o) / (100nT) of ΔH is in agreement with the
theoretical curve for mountain stations from Kudo et al. (1987a) at Rc = 6.9GV.

6.23.4 Estimation of the Current Ring Radius

If we know the ΔRc and ΔH amplitude of a geomagnetic storm, we can evaluate
the radius rcr of the ring current. It can be made within the frame of some analytic
models, suggesting that the main phase of the geomagnetic storm and the increase of
CR intensity are due to the ring current. We obtained the expression for the change of
Rc using the model of Glickman and Shabansky (1975) where the current intensity
in the ring depends on latitude λ as cos2λ :
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Fig. 6.95 CR intensity varia-
tions at Apatity (N1), Alma-
Ata (N3), Tyan Shan (N2), and
variation of H-component of
geomagnetic field in Alma-
Ata during May 1988 (From
Antonova et al., 1991)

ΔRc = Rc

[
ΔH
2H

(
rcr

rE

)3 (
1− 3a3

4r2
E

)
−

(
a3

r3
E

)(
ΔH
8H

− 3
4

)]
, (6.146)

where

a =

√
|e|ME

mcv

(
1− v2

c2

)0.5

, (6.147)

and ME is the dipole magnetic momentum of the earth and rE is the earth’s ra-
dius. The calculated values of rcr are shown in Fig. 6.96 depending on ΔH. The
solid line in Fig. 6.96 presents the results of the determination of rcr (ΔH) by the
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Table 6.14 CR and magnetic parameters for eight selected magnetic storms in 1976−1988 (From
Antonova et al., 1991)

Date ΔN2 / N2o (%) ΔH (nT) b(%) γ ΔRc (GV)

10.01.1976 3.7 115 1.5 0.30 0.52
26.03.1976 5.3 225 3.6 0.35 0.80
11.12.1977 2.0 140 1.6 0.17 0.38
28.08.1978 3.6 224 2.8 0.25 0.62
01.04.1979 2.4 50 2.0 0.10 0.48
05.03.1981 2.3 190 3.7 0.15 0.56
06.05.1988 2.6 155 2.4 0.10 055
10.10.1988 1.5 231 2.9 0.10 0.47

Table 6.15 List of NM for Fig. 6.105

Station name Short name Geographic Cutoff rigi-dity
Lat. (◦) Long. (◦) (GV)

l Climax clmx 39.37 253.82 3.26
2 Lomnicky Stit Lmks 49.20 20.22 4.31
3 Zugspitze Zgsp 47.42 10.98 4.75
4 Hermanus Hrms −34.42 19.22 5.26
5 Pic du Midi Picd 42.93 0.25 5.81
6 Rome Rome 41.90 12.52 6.54
7 Mt. Norikura Mtnr 36.12 137.65 12.11
8 Chacaltaya Chcl −16.31 291.85 13.20

Fig. 6.96 Values of rcr in dependence from ΔH (From Antonova et al., 1991)

Intercosmos-19 data (Kuznetsov, 1979) in the range 50nT ≤ ΔH ≤ 170nT and the
dotted line is its extrapolation to the larger values of ΔH. There is agreement be-
tween the curve and Antonova et al. (1991) results of rcr.
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6.24 Using the Simplest Version of the Global Spectrographic
Method (BDY-Method) for Discriminating CR
Magnetospheric Variations

6.24.1 The Matter of Problem and the Simplest Version
of the Global Spectrographic Method

CR variations arising from the variations of geomagnetic cutoff rigidity ΔRc can be
observed during magnetic storms. The magnetospheric CR variation amplitude is
a function of geomagnetic latitude and local time of a given observation point. All
the classes of the extraterrestrial CR variations cannot be studied accurately without
including the magnetospheric effects. On the other hand, the CR variation proper
may be used to specify the quiet and disturbed magnetospheric models and to find
the parameters of magnetospheric current systems (Dorman, M1963a,b and M1974;
Dorman et al., M1971; Flückiger et al., 1986). The CR variations were calculated
in Dorman et al. (1980), making allowance simultaneously for the extraterrestrial
and magnetospheric effects on the basis of spectrographical method. In Dvornikov
et al. (1984), cutoff rigidity variations were obtained for six regions of the globe
where the CR detectors with different coupling coefficients were combined to form
spectrographical complexes of detectors.

Considered in Sections 6.18–6.23, the determination of CR geomagnetic varia-
tions caused by the changing of cutoff rigidity in the frame of spectrographic method
is valid mostly for cases when the anisotropic effects are much smaller than isotropic
effects. In the case when the anisotropic effects cannot be neglected, it is necessary
to use the global spectrographic method described in detail in Chapter 3 in Dorman
(M2004). The problem is that usually, for using the global spectrographic method,
it was supposed that there are no geomagnetic variations or corresponding correc-
tions that are made on these variations and they are excluded from observational
data. To solve this problem, in IZMIRAN at the beginning of the 1980s, the so-
called simplest version of the global-spectrographic method (or the BDY-method)
was developed by A. Belov, L. Dorman, and V. Yanke (Belov et al., 1983). The main
idea of the BDY-method is to use, for determining of the extraterrestrial CR varia-
tion parameters, only data of high-latitude CR detectors for which cutoff rigidities
are smaller than atmospheric cutoff and therefore the magnetospheric CR variations
are negligible. The found parameters of the extraterrestrial CR variation may then
be used to find the magnetospheric CR variation for only CR detectors at the mid-
dle and low-latitudes. In such a way, the planetary distribution of the geomagnetic
cutoff rigidity variations can be determined. It is important that in this case the ΔRc
values at different points are estimated independently of each other, and their deter-
mination is irrelevant to the model concepts concerning the latitude and longitude
distribution of the magnetic storm effects.

In the framework of BDY-method we consider the variation in the counting rate
of some CR detector i at a point with rigidity Rci located at level hi as:
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ΔNi (Rci,hi)
Nio

= −ΔRciWi (Rci,hi)+ao

∞∫

Rci

R−γWi (R,hi)dR

+Ci
10a10 +Ci

11a11 cos(ϕi −ϕ) ,

(6.148)

where Wi (R,hi) are the detector coupling functions; ao and γ are the amplitude and
the power-law spectral index of the isotropic part of extraterrestrial CR variation;
a10, a11, and ϕ are, respectively, the amplitude components and the phase of the
first harmonic of CR anisotropy; ϕi is the effective asymptotic longitude of station
at observation moment; and Ci

10 and Ci
11 are the acceptance coefficients of detector

i for the respective components of CR anisotropy (Yasue et al., M1982).
Here we will consider several examples of applications of this simplest version of

the global spectrographic method for discriminating CR magnetospheric variations
from observed CR variations.

6.24.2 Magnetospheric Effects on CR During Forbush Decreases
in August 1972

In Baisultanova et al. (1987), the data from 55 neutron monitors are used to solve
a set of global spectrographic equations of the type of Eq. 6.148 to discriminate
the isotropic, anisotropic, and magnetospheric CR variations during the Forbush
decreases in August 1972. The first stage is to calculate the isotropic and anisotropic
variations using the data from 24 high-latitude NM including four high-mountain
NM (south pole, Sulphur Mt., Mt. Washington, and Calgary). As we mentioned
above, these NM are almost not affected by magnetic variations. The second stage is
to correct the middle- and low-latitude NM data for the founded extraterrestrial CR
variations. The discrepancies between observed CR variations and extraterrestrial
CR variations are assumed to arise from the geomagnetic effects. It means that the
remaining fraction of the variation, δi, was assumed to be of magnetospheric origin.
So, from Eq. 6.148 it follows that the variation of geomagnetic cutoff rigidity ΔRc is

ΔRc = −δi / Wi (Rci,hi) . (6.149)

Such an approach makes it possible to reject the model concepts concerning the de-
pendence of ΔRc on the latitude and longitude of observation point when finding the
ΔRc value. As a result, the dependences of ΔRc on geomagnetic cutoff rigidity and
an observation point longitude for event in August 1972 were obtained. Figure 6.97
shows the behavior of different values on August 4–10, 1972. During the August
5, 1972 magnetic storm, the Dst-value reached about −125 nT. It was one of the
deepest Forbush decreases in the history of CR observations. The ΔRc values were
found for 31 stations with geomagnetic cutoff rigidities ranging from 1.9 to 15.9 GV.
Figure 6.97 presents the variations ΔRc averaged over the stations with cutoff rigidi-
ties 1.9–3.0 GV and 5.0–7.0 GV.
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Fig. 6.97 The behavior of different values on August 4–10, 1972: a CR intensity variations
ΔN / No; b spectral index γ; c and d the median values ΔRc1 and ΔRc2 of the cutoff rigidity varia-
tions for the stations with rigidities 1.9–3.0 GV and 5.0–7.0 GV, respectively; e Dst-index of geo-
magnetic field variations (From Baisultanova et al., 1987)

Figure 6.97 shows that at nearly all stations, the most significant Rc variations
were observed at the 2nd hour of UT on August 5, 1972. During this time the ΔRc
value was negative everywhere and varied from ∼0.4 to ∼2.8GV at Ahmedabad
and 1.23 GV at Huancayo. The second peak in the Rc variations occurred at the
22nd and 23rd hours of UT at Dst ≈−100nT. During that period, the ΔRc value was
smaller and varied from 0.4 to 1.2 GV. At the 13th–15th hours of UT, local minima
are observed in both Dst (20–50 nT) and ΔRc. The best correlation between Dst and
ΔRc observed at the stations with Rc < 4GV because, probably, the parameters of
the isotropic and anisotropic extraterrestrial CR variation inferred from the high-
latitude NM data are in better correspondence with the CR variation behaviors at
the station with low cutoff rigidities compared with the stations with high Rc values.
The data from the group of stations with Rc < 4GV can also be used to discriminate
the longitudinal magnetospheric effect. At the 2nd hour of UT the highest (for the
given group) ΔRc value of ≈ 1.12GV was observed at the Swarthmore station which
appeared at that time in the dawn longitude sector. All the remaining stations with
Rc < 4GV appeared at that time on the earth’s dark side and showed ΔRc < 0.8GV.
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Fig. 6.98 Longitude distri-
bution of relative variations
in cutoff rigidity ΔRci / Rci:
(panel a) on August 5, 1972;
(panel b) – on August 9,
1972 (From Baisultanova
et al., 1987)

Panel a of Fig. 6.98 presents the longitude dependence at the 1st–3rd hours of UT
on August 5, 1972 of the value ΔRci / Rci.

On August 9, the Forbush-decrease depth was comparatively small (<2%), while
the magnetic storm was extremely strong. At the 11th and 12th hours of UT on
August 9 the Dst value reached −154 nT and the largest cutoff rigidity variations
were observed. However, in contrast to August 5 and to other known cases of mag-
netospheric CR variations, the ΔRc value at those hours of August 9 increased, rather
than decreased. At most of the NM, the ΔRc value varied within 0.5–1.0 GV. At all
the remaining hours of August 5–9, including the onset of the August 9 magne-
tospheric storm, the ΔRc value was <0. Panel b of Fig. 6.98 shows the dependence
of ΔRci / Rci on local time. The variations on the earth’s sunlit side are more substan-
tial compared with its dark side. It is not excluded in this case that we deal with the
currents on the magnetopause which were discussed earlier by Dorman et al. (1980)
in connection with another case of cutoff rigidity rise during a magnetic storm.

Baisultanova et al. (1987) came to the conclusion that the cutoff rigidity varia-
tions inferred from CR data are relevant to, but not determined by, the Dst variations
and can essentially supplement the information about magnetic storm development
derived from magnetic measurements.
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6.24.3 The Longitude and Latitude Dependences of the
Geomagnetic Cutoff Rigidity Variations During Strong
Magnetic Storms in May 25–26, 1967, December 17–18,
1971, and in August 4–5, 1972

In Antonova et al. (1990) the BDY-method (Belov et al., 1983; see also Section
6.24.1) was used to process the data on the Forbush decreases accompanied by
magnetic storms using the data from the worldwide network of CR stations. During
the first stage of the processing, the data from only the high-latitude stations were
used to find the spectrum of the CR isotropic component and the components of the
spherical harmonic of the anisotropy. During the next stage, the data from medium-
and low-latitude stations, for which the reception factors are known, were corrected
for extraterrestrial variations; the residue was regarded as being due to the mag-
netospheric effect. In this way, in Antonova et al. (1990) CR data obtained during
strong magnetic storms in May 25–26, 1967, December 17–18, 1971, and August
4–5, 1972 were analyzed.

The anomalously intensive magnetic storm of May 25–26, 1967 was selected to
make analysis of the planetary distribution of the variations of the threshold geo-
magnetic cutoff rigidities during the CR minimum at the main phase of the storm.

The given storm was very intensive, with a field depression in the its main phase
Dst = −(414–418)nT, and proved to be simple with regard to its structure and not
complicated by any additional pulses. Obviously, the large-amplitude effects in Dst
which are not complicated by second-order effects must be expected in the magne-
tospheric variations of CR during the given period. The Rc variations were obtained
for 20 medium- and low-latitude CR stations. Figure 6.99 shows the ΔRc (Rc) dis-
tribution in the minimum of the main phase at 04:00–05:00 UT on May 26.

Each dot in Fig. 6.99 is the mean of the Rc variations at an individual station
over the 04.00–05.00 UT interval. It is seen that ΔRc in the 2GV ≤ Rc ≤ 4GV range
decreases from ΔRc ≈ 0.1GV to ΔRc ≈ −1.2GV. At Rc > 4GV, the ΔRc changes
little and exhibits a plateau up to Rc ≈ 14GV. It is seen that the cutoff rigidity dis-
tribution ΔRc (Rc) during the very substantial field depression in the main phase
minimum differs from the conventional distribution with the Rc variation maximum

Fig. 6.99 The ΔRc (Rc) dis-
tribution in the minimum of
the main phase at 04.00–
05.00 UT on May 26 (From
Antonova et al., 1990)
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Fig. 6.100 The longitudinal distribution of the ΔRc variations at 2–5 UT (panel a) and at 22 UT
(panel b) of May 26, 1967 (From Antonova et al., 1990)

at 4–5 GV. Figure 6.99 does not show the ΔRc values at two low-latitude stations
(Mt. Norikura with ΔRc ≈−2.2GV and Kula with ΔRc ≈ 1.8GV). The anomalous
variations at these two stations become understandable when analyzing the longitu-
dinal distribution of the ΔRc variations (see panel a in Fig. 6.100).

Panel a of Fig. 6.100 shows that the ΔRc variation maximum is observed in day-
light hours, whereas at dawn and night hours the ΔRc values are lower, although
they still remain high. The Mt. Norikura station was then on the dayside (11.00–
14.00 LT), and Kula in the dusk sector (16:00–19:00 LT). However, the longitudi-
nal ΔRc asymmetry does not exhibit its largest amplitude during the main phase
minimum.

Panel b of Fig. 6.100 presents the longitudinal distribution in the beginning of
the development of the main phase of the magnetic storm at 22:00 UT on May 26,
1967 (Dst = −140nT). The largest amplitude of ΔRc is observed at Kula (12-h LT
meridian) and at Huancayo and Chacaltaya (the dusk sector).

The magnetic storm of December 17–18, 1971 was selected because of a peculiar
character of the latitude distribution of the geomagnetic cutoff rigidity variations
during its initial phase (Flückiger et al., 1987). The ΔRc variations were obtained
for 25 middle- and low-latitude stations (Baisultanova, 1988). To exclude a possible
superposition of the effects, the geomagnetic cutoff rigidity variations ΔRc were
studied for the CR stations with Rc > 4.5GV to find their longitude asymmetry.
Figure 6.101 shows the development of the longitude asymmetry of ΔRc during the
initial phase of the magnetic storm at the consecutive moments of 16:00, 17:00, and
18:00 UT on December 17, 1971.

The day–night asymmetry with particularly high values of ΔRc is seen in the dusk
sector at 16:00 and 17:00 UT (at Potchefstroom and Rome). The minimum varia-
tions were observed near the noon meridian (at Mexico, Huancayo, and Chacaltaya).
At 18:00 UT the effect decreased (ΔRc ≈±0.2GV).



6.24 Using the Simplest Version of the Global Spectrographic Method 511

Fig. 6.101 The longitude
asymmetry of ΔRc at moments
of 16:00, 17:00, and 18:00 UT
on December 17, 1971 (From
Antonova et al., 1990)

Figure 6.102 presents the ΔRc (Rc) distribution at consecutive moments of 16:00,
17:00, and 18:00 UT on December 17, 1971 taking into account the longitudinal
effect.

From Fig. 6.102 it is seen that the cutoff rigidity rises during the initial phase
of the storm. Especially strong variations are observed in the Rc = 2.0− 3.5GV
range (Leeds, Kiel, Moscow, Utrecht, Dourbes, and Kiev). At each following hour
the ΔRc variations decreased. The ΔRc variations in the given rigidity range were
still high (0.2–0.4 GV) at 18.00 UT, although ΔRc ≈±0.2GV had been already ob-
served throughout the globe. Such a situation arises due to the compensating effect
of the ring DR currents developing in the magnetosphere which affect the cutoff
rigidity least of all in high latitudes and most of all in the 4–5 GV range, whereupon
the ring current effect decreases gradually at higher rigidities. The given ΔRc (Rc)
distribution agrees quantitatively with the result obtained by Flückiger et al. (1987).
The quantitative difference (a systematic difference of about 0.2 GV) may be due
to (1) different methods used to exclude the isotropic component from the observed
variations, and (2) a minor difference in the reference values of the cutoff rigidities.
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Fig. 6.102 The ΔRc (Rc)
distribution at 16:00, 17:00,
and 18:00 UT on December
17, 1971 (From Antonova et
al., 1990)

The planetary distribution of ΔRc in the initial stage of magnetic storm was stud-
ied for August 4–5, 1972. The disturbance was produced by the interaction of the
earth’s magnetosphere with a very dense stream of high conductivity solar wind
plasma whose velocity reached about 2,000 km/s at that time. The most substan-
tial Rc variations were observed at all CR stations at 1:00–2:00 UT on August 5,
with the ΔRc value being positive during that interval. The increase of the threshold
rigidities of geomagnetic cutoff was due to the earth’s magnetosphere compression
by the high-velocity solar wind stream under the northward orientation of the IMF
Bz component (which corresponds to the initial magnetic storm stage).

Figure 6.103 shows the longitudinal distribution of ΔRc at 1:00 UT and 2:00 UT
on August 5, 1972.

A longitudinal asymmetry of ΔRc in Fig. 6.103 with a maximum on the dayside
(ΔRc ≈ 1.8GV at Brisbane) was observed at 1:00 UT. At 2:00 UT, the dawn–dusk
asymmetry of the ΔRc distribution set with the maximum ΔRc ≈ 1.9GV (Mexico)
in the dusk sector and the minimum ΔRc ≈ 0.6GV (Pic du Midi and Tbilisi) on the
dawnside.

Figure 6.104 presents the ΔRc (Rc) dependence. It is seen that the cutoff rigidity
increases markedly throughout the globe during the initial phase of the storm be-
cause of the effect of the magnetopause DCF-currents. The anomaly in the rigidity
range Rc ∼ 4GV arises from the compensating effect of the ring DR currents.
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Fig. 6.103 The longitudinal
distribution of ΔRc at 1:00
UT and 2:00 UT on August
5, 1972 (From Antonova
et al., 1990)

Fig. 6.104 The ΔRc (Rc)
dependence at 1:00 UT and
2:00 UT at August 5, 1972
(From Antonova et al., 1990)

The conclusion of Flückiger et al. (1987), that the rigidity dependence of the
ΔRc (Rc) increase during the initial phase differs substantially from the rigidity
dependence during the main and recovery phases of the magnetic storm, may be
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repeated in the given case too. Besides, definite conclusions can be drawn concern-
ing the dynamics of the rigidity and longitude ΔRc distributions during the initial
phase of the magnetic storm, namely (i) the variations of the geomagnetic cutoff
rigidity and the longitudinal asymmetry decreased, as the magnetic storm devel-
oped, more rapidly at Rc ≈ 4.5GV than at Rc ≈ 3.5GV because of the compen-
sating effect of the DR currents which was minimum at Rc ≤ 3GV and maximum
at Rc ≈ (4–5)GV and decreased at higher cutoff rigidities; and (ii) the recovery of
geomagnetic cutoff rigidity is more inertial in the range 2GV ≤ Rc ≤ 3.5GV. In
this case the Rc variations are due mainly to the processes occurring on the mag-
netopause, in particular to the DCF currents at the magnetospheric boundary. Be-
sides, it is seen that the magnetospheric effect in CR due to the magnetopause DCF
currents, may appear to be comparable with, or even to exceed, the effect due to
magnetospheric ring currents.

The above analysis shows that (1) during very intensive magnetic storms, in the
CR minima of their main phases, the Rc variations at low latitudes may be at least the
same as the Rc variations at medium latitudes; (2) during the main phase of the very
intensive magnetic storm, a longitudinal asymmetry of the planetary distribution of
the geomagnetic cutoff rigidity variations is possible, with the maximum variations
on the dayside and with conservation of substantial Rc variations in the dusk sector;
and (3) the most significant longitudinal asymmetry of the planetary ΔRc distribution
with the maximum variations at the noon meridian was observed at the beginning
of the development of the main phase of the storm. Obviously, the asymmetry at the
beginning of the formation stage of the ring DR current is larger than the asymmetry
observed during its stabilization period.

Antonova et al. (1990) came to the conclusion that the longitudinal and cutoff
rigidity distributions of ΔRc during different stages of a magnetic storm are a super-
position of the dynamic processes occurring in the magnetosphere and in the magne-
topause. During some short periods, when large amplitudes of the ΔRc variations are
observed, their planetary distribution may prove to be of a very complicated form,
in discordance with the commonly accepted concepts. This circumstance must be
allowed for when studying the CR variations during magnetic storms.

6.24.4 Changes of CR Cutoff Rigidities During Great Magnetic
Storms in May 1967, August 1972, and November 1991

CR variations associated with changes of the cutoff rigidity during large magnetic
storms were investigated in Yoshida and Wada (1959), Kondo et al. (1960), and
Obayashi (1961). The appearance and development of the magnetopause and ring
currents change the cutoff rigidities of CRs. The dependence of these changes on the
latitude and longitude of NM arising from the azimuthal asymmetry of the ring cur-
rent system was studied in Dorman and Shatashvili (1961, 1962, 1964), and Yoshida
et al. (1968). The cutoff rigidities are reduced most significantly during the asym-
metric phase of the magnetic storm (Kudo et al., 1987b). During the initial phase of



6.24 Using the Simplest Version of the Global Spectrographic Method 515

a magnetic storm associated with the magnetopause currents, there is an increase in
cutoff rigidities (Flückiger et al., 1987).

In Baisultanova et al. (1995), magnetospheric variations of CR were discrim-
inated from the data of middle- and low-latitude NM by the BDY-method (see
Section 6.24.1). The changes of the cutoff rigidity were found for great magnetic
storm events in May 1967, August 1972, and November 1991. Isotropic, anisotropic,
and magnetospheric parameters of CR variations during large geomagnetic storms
were obtained by means of the BDY-method. This method is based on the follow-
ing procedure. The data of high-latitude neutron monitors were used to calculate
the isotropic and anisotropic parameters of the extraterrestrial CR variations. We
take into account that CR variations associated with the main phase of geomagnetic
storms at the high-latitude neutron monitors are negligible. CR variations observed
by detector i with cutoff rigidity Rc and coupling function Wi (Rc,R,hi) at level hi
are described by the equation:

ΔNi

Nio
= Ao

∞∫

Rc

R−γWi (Rc,R,hi)dR+CxiAx +CyiAy +CziAz, (6.150)

where Ao is the variation of the isotropic part of the primary CR flux; γ is the index of
power-law spectrum of primary CR variation; Ax, Ay, Az are three components of the
first harmonic of CR anisotropy; and Cxi, Cyi, Czi are the associated coupling coeffi-
cients. The solution of the system of Eq. 6.150 gives the parameters Ao, γ , Ax, Ay, Az.
Then, using these parameters, the magnetospheric component of CR variations can
be separated. The isotropic and anisotropic components are subtracted from the CR
data observed at the middle- and low-latitude stations. The residuals are considered
as the result of magnetospheric effect:

δmag,i = ΔNi / Nio−δis,i −δanis,i = −ΔRciWi (Rci,Rci,hi) , (6.151)

where δis,i, δanis,i are the isotropic and anisotropic parts of the CR variation observed
by the detector i with the coupling function Wi (Rci,R,hi). Thus, the variation of
cutoff rigidity is

ΔRci = −δmag,i / Wi (Rci,Rci,hi). (6.152)

The cutoff rigidity variations at different NM are determined independently of each
other, and their determination is irrelevant to the model concepts concerning the
latitude and longitude distribution of the magnetic storm effects.

Baisultanova et al. (1995) have chosen the period of May 1967 to present the
results obtained by this method for the main phase of magnetic storm. During May
1967 the depression of Dst = −387nT and −123nT was observed at the minimum
of the main phase of the large magnetic storm on May 25–30 and the storm on
May 2–5, respectively. Figure 6.105 shows the time changes of CR cutoff rigidities
calculated for different NM stations with 3GV < Rc < 14GV.

The latitude dependence of the cutoff rigidities decreases during the main phase
of the large magnetic storm is shown in Fig. 6.106. It is seen from a comparison
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Fig. 6.105 The Dst-variations and the calculated variations of CR cutoff rigidity on different NM
(see Table 6.15) in May, 1967 (From Baisultanova et al., 1995)

Fig. 6.106 The latitude dependence of CR cutoff rigidity variations at 06–07 UT on May 26, 1967
(From Baisultanova et al., 1995)

with the discussed events in Fig. 6.106, that the effect caused by the ring currents
can be observed at the low-latitude stations with large Rc as well (Mt. Norikura,
Chakaltaya).

The BDY-method was also applied to study the event on August 4–9, 1972.
Because the Forbush decrease on August 4–9, 1972 has been investigated in
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Fig. 6.107 The latitude dependence of the cutoff rigidity variations at 12–13 UT on August 4,
1972. The fitting curve is determined by Eq. 6.153 (From Baisultanova et al., 1995)

many papers (e.g., Belov et al., 1983; Dvornikov et al., 1987; Baisultanova
et al., 1987), Baisultanova et al. (1995) treats only the effect of the magnetopause
rings. Figure 6.107 shows the latitude dependence of the cutoff rigidity variations
at 12–13 UT on August 4, 1972.

From Fig. 6.107 it can be seen that the maximum of the cutoff rigidity variations
was observed at the high latitude. One can see from comparison of Figs. 6.106 and
6.107, that the rigidity dependence ΔRc (Rco) is rather different for the minimum
of the main phase of the magnetic storm and the periods when the effect of the
magnetopause currents is dominant. The behavior of ΔRc (Rco) agrees well with the
results obtained in Flückiger et al. (1987). A large amplitude of the cutoff rigidity
variations can be explained by the interaction of the magnetosphere and the high-
speed stream. The magnetosphere was strongly depressed and the magnetopause
was at the 4rE distance from the earth (Zastenker et al., 1978). This dependence of
ΔRc (Rco) seems to be typical for the effects caused by the magnetopause currents.

Figure 6.107 also shows the fitting curve described by the relation:

ΔRc (Rco) = 0.98exp(−0.6Rco)+ b, (6.153)

where ΔRc and Rco are in GV.
Baisultanova et al. (1995) came to the conclusion that the results obtained above

correspond to the common views on the time-development and latitude dependence
of the cutoff rigidity ΔRc (Rco) during the different phases of the magnetic storms.
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Fig. 6.108 The Dst-variation and uncorrected and corrected for magnetospheric effect (thin and
thick solid lines, correspondingly) variations of 10 GV CR density during the Forbush decrease in
November, 1991 (From Baisultanova et al., 1995)

6.24.5 On the Correction of CR Data on Geomagnetic Variations

Investigations of CR geomagnetic variations are important not only for magne-
tosphere research but also in research of any type of extraterrestrial CR variation.
Particularly, Baisultanova et al. (1995) showed that the magnetospheric variation
of CRs should be taken into account in analyzing the NM data during Forbush
decreases, because they are usually accompanied by the magnetic storm. The
BDY-method allows us to correct the neutron monitors data for the magnetospheric
effects. Figure 6.108 illustrates the influence of these corrections on the determina-
tion of the isotropic component of the Forbush decrease in November 1991.

From Fig. 6.108 one can see that the difference between the corrected and uncor-
rected results is more than 1%. In Baisultanova et al. (1995), it was also shown that
the related error for spectral index is |Δγ| ≥ 0.1.

6.25 Magnetospheric Currents and Variations of Cutoff
Rigidities on October 20, 1989

6.25.1 The Matter of Problem

Changes in the CR cutoff rigidities for middle and low latitudes are evaluated in
Struminsky and Manohar (2001) for the Forbush decrease in October 20–22, 1989
from hourly values of the Dst index and the modified Dst,rc index, which accounts
for only an increasing of the ring current and Dst,mp index, which in turn accounts
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only for magnetopause currents. The magneto-storm dynamical model using solar-
wind data available for the initial phase of the event obtains values of the modified
Dst,rc and Dst,mp indexes. Struminsky and Manohar (2001) note that, in the practice
of CR variation studies one needs to know changes in the cutoff rigidity. One way
for determining cutoff rigidity changes is trajectory calculations of particle propa-
gation in the earth’s magnetic field (see Chapter 3 and review in Smart et al., 2000).
However, the earth’s magnetosphere is dynamic, but the most widely used mag-
netospheric models are quasi-static. Apparently, the problem is far from its final
solution, especially for periods of large geomagnetic activity. Moreover, the trajec-
tory calculations in the earth’s magnetic field take a lot of time and it is difficult
to apply them directly for a particular period of the geomagnetic activity to study
a particular CR event. Simple models, which use some precalculated results, have
been elaborated for this purpose. Struminsky and Manohar (2001) apply the proce-
dure of Flückiger et al. (1986) to calculate changes of cutoff rigidities during the
Forbush decrease on October 20–22, 1989. They developed this procedure and sep-
arated the Dst index into its contributions due to the ring and magnetopause currents
for October 20–22, 1989 using the magneto-storm dynamical model of Olson and
Pfitzer (1982). Input parameters of the model are solar-wind and geomagnetic-field
data. All data were taken from the SPIDR database (http//spidr.ngdc.noaa.gov). Un-
fortunately the solar-wind data are not available for the later period of the event
on October 21–22, 1989. The Forbush decrease on October 20–22, 1989 is one of
the greatest and interesting events of the 22nd solar cycle. The decrease started on
the background of the October 19 ground-level enhancement and close to arrival
of protons with energy >500MeV associated with the shock front. These protons
were observed during several hours after the shock passage in the stratosphere in
Moscow, but the Moscow neutron monitor did not show a clear effect at that time.
The Forbush decrease lasted for about 3 days and during its recovery phase the large
GLE on October 22, 1989 occurred. Estimates of cutoff rigidity changes are the first
step in studying CR variations of different origin during this complex event.

6.25.2 Procedure of CR Cutoff Rigidity Calculations

Flückiger et al. (1986) proposed a procedure to estimate changes of vertical cut-
off rigidity and asymptotic directions during geomagnetically active time periods
for any specific low-latitude or mid-latitude location characterized by coordinates
λm, ϕm. In this model, the change of the rigidity of first discontinuity R1 is presented
as a weighted sum of the horizontal component of the equatorial surface magnetic
field:

ΔR1 (λm,ϕm, t) ≈
7

∑
n=0

gn (λm)ΔHeq (ϕm +n×15o, t) . (6.154)

The major changes of the cutoff rigidity are the result of magnetic perturbations
within ∼60◦ E of the observation location and magnetic perturbations located more
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than ∼120◦ E have practically no effect on the cutoff rigidity values. Therefore,
values of the equatorial magnetic field are sampled in this model at intervals of 1 h
local time from 00.00 to 07.00 to the east of the specified location. Its values at one
particular moment t = to at the point with local time tL are assumed to be equal

ΔHeq (tL, t = to) = Dst (t = to)+50× sin(2πtL / 24) . (6.155)

The corresponding weighting factors gn (λm) for effective cutoff rigidities within
the interval 3GV < Rc < 13.5GV are found in Flückiger et al. (1986). Besides,
Flückiger et al. (1986) show that the rigidity of first discontinuity, the upper cutoff
rigidity, and the effective cutoff rigidity change similarly, so one can easily estimate
changes of the cutoff rigidities for desired periods of the geomagnetic activity. The
described procedure is valid in locations, where Rc > 3GV and the accuracy of
determining the change of effective cutoff rigidity is about ±0.1GV.

6.25.3 Applying to NM Data of Moscow, Kiev, and Rome

Struminsky and Manohar (2001) applied the described procedure to get changes
in the effective cutoff rigidities during the Forbush decrease on October 20–22,
1989 by using NM data of stations Moscow (Rc = 2.43GV), Kiev (3.57 GV), and
Rome (6.32 GV). They note that in the case of Moscow the weight factors gn (λm) in
Eq. 6.155 have been approximated to the region Rc < 3GV, so errors in determin-
ing the effective cutoff rigidity change for Moscow might be higher than ±0.1GV.
Figure 6.109 shows the results of Struminsky and Manohar (2001) calculations for
these three NM.

6.25.4 Estimation of Magnetospheric Currents

The close connection between changes in Rc and the ring current allows us to
estimate the relative strength of ring and magnetopause currents by knowing the
changes in Rc and values of the Dst index (Flückiger et al., 1990). Struminsky and
Manohar (2001), within the frame of this research, tried to solve the inverse prob-
lem: to determine the changes in Rc using the Dst index and model values of mag-
netospheric current’s strength.

In general, the Dst index reflects variations of the ring current rather well; the
effects of other current systems are negligible. However, in some particular cases,
when the magnetosphere is strongly compressed, the opposite effects of the ring cur-
rent and magnetopause current may be comparable. Therefore, in order to estimate
changes in Rc, it would be better to remove the contribution of the magnetopause
current from the Dst index. Following the paper by Olson and Pfitzer (1982) and
using solar-wind and IMF data, it is possible to separate Dst into two parts:
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Fig. 6.109 Variations of effective cutoff rigidities for vertical incident CR particles at stations
Moscow, Kiev, and Rome during October 20–22, 1989 (From Struminsky and Manohar, 2001)

Dst (t) = Dst,rc (t)+Dst,mc (t) , (6.156)

where Dst,rc (t) is due to the ring current, and Dst,mc (t) – to the magnetopause
current.

The magnetopause component of the Dst- index is

Dst,mc (t) = 25× (Sm (t)−1) , (6.157)

where
Sm (t) = (10.5/ rmc (t))3 (6.158)

is the variation in the strength of the magnetopause current and rmc (t) is the dis-
tance to the magnetopause in units of the earth’s radius rE. The value of rmc (t) is
determined by the balance of the dynamic pressure of the solar wind and pressure
of the earth’s magnetic field:

rmc (t) = 98×
(
ρswu2

sw
)−1/ 6

, (6.159)

where ρsw and usw are the density and velocity of the solar wind.
The strength of the ring current relative to its quiet time strength is given by

Src (t) = 1−0.025Dst,rc (t) (6.160)
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Fig. 6.110 Increasing of the magnetopause current (mc), ring current (rc), and tail current (tc)
relatively to their quite values (From Struminsky and Manohar, 2001)

The relative strength of the tail current is assumed to be proportional to the Pointing
vector of the IMF multiplied by a factor of 0.15 and by the cross section of the
magnetosphere, i.e.,

Stc = 2×10−7usw (rmcB)2 . (6.161)

Using Eqs. 6.159–6.161, it is possible to determine the increasing of the magne-
tospheric currents relative to their quite values of October 20, 1989 (see Fig. 6.110).

Substituting the relative strength of the magnetopause current into Eq. 6.157
we get Dst,mc (t), and then by Eq. 6.156, Dst,rc (t) can be determined. Figure 6.111
presents the results of these calculations.

From Fig. 6.111 one can see significant changes of magnetopause current be-
tween 15.00 and 20.00 UT. The effect of the magnetopause current is really large
and compensates about one-third of the ring current effect.

6.25.5 Recalculations of Cutoff Rigidity Changes

Struminsky and Manohar (2001) repeated calculations of the cutoff rigidity changes
described in Section 6.25.3 using the modified Dst,rc (t) index from Section 6.25.4.
Figure 6.112 shows the difference between vertical cutoff rigidities calculated using
Dst (t) and Dst,rc (t) indexes for Moscow, Kiev, and Rome.
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Fig. 6.111 Time variations of the Dst (t) index and contributions to Dst (t) due to the ring current
Dst,rc (t) and the magnetopause current Dst,mc (t) (From Struminsky and Manohar, 2001)

Fig. 6.112 Differences between vertical cutoff rigidities calculated using Dst (t) and Dst,rc (t) in-
dexes for Moscow, Kiev, and Rome (From Struminsky and Manohar, 2001)

From Fig. 6.112 it is clear that when a relative strength of the magnetopause
current is large, this difference is much greater than the error of ±0.1GV estimated
in Flückiger et al. (1986).
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6.25.6 Checking Using Balloon and Satellite Measurements

The above-described results were compared with the cutoff rigidity changes esti-
mated by using data of the balloon experiment over Moscow during October 20,
1989 (Struminsky, 1992). The shapes of the CR absorption curves in the stratosphere
strongly depend on the spectrum of primary particles and their minimum rigidity.
During three balloon flights between 13.00 and 19.00 UT on October 20, 1989, the
obtained absorption curves revealed a presence of additional protons with rigidity
>1± 0.25GV; therefore, the cutoff rigidity in Moscow dropped by about 1.5 GV.
These protons apparently had the same origin as the second hump clearly seen in the
GOES-7 proton data (Struminsky, 2001). Changes of the cutoff rigidities obtained
with the modified Dst,rc (t) index instead of the Dst (t) index show better agreement
with both experimental results of balloons and satellite.

6.25.7 Summary and Discussion

In Struminsky and Manohar (2001), the changes in the cutoff rigidities were eval-
uated from hourly values of the Dst (t) index for different CR stations on October
20–22, 1989 using the procedure proposed by Flückiger et al. (1986). In order to
take into account the effects of the ring current only, hourly values of the Dst (t)
index were modified according to the dynamical model of magneto-storm (Olson
and Pfitzer, 1982) by removing the contribution of the magnetopause current. So-
lar protons of about atmospheric cutoff energy were measured over Moscow in the
stratospheric balloon experiment on October 20, 1989. The changes in CR cutoff
rigidities obtained for Moscow with the modified Dst,rc (t) index show better agree-
ment with these experimental results. Struminsky and Manohar (2001) showed that
the checking by satellite data also supports the using of the modified Dst,rc (t) index
instead of the Dst (t) index in the procedure for determining the change of CR cutoff
rigidities developed by Flückiger et al. (1986).

Struminsky and Manohar (2001) note that in general the Dst index reflects
variations of the ring current rather well; the effects of other current systems are
negligible. However, in some particular cases, when the magnetosphere is strongly
compressed, the opposite effects of the ring current and the magnetopause current
may be comparable. Therefore, in order to estimate changes in Rc, it would be better
to remove the contribution of the magnetopause current from the Dst index.



Chapter 7
Magnetospheric Models and their Checking
by Cosmic Rays

7.1 The Earth’s Magnetic Field with a Warped Tail Current
Sheet (Tsyganenko-89 Model)

7.1.1 The Matter of Problem

Tsyganenko (1989) noted that the region near the inner edge of the plasma sheet
in the nightside magnetosphere plays a key role in the dynamics of disturbances.
The structure of the geomagnetic field and plasma in this region is extremely vari-
able, since it is just here that the boundary between the “spheres of influence” of the
earth’s internal field sources and the magnetotail currents, controlled by the solar
wind, is located. Several experimental facts concerning this region can be pointed
out, which should be taken into account in any quantitative model aimed at an ad-
equate representation of the average magnetic field and current distribution. There
are the following results (Tsyganenko, 1989):

1. Strong evidence exists that an intense and thin current sheet can approach the
earth as close as (3–5)rE at the nightside. This was suggested by Sugiura (1972)
as a direct implication of the observed features of the ΔB distribution in the in-
ner magnetosphere. Hedgecock and Thomas (1975) pointed out that the tail-like
configuration is clearly discernible in the HEOS magnetic field data at tailward
distances of (6–8)rE, with the current sheet thickness less than 1rE. Lin and
Barfield (1984) showed in a statistical study that the tail-like fields can often be
observed at geosynchronous orbit in the midnight sector, with increasing prob-
ability during disturbed periods, and estimated the current sheet thickness to be
on the order of several tenths of rE. Kaufman (1987) also addressed the ques-
tion of tail-like magnetic configurations observed near synchronous orbit during
disturbed periods and showed, by means of a simple wire model that a dramatic
increase of the current in the inner nightside magnetosphere must accompany
the sub-storm growth phase. A detailed study by Fairfield et al. (1987) based on
AMPTE magnetic field measurements also corroborates the concept of a thin in-
tense tail current sheet deeply embedded into the inner nightside magnetosphere.

L. Dorman, Cosmic Rays in Magnetospheres of the Earth and other Planets, 525
Astrophysics and Space Science Library 358,
c© Springer Science+Business Media B.V. 2009
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2. Statistical studies of the average shape and position of the tail-neutral sheet
(Russell and Brody, 1967; Fairfield, 1980; Gosling et al., 1986), as well as the-
oretical considerations (Voigt, 1984) have shown that, for non-zero tilt angle ψ
between the zGSM-axis and that of the earth’s dipole, the current sheet undergoes
a two-dimensional warping. Near the midnight meridian plane, the warping re-
sults in a gradual departure of the current sheet from the dipole equatorial plane
toward that parallel to the solar-wind stream. This is accompanied by a bending
of the sheet in the YZ projection in such a way that, for ψ > 0, the current surface
is raised above the GSM equatorial plane in the central tail region, whereas it is
depressed below this plane near the tail flanks (and vice versa for ψ < 0).

3. Still in early experiments, it has been established that the inner edge of the plasma
sheet encircles the earth over a considerable interval of local time (Frank, 1971),
and the current flow line pattern in this region should also exhibit an arched
configuration, which is manifested in a relatively large value of the By-component
of the magnetic field observed outside the current sheet in the dawn and dusk
sectors (Speiser and Ness, 1967; Fairfield et al., 1987).

Tsyganenko (1989) notes that in his earlier works (Tsyganenko and Usmanov, 1982;
Tsyganenko, 1987) no effects of the current sheet warping have been incorporated
into the model; the influence of the geo-dipole tilt on the geometry of the tail
currents was simulated by a transverse displacement of the sheet as a whole by
zs = rH sinψ . The largest discrepancies arising due to the inaccuracy of this as-
sumption should be expected in the pre-dawn and post-dusk sectors near the flanks
of the tail. An attempt has also been made in these works to take into account the
above-mentioned curvilinearity of the current flow lines in the near nightside mag-
netosphere by introducing the factor f (y) which attenuates the Bx and Bz compo-
nents toward dawn and dusk flanks. This modification led to a bending of the current
flow lines in the necessary direction. However, a significant amount of the current
escaped from the sheet due to a jz component, as a natural consequence of initial
simplifying assumption BT

y = 0. In fact, this means that we are unable to extend
the sheetlike current structure into the dawn and dusk sectors in the framework
of the proposed quasi-two-dimensional tail model. There are reasons to conclude
that the above-mentioned shortcomings lead to discrepancies between the model
and the average observed magnetic field distribution in the near nightside magne-
tosphere. The neglect of the effects of the current sheet warping should result in an
overestimation of the sheet thickness. The lack of axial symmetry in the current flow
line pattern at the nightside, manifested in the absence of By field component, must
distort the distribution of Bz in the region −10rE ≤ xGSM ≤ 0. Indeed, a comparison
of the spatial variation of Bz observed at geosynchronous orbit with that deduced
from the Tsyganenko (1987) model has shown that the computed curves exhibit a
double-humped shape at the nightside, whereas the ATS-l spacecraft data, as a rule,
yield a curve with a single minimum attained near midnight. This feature can be
easily understood, taking into account that in most cases the inner edge of the cur-
rent sheet in the Tsyganenko (1987) model is located closer to the earth than the
geosynchronous orbit.
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In the Tsyganenko-89 model (Tsyganenko, 1989) a somewhat different approach
to the modeling of the intra-magnetospheric current system is developed, which
takes into account all the above-mentioned peculiarities of the observed tail current
sheet geometry.

7.1.2 Axisymmetric Current Sheet Model and its Modification

First of all, Tsyganenko (1989) considered a problem to find the vector potential
induced by an infinitely thin axisymmetric current sheet with a given radial distri-
bution of the transverse component of the magnetic field. In accordance with axial
symmetry, he introduced a cylindrical coordinate system (ρ,ϕ,z) and assumed the
vector potential to have only one component A = {0,A(ρ,z) ,0}. Due to the absence
of currents outside the sheet, it will be ∇×∇×A = 0 for z �= 0, or

∂
∂ρ

(
ρ−1 ∂

∂ρ
(ρA)

)
+
∂ 2A
∂ z2 = 0 (7.1)

with a boundary condition at the sheet plane z = 0

ρ−1 ∂
∂ρ

(ρA(ρ,0)) = Bz (ρ) . (7.2)

Separating the variables in Eq. 7.1, Tsyganenko (1989) obtained the general solu-
tion as

A(ρ,z) =
∞∫

0

C (K)exp(−K |z|)J1 (Kρ)K1/ 2dK, (7.3)

where the function C(K) is determined from the boundary condition described by
Eq. 7.2. Substituting Eq. 7.3 into Eq. 7.2, Tsyganenko (1989) found

Bz (ρ) = ρ−1/ 2
∞∫

0

KC (K)J0 (Kρ)(Kρ)1/ 2 dK, (7.4)

and, inverting the transformation Eq. 7.4 (Bateman and Erdelyi, M1954), Tsyga-
nenko arrived at

KC (K) =
∞∫

0

Bz (ρ)J0 (Kρ)(Kρ)1/ 2ρ1/ 2dρ, (7.5)

Inserting in Eq. 7.5 any desirable distribution of Bz (ρ), Tsyganenko could, in prin-
ciple, find the weight function C(K) which, being then substituted in Eq. 7.3, will
give the vector potential A(ρ,z).

Bearing in mind that the final purpose is to solve the inverse problem by means
of a least-squares fitting to an extended experimental data set, Tsyganenko had to
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restrict himself to a limited class of distributions Bz (ρ) which not only have the
appropriate behavior but also lead to a relatively simple combination of analytical
forms in the expression for A(ρ,z). Perhaps the most compact solution satisfying
these requirements corresponds to the following distribution of Bz (ρ):

B(1)
z (ρ) ≈

(
a2 +ρ2)−1/ 2

(7.6)

which provides the maximal disturbance at the origin and decreases to zero by
ρ → ∞. Substituting Eq. 7.6 into Eq. 7.5 and then into Eq. 7.3 leads (Bateman and
Erdelyi, M1954) to the vector potential

A(1) (ρ,z) ≈ ρ−1
{[

(a+ |z|)2 +ρ2
]1/ 2

− (a+ |z|)
}

. (7.7)

Taking the derivatives of Eq. 7.7 by the parameter a Tsyganenko obtained a set
of independent solutions of Eq. 7.1, corresponding to progressively larger rates of
decrease of Bz, and the current density by ρ → ∞; it is enough to take the first and
second derivatives, which yield

A(2) (ρ,z) =
∂A(1)

∂a
≈ ρ−1

⎧⎪⎨
⎪⎩

1− a+ |z|[
(a+ |z|)2 +ρ2

]1/ 2

⎫⎪⎬
⎪⎭

, (7.8)

and

A(3) (ρ,z) =
∂A(2)

∂a
≈ ρ

[
(a+ |z|)2 +ρ2

]−3/ 2
, (7.9)

with the corresponding Bz distributions

B(2)
z (ρ,0) ≈

(
a2 +ρ2)−3/ 2

, B(3)
z (ρ,0) ≈

(
ρ2 −2a2)(a2 +ρ2)−5/ 2

. (7.10)

Note that only the third solution, A(3) (ρ,z), yields the current distribution I (ρ) with
a finite magnetic moment

M = (π / c)
∞∫

0

I (ρ)ρ2dρ. (7.11)

This can also be seen from the fact that the potential A(3) (ρ,z) tends to that of a
magnetic dipole by ρ,z → ∞. It is also worth noting that A(3) (ρ,z) bears a resem-
blance to the vector potential of a model ring current introduced in Tsyganenko and
Usmanov (1982). Having thus derived a set of solutions for an infinitely thin disk-
shaped current, let us extend them to the case of a distributed current sheet having a
non-zero scale size of the volume current density profile in the transverse direction.
To obtain the potentials corresponding to a sheet with a characteristic half-thickness
scale D, no more is required than to remove the discontinuity in Bx at z = 0 caused
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by the kink of |z| entering in Eqs. 7.7–7.9. The simplest way to do that is to replace
|z| by

(
z2 +D2

)1/ 2. Strictly speaking, this modification of the vector potential gives
rise to a non-zero current in the whole space outside the plane z = 0. However, as
a direct calculation of ∇×∇×A shows, the electric current density rapidly goes
to zero (as ∝ z−2) for z > D, so that the layers between the planes z = ±D and
z = ±2D contain 75% and 95% of the total current, respectively.

Therefore, Tsyganenko (1989) has to carry out an a posteriori verification of
the effects that are expected to be obtained in the electric current pattern. Such a
test computation has shown that the necessary modification of the current density
distribution can indeed be clearly discernible in the j = (c/4π)∇×∇×A plots.
The only limitation here is that the spatial variation of D should be rather gradual,
to avoid too large artificial currents outside the layer related to the non-constancy
of D.

The next step is to replace the z coordinate in Eqs. 7.7–7.9 by z′ = z− zs, where
zs = zs (ρ,ϕ) or zs = zs (x,y) is a function defining the shape of the warped current
sheet. In the magnetosphere model described below, the function zs also includes a
parametric dependence on the geo-dipole tilt angle. The magnetic field components
Bρ and Bz, and then the electric current volume density j, can now be determined
from the above-derived vector potential (see Fig. 7.1). Figure 7.1 shows radial distri-
butions of jϕ (in arbitrary units) in the equatorial plane z = 0, corresponding to the
three finite-thickness disk models obtained from Eqs. 7.7–7.9 with a = 1, D = 0.25,
where no warping or asymmetry effects had been introduced. The corresponding
curves of Bz (ρ,0) are given in Fig. 7.1 below the horizontal axis. Current densities
reach the maximal values at ρ ≈ a and decrease to zero by ρ → ∞ with markedly
different rates, which is reflected in a different characteristic broadness of the Bz

Fig. 7.1 Profiles illustrating the distribution of the volume current density jϕ and the transverse
component Bz of the magnetic field in the equatorial plane of the axisymmetric model current
disks of a finite thickness scale. The characteristic radial scale length, a, and the transverse half-
thickness scale, D, equals 1.0 and 0.25, respectively. Both jϕ and Bz are scaled in arbitrary units
(From Tsyganenko, 1989)
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profiles. Making a linear combination of the potentials, corresponding to A(1)−A(3)

in Eqs. 7.7–7.9 with different weight coefficients, scale lengths a, and half-thickness
values D, it is possible to obtain a wide variety of magnetic field models correspond-
ing to the finite-thickness warped disklike current distributions. They can be applied
to represent the magnetospheric configurations of Jupiter and Saturn. As is shown
below, some further modification of the model allows its application to the earth’s
magnetosphere.

7.1.3 Application to the Earth’s Magnetosphere: The Ring Current
and the Tail Current Systems

Based on the cumulative body of experimental evidence referred to in Section 7.1.1,
Tsyganenko (1989) assumes that the ring current and the tail current form a united
sheetlike system in the near nightside magnetosphere, with an arch-shaped config-
uration of the current flow lines. At relatively small geocentric distances, the cur-
rent sheet nearly coincides with the dipole equatorial plane and gradually departs
from it at larger distances, asymptotically approaching a plane parallel to that of the
solar-magnetospheric equator. The model developed below is based on the vector
potential representation for the warped current disk matched with the dipole equa-
torial plane near the earth. For this reason, the solar-magnetic coordinate system
(SM) will be used below in defining the current sheet geometry and in the deriva-
tion of the expressions for the magnetic field components. The following function
was chosen to describe the shape of the nightside current sheet:

Zs (x,y,ψ) = 0.5tgψ
(

x+ rc −
√

(x+ rc)
2 +16

)
−Gsinψ ·y4 (y4 +L4

y
)−1

(7.12)

which contains two free parameters, rc and G. The former is similar to the “hing-
ing distance” (Tsyganenko and Usmanov, 1982) and determines a characteristic dis-
tance to a region, where the current sheet warps and departs from the plane ZSM = 0.
The latter parameter, G, specifies the degree of the transverse bending of the current
sheet. The quantity Ly, in the last term in Eq. 7.12 was set at a fixed value Ly = 10rE,
in accordance with results of Fairfield (1980) and Gosling et al. (1986). The shape
of the model current sheet is displayed in Fig. 7.2, with ψ = 30◦, rc = 8rE and
G = 10rE.

The curves j(1) and j(2) in Fig. 7.1 provide a good fit to a characteristic distribu-
tion of the current density in the geo-magnetotail plasma sheet (Tsyganenko, 1987).
It is thus reasonable to choose the potentials in Eqs. 7.7 and 7.8 as a basis for
modeling the tail current system. However, the initial axisymmetric model field
(Eqs. 7.7–7.9) extends over all local times and therefore some modification is neces-
sary to remove or redistribute the current at the dayside and to confine the main part
of the current sheet to the magnetotail domain. In the proposed model it is achieved,
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Fig. 7.2 Illustrating the geometry of the warped model current sheet in two cross sections, accord-
ing to Eq. 7.13, for ψ = 30◦, rc = 8rE, G = 10rE, Ly = 10rE (From Tsyganenko, 1989)

firstly, by a special choice of the function D(x,y) defining the current sheet thick-
ness profile. Namely, the sheet is supposed to become thicker toward the dayside and
toward the flanks of the tail. Secondly, the vector potential of the disk is multiplied
by a factor W (x,y), which equals unity in the central tail region (x ≤−10rE,y ≈ 0)
and smoothly drops off to zero towards the sub-solar magnetopause region, as well
as for |y| → ∞. As the direct computation of ∇×B has shown, this results in such
a redistribution of the initially axisymmetric current flow pattern, that both the total
current and the gradient of the volume current density are depressed throughout the
dayside magnetosphere. In the nightside region, the current is localized within a thin
sheet centered at the warped surface z = zs (x,y,ψ).

As for modeling the ring current contribution, it is most appropriate to proceed
from the potential A(3) in Eq. 7.9, since it provides the most localized current density
profile with the highest rate of decrease toward larger distances. Possible effects of
the day–night asymmetry are incorporated in the ring current model by allowing the
current sheet thickness to be a function of XSM, like in the tail-sheet model.

The results of computation of the model parameters from the experimental data
has shown that for all model versions with Kp < 4−, a small “island” with a slightly
negative Bz on the order of −0.5±1.0nT is obtained persistently in the central part
of the nightside current sheet (−16rE ≥ xGSM ≥−20rE, |yGSM| ≤ 4rE). A direct in-
spection of data in this region, as well as statistical results by Fairfield (1986), lead
to the conclusion that it is most likely an artifact of the extreme sensitivity of the Bz
component in the sheet to the details of the current density distribution along the tail
(see also the discussion of difficulties of the current “slab” models in Stem, 1987).
A point here is that the Bz experimental values in the equatorial region are relatively
small and hence the least-square values of the model parameters are determined
mainly by the Bx distribution in the tail lobes.

Final expressions for the azimuthal component of the vector potential corre-
sponding to the tail current sheet (labeled by the index T ) and the ring current (index
RC) are as follows (Tsyganenko, 1989):

A(T ) =
W (x,y)

ST +aT +ξT

(
C1 +

C2

ST

)
, A(RC) = C3ρS−3

RC , (7.13)
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where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

W (x,y) = 0.5
(

1− x−xo

[(x−xo)2+D2
x ]

1/ 2

)(
1+ y2 / D2

y
)−1

,

ST,RC =
√
ρ2 +(aT,RC +ξT,RC)2, ξT,RC =

√
z2

r +D2
T,RC, zr = z− zs (x,y,ψ) ,

DT = Do +δy2 + γT hT (x)+ γ1h1 (x) , DRC = Do +δy2 + γRChRC (x)+ γ1h1 (x) ,

hT,RC = 0.5
[

1+ x
(

x2 +L2
T,RC

)−1/ 2
]
, h1 = 0.5

[
1+(x+16)

(
(x+16)2 +36

)−1/ 2
]
.
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The magnetic field components are easily obtained from Eq. 7.13 as follows:
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where
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and

B(RC)
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where
QRC = 3C3ξ−1

RC S−5
RC (aRC +ξRC)xzr (7.18)

According to Tsyganenko (1989), coefficients C1, C2, and C3 specify the contribu-
tion to the total magnetic field from three terms, corresponding to Eqs. 7.7–7.9 and
having different decrease rates in the limit ρ→∞. Among the nonlinear parameters
of the model are the following: aT and aRC, the radial scale lengths, which define
the geocentric distance to the current density maxima; xo, the coordinate defining
the location of the region of steepest decrease of the “truncation factor” W (x,y);
Dx and Dy, the scale lengths corresponding to variations of W (x,y) along x- and
y-axes; Do, the half-thickness of the current sheet in the central magnetotail region;
γT and γRC, the increments of the current sheet thickness between the nightside and
dayside regions; LT and LRC, the scale distances for the functions hT and hRC, vary-
ing monotonically between zero and unity; δ, the factor defining the rate of the tail
current sheet thickening toward its flanks. The model also contains two nonlinear
parameters rc and G, which define the shape of the warped current sheet given by
Eq. 7.12. The additional term, γ1h1 in the expressions for DT and DRC, provides a
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gradual thickening of the sheet in the tailward direction beyond xGSM ≈−15rE and
eliminates the above-mentioned Bz reversals in the near magnetotail. Not all these
parameters were treated as variable ones in fitting the model to the experimental data
sets, only those which possess a sufficient degree of independence of each other.

This means, according to Tsyganenko (1989), those variations of these parame-
ters about their initial tentative values should induce an essentially different redis-
tribution of the model magnetic field. For example, it is a priori clear that changes
in the parameters γT and γRC will not lead to a significant variation of the magnetic
field in the nightside region, whereas at the dayside they yield nearly the same ef-
fects. For this reason, one of them, γT , has been fixed and the other, γRC, has been
left as a free parameter. From similar a priori considerations, as well as from the
obtained a posteriori estimates of the parameter errors and trends in their behavior
in the course of successive iterations, Tsyganenko (1989) finally decided to fix the
following parameters by the values: Ly = 10, Dx = 13,LRC = 5, LT = 6.3, γT = 4,
δ = 0.01, γ1 = 1. The following parameters were retained as free variables: coeffi-
cients C1, C2, C3, and the nonlinear parameters aT , aRC, xo, Dy, Do, γRC, rH , G. It
should be emphasized once again that the nightside current sheet in this model has
no abrupt inner edge. As can be seen from Fig. 7.1, it rather penetrates inward up
to a very close geocentric distance, the current density varying here linearly with r.
In principle, by adding more terms of the type Eqs. 7.7–7.9 to the vector potential,
it is possible to suppress the current in the innermost extraterrestrial region or to
simulate the eastward diamagnetic current at the inner boundary of the radiation
belt. However, an attempt to include these details in the model did not lead to any
successful results; the most likely reasons are as follows:

1. A relatively high level of “noise” in the data, which smears out any fine structure
in the field distribution

2. A relatively low density of the data points in the low-altitude region of the magne-
tosphere at 4rE ≤ r ≤ 5rE with the absence of measurements at closer distances.

7.1.4 Contribution from the Magnetospheric Boundary Sources

As pointed out in Tsyganenko (1987), to obtain a correct distribution of both Bx and
Bz in the model magnetospheric tail, it is necessary to incorporate the effects from
the return current closing the central tail current sheet across the high-latitude mag-
netopause regions and enveloping the lobes. In the considered model Tsyganenko-
89, these sources are simulated by a pair of planar current sheets parallel to the
GSM equatorial plane and located at zc = +rT , with rT = 30rE. The contribution
from each sheet was represented by the vector potential of the A(1) type in Eq. 7.7
with a “truncation factor” Wc (x,y) similar to that in the central sheet model. Since
both sheets are located outside the modeling region, it is possible to make simplify-
ing assumptions a = 0 and D = 0. In contrast with Tsyganenko (1987), no constraint
conditions have been imposed on the total current in both sheets, which would relate
it to the total central sheet currents. Rather, it was assumed that the contribution from
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the return current can be divided into two terms, symmetrical and antisymmetrical
with respect to the dipole tilt angle, ψ . The first term represents the main part of
the field corresponding to perpendicular geo-dipole orientation, and the second one
models the effect of asymmetry between the northern and southern lobes arising due
to the dipole tilt. Final expressions for the return current contribution are as follows:
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F+

x,y,z +F−
x,y,z
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+C5

(
F+
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Note that x, y, z here are the solar-magnetospheric coordinates, rather than solar-
magnetic ones, as in Eqs. 7.13–7.17. Due to the relatively small contribution of these
sources to the total field, only coefficients C4 and C5 were assigned to be variable
parameters. All the nonlinear parameters were fixed at values rT = 30, xoc = 4,
L2

xc = 50, Dyc = 20, chosen from a priori considerations and preliminary test runs.
A contribution from the Chapman–Ferraro currents at the magnetopause and

that from the rest of the intra-magnetospheric sources (including field-aligned cur-
rents (FACs)) was chosen in the described model Tsyganenko-89 just as the in
Tsyganenko (1987) “truncated” version:

B(M)
x = exp(x / Δx)

[
C6zcosψ+

(
C7 +C8y2 +C9z2)sinψ

]
, B(M)

y = exp(x/Δx)
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]
, B(M)

z = exp(x/Δx)

×
[(

C14 +C15y2 +C16z2)cosψ+
(
C17z+C18zy2 +C19z3)sinψ

]
, (7.21)

where Δx is a characteristic scale length along the sun–earth direction. The last four
coefficients C16−C19 are not independent, since they are expressed through the first
ones in accordance with the equation ∇ ·B = 0. Hence, these terms yield 11 free
parameters, namely, Δx and C6 −C15.

7.1.5 Analysis of the Model’s Parameters Depending on Kp

Numerical fitting in Tsyganenko (1989) of the model’s parameters to the mea-
sured magnetic field has been carried out by means of the same algorithms and
using the same data as in Tsyganenko (1987). The merged spacecraft data set used
as the experimental base for the modeling contains 36,682 vector averages of the
magnetospheric field measured during the period from 1966 to 1980 aboard eight
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IMP and two HEOS satellites in the geocentric distance range from 4rE to 70rE.
Computations were carried out for a series of data subsets created by sorting out
the measurements corresponding to selected intervals of the geomagnetic activity
indices (Kp). In Tsyganenko (1989), the same six data subsets have been used, as
in the Tsyganenko (1987) “long” model version, namely, Kp = 0, 0+; Kp = 1−, 1,
1+; Kp = 2−, 2, 2+; Kp = 3−, 3, 3+; Kp = 4−, 4, 4+; and Kp ≥ 5−. The only dif-
ference is that in Tsyganenko (1987) a consolidation procedure had been applied to
the second, third, and fourth subsets, in order to reduce excessively large numbers
of data points. In Tsyganenko (1989), it was decided to abandon this procedure; as a
result, an insignificant increase in the average external field values occurred in these
three subsets. The model parameters listed in Section 7.1.3 were found for each data
subset by means of an iterative algorithm incorporating a standard least-squares
technique for computing the linear parameters and the Newton-Lecam-Marquardt
method for the nonlinear ones. It was also possible to estimate the errors of the pa-
rameter values obtained, as well as to assess the degree of inter-correlation between
them. The calculated model parameters are listed in Table A7.1; the columns, from
left to right, correspond to progressively larger values of the Kp index.

As can be seen from Table A7.1, the three coefficients C1, C2, and C5, which de-
fine the current distribution in the central current sheet, show in general an orderly
increase with the Kp-index. The coefficient C1 corresponding to the most slowly
varying part of the vector potential and current, changes in a somewhat more chaot-
ically manner, than C2 and C5 do, but the total model field generally shows a more
regular dependence on Kp since the fluctuations in its separate terms are approx-
imately cancelled by each other. Note also that the most dramatic increase is ob-
served in the coefficient C5 corresponding to the most localized part of the central
sheet current. Hence, the increase in the disturbance level is manifested in the in-
crease of the tail current magnitude mainly in its innermost region, in accordance
with the results of Tsyganenko (1987). The coefficient C3 defining the symmetric
part of the closure current contribution also grows rapidly with Kp, but the amplitude
of the antisymmetric term, C4, exhibits a more complex behavior.

The non-monotonic abrupt changes of C4 are reduced by other terms in the total
field; this is evident, for example, from a distinct correlation between the coeffi-
cients C4 and C17, corresponding to the terms with the same type of symmetry as
in the Bz component. The coefficients C6 −C19 of the expansions in Eq. 7.20 have
the same order of magnitude and reveal basically the same dependence on Kp as the
corresponding coefficients a1 −a6 in the “truncated” model (Tsyganenko, 1987).

With regard to the nonlinear parameters, the most conspicuous feature is a rapid
monotonic decrease of the current sheet half-thickness D with increasing Kp, from
D ≈ 2.1 for Kp = 0, 0+ up to D ≈ 0.3 for Kp ≥ 5−. In order to clarify this result,
Tsyganenko (1989) noted that the thinning of the model current sheet in the near
magnetotail should, in principle, be manifested not only in a thinning of the Bx-
component reversal region, but also in an increase of the magnitude of Bz depression
in the whole region adjacent to the inner part of the current sheet. Since the density
of used experimental data points in this region is rather low and the actual current
sheet location in the Z direction can fluctuate considerably from case to case, then
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we have to conclude that the obtained close and clear relationship between D and
Kp, as well as such a small value of D for disturbed conditions, are related mainly
to the peculiarities of the Bz distribution, rather than to the extremely regular pattern
of the Bx reversals.

The next feature of the current sheet geometry evident from Table A7.1 consists
in a distinctly growing asymmetry between the dayside and nightside sector with
increasing Kp. This asymmetry is defined by the parameter γRC which appears to
be slightly negative for Kp = 0, 0+ and then grows almost monotonically up to
≈ 6.5 by Kp ≥ 5−. Therefore, thinning of the sheet at the nightside is accompanied
by its considerable thickening at the dayside, with an increasing disturbance level.
The quantity aRC defining the characteristic scale radius of the ring current also
decreases monotonically, although within a rather limited range from ≈8.2 in very
quiet conditions up to ≈5.8 in the most disturbed conditions. A similar quantity aT
corresponding to the more slowly varying tail field terms shows a gradual increase
with Kp, though also within a narrow interval between 13.6 and 15.9.

Of the two parameters, rc and G, which determine the effects of the current sheet
warping, only the last one exhibits a pronounced change, increasing from 3.8 to 9.1
with growing Kp. The former parameter rc varies between 9.1 and 10.5. Thus, the
influence of the disturbance level is mainly manifested in the degree of the trans-
verse bending of the current sheet. Under quiet conditions, the amplitude of diurnal
and seasonal motion of the current sheet with respect to the GSM equatorial plane
shows a relatively weak dependence on YGSM. During disturbed conditions, the cen-
tral part of the sheet oscillates with nearly the same amplitude, whereas toward
the flanks the displacement tends to zero or even becomes negative. With regard
to the parameter rc, the observed lack of its dependence on Kp (in fact, rc even
grows slightly with Kp) is in obvious disagreement with the statistical studies of
Tsyganenko and Usmanov (1982) and Tsyganenko (1987), in which a clear trend of
the “hinging distance” rH to decrease with increasing Kp-index had been revealed.
However, since planar current sheet models had been used in that work, the obtained
rH values correspond, in fact, to the spatially averaged amplitude of the current sheet
transverse motion, which can be significantly less than the actual displacement near
the midnight meridian, due to the bending of the sheet flanks toward the equatorial
plane. Tsyganenko (1989) noted that typical rH values obtained in the papers by
Tsyganenko and Usmanov (1982), and Tsyganenko (1987) are, indeed, by a factor
1.2–2.0 less than rc values in Tsyganenko (1989). The observed increase of G with
Kp is equivalent to a decrease of the average amplitude of the current sheet displace-
ment manifested in a corresponding decrease of the “effective” hinging distance rH
reported in Tsyganenko and Usmanov (1982), and Tsyganenko (1987).

The parameter xo defining the shift of the “truncation factor” W (x,y) along the
x-axis from the origin grows almost steadily with increasing Kp, which reflects a
general enhancement of the intra-magnetospheric currents in the dayside sector. The
variation of the scale lengths Δx and Dy with Kp bears a qualitative resemblance with
that obtained in Tsyganenko and Usmanov (1982), though the numerical values are
in Tsyganenko (1989) significantly larger, due to the adopted modifications of the
model functions and a more extended modeling region.
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7.1.6 Model of Magnetic Field Distribution and Field-Line
Configurations

Tsyganenko (1989) noted that the general comparison with the results of
Tsyganenko and Usmanov (1982), and Tsyganenko (1987) show that the most
distinct changes in the model magnetic field distribution are observed in the night-
side sector. It is just what was expected, since major improvements of the model
concern the tail current and the nightside part of the ring current. The main result
here is that a significantly more depressed field, and hence a more stretched force
line pattern, is obtained in the near magnetotail region for all Kp intervals, the most
dramatic changes being observed for the highest level of disturbance.

Figure 7.3 gives a family of contours of constant Bz corresponding to the net
contribution from all external model field sources in the plane zGSM = 0, for three
levels of disturbance, Kp = 0, 0+, Kp = 3−, 3, 3+, and Kp ≥ 5−.

The main tendency evident from the maps in Fig. 7.3 is a significant deepening
of the Bz depression in the near-earth region, the minima of ΔB being observed in
all cases in the midnight sector at zGSM ≈ −2.5rE. However, the real location of
these minima and corresponding ΔBmin values may be somewhat different from the
model results, and the whole structure of the external field and current distribution
in the innermost near-earth region can be significantly more complex; used data-set
coverage does not allow one to resolve finer details, since the experimental points
are absent inside r ≈ (4−5) rE. Nevertheless, the obtained ΔBmin values seem to be
in line with the existing measurements made at closer geocentric distances.

According to the results of the AMPTE magnetic field experiment (Fairfield
et al., 1987), a typical ΔB value inside r ≈ 5rE in the near-equatorial nightside region
is about ΔB ≈−80nT for Kp > 3+. Since the number of data set points correspond-
ing to a given Kp value drops off rapidly with increasing Kp, the main part of the
measurements taken by Kp > 3+ falls into the interval Kp = 4−, 4, 4+. Computa-
tion using the Tsyganenko-89 model with a corresponding set of parameters yields
the value ΔB = −87nT for xGSM = −4rE; a minimal value ΔBmin ≈−103nT is at-
tained at xGSM = −2.5rE in good agreement with the above-mentioned estimate by
Fairfield et al. (1987).

Another tendency, also clearly seen in Fig. 7.3, is that a decrease in Bz occurs
predominantly within the near-tail domain with xGSM ≥ −12rE; at greater distances
a slight increase of Bz with Kp is evident, manifested in an earthward shift of the
Kp = 0 contour. This feature had also been noted in Tsyganenko (1987) and was
revealed in a number of preliminary test versions of the model, as well as in a di-
rect inspection of the averages calculated from the experimental Bz values inside
the plasma sheet region. Therefore, Tsyganenko (1989) is inclined to conclude that
this is scarcely a modeling artifact but, rather, a manifestation of a real average in-
crease of the tail magnetic flux connection through the neutral sheet during disturbed
periods.

Figure 7.4 illustrates some results of a comparison of the model field with the data
from other spacecraft measurements, in the format of plots of the Bz component of
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Fig. 7.3 Three families of equal intensity contours of the external model field Bz in the GSM equa-
torial plane, for zero tilt angle ψ = 0◦, corresponding to three levels of geomagnetic disturbance
(From Tsyganenko, 1989)

the external field (geo-dipole contribution excluded) near the midnight point of the
synchronous orbit (r = 6.6rE) versus Kp-index. The open circles represent the Bz
values computed using the present model and the triangles correspond to the “trun-
cated” version of the Tsyganenko (1987) model. The solid circles give the average
Bz values measured onboard the ATS-1 satellite in 1967 (a total of 232 hourly aver-
ages) and vertical bars show the corresponding r.m.s. deviation for each point.

As seen from the plots in Fig. 7.4, the Tsyganenko-89 model yields a significantly
more depressed field than that of Tsyganenko (1987), but the ATS-1 curve is still
≈10nT lower. What is the cause of such a discrepancy remains yet unclear, but
Tsyganenko (1989) have to bear in mind that the H-component values in the ATS-1
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Fig. 7.4 Plots of the Bz component of the external field near the midnight point of the geosynchro-
nous orbit vs Kp. Open circles and triangles correspond to the Tsyganenko-89 model and to the
previous version (Tsyganenko, 1987), respectively. Solid circles, dashed line, and dashed-dotted
line represent the average values obtained from ATS-1, AMPTE and OGO-3,-5 spacecraft mea-
surements, respectively (From Tsyganenko, 1989)

data set were initially corrected by ΔH = −20nT, with the purpose of eliminating
the positive bias mentioned in the work by Coleman and McPherron (1976) and
related to uncertainties in evaluating the spacecraft magnetic field. The value of this
additive correction had been specified, in particular, on the basis of work of Sergeev
et al. (1983), in which it was shown that the observed latitude Λi, of the isotropic
precipitation boundary for energetic protons show a very good correlation with the
HATS measured at the midnight segment of the ATS-1 orbit.

The correction of ΔH ≈ −20nT appeared necessary to obtain the best fit of
the experimental dependence of Λi, on HATS to that obtained from calculations
of the latitudes of the non-adiabatic particle scattering boundaries, based on the
Tsyganenko and Usmanov (1983) magnetic field model. Thus, the above estimate
for ΔH is model-dependent and hence may well be in error of ≈l0nT.

Dashed and dashed-dotted lines in Fig. 7.4 represent the results of the AMPTE
(Fairfield et al., 1987) and OGO (Sugiura and Poros, 1973) measurements at x ≈
−6.6rE, respectively. For small Kp values, the Tsyganenko-89 model shows a good
agreement with the data, while for Kp > 3+ it provides a more depressed Bz than
that observed by the spacecraft.
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7.1.7 Local Time-Dependence of the Average Inclination Angles

It is also of much interest to use the statistical results by Lin and Barfield (1984) on
the local time-dependence of the measured average inclination angles at the geosyn-
chronous orbit as an independent experimental test for the Tsyganenko-89 model.
For this purpose the average values of the inclination angle, I, have been computed
over a 12-month period for every hour of local time at the position of the GOES-1
spacecraft, using the model distribution of the external magnetic field for three lev-
els of the Kp-index, namely, Kp = 1−,1,1+, Kp = 3−,3,3+, and Kp ≥ 5−. These
intervals of Kp most closely correspond to those chosen by Lin and Barfield (1984):
respectively, 0–2, 2–4, 4–9, and, hence, are the most appropriate for comparison.

The three panels of Fig. 7.5, from the bottom to the top, display the inclination
dependence on the local time, for the progressively higher levels of the Kp-index.
The upper histograms in all three panels show the experimental results of GOES
measurements of Lin and Barfield (1984). Smooth curves represent the modeling
results. The dotted curves in the top and bottom panels correspond to the Mead and
Fairfield (1975) model. The broken lines were obtained from the Tsyganenko (1987)
model, showing better agreement with the GOES histograms. The best results are
given by the Tsyganenko (1989) model (solid curves), which predicts the inclination
angles near midnight much closer to the experimental values. However, there still re-
mains a disagreement in that all model curves lie below the GOES histograms. The
largest discrepancies of about 15◦ correspond to the highest level of geomagnetic
disturbance (upper panel) and are localized in the evening sector, showing a signifi-
cant dawn–dusk asymmetry of the field line stretching, which is much smaller for a
moderately disturbed magnetosphere and almost completely vanishes for the lowest
activity interval Kp = 0–2. As follows from Figs. 7.4 and 7.5, the Tsyganenko (1989)
model provides an improved representation of the geomagnetic field in the low-
latitude nightside magnetosphere, despite the improvements being hardly visible in
the overall r.m.s. residuals.

7.1.8 Distribution of Electric Current Density

Figure 7.6 shows a family of contours of constant volume density of the electric
current computed from the model magnetic field as j = (c/4π)∇×B in the midday–
midnight meridian plane. The pattern corresponds to the moderately disturbed con-
ditions (Kp = 4−, 4, 4+) with the geo-dipole tilt angle close to its maximal value
ψ = 34.4◦, and clearly displays the expected warping of the tail current sheet.

A small residual current density outside the central sheet region is in the order
of 10−10 A.m−2 and is partly induced by the terms in Eq. 7.21, since it was not
imposed on them the condition ∇×B = 0. A similar pattern of the jy distribution
in the tail cross section at xGSM = −10rE also reveals the expected warping of the
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Fig. 7.5 Comparison of the inclination angles I measured by GOES-2 spacecraft (Lin and
Barfield, 1984) with those predicted by three models for different local times. The three panels,
from the bottom to the top, correspond to progressively higher Kp levels. The upper histograms in
each panel show the average distributions of the inclination angle measured by GOES-2 (radial dis-
tance r ≈ 6.6rE, dipole latitude φ = 9.6◦) versus local time. Dotted lines, broken lines, and smooth
solid lines correspond to the Mead and Fairfield (1975) model, the model by Tsyganenko (1987),
and the Tsyganenko (1989) model, respectively (From Tsyganenko, 1989)

model current sheet in the Y –Z plane, as shown in Fig. 7.7. Two layers of return
currents located at z =±30rE are not shown, being outside the frames of this figure,
but it is just there that the most part of the equatorial current is closed.
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Fig. 7.6 A family of contours jy = const in the midday–midnight meridian plane, obtained by
direct computation of ∇×B for the moderately disturbed set of the model’s parameters (Kp = 4−,
4, 4+) and ψ = 34.4◦. The lines are labeled in units 10−10 A.m−2. Note the warping of the current
sheet and a significant day–night asymmetry of the current density distribution. The return current
layers located at z = ±30rE lie outside the frame of this picture (From Tsyganenko, 1989).

Fig. 7.7 A family of contours of jy = const in the magnetotail cross section xGSM = −10rE
showing the warping effects in the Y −Z plane (From Tsyganenko, 1989)

7.1.9 The Model Field-Line Configurations for Several Kp
Intervals

Figures 7.8–7.12 display the model field-line configurations for several Kp intervals.
As already noted above, the model shows significantly more stretched field lines
at the nightside, in comparison with earlier model versions. Thus, for the highest
disturbance level with Kp ≥ 5−, the line starting at 66◦ dipole latitude from the earth
has its equatorial crossing point at rc = 30rE, while in the Tsyganenko (1987) model
about three times lesser rc was obtained for the same Kp conditions.
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Fig. 7.8 Field-line pattern in the noon-midnight meridian plane, corresponding to very quiet con-
ditions (Kp = 0,0+). Field-lines start from the Earth at latitudes 2◦ apart, beginning from 60◦.
(From Tsyganenko, 1989)

Fig. 7.9 Field line pattern for average conditions characterized by Kp = 2−, 2, 2+ (From
Tsyganenko, 1989)
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Fig. 7.10 The same, as in Fig. 7.9, for a tilted geo-dipole with ψ = 30◦ (From Tsyganenko, 1989)

Fig. 7.11 Field-line pattern for a disturbed magnetosphere (Kp = 4−, 4, 4+) (From Tsyganenko,
1989)
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Fig. 7.12 Field-line pattern for a strongly disturbed magnetosphere (Kp > 5−) (From Tsyganenko,
1989)

7.1.10 Summary of Main Results and Model Developing

Tsyganenko (1989) developed an improved quantitative representation of the mag-
netic field in the geo-magnetosphere. The Tsyganenko-89 model, as it is now called
in scientific literature, takes into account the effect of warping the tail current sheet
in two dimensions due to the geo-dipole tilt, as well as spatial variations of the cur-
rent sheet thickness along the sun–earth and dawn–dusk directions. The correspond-
ing analytic forms for the magnetic field components have been obtained using an
indirect approach in a two-stage procedure. First of all, a simple axisymmetric in-
finitely thin current disk model with different rates of current density decreasing in
the radial direction is derived. The next step consists of a formal modification of the
obtained expressions for the vector potential, which results in a transverse broad-
ening of the initially thin current sheet and incorporates an account for the sheet
warping. A truncation factor is also introduced, with the aim to simulate the finite
extension of the current system in the dawn–dusk direction, as well as its day–night
asymmetry. Based on the proposed representation and the IMP and HEOS spacecraft
data pool, a series of magnetospheric models are generated, giving a quantitative de-
scription of the average magnetic field configuration for different disturbance levels.
A comparison of the magnetic field distributions predicted by the model and those
measured at geosynchronous orbit has been carried out. Tsyganenko (1989) noted
that the average configuration of the tail field lines crossing the plasma sheet and
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their mapping onto the earth’s surface is very sensitive to the details of the current
distribution. In view of a relatively low density of the data points in the near-earth
region and at low latitudes in the near magnetotail, further work in this direction
should be done, based on extended data sets.

The development of this research was done in Tsyganenko and Stern (1996).
Quantitative models are developed for representing the global distribution of the av-
erage magnetic field produced by Regions 1 and 2 of the Birkeland current systems.
The problem is solved in the four following steps: (1) constructing a realistic tilt-
dependent model of the Birkeland current sheets, based on the formalism of Euler
potentials; (2) numerically computing their field at a large number of points within
the modeling region; (3) finding a best-fit analytical approximation for that field; and
(4) adding a current-free shielding field which confines the Birkeland field within
the model magnetopause. At low altitudes, the model FACs reach the ionosphere
along eccentric ovals, which fit the observed Regions 1 and 2 zones of Iijima and
Potemra (1982), and they continue there as horizontal currents. At larger distances,
the nightside Region 1 currents map to the plasma sheet boundary layer and are
then diverted toward the tail flanks, while currents in the dawn–dusk and dayside
sectors connect directly to the higher-latitude magnetopause. The Region 2 current
closes azimuthally near the equator, forming a spread-out PRC system. The model
includes a dependence of the current flow geometry on the geo-dipole tilt and is
intended for inclusion in a global data-based representation of the magnetospheric
field, parameterized by the solar wind characteristics.

7.2 Magnetospheric Configurations from a High-Resolution
Data-Based Magnetic Field Model

7.2.1 The Matter of Problem

Tsyganenko and Sitnov (2007) present first results of the magnetospheric magnetic
field modeling, based on large sets of spacecraft data and a high-resolution expan-
sion for the field of equatorial currents. In this approach, the field is expanded
into a sum of orthogonal basis functions of different scales, capable of reproduc-
ing arbitrary radial and azimuthal variations of the geomagnetic field, including its
noon–midnight and dawn-dusk asymmetries. Combined with the existing method
to model the global field of Birkeland currents, the new approach offers a natural
way to consistently represent the field of both the tail and symmetric ring currents
(SRCs)/PRCs. The proposed technique is particularly effective in the modeling of
the inner magnetosphere, a stumbling block for the first-principle approaches. The
new model has been fitted to various subsets of data from Geotail, Polar, Cluster,
IMP-8, and GOES-8, GOES-9, GOES-10, and GOES-12 spacecrafts, correspond-
ing to different solar- and magnetic-activity levels, solar-wind IMF conditions, and
magnetic-storm phases. The obtained maps of the magnetic field reproduce most ba-
sic features of the magnetospheric structure, their dependence on the geomagnetic
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activity and interplanetary conditions, as well as characteristic changes associated
with the main and recovery phases of magnetic storms.

As Tsyganenko and Sitnov (2007) noted, the ultimate goal of empirical modeling
is to extract maximum meaningful information on the modeled object from a given
body of data. In most situations, the amount of that information critically depends on
the coverage of the object by the data in space and time. Sparse and/or non-uniform
coverage allows one to use rather simple models with a few degrees of freedom,
replicating only some basic features of the object and its response to external input.
In the specific case of the earth’s magnetosphere, the lack of in situ spacecraft data
as well as the shortage of continuous concurrent data from solar-wind monitors
during the 1970s and 1980s was the main factor that limited the resolution of early
models, constructed from a few “custom-made” modules representing contributions
from major magnetospheric current systems (see Tsyganenko, 1990 for a review).

Tsyganenko and Sitnov (2007) underlined that the situation has changed dramat-
ically since: (1) during the last decade the magnetospheric data pool was greatly
expanded owing to almost continuous monitoring of the solar wind and IMF
by spacecrafts WIND, ACE, and IMP-8; (2) a very dense coverage of the near-
equatorial magnetosphere at 10rE < r < 30rE by nearly 14 years worth of Geotail
data; and (3) large amounts of low- and high-latitude data from GOES-8, GOES-9,
GOES-10, GOES-12, and Polar satellites. Such a wealth of data offered an attrac-
tive opportunity to study in much more detail the magnetospheric structure and its
response to external conditions.

According to Tsyganenko and Sitnov (2007), most of the electric current associ-
ated with the observed configuration of the distant geomagnetic field concentrates at
low latitudes, where the plasma beta parameter rises to its maximal values. From the
modeling perspective, these currents can be viewed as a single large-scale equator-
ial system, including the ring current in the inner magnetosphere and the cross-tail
current sheet at larger distances. The second major component, substantially differ-
ent from the first one, is the system of FACs, including those associated with the
storm-time PRC. Their essential role is to directly transfer the solar-wind momen-
tum from the magnetosheath to the high-latitude ionosphere (Region 1 FAC) and
to divert the equatorial currents to higher latitudes, providing the electrodynamical
coupling of the plasma sheet with the auroral zone (Region 2 FAC and the PRC).
The third component is the magnetopause current system, whose role is to confine
the total field within the magnetospheric boundary. Tsyganenko and Sitnov (2007)
develop a new approach to consistently unify all the three groups of sources into a
single model and demonstrate its feasibility by deriving from data sample geomag-
netic configurations, corresponding to different conditions in the solar wind and in
the magnetosphere.

7.2.2 Modeling Equatorial Current System: Main Approach

Tsyganenko and Sitnov (2007) noted that in the recent models (Tsyganenko, 1995,
1996, 2002a, b; Tsyganenko et al., 2003; Tsyganenko and Sitnov, 2005, referred
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henceforth as T95, T96, T02a, T02b, TSK03, and TS05, respectively) the tail field
was represented by a linear combination of two or three partial fields, or “mod-
ules” BT,i(i = 1,2,3), corresponding to contributions from disklike current sheets
with largely different spatial scales. Each partial field was separately confined in-
side a model magnetopause by adding to the field of the current sheet a curl-free
“shielding” field, which eliminated the normal component of the total field on the
magnetopause. As explained in more detail by Sotirelis et al. (1994), this proce-
dure is equivalent to diverting and closing the originally unbounded currents over
the magnetopause. Being relatively simple and straightforward, the approach was
at the same time inherently limited. First, using the axisymmetric disks excludes at
the outset any dawn–dusk asymmetry of the tail current. Even though the observed
midtail field was found basically symmetric with respect to the midnight plane (e.g.,
Fairfield, 1986), one cannot rule out asymmetries at closer distances, especially
in the inner tail and near the dawn–dusk flanks of the magnetosphere, in view of
significant asymmetries in the measured particle fluxes (e.g., Stubbs et al., 2001).
Second, at radial distances larger than r ∼ 5rE the equatorial current becomes sig-
nificantly asymmetric between noon and midnight: on the nightside the current is
rather strong and concentrates within a relatively thin sheet, while on the dayside
it is much weaker and more spread out in latitude. In the above cited models that
kind of asymmetry was taken into account by introducing a variable thickness of the
current sheet as a function of X and by requiring that the current had a steep inner
edge at r ∼ 10rE, with virtually no current at smaller distances. In the T02 and TS05
models, the equatorial currents were also allowed to shift along the x-axis within a
limited range, in response to varying degrees of disturbance. That added some more
flexibility, but the overall geometry of the tail current remained rigidly prescribed
by the above a priori assumptions.

The goal of Tsyganenko and Sitnov’s (2007) work is to lift most of the limitations
of the previous models by using a completely different approach. Instead of approxi-
mating the tail field by a few custom-made modules, Tsyganenko and Sitnov (2007)
represent it by a series of orthogonal basis functions, each one shielded within a
common model magnetopause. As shown below, simply by adding more terms in the
expansion, one can set the model’s resolution at any desired level (of course, com-
mensurate with the available data coverage). The model easily takes into account
the dawn–dusk and noon–midnight asymmetries of the tail currents and couples
them with the three-dimensional system of FAC. Moreover, the new method makes
it possible to naturally include in the model the fields of the inner magnetospheric
sources, such as the SRCs and PRCs. This eliminates the need for sophisticated ad
hoc approximations for those fields (Tsyganenko, 2000a) used in T02, TSK03, and
TS05 models, and makes empirical approach more consistent.

Tsyganenko and Sitnov (2007) consider a planar current sheet in a cylindrical
coordinate system {ρ,φ ,z} with the z-axis normal to the equatorial plane. The basic
idea is to obtain general solutions of the Ampere’s equation

∇×B = (4π/c)
[

jρ (ρ,φ)eρ + jφ (ρ,φ)eφ
]
δ(z) (7.22)
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above and below the plane z = 0 and use them for matching the magnetic field of
an arbitrary distribution of the equatorial current. One might seek a direct solution
of Eq. 7.22 from the very beginning in terms of a vector potential A(ρ,φ ,z). Unfor-
tunately, that can only be realized for axisymmetric configurations with a purely
azimuthal current j = j(ρ)δ(z)eφ . In that case the vector potential can also be
assumed to be purely azimuthal, A = A(ρ,z)eφ ., and resultant scalar equation for
A(ρ,z) can be solved by separating variables (Tsyganenko, 1989; Tsyganenko and
Peredo, 1994; see also above, Section 7.1). As shown below, derivation of the vector
potential in the general case is more involved; yet it is very important, because it will
enable further generalization of the model, taking into account the finite thickness
of the current sheet and its variation across the tail.

Tsyganenko and Sitnov (2007) obtain the desired solution in three steps. First,
Ampere’s Eq. 7.22 is reduced to Laplace’s equation for scalar potentials γ+ and γ−
above and below the equatorial plane, determining there the curl-free magnetic field
B = −∇γ±. Then the corresponding vector potential is derived from the scalar one,
using a transformation by Stern (1987). Finally, the obtained solution is modified, so
that the originally infinitely thin current sheet spreads out in the Z direction over a fi-
nite thickness. The obtained magnetic field corresponds to an equatorial distribution
of the current, infinitely extended in the X and Y directions, while in actuality those
currents are spatially bounded, and the corresponding magnetic field is also confined
within the magnetopause. As in the earlier models, Tsyganenko and Sitnov (2007)
take this into account by adding a curl-free shielding field, whose configuration is
determined to minimize the RMS normal component

〈
B2

n
〉1/ 2 of the total field at the

boundary. One more modification is then carried out, to include in the model the
deformation of the tail current sheet due to seasonal and diurnal changes in the ori-
entation of the earth’s dipole axis, as well as its twisting during intervals with large
azimuthal component of the IMF.

7.2.3 Derivation of Vector Potentials

According to Tsyganenko and Sitnov (2007), for any distribution of currents in the
equatorial plane, the magnetic field B outside that plane is both curl-free and diver-
genceless and, hence, can be represented by the gradient of a scalar potential γ , sat-
isfying Laplace’s equation. The potentials γ+ and γ−, corresponding to the northern
(0 < z < +∞) and southern (−∞< z < 0) halfspace, respectively, can be represented
by a spectrum of cylindrical harmonics γ±m (k,ρ,φ ,z), so that

γ±(ρ,φ ,z) =
∞

∑
m=0

∞∫

0

dkam(k)γ±m (k,ρ,φ ,z), (7.23)

where am(k) is a set of amplitude functions with the discrete azimuthal and
continuous radial wave numbers m and k, respectively, and (e.g., Moon and
Spencer, M1971)
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γ±m (k,ρ,φ ,z) = ±Jm(kρ)
{

sin(mφ)
cos(mφ)

}
exp(−k |z|) (7.24)

in which Jm are Bessel functions of the mth order. The sign factor in Eq. 7.24 ensures
the continuity of the normal magnetic field component Bz across the plane z = 0,
required by ∇ ·B = 0. The tangential component of the magnetic field has a jump
ΔBt across the equatorial plane, related to the corresponding surface density J of the
equatorial current by J = (c/4p)(ez×ΔBt). According to Stern (1987), in cylindrical
coordinates the transition from scalar to vector potentials can be done using the
transformation

A = ρ2∇Ψ×∇φ , (7.25)

where the generating function Ψ is related to the scalar potential γ by the equation

γ = −∂Ψ / ∂φ . (7.26)

A generating function Ψm satisfying Eqs. 7.24 and 7.26 can be taken in the form

Ψ±
m = ±Jm (kρ)

m

{
sin(mφ)
cos(mφ)

}
exp(−k |z|) . (7.27)

Then the corresponding vector potential reads

A(k,ρ,φ ,z)
m = −kρ

m

[
Jm (kρ)eρ + sign(z)J′m (kρ)ez

]{ sin(mφ)
cos(mφ)

}
exp(−k |z|) .

(7.28)

Tsyganenko and Sitnov (2007) noted that the above derivation of the vector poten-
tial is valid only for the case of axially asymmetric fields with m = 1,2, . . .. The
axisymmetric case m = 0 must be treated separately, and there exist two seemingly
equivalent solutions. The first one can be derived using the same procedure: start
from the scalar potential

γ±0 = ±J0(kρ)exp(−k |z|) (7.28a)

and obtain a generating function (in this case, just by multiplying γ±0 by −φ ), which
yields the vector potential as

A0(k,ρ,φ ,z) = −kφρ exp(−k |z|)
[
J0 (kρ)eρ + sign(z)J′0 (kρ)ez

]
. (7.29)

The second solution is a purely azimuthal vector potential, derived in Tsyganenko
(1989) and Tsyganenko and Peredo (1994):

A0 (k,ρ,z) = J1 (kρ)exp(−k |z|)eφ . (7.30)

By taking curls of Eqs. 7.29 and 7.30 one can verify that these two potentials are
equivalent, that is, they yield identical magnetic fields. This equivalence extends to
a more general case of a current sheet with a finite (but constant) thickness, but it
fails as we further generalize the solution by allowing the thickness to vary with
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X and Y (more details below). In that case, the components of B generated by the
potential Eq. 7.29 acquire terms proportional to the azimuthal angle and, hence,
become nonperiodical functions of φ , which is unacceptable. The second solution
Eq. 7.30 remains well behaved in that sense and, hence, it was chosen to represent
the axisymmetric part of the model field.

Then Tsyganenko and Sitnov (2007) generalize the obtained vector potentials by
taking into account the finite thickness of the current sheet. This is easily achieved
by the following replacing

|z| → ζ =
√

z2 +D2,sign(z) → z /ζ , (7.30a)

which broadens the initially delta-like profile of the current density. Moreover, the
half-thickness scale D can be allowed to vary across the tail, D = D(ρ,φ). With
these modifications, the vector potentials take the form

A0 (k,ρ,z) = J1(kρ)exp(−kζ )eφ , (7.31)

A(k,ρ,φ ,z)
m = −kρ

m

[
Jm (kρ)eρ +

z
ζ

J′m (kρ)ez

]{
sin(mφ)
cos(mφ)

}
exp(−kζ ) . (7.32)

Returning to the general expansion for an arbitrary distribution of the equatorial
current, Tsyganenko and Sitnov (2007) replaced Eq. 7.23 with

A(ρ,φ ,z) =
∞

∑
m=0

∞∫

0

dkam (k)Am(k,ρ,φ ,z), (7.33)

where the “partial” vector potentials Am are given by Eqs. 7.31 and 7.32.
Tsyganenko and Sitnov (2007) noted that a novel feature of their work is that

they expand the tail field model beyond the first term in Eq. 7.33 with m = 0,
that is, they introduce a plethora of azimuthally asymmetric elementary current
sheets with m �= 0. This makes it possible to approximate with any desired reso-
lution the magnetic field due to any distribution of the equatorial current. In this
regard, they note that all the earlier models (Tsyganenko, 1989; Tsyganenko, 1996;
Tsyganenko, 2002; Tsyganenko and Sitnov, 2005) used special forms of the ampli-
tude function a0(k), which yielded smooth radial distributions of the magnetotail
current J(r), with a single peak at r ∼ 10rE and a gradual tailward decrease beyond
that distance. This approach resulted in computationally simple codes; however, it
also restricted the models’ scope to a limited class of a priori prescribed distribu-
tions of the tail field. Therefore, Tsyganenko and Sitnov (2007) abandon most of the
previous ad hoc assumptions and leave it entirely to the model and data to establish
the actual structure of the magnetic field. To that end, Tsyganenko and Sitnov (2007)
replace in Eq. 7.33 the integration over a continuous spectrum am(k) by a discrete
summation over an equidistant set of wave numbers kn:

A(ρ,φ ,z) =
N

∑
n=1

a0nAo (kn,ρ,z)+
M

∑
m=1

N

∑
n=1

amnAm (kn,ρ,φ ,z), (7.34)
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where the axisymmetric part of the vector potential is singled out into a separate
sum, and

kn = n/ρ0, (7.34a)

where ρ0 is a radial scale, corresponding to the largest wavelength in the expansion
of the potential into the series of finite elements. By the order of magnitude, its value
should correspond to the spatial extent of the modeling region; in Tsyganenko and
Sitnov (2007) it was choused ρ0 = 20 rE. The upper limits of the summation, N and
M, define the radial and the angular (azimuthal) resolution of the model, respec-
tively. Their optimal choice translates into a trade-off between the computational
efficiency of the model and the available degree of details, which critically depends
on the coverage of the modeled region by the data.

7.2.4 Magnetic Field Components

According to Tsyganenko and Sitnov (2007), the expansion described by Eq. 7.34
for the vector potential generates a corresponding expansion for the magnetic field
vector, in which the first (axisymmetric) sum will be designated by the superscript s
(standing for “symmetric”). The second sum will be further divided into two parts.
The first part corresponds to choosing the factor sin(mφ) in the right-hand side of
Eq. 7.32, and it will be called the “odd” mode (designated by the superscript o),
since in this case both components of A are odd functions of the coordinate y. The
second part will be termed the “even” mode (hence, e). With all these notations, it
will now be

B(ρ,φ ,z) =
N

∑
n=1

a(s)
n B(s)

n +
M

∑
m=1

N

∑
n=1

a(o)
mnB(o)

mn +
M

∑
m=1

N

∑
n=1

a(e)
mnB(e)

mn, (7.35)

where
B(s)

n,ρ = knJ1 (knρ)
(

z
ζ

)
exp(−knζ ) ; B(s)

n,φ = 0;

B(s)
n,z = kn exp(−knζ )

[
J0 (knρ)− D

ζ
∂D
∂ρ J1 (knρ)

]
,

(7.36)

B(o)
mn,ρ = − knz

ζ
J′m (knρ)exp(−knζ )

[
cos(mφ)− D

mζ
∂D
∂φ

(
kn +

1
ζ

)
sin(mφ)

]
;

B(o)
mn,φ =

knz
ζ

J′m (knρ)exp(−knζ )
[

m
knρ

Jm(knρ)−ρD
mζ

∂D
∂ρ

(
kn +

1
ζ

)
J′m (knρ)

]
sin(mφ) ;

B(o)
mn,z = knJm(knρ)exp(−knζ )

[
cos(mφ)− knD

mζ
∂D
∂φ

sin(mφ)
]

, (7.37)

B(e)
mn,ρ = − knz

ζ
J′m (knρ)exp(−knζ )

[
sin(mφ)+

D
mζ

∂D
∂φ

(
kn +

1
ζ

)
cos(mφ)

]
;

B(e)
mn,φ = − knz

ζ
exp(−knζ )

[
m

knρ
Jm(knρ)− ρD

mζ
∂D
∂ρ

(
kn +

1
ζ

)
J′m (knρ)

]
cos(mφ) ;

B(e)
mn,z = knJm(knρ)exp(−knζ )

[
sin(mφ)+

knD
mζ

∂D
∂φ

cos(mφ)
]
, (7.38)
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Equations for the corresponding components Bρ , Bφ , and Bz of the magnetic field
include spatial derivatives of the half-thickness D(ρ,φ) of the current sheet. The
structure of the model field can be better visualized by plotting families of flow lines
of the corresponding electric current j =∇×B, for various values of wave numbers
kn and azimuthal harmonic orders m. Figure 7.13 displays four sample plots, from
a large-scale symmetric current disk (m = 0, k = 0.1, top, left) to a higher-order
(m = 2), smaller-scale (k = 0.3) element with an o-type symmetry (bottom, right).

The plots in Fig. 7.13 were obtained assuming a constant thickness of the current
sheet D = 2rE. Using a linear combination of a sufficiently large number of such
elements allows one to approximate the magnetic field for any distribution of the
equatorial current.

Fig. 7.13 Sample configurations of the equatorial electric current flow lines, corresponding to four
harmonics of the vector potential Eqs. 7.31 and 7.32 (From Tsyganenko and Sitnov, 2007)
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7.2.5 Spatial Variation of the Current Sheet Thickness

Tsyganenko and Sitnov (2007) noted that assuming a constant half-thickness D of
the equatorial current sheet is only a crude approximation. In the distant tail, the
plasma sheet is quite variable and turbulent, so that the local current sheet thickness
can vary within a wide range, resulting in larger values of D. At closer distances,
owing to the rapidly increasing dipole field one may expect a more regular structure
of the equatorial current, concentrated within a limited range of latitudes around the
dipole equator, where the magnetic field magnitude is minimal. Therefore, in the
inner magnetosphere the current sheet thickness on the order of magnitude, does
not exceed a fraction of the corresponding L-parameter and, hence, should decrease
with decreasing geocentric distance. On the other hand, as was found in all previous
empirical modeling studies (Tsyganenko, 1987 and later models), the tail current
sheet expands in the Y-direction toward its dawn–dusk flanks. Finally, due to a gen-
erally compressed magnetic field on the dayside, equatorial currents in that region
are expected to spread over a larger interval of latitudes than on the nightside, im-
plying larger values of D there.

According to Tsyganenko and Sitnov (2007), the above features can be taken into
account by a straightforward modification of the model, in which the parameter D
is assumed as a simple analytical function of position on the equatorial plane. They
chose it in the following form:

D = D0

[
1− f (ε)

ρ2
D

ρ2
D +ρ2

]
[1+αexp(X/10)]exp [β (Y/20)] , (7.39)

where D0 is the asymptotic half-thickness of the current sheet in the center of the
distant tail, f is the magnitude of the sheet thinning in the inner magnetosphere,
ρD = 5rE, and the coefficients α and β define the rate of the current sheet expansion
in the sunward and dawn–dusk directions, respectively. To avoid negative values
of D, the coefficient f was intentionally taken in the form

f (ε) = 0.5(1+ tanh(ε)), (7.39a)

so that | f (ε)| < 1 for any value of the variable parameter ε . In total, the form
Eq. 7.39 includes four variable parameters.

7.2.6 Approximations for the Shielding Field

Tsyganenko and Sitnov (2007) noted that as in the earlier works (Tsyganenko, 1996,
and more recent models), their approach is to define and add a corresponding shield-
ing field Bsh to each of the individual modules B(s)

n , B(o)
mn , and B(e)

mn in Eq. 7.35, so
that the final expansion for the total field of equatorial currents becomes
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Beq =
N

∑
n=1

a(s)
n

(
B(s)

n +B(s)
sh,n

)
+

M

∑
m=1

N

∑
n=1

a(o)
mn

(
B(o)

mn +B(o)
sh,mn

)

+
M

∑
m=1

N

∑
n=1

a(e)
mn

(
B(e)

mn +B(e)
sh,mn

)
(7.40)

This ensures a full confinement of the total field inside the magnetopause, regardless
of specific values of the amplitude coefficients a(s)

n , a(o)
mn , and a(e)

mn in the expansion.
A great advantage of this approach is that it allows defining B(s)

sh,n, B(o)
sh,mn, and B(e)

sh,mn
only once, after which the model can be fitted to any set of data by varying the co-
efficients, but without recalculating the shielding fields. Since the shielding currents
flow at the magnetopause, their field inside the magnetosphere can be described us-
ing a scalar potential. In particular, the shielding fields B(s)

sh ,B(o)
sh , and B(e)

sh for each
term in Eq. 7.40 can be constructed using expansions in cylindrical harmonics sim-
ilar to Eq. 7.24:

U =
K

∑
k=1

L

∑
l=0

cklJl (kkρ)
{

cos(lφ)
sin(lφ)

}
sinh(kkz) , (7.41)

where the factor cos(lφ) corresponds to the terms having the s-symmetry and o sym-
metry, and sin(lφ) enters in the e-terms. The summation limits K and L were chosen
equal to 5 and 15, respectively, to provide a reasonable trade-off between the relative
RMS error (on the order of 7–10%) and the length of expansions (hence, compu-
tation time). Expansions for individual magnetic field components can be obtained
by taking the gradient of Eq. 7.41 and are similar in their structure to Eqs. 7.36,
7.37, and 7.38. Figure A7.1 illustrates the effect of the shielding by showing sam-
ple distributions of the normal component Bn of the unshielded field on the model
magnetopause (left panel), taken with the opposite sign, and the corresponding nor-
mal component Bsh,n of the shielding field (right panel) for the term with m = 4 and
n = 3 in the second double sum in Eq. 7.39.

As mentioned Tsyganenko and Sitnov (2007), in an ideal case of a perfect shield-
ing, Bn + Bsh,n = 0, and the two distributions would be identical. Using the finite
expansion described by Eq. 7.40, however, limits the accuracy and, even though the
overall agreement is satisfactory, both negative (red) and positive (blue) peaks of
Bsh,n are located somewhat farther from the equatorial plane than those in the un-
shielded field distribution. This discrepancy can be reduced by adding more terms
in the expansion described by Eq. 7.40, and thus increasing its flexibility near the
flanks of the current sheet, where the magnetic field rapidly reverses its orientation
across the equatorial plane.

7.2.7 Contribution from Field-Aligned Currents

In Tsyganenko and Sitnov (2007) modeling of the field BFAC of field-aligned cur-
rents (FACs) essentially relies on the approach developed earlier in Tsyganenko
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(2002a). Both Region 1 and Region 2 FACs were assumed to flow into and out of
the ionosphere along closed contours encircling the polar cap, so that in each case
the current flow lines are confined to analytically defined surfaces, S1 or S2, re-
spectively. At low altitudes, the shape of each surface approximately matches the
diverging dipolar field lines, but then gradually stretches out at larger radial dis-
tances. The strength of the upward–downward currents was defined as a simple
sinusoidal function of the foot point solar-magnetic longitude φ . For each current
system, the corresponding magnetic field BFAC was first calculated numerically at
a grid of points covering a wide range of distances, by means of a Biot–Savart in-
tegration. The next step was to derive a suitable analytical model, yielding the best
fit to the numerically obtained set of field vectors. As a convenient zero-order ap-
proximation B(o)

FAC Tsyganenko and Sitnov (2007) chose the “conical” harmonics
(Tsyganenko, 1991), corresponding to purely radial currents that flow within a con-
ical sheet Sc of finite thickness, with the current density varying with the longitude
as sin(mφ ) (m = 1,2, . . .). These harmonics will be called “antisymmetric,” because
in this case the FACs at dawn and dusk have the same magnitude but opposite di-
rections, e.g., downward at dawn and upward at dusk. Since the shape of the conical
current sheets grossly differs from that of the surfaces S1 and S2, the correspond-
ing zero-order magnetic field B(o)

FAC is also different from the numerically computed

BFAC. To bring them into closer agreement, the zero-order field B(o)
FAC was modified

by applying a flexible deformation of space in spherical coordinates R ⇒ R∗. The
deformation parameters were found by minimizing the RMS difference between the
numerically computed field BFAC and its analytical approximation B(o)

FAC, obtained
by deforming the conical field as

B′
FAC = T̂B(o)

FAC(R∗), (7.42)

where T̂ is the deformation tensor (Tsyganenko, 1998). The best-fit deformation
yielded the desired analytical approximation for the field BFAC and transformed
the original conical current sheet Sc into a modified surface, close to that used
in the numerical computation (i.e., either S1 or S2). As was already discussed in
Tsyganenko (2002a, b), the Region 2 currents and the PRC should be viewed as
a single-current system because they are driven by the same physical mechanism
(that is, sunward plasma convection in the inner tail) and are located in the same
region. In the Tsyganenko (2002a, b) model, however, for the sake of mathematical
tractability they were treated as separate sources, so that the model PRC represented
the innermost part of the system confined within r ∼ 5rE , while the model Region
2 currents extended to larger distances and blended there with the cross-tail cur-
rent. That artificial separation was dictated by an inherent deficiency of the model
of deformed conical currents, namely, by the lack of the azimuthal component of j,
needed to close them in the plasma sheet. The described approach offers a natural
way to include the closure currents at low latitudes, and thus eliminates the need in
a separate PRC module. Figure 7.14 qualitatively explains the idea: its essence is
to divert in the azimuthal direction the radial component of the model FAC in the
plasma sheet, merely by adding a suitable distribution of equatorial currents.
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Fig. 7.14 Schematic illustration of the Region 2 FAC and PRC current systems, obtained by com-
bining the deformed conical model of Tsyganenko (2002a, b) with the flexible equatorial currents,
corresponding to Eq. 7.35. Top: the conical Tsyganenko (2002a, b) FACs (left) are diverted by
adding a system of equatorial currents (center), which results in a two-loop (“quadrupole”) three-
dimensional current system, localized at closer geocentric distances (right). Bottom: adding an ax-
isymmetric ring current (center) to the above system converts it into a PRC, peaked in the evening
sector (right) (From Tsyganenko and Sitnov, 2007)

As a first step (Fig. 7.14, top), Tsyganenko and Sitnov (2007) add a distribu-
tion with oppositely directed radial currents, which cancels the original currents
at large distances and thus confines them to the inner magnetosphere as a two-
loop three-dimensional system, termed in an earlier work as a “quadrupole” current
(Tsyganenko, 2000a). Adding then a suitably distributed axisymmetric ring current
(Fig. 7.14, bottom) weakens the eastward current on the morning side, but strength-
ens the westward current in the evening sector, which results in a typical PRC con-
figuration.

Tsyganenko and Sitnov (2007) note that the above scheme just illustrates the
principle: in fact, there is no need to add any more special terms into the model, be-
cause the expansion described by Eq. 7.35 for the field of equatorial currents, due to
its great flexibility will automatically include the effect of the closure currents for the
FAC system, merely by a proper adjustment of its coefficients. Also, they note that
the model allows to easily reproduce the dawn–dusk asymmetry of the FAC/PRC
system, an inherent feature of the storm-time magnetosphere. To that end, they in-
troduce a “symmetric” component in the FAC system, in which the downward cur-
rents are localized around noon and upward currents near midnight. Although such
a possibility was briefly discussed in Tsyganenko (2000a), the symmetric FAC was
not included in the Tsyganenko (2000a, b) model; instead, the PRC was allowed to
rotate around the solar-magnetic z-axis and thus replicate the duskside storm-time
depression of the geomagnetic field. In the described model Tsyganenko and Sitnov
(2007) do not have a separate PRC module, and the westward rotation of the Region
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2 FAC (shown in Fig. 7.14) is taken into account by adding a symmetric Fourier
mode of the FAC, similar to the antisymmetric one with m = 1, but with the corre-
sponding current varying with longitude as cosφ instead of sinφ . Tsyganenko and
Sitnov (2007) note that this mode of FAC has the same type of dawn–dusk symme-
try/antisymmetry as the “e-modes” of the field from the equatorial currents given by
Eq. 7.38. Similarly to all other magnetospheric field sources, the field B(o)

FAC should
also be confined within the magnetopause and, hence, must be complemented by a
corresponding shielding field. As in Tsyganenko (2000a), Tsyganenko and Sitnov
(2007) represented that field by a set of box harmonics having a generic form

uik ≈ exp
[
x
(

p−2
i +q−2

k

)]{ cos(y / pi)
sin(y / pi)

}{
cos(z / qk)
sin(z / qk)

}
(7.43)

These harmonics were used for the shielding of both antisymmetric and symmetric
terms in the FAC field, with the choice between sin and cos based in each case on
the required parity of the magnetic field components.

7.2.8 Data Used for Magnetosphere Modeling

As mentioned above, a principal goal of Tsyganenko and Sitnov (2007) work was
to develop a modeling tool, capable of deriving from the data as much as possible
information on the large-scale magnetospheric structure. The size of the database is
a critical factor in such studies, so every effort was made to maximize the amount
of available data by including observations from new missions and expanding the
previously existing sets.

Geotail data. The 13-year set of Geotail magnetometer data used in Tsyganenko
and Sitnov (2007) study included more than 10 years of observations in the near-tail
at 10rE ≤ r ≤ 30rE. Owing to the low inclination of Geotail, it provided a perfect
coverage of the plasma sheet and adjacent tail lobe area. A comprehensive overview
of the spacecraft orbit and the instrument can be found elsewhere (Nishida, 1994;
Kokubun et al., 1994). The original data with 1-min resolution were first filtered to
remove bad records and then corrected for a systematic offset in the Bz component,
using high-resolution 3-s data from Geotail solar-wind intervals and a variant of
the Davis–Smith method (Davis and Smith, 1968; Belcher, 1973). The corrected
data were averaged over 5-min intervals and subjected to a visual screen-by-screen
inspection to remove the data taken outside the magnetosphere, identified with the
help of concurrent key parameter plasma data.

Cluster data. A new resource of magnetometer data, not yet tapped in previous
modeling studies, was the Cluster data archive at NSSDC CDAWEB. The origi-
nal data also came with 1-min resolution and were processed using basically the
same procedures as for Geotail. In order to more accurately identify the magne-
topause crossings, Tsyganenko and Sitnov (2007) used the data on the proton bulk
flow speed obtained by the Cluster Ion Spectrometer (Reme et al., 2001), available
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from the same online source. The data spanned the period from February 2001 to
July 2005 and included in total 65,755, 15-min averages, spatially distributed at
significantly higher latitudes than the Geotail data and covering the range of radial
distances between 4 and 19rE. More details on the orbital design of the Cluster
mission and its magnetic field experiment can be found elsewhere (Escoubet et al.,
2001; Balogh et al., 2001).

Polar data. The Polar magnetic field experiment (Russell et al., 1995) was ini-
tially conceived for studying the high-latitude magnetosphere up to geocentric dis-
tances of 9rE. Owing to the extended lifetime of the experiment and to the slow
rotation of Polar’s line of apsides, the spacecraft provided complete coverage of
the entire inner magnetosphere during more than 10 years of its operation. The Po-
lar data were prepared from 55-s averages downloaded from UCLA Polar website
and covered the period from the launch (March 1996) through September 2005. All
the data were visually inspected to eliminate bad records and magnetosheath/solar
wind intervals, and then divided into two subsets, corresponding to high-altitude
(5.0 ≤ r ≤ 9.0rE) and low-altitude (3.2 < r < 5.0 rE) ranges of the geocentric dis-
tance. The data in the high-altitude subset were then averaged over 15-min intervals,
while for the low-altitude subset Tsyganenko and Sitnov (2007) chose a shorter av-
eraging interval of only 5 min, taking into account the much higher speed of the
spacecraft near earth. Retaining the 15-min averaging in that region would result
in too long orbital segments and, hence, would smear out the spatial structure of
the field in the innermost magnetosphere. In total, Polar data included 212,891 data
records from the high-altitude region (15-min averages) and 103,856 records from
the low-altitude region (5-min averages). In terms of the number of data points,
Polar contributed nearly 27% of the total in the entire database.

Geosynchronous data. Magnetic field data from synchronous orbit is a valu-
able resource for the magnetospheric modeling. During the last decade, most of
the contribution to the synchronous data pool came from four satellites, GOES-8,
GOES-9, GOES-10, and GOES-12 that provided almost continuous simultaneous
monitoring of the magnetic field at two geographic longitudes, about 5 h apart in
local time. The synchronous orbit is important not only from a practical viewpoint,
but also due to its unique location as a dividing line between the stable, mostly
quasi-dipolar inner geomagnetic field, and much more variable outer field, often be-
coming tail-like during disturbed times. The synchronous data were processed in
Tsyganenko and Sitnov (2007) using basically the same procedures as the data of
other spacecrafts. In contrast to purely scientific missions, the GOES satellites are
not magnetically clean, and in some instances, the original data were found to be
contaminated by onboard sources of magnetic field. For that reason, special atten-
tion was given to visual identification and filtering out of bad data intervals, along
with the magnetosheath intervals during strong compressions of the magnetopause,
when the dayside boundary crossed the synchronous orbit. In total, the data of four
GOES spacecraft contributed 625,481 data records with 15-min average values of
the magnetic field, constituting about 54% of the total number of records in the
modeling data sets.
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IMP-8 data. As noted Tsyganenko and Sitnov (2007), IMP-8 spacecraft became
famous for its outstanding longevity among other space physics missions (launched
in 1973, retired in 2001). Owing to its orbital parameters (a quasi-circular orbit with
r ∼ 30–40rE), IMP-8 served for many years as a unique source of solar-wind and
IMF data, though it also contributed to several statistical studies of the magnetotail
structure (e.g., Kaymaz et al., 1994). Tsyganenko and Sitnov (2007) included in
their database magnetospheric magnetic field data of IMP-8 taken during 1995–
2000, when concurrent solar-wind data from WIND and ACE became available.
Because of a long orbital period (12.5 days) and a limited magnetospheric residence
time, the number of IMP-8 data records in their database is comparatively small,
only 16,317 records, that is, 1.4% of the total. Nonetheless, Tsyganenko and Sitnov
(2007) consider them as an important addition to the data set, since they cover a
severely underrepresented region of the distant tail (r ∼ 30–40rE) with much fewer
Geotail observations.

Solar wind and IMF data. In the recent studies of Tsyganenko (2002a, b),
Tsyganenko et al. (2003) and Tsyganenko and Sitnov (2005), dedicated sets of
the solar-wind and IMF data with 5-min resolution, prepared from wind, ACE,
and IMP-8 observations were used. Tsyganenko and Sitnov (2007), in contrast,
used hourly averages from OMNI database (ftp://nssdcftp.gsfc.nasa.gov/spacecraft
data/omni/), for the following reasons. First, given the large separation between the
solar-wind monitors and earth (in both the sun-earth and transverse directions), us-
ing the data with 5-min resolution is not always warranted because of inevitable
accumulation of large errors in the calculated propagation times between the space-
craft and the magnetosphere and additional inaccuracies, associated with lack of
information on the orientation of discontinuities in the solar wind. Second, the solar-
wind data, especially the proton density, taken simultaneously but at different loca-
tions by different spacecraft, can differ significantly. This can even be the case for
different instruments on the same spacecraft, or different methods of data process-
ing (i.e., moments versus nonlinear analysis of distribution functions). This calls
for adopting a single standard interplanetary medium data set for space weather
studies, especially in the development of quantitative magnetospheric models. The
OMNI data can be viewed as a good candidate for such a standard, all the more
so when a high-resolution version of the OMNI data resource is currently under
construction (King and Papitashvili, 2005). Finally, Tsyganenko and Sitnov (2007)
focused mostly on average structures of the magnetosphere, corresponding to a set
of fixed bins of interplanetary parameters and, hence, there is no need to know in
great detail the dynamics of the incoming solar wind.

7.2.9 Regularization of Matrix Inversion Procedures

As underlined by Tsyganenko and Sitnov (2007), a distinctive feature of the new
approach is the large number of elementary magnetic field sources, whose ampli-
tudes need to be found by fitting the Eq. 7.40 to data. The specific models have
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about a hundred elements describing the field of equatorial currents, each of which
is shielded using a comparable number of the magnetopause field elements. All
the shielding coefficients are determined prior to the main procedure of fitting the
model to spacecraft data and, once found, need not to be changed. In that sense, the
shielding procedure is uncoupled from the main fitting and, hence, does not signif-
icantly strain the computer resources. Yet, already at the shielding stage, the use of
the Gauss method of matrix inversion, employed in the earlier models, was found to
result in serious problems: the range of best-fit values of the shielding coefficients
quickly expanded with the increase in their number, and the effect was further am-
plified when fitting the model to spacecraft data. To regularize the procedure and
achieve a trade-off between the accuracy of the fitting and the noise in the best-fit
coefficients, Tsyganenko and Sitnov (2007) employed a new technique, based on
the singular value decomposition (SVD) method (Press et al., M1992). The cen-
tral idea of the method is to represent the least-squares normal equation matrix as
a product of two orthogonal matrices and one diagonal matrix containing positive
numbers, the so-called singular values. Then, in the process of the matrix inversion
the smallest singular values are excluded, so that their inverse values are replaced by
zeros. The number of singular values to be excluded is controlled by the tolerance
parameter, which is usually the ratio between the smallest and the largest singular
values to be retained. Tsyganenko and Sitnov (2007) found the SVD approach to
be a very powerful tool to effectively regularize all the data-fitting procedures, pro-
viding an accurate matrix inversion with reasonable amplitudes of the least-squares
coefficients.

7.2.10 Data Weighting

According to Tsyganenko and Sitnov (2007), another problem arising from the in-
creasing amount of data and the higher spatial resolution is a strong non-uniformity
of the data coverage due to a limited number of spacecraft and their different orbital
parameters. Figure 7.15 shows a histogram of the radial distribution of data in a
subset corresponding to quiet conditions with Kp ≤ 1 (a total of 174,137 averages),
binned into 0.5rE intervals of the geocentric distance.

Figure 7.15 shows that even with the logarithmic scale of the vertical axis mask-
ing the large variation of the data density, it is evident that the biggest portion of
data is confined within r ≤ 10rE, and there is a strong disparity between the rela-
tively sparse population of Geotail and Cluster data points in the midtail region and
much denser coverage of the inner magnetosphere by Polar and GOES, the latter’s
contribution being confined to a narrow range of GSM latitudes and a single value of
the synchronous radial distance, manifested by a sharp peak at r = 6.6 rE in the plot.
The secondary peaks correspond to the boundary between the regions with 5- and
15-min averaging of Polar data (at r ≈ 5rE) and to the apogees of Polar, Cluster, and
Geotail (r ≈ 9rE, r ≈ 19rE, and r ≈ 30rE , respectively), where the spacecraft move
most slowly and hence collect the largest amount of data.
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Fig. 7.15 Radial distribution of data points in the modeling data set, binned into 0.5 rE intervals
of the geocentric distance (solid line). Note the log scale on the vertical axis and a sharp peak at
6.6 rE due to the GOES data. Local peaks corresponding to apogees of individual spacecraft are
also indicated. Applying the weight function, inversely proportional to the radial density of the
data, results in a nearly constant normalized data density (dotted line), except in the distant tail
beyond 30 rE. From Tsyganenko and Sitnov (2007)

In more quantitative terms, the interval 3rE ≤ r ≤ 10 rE contains 83.5% of all
data points, of which 64.5% belong to the GOES data at r = 6.6 rE. In contrast,
the intervals 10rE ≤ r ≤ 20 rE, 20 ≤ r ≤ 30rE, and 30 ≤ r ≤ 40 rE yield only 7.7,
5.5, and 3.1% of all data, respectively. Tsyganenko and Sitnov (2007) noted that in
this situation, using the unnormalized data in the least-squares fitting might result
in a significant bias of the reconstructed field in the underpopulated magnetotail.
To avoid that, Tsyganenko and Sitnov (2007) introduced a weighting procedure,
in which the weight W was calculated as a function of the radial distance r in the
following way. The entire range of the radial distance containing the data was binned
into 0.5rE intervals, and each bin was assigned a partial weight

Wi = 〈ΔN〉/max{0.2〈ΔN〉 ,ΔNi}, (7.44)

where ΔNi are the numbers of data points in the ith bin and 〈ΔN〉 is the average
number per bin over the entire set. To avoid excessively large weights for severely
underpopulated bins with too little data points, a lower limit was set on their num-
ber, so that if ΔNi dropped below 20% of the average, the weight Wi was capped
from above, not to exceed 5.0. The normalized radial distribution of the data density
obtained by multiplying ΔN/Δr by Wi is shown in Fig. 7.15 by a dotted line. The
normalization effectively levels the data distribution everywhere, except in the dis-
tant tail beyond Geotail’s apogee, where it falls off because of too small a number
of observations and the capping condition.
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7.2.11 Binning by Kp Index

The first set of the least-squares fitting runs was made by Tsyganenko and Sitnov
(2007) for a sequence of bins of the geomagnetic activity Kp index, as in the old
Tsyganenko and Usmanov (1982), Tsyganenko (1987), and Tsyganenko (1989)
models. In this case the summation upper limits in Eq. 7.40 were chosen as M = 4
and N = 5. It should be noted that Tsyganenko and Sitnov (2007) did not impose
any restrictions on the range of the solar-wind dynamic pressure Pdyn in the data sub-
sets and, since that parameter is of primary importance in controlling the strength
of the global magnetotail magnetic field (e.g., Tsyganenko, 2000b), it had to be
somehow included in the model. To that end, Tsyganenko and Sitnov (2007) mod-
ified the Eq. 7.40 by representing each of the coefficients a(s)

n , a(o)
mn , and a(e)

mn, as
binomials having the form a0 + a1

√
Pdyn. This modification doubled the number

of unknown coefficients and thus brought their total number in Eq. 7.40 up to 90.
The model FAC contributed four more coefficients, including the first and second
antisymmetric Fourier modes for the Region 1 system, as well as antisymmetric and
symmetric principal modes for Region 2. Finally, Tsyganenko and Sitnov (2007)
also added a term, corresponding to a uniform magnetic field along the zGSM-axis,
to take into account the “penetration” (or “interconnection”) magnetic field, similar
to that entering in the Tsyganenko (1996), Tsyganenko (2002a, b), and Tsyganenko
and Sitnov (2005) approximations. In those models, the penetration field was a pri-
ori assumed to be proportional and, hence, directly controlled by the perpendicular
component of the concurrent IMF. The degree of that control was defined by a pro-
portionality factor derived from the data, and its best-fit value varied between the
models from 0.4 to 0.8. Tsyganenko and Sitnov (2007) assumed a simpler version
of the interconnection field, derived from a binned data subset just as a vector δBzez
in the Z direction. Adding this term to the model resulted in a tangible improvement
of the model’s figure of merit and, most interesting, revealed a strong and stable
correlation between δBz and the average IMF Bz. Figure A7.2 shows equatorial dis-
tributions of the external part ΔBz of the magnetospheric magnetic field (i.e., without
the contribution from the earth’s sources) for four intervals of the Kp index, from the
most quiet (Kp = 0, top left) to the most disturbed (Kp from 6 to 7 + , bottom right).

As underlined Tsyganenko and Sitnov (2007), the plots in Fig. A7.2 correspond
to zero tilt of the geo-dipole and faithfully reproduce all the main features of the
equatorial magnetosphere, a compressed field on the dayside, a depression in the
inner region, and an extended area of a generally weak field in the near tail. As
the Kp index grows, so does the average ram pressure of the solar wind, which is
manifested in the progressive compression of the magnetopause. Another feature
clearly seen in the panels is a steady decrease of the magnetic field in the inner
magnetosphere, with the largest effect on the nightside. In the most disturbed case,
the depression greatly expands outward and its center shifts toward the duskside,
manifesting the development of a storm-time PRC. In the same panel, one can also
see two local positive peaks of ΔBz in the dawn and dusk sectors of the near tail.
Their origin is not clear, but it should be kept in mind that binning the data by the
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Kp index inevitably results in a mixture of physically different states of the magne-
tosphere, making it hard to interpret details of the model field and distinguish them
from artifacts.

7.2.12 Binning by the IMF Bz

In Fig. A7.3 Tsyganenko and Sitnov (2007) demonstrate the effect of the IMF condi-
tions on the equatorial field. To achieve a better spatial resolution, here Tsyganenko
and Sitnov (2007) used a longer expansion of Eq. 7.40 with M = 6 and N = 8.
The number of unknown coefficients in this case rose to 208. As before, four more
coefficients came from four FAC modules, and one more from the “penetration”
term. Therefore the total number of unknown coefficients in this version was 213.
As said earlier, using the SVD method made it possible to effectively regularize the
problem; in this regard, special attention was also paid to the optimal choice of the
binning intervals of the IMF Bz, having in mind that too small subsets could result
in a stronger noise and artificial features in the model field. Even though the model
allowed to explicitly take into account the IMF By-related twisting of the magneto-
tail by a suitable field deformation (Tsyganenko, 1998), we minimized that effect
by choosing only data records with IMF |By| < |Bz|. In order to more clearly re-
solve the effects of the IMF, its Bz component was also required to stay within a
specific bin both during the current and preceding hour. Finally, in the case of pos-
itive IMF Bz an additional restriction was also imposed on the Dst index, namely,
that ≥−20nT, with the purpose to eliminate intervals corresponding to storm re-
covery phases. With all the above limitations and precautions, the data were binned
into 11 intervals of the IMF Bz, with typical numbers of records in individual sub-
sets varying in the range from ∼6,000 to ∼15,000. Figure A7.3 displays plots of
the magnetospheric equatorial ΔBz for four selected intervals of the IMF Bz, in the
same format as in Fig. A7.2. A striking effect, evident in the case of a large positive
IMF Bz (top left panel in Fig. A7.3) is a significant increase of the magnetic field
near the magnetopause, extending over a large area and especially pronounced on
the dawnside. This feature was found to be stable, in the sense that it also obtained
in other realizations of the model with a different degree of the spatial resolution
and, hence, it should be treated as a real effect. Its plausible interpretation is the
pileup at the dayside magnetopause of the newly closed magnetic flux tubes, recon-
nected poleward from the cusps, and their subsequent tailward flow in the LLBL
(Song and Russell, 1992; Lavraud et al., 2005, 2006, and references therein). This
process is opposite to the erosion of the subsolar magnetosphere during the times of
southward IMF.

As for the dawn–dusk asymmetry, a possible physical cause could be the asym-
metry in the magnetosheath conditions, with larger particle densities (and, hence,
elevated values of the frozen-in B) on the dawnside. Such an asymmetry was found
(Paularena et al., 2001) in IMP-8 observations of the proton density at X ≤−10rE,
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made near solar maximum. A similar strong dawn–dusk asymmetry was also found
by Nemecek et al. (2002) at more sunward locations (−10 ≤ X ≤ 5rE) using Inter-
ball data. In the opposite case of negative IMF Bz (two bottom panels in Fig. A7.3),
one clearly sees a depression in the inner magnetosphere, dramatically expand-
ing, growing in magnitude, and shifting duskward in the extreme case with IMF
Bz < −8nT (right). The latter plot largely resembles the one for Kp = 6–7+ in
Fig. A7.2. However, there is a significant and interesting difference: whereas the
Kp-based plot included the area of strong compression of the field near the day-
side magnetopause with ΔBz ∼ 30nT at the subsolar point, there is no such com-
pression in the case of strongly negative IMF Bz in Fig. A7.3. Moreover, here
ΔBz ∼ −10nT, so that the field is actually depressed. As mentioned Tsyganenko
and Sitnov (2007), this is the well-known effect of the erosion of the dayside mag-
netosphere (e.g., Sibeck, 1994; Muehlbachler et al., 2005), associated with recon-
nection and strong FACs.

7.2.13 Main and Recovery Storm Phases

In the final set of experiments, Tsyganenko and Sitnov (2007) tested the new model
for its capability to replicate specific phases of a magnetic storm. To that end, a
subset of data was created by selecting a set of storms of moderate magnitude, with
the peak Dst in the range between −125nT and −50nT. The set covered the decade
from January 1995 to December 2005 and included data for 134 events. The main
and recovery phase periods were selected visually using plots of the Dst index, and
the obtained lists of intervals were used for the selection of corresponding spacecraft
data in the magnetosphere. In total, the main and recovery phase sets included 9,848
and 49,772 data records, respectively; the larger size of the recovery set reflects its
much longer average duration, in comparison with the main phase. Figure A7.4
shows the obtained equatorial ΔBz for these two cases, in the same format as in the
previous plots. Tsyganenko and Sitnov (2007) noted that for the storm main phase
conditions, even though the overall field distribution resembles that obtained for
the cases of high Kp-index and the strong negative IMF Bz (bottom right panels of
Figs. A7.2 and A7.3, respectively), there is some difference. First, here the depth
of the inner field depression is not as great as in the former two cases, presumably,
because it was chosen only moderate storms. Second, the distant field in the dayside
subsolar region is not as depressed as in the case of the strong southward IMF and
looks more like that in Fig. A7.2 for Kp = 6–7+, although one still can see a narrow
wedgelike area of depressed (eroded) ΔBz in the prenoon sector, embedded between
the regions of a strongly compressed field. Finally, in all three cases (Kp = 6–7+,
IMF Bz < −8, and the storm main phase) there are local positive peaks of ΔBz on
the dawnside and duskside of the near tail. The peaks are the most pronounced in the
case of the storm main phase, and it is no clear explanation for that feature. In the
case of the recovery phase, the ΔBz distribution is much more regular and highly
symmetric in the dawn–dusk direction. It is interesting to visualize and compare the
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data-based patterns of equatorial electric currents, corresponding to the magnetic
field distributions in Fig. A7.4.

Figure A7.5 displays the vectors j ∼∇× B, plotted against the color-coded back-
ground indicating the magnitude of the electric current density. Immediately a strik-
ing difference is noticed between the distributions for the main and recovery phases,
not only in the overall magnitude of the currents, but also in the basic configuration
of the current systems. In the first case, the distribution of the j vectors has noth-
ing to do with the traditional notion of the azimuthally closed ring current: it rather
has a “hook-like” shape with the largest magnitudes in the night and dusk sectors,
but with virtually no current in the pre-noon sector in the entire range of radial dis-
tances. This is in good agreement with independent particle data at synchronous
distance (Denton et al., 2005), indicating a low-ion pressure in the range from 08
to 13 h MLT during the times of peak negative Dst. Another supporting evidence
is given by ENA data: essentially all the storm-time images from IMAGE MENA
and HENA show an absence of ion fluxes coming from the pre-noon sector (e.g.,
Brandt et al., 2002). Finally, kinetic simulations of the ring current (e.g., Liemohn
et al., 2001) also demonstrate that not much of the storm-time ring current exists in
the pre-noon sector. As noted by Tsyganenko and Sitnov (2007), a completely dif-
ferent distribution of the electric currents is established during the recovery phase
(right panel in Fig. A7.5). In this case the model yields a roughly axisymmetric con-
figuration, and there is virtually no distinction or transition region between the ring
and tail current systems.

7.2.14 Field-Aligned and Equatorial Currents

Tsyganenko and Sitnov (2007) noted that it is interesting to further analyze the rel-
ative role of the equatorial and field-aligned currents (FACs) in the observed dawn–
dusk asymmetry of the disturbed inner magnetosphere. A commonly accepted par-
adigm is that the storm-time duskside depression of the geomagnetic field at low
latitudes is due to a PRC that develops owing to an increased convection of freshly
injected particles in the evening sector (e.g., Liemohn et al., 2001). The notion of
a PRC is traditionally based on a premise (dating back to Vasyliunas, 1970) that
the azimuthally confined equatorial current closes via FACs in the ionosphere. A
global model of the magnetic field associated with such a current was developed by
Tsyganenko (2000a) and employed in Tsyganenko (2002a, b), and Tsyganenko and
Sitnov (2005). In Tsyganenko and Sitnov (2007), the PRC is not introduced as a sep-
arate ad hoc module, but naturally emerges as an inherent part of the global three-
dimensional current system, in which the flexible equatorial currents blend with
the symmetric and antisymmetric components of the Region 2 FAC. Fitting such a
model to data allows one to reconstruct actual magnetic configurations and to quan-
titatively assess individual contributions of equatorial and FACs to the storm-time
field. Figure A7.6 shows a Polar plot of the low-altitude distribution of the model
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FAC j|| = j ·B/B above the northern hemisphere, for the extreme case of a strong
southward IMF Bz < −8nT, corresponding to the right bottom panel in Fig. A7.3.

Negative/positive values (in nA/m2) are shown in Fig. A7.6 by red/blue colors
and correspond to outflowing/inflowing current, i.e., directed antiparallel/parallel to
local B vector, respectively. Latitudinal position of the Region 1 and Region 2 zones
is controlled in the model by variable nonlinear parameters defining the global scale
of the corresponding three-dimensional current systems, and their best-fit values
were also derived from the data. As a rule, the strength and location of both systems
could be determined with confidence only for southward IMF data bins, while in
the case of northward IMF the location of FAC systems was found less stable and
their magnitude much smaller. In the particular case, shown in Fig. A7.6, the total
inflowing Region 1 and Region 2 currents (per one hemisphere) were found equal to
2.7 and 1.9 MA, respectively. The Region 2 system included a symmetric module,
providing a day–night current and thus making it possible to take into account the
azimuthal rotation of the Region 2 current and, owing to its coupling with equatorial
currents, replicate the PRC. This effect is clearly seen in the plot: the model Region
2 zone is rotated by ∼30◦ toward dusk, in agreement with the individual values of
the total current in the antisymmetric and symmetric Region 2 modules, found equal
to 1.6 and 1.0 MA, respectively.

Figure 7.16 displays the radial variation of the dawn–dusk asymmetry of the
inner magnetospheric field, calculated as the difference between the dusk and dawn
model values of the equatorial Bz GSM component at the same radial distance r =
(X2 +Y 2)1/2. The plots correspond to zero tilt of the geo-dipole and include the
asymmetry of the total model field (solid line) as well as the partial contributions
from the FAC and equatorial currents.

As seen from Fig. 7.16, the net asymmetry is negative almost everywhere (i.e.,
the field at dusk is more depressed than at dawn) and reaches the largest values in
the innermost region ρ ≤ 3rE, where the contribution from FAC is dominant. The
contribution from equatorial currents is relatively small here, but grows with dis-
tance and becomes nearly equal to that from FAC in the interval between 3 and
5rE. At even larger distances, the field of equatorial currents rises and turns posi-
tive at ρ ≈ 8rE. Tsyganenko and Sitnov (2007) noted that the described model does
not replicate the innermost eastward part of the ring current, caused by the positive
radial gradient of the particle pressure at ρ ≤ 3rE (e.g., Lui et al., 1987) for two
reasons. First, the used data set does not include any magnetometer data from that
region, mostly because it is much more difficult to accurately separate the exter-
nal part from the total field observed at small distances, due to the rapidly growing
internal field. Second, even with the upper limit in Eq. 7.40 as high as N = 8, the
shortest radial wavelength in the model equals 2.5rE, which means that, even if the
low-altitude data are available, the smaller-scale features would still remain unde-
tected by the present version of the code. The above boils down to a rather trivial
statement: to obtain a more accurate description of the inner field, one needs to in-
crease the spatial resolution of the model (which is the simplest task) and add new
data from the innermost magnetosphere (a harder problem).
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Fig. 7.16 Illustrating the dawn–dusk asymmetry of the equatorial Bz in the case of the strong
southward IMF. The difference B(dusk)

z − B(dawn)
z is plotted as a function of the radial distance

along yGSM-axis. Solid, dashed, and dotted lines correspond to the total external field and to the
individual contributions from the FACs and equatorial currents, respectively (From Tsyganenko
and Sitnov, 2007)

7.2.15 “Penetrating” Field Effect

As noted by Tsyganenko and Sitnov (2007), another interesting feature of the model
field is the dependence of the “penetration” term δBzez on the IMF Bz. It was found
that adding that term resulted in a significant (3–4%) improvement of the fit, es-
pecially in the case of a strong southward IMF. Its magnitude δBz was also treated
as an unknown model parameter and was found along with other parameters for
11 data subsets, corresponding to consecutive intervals of the IMF Bz. Figure 7.17
shows the variation of δBz against IMF Bz, revealing a strong correlation between
these quantities.

According to Tsyganenko and Sitnov (2007), two features deserve to be noted.
First, there is virtually no difference in the slope of the curve between the positive
and negative IMF Bz, which one might expect based on the notion of the magne-
tosphere as a “rectifier” that selectively responds to opposite polarities of the IMF
Bz. Second, the plot has a small negative intercept at IMF Bz = 0, equal to ∼−2nT,
which would make it more difficult to interpret the field δBz as a penetrated IMF,
since in that case one would run into a paradoxical conclusion that positive IMF Bz
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Fig. 7.17 The best fit “penetrating” field δBz as a function of the IMF Bz (From Tsyganenko and
Sitnov, 2007)

penetrates in the magnetosphere as a negative δBz. In the opinion of Tsyganenko
and Sitnov (2007), the easiest interpretation of this term is related to the fact that the
considered magnetopause model does not depend on the IMF Bz, but responds only
to the solar-wind dynamic pressure. In actuality, the average magnetopause signif-
icantly changes its shape with the varying IMF Bz (Shue et al., 1998), and that can
be a primary factor behind the obtained dependence of δBz on the IMF conditions.
Introducing the variable shape of the model magnetopause still remains a major
challenge in the empirical modeling, to be resolved in a future work.

7.2.16 Effects of the Dipole Tilt and IMF By on the Model Tail
Current

As noted by Tsyganenko and Sitnov (2007), seasonal and diurnal variations of the
earth’s dipole tilt angle Ψ with respect to the X = 0 plane result in a periodic trans-
verse motion and large-scale deformation of the tail current sheet. This effect has
been known since long (Russell, 1972); the most recent quantitative model provid-
ing the shape of the tail current sheet as a function of Ψ and concurrent interplane-
tary parameters was devised by Tsyganenko and Fairfield (2004). As shown in that
work and in an earlier study (Tsyganenko, 1998), the net deformation of the orig-
inally planar current sheet can be represented as a superposition of bending in the
X−Z plane, warping in the Y−Z plane, and twisting around the x-axis. The former
two deformations are due to the dipole tilt, while the latter one is associated with
the IMF By component. A complete quantitative description of the model field de-
formations needed to incorporate these effects was given in Tsyganenko, (2002a).
The work of Tsyganenko and Sitnov (2007) uses essentially the same procedure.
Figure A7.7 displays the shape of the deformed model current sheet for the dipole
tilt angle Ψ� = 30◦ and two opposite polarities of the IMF Bz: strong and posi-
tive/negative in the left/right panels, respectively. To illustrate the IMF By-related
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deformation, a clockwise twisting by the angle 30◦ was added in the right panel.
The goal of Tsyganenko and Sitnov (2007) was to demonstrate the geometry of
the deformation, rather than the absolute magnitude of the current. For that reason,
the color scale for the current volume density was saturated at the upper end and,
even though the total current in the right panel is much larger, the plot does not
the reproduce that difference. Regarding the shape of the current sheet, it is inter-
esting to note a significant difference in the degree of the warping: in the case of
IMF Bz < −8nT the current sheet is much closer to a planar one, than in the case
Bz > +8nT. This agrees well with the earlier conclusion of Tsyganenko and Fair-
field 2004), that under southward/northward IMF conditions the tail current sheet
becomes more “rigid/elastic” with respect to the tilt-induced deformations.

7.2.17 Summary of Main Results

Summarizing obtained results, Tsyganenko and Sitnov (2007) came to the following
conclusions.

1. A new method has been introduced and developed of reconstructing the global
geomagnetic field from spacecraft data, using a high-resolution extensible ap-
proximation for the field of equatorial currents.

2. The model naturally and flexibly couples the equatorial and FACs and thus makes
it possible to represent with any desired resolution global distributions of the
geomagnetic field for different conditions in the solar wind and in the magne-
tosphere, provided a sufficient coverage by spacecraft data is available.

3. A new database of spacecraft magnetometer data has also been compiled, and the
high-resolution model has been calibrated against various subsets of that data-
base.

4. The obtained detailed maps of the magnetic field reveal all the principal elements
of the magnetospheric structure, their dependence on the interplanetary condi-
tions, and the basic changes associated with principal phases of a magnetic storm.
Specifically, the model reveals the following features: (1) compressed field on the
dayside, growing in magnitude with increasing solar wind pressure; (2) strong
erosion of the field in the sub-solar region during the times of large southward
IMF, driving the storm main phase; (3) depression of the inner magnetospheric
field, whose depth and dawn–dusk asymmetry dramatically grow during storm-
time periods; (4) extended region of weak equatorial field in the near tail, increas-
ing toward the tail’s flanks, especially for strong northward IMF conditions; (5)
strong correlation of the “penetrating” δBz with the concurrent IMF Bz; (6) strong
increase of the current in the post-midnight and evening sectors at the storm main
phase, accompanied by its dramatic reduction in the entire pre-noon sector and
resulting in a hook-like shape of the overall pattern of the storm-time equatorial
current; and (7) fairly broad and virtually axisymmetric equatorial current for the
storm recovery phase, without any significant distinction between the ring and
tail current systems.
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5. The presented method can be likened to making a snapshot of the magnetosphere
with a camera, with a similar trade-off problem as in photography: to get a good
image, one needs a long enough exposure (in our case, a sufficiently dense cov-
erage of the magnetosphere by the data). On the other hand, too long an exposure
may result in smearing and loss of important details because of the finite rate of
the object’s temporal evolution.

6. A perfect source of data to be used with this technique would be a Constellation-
class mission (Angelopoulos et al., 1998), intended to provide dense grids of
observation samples for any given time interval. Nevertheless, as demonstrated
in this study, even with already available sets of data from many spacecraft and
rather simple data-binning procedures it is possible to discern basic features of
the magnetospheric structure/dynamics, as well as new interesting effects, such
as the significant increase of the near-magnetopause field during strong north-
ward IMF conditions.

7. Even without the Constellation-level data resource, described in the method of
Tsyganenko and Sitnov (2007) can significantly improve the spatial resolution
of the models like Tsyganenko (2002a,b) and Tsyganenko and Sitnov (2005).
A promising approach in this regard is to advance the conventional data bin-
ning procedures by using modern techniques of time series processing, such as
the nearest-neighbors and time delay embedding, successfully employed in the
nonlinear modeling and prediction of global magnetospheric parameters (e.g.,
Vassiliadis et al., 1995; Ukhorskiy et al., 2004). That would make it possible to
fully implement the described new technique of Tsyganenko and Sitnov (2007)
in the empirical models and bring them to the level of forecasting tools.

7.3 Storm-Time Configuration of the Inner Magnetosphere:
Lyon–Fedder–Mobarry MHD Code, Tsyganenko Model,
and GOES Observations

Huang et al. (2006) compare global magneto-hydrodynamic (MHD) simulation re-
sults with empirical models and observations to understand the magnetic field con-
figuration and plasma distribution in the inner magnetosphere, especially during
geomagnetic storms. The physics-based Lyon–Fedder–Mobarry (LFM) code simu-
lates the earth’s magnetospheric topology and dynamics by solving the equations
of ideal MHD. Quantitative comparisons of simulated events with observations re-
veal strengths and possible limitations and suggest ways to improve the LFM code.
Huang et al. (2006) present a case study that compares the LFM code to both geo-
synchronous measurements from GOES satellites and the Tsyganenko et al. (2003)
semi-empirical magnetic field model (noted as T03) which aptly reproduces the
stormy magnetosphere.

As underlined Huang et al. (2006), the series of Tsyganenko models are empiri-
cal magnetic field models. They reproduce the global average of dynamic states of
the earth’s magnetosphere, based on large quantities of spatially distributed satellite
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measurements and flexible parameters. The Tsyganenko models have evolved along
with the progressive knowledge of space physics. The earliest Tsyganenko models
(Tsyganenko and Usmanov, 1982; Tsyganenko, 1987, 1989) represented the global
distribution of the average magnetic field as a function of the Kp index. Over time,
the models have improved to include explicit representations of the Region 1 and 2
Birkeland current systems, SRCs and PRCs, and a warped tail current sheet. Phys-
ically relevant quantities, including the upstream solar wind and IMF, and the Dst
index, parameterize the current models. The model data-fitting method has also ad-
vanced with time, from the amplitude of the external field sources being dependent
linearly on solar wind inputs, to nonlinear saturation of these sources during extreme
conditions. Tsyganenko models provide global static views of the earth’s magne-
tosphere which mimic the time-evolving magnetosphere with minimal computer
time. However, because these models are data-based and because extreme condi-
tions are rare, model users should be especially cautious when using these earlier
model versions for large storm events. The Tsyganenko et al. (2003) model (noted
as T03) aptly reproduces the stormy magnetosphere. The magnetic field data set of
this recent model T03 includes 37 storm events that occurred between 1996 and
2000, using most of the available satellite data in the inner magnetosphere. In addi-
tion to solar-wind data and the Dst index, this new model also uses time-integration
indices (G2 and G3) as inputs to capture the geomagnetic coupling effects between
the solar wind and the magnetosphere. The magnetosphere responds nonlinearly
during strongly disturbed intervals, so nonlinear fitting methods treat the saturation
characteristics during extreme conditions. Both of the time-integration effects and
the nonlinear interpolation of the current calculation limit the growth of the field
sources for active conditions.

The storm event Huang et al. (2006) selected for thorough examination is a
magnetic-cloud-associated storm during September 24–26, 1998. It is a storm se-
lected for study by the GEM community and has features of typical major storms.
Figure A7.8 shows the solar-wind conditions and the Dst index for this event. The
top and middle panels of Fig. A7.8 show solar-wind number density, velocity, and
ram pressure, and IMF components in GSM coordinates, measured by the Wind
spacecraft at ∼180rE upstream (180, 15, and 10 rE in GSM Cartesian coordinates).
Using the Dst index (bottom panel) as an indication of storm event evolution, this
event has typical storm features. The solar-wind pressure pulse arrived slightly be-
fore September 25 and produced a classic SSC.

Figures A7.9 and A7.10 show the magnetic field comparisons of GOES 8 and 10
data, the T03 model, and the MHD simulation results during the September 1998
storm event.

In Figs. A7.9 and A7.10 the top three panels are the vector components of the
magnetic field in dipole coordinates and the bottom two panels are the magnetic field
magnitude and elevation angle. Elevation angle is defined such that 90◦(0◦) means
the field line is perpendicular (parallel) to the equatorial plane. The black lines are
the measurements from GOES satellites after correcting the systematic offset. The
red lines are the predicted values of the Tsyganenko et al. (2003) storm model at the
GOES positions using time-dependent upstream solar-wind inputs from the Wind
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satellite and the Dst index. The green lines are the fields predicted by the LFM code
MHD simulation at the same GOES locations using the same solar-wind inputs.
During most of the quiet periods, before the storm and during the recovery phase,
the predictions of the LFM code MHD simulations and the T03 model agree with
the observed fields fairly well. However, the predictions are not as good during the
storm main phase (September 25, 1998, 00:00–12:00 UT) and particularly when
GOES satellites are on the nightside (September 25 and 26, early UT day). In terms
of field component magnitudes, the T03 model predicts the storm time magnetic
fields better than LFM during most of the storm interval, except the Y component
during storm main phase. The MHD simulations predict lower (higher) magnitude
for the X(Z) component and a good fit for the Y component. The MHD simulations
are able to reproduce the small timescale variations driven by the solar wind much
better than the T03 model, especially during storm main phase in the Z component.
In the elevation angle plot, the MHD simulations predict constantly higher angles
throughout the event. This indicates the MHD field lines at geosynchronous orbit
are not stretched enough compared to observations and the T03 model, especially
during storm main phase and on the nightside.

As noted Huang et al. (2006), Figs. A7.9 and A7.10 demonstrate that the LFM
code has certain strengths and weaknesses in reproducing magnetic fields of a major
magnetic storm at geosynchronous orbit. Comparison with GOES data shows how
well the MHD simulations predict the field at one point as a function of time, but
not its global performance. To investigate the ability of the MHD simulations in re-
producing the storm time inner magnetosphere at all local times and throughout the
inner magnetosphere, Huang et al. (2006) next study the simulation results globally
within the model domain based on the knowledge that the T03 model predicts the
magnetic field very well at geosynchronous orbit and that it was constructed with
and constrained by measurements made throughout the entire inner magnetosphere
volume. Therefore, Huang et al. (2006) assume that it predicts well everywhere in
the inner magnetosphere and they use the T03 model as a proxy for global simul-
taneous observations. To compare the field topology of both global models, Huang
et al. (2006) trace magnetic field lines at all local times. Panels a and b in Fig. A7.11
are three-dimensional magnetic field configurations viewed from dawn at an angle
above the equator, before the storm (top panel a, 13:59 UT 24 September 1998) and
during the main phase (bottom panel b, 05:22 UT 25 September). Representative
field lines of the MHD simulations (green curves) and the T03 model (red curves)
are traced from points on a 6.6 rE-circle on the GSM equatorial plane, and at eight
equispaced local times. The tick marks on the X and Y-axes are 10 rE apart. The sun
is toward the right in both panels.

As underlined by Huang et al. (2006), before the storm, the MHD simulations
and the T03 model have very similar dipole-like field configurations; the T03 model
field lines are only slightly more stretched than the MHD simulation result. Dur-
ing storm main phase, both the MHD and T03 fields stretch more relative to pre-
storm conditions. However, the MHD magnetic field lines are not as stretched as
the T03 model at all local times, especially on the nightside. On the dayside, the
MHD open field lines indicate the magnetopause location moves into 6.6 rE. Since
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the occurrence of major storm events (Dst minimum < −200nT) is low and the
data needed to construct empirical models are sparse, it is very difficult to predict
empirically the magnetospheric magnetic fields during extreme conditions. Over-
driving the parameterized ring current or tail current during large storms can even
create artificial sites of reconnected field lines in the inner magnetosphere or unreal-
istic stretched field lines. To understand more quantitatively the field configuration
differences between the T03 model and the LFM code, Huang et al. (2006) next ex-
plore the near-equatorial current and pressure gradient distributions in these models
during storm main phase. Panels a and b in Fig. A7.12 show the current systems
calculated from the T03 model and the MHD simulation at the equatorial plane
during the storm main phase (05:22 UT September 25, 1998). Current magnitudes
perpendicular to the local magnetic field are shown, calculated from both models
by taking the curl of the local magnetic field J⊥ = |(∇×B)×B|/μ0 |B| according
to Ampere’s Law (with dE/dt∼0). The color scales of these two current maps are
the same and range from 0 to 10nA/m2, with a 1.5× 1.5 rE data smoothing. The
white dashed lines denote the location of geosynchronous orbit, centered on earth.
For the MHD simulation, a ring-current-like feature builds up on the nightside dur-
ing storm main phase, where and when the field lines become more stretched from
their original dipole-like shape. Nevertheless, the intensity is too weak to reduce the
simulation field strength and yield enough stretching as was observed.

As noted by Huang et al. (2006), if the models are in magneto-hydrostatic equi-
librium and the slow flow approximation applies to the inner magnetosphere, then
one can assume that the J×B force balances the plasma pressure gradients. Pre-
vious studies showed that Tsyganenko models are approximately consistent with
pressure balance (Spence et al., 1987; Lui et al., 1994; Zaharia and Cheng, 2003).
Panels c and d in Fig. A7.12 are maps of the plasma pressure gradient ∇P = |J×B|
calculated in both models. At geosynchronous orbit, as with the current systems,
the MHD simulation has weaker pressure gradients than the T03 model at all local
times. Several limitations inherent to the LFM code may contribute to these dif-
ferences. The MHD simulation does not include ionospheric outflow, which is a
major heavy ion plasma source during storms. In addition, the MHD simulation is a
single-fluid and therefore does not contain energetic ring-current particles; particles
in this non-thermal part of the distribution can carry much of the energy density in
the inner magnetosphere during storm time. Huang et al. (2006) note that sunward
E×B drifts create some pressure pile up in the inner magnetosphere in the MHD
simulation. However, only gradient and curvature B drifts can support and maintain
a realistic, asymmetric ring current around the earth.

Huang et al. (2006) came to following conclusions:

1. Huang et al. (2006) study compared LFM MHD code results with the
Tsyganenko et al. storm model and the GOES observations in order to understand
the storm-time configuration of the inner magnetosphere and the performance of
global MHD simulations.

2. The physics needed to describe fully the evolution of the inner magnetosphere
magnetic fields and plasma during magnetic storms is complicated and diffi-
cult to simulate. The limitations of global MHD codes, such as not including
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important nonideal MHD physics, underspecified initial and boundary condi-
tions, and demand on computational resources, constrain their ability to repro-
duce the time-dependent magnetosphere accurately. Therefore it is important to
validate the MHD simulations with observations to understand and quantify the
practical limits of the global codes (Ridley et al., 2002; Spence et al., 2004).

3. Huang et al. (2006) noted that the Tsyganenko et al. (2003) storm model overall
reproduces the magnetic field at geosynchronous orbit very well throughout the
entire September 25–26, 1998 storm. The greatest difference between the model
prediction and data is ∼50nT during storm main phase, but with differences
generally much lower. The T03 model predicts the geosynchronous fields better
than the MHD simulations even for several storm events not included in T03
model data set.

4. However, the Tsyganenko models are temporally and spatially averaged views
of the dynamic magnetosphere, so they do not reproduce small timescale field
variations as well as the MHD simulations. Even though constructed from sparse
satellite data in time and space, the T03 model describes the storm-time field
configuration of the inner magnetosphere with impressive success. Nevertheless,
outside the model spatial domain and during extreme conditions, model users
should use it with caution. In regions and conditions of validity, the T03 model
provides useful baseline predictions of the inner magnetosphere to evaluate the
accuracy of MHD simulations.

5. Huang et al. (2006) explored LFM model performance through case study analy-
sis. During the September 1998 storm (Dst minimum of −213nT) both the LFM
code and the Tsyganenko et al. (2003) model T03 predict well the magnetic field
strength and basic variations throughout the event, when compared with the ob-
served fields from the GOES 8 and 10 satellites. The T03 model predicts the
magnetic field better than the MHD simulation in BX and BZ components. How-
ever, the LFM code better simulates the more rapid magnetic field fluctuations
that result from variable solar-wind driver inputs.

6. Comparing the magnetic field configurations, the T03 modeled field lines stretch
more than the MHD simulated field lines, particularly on the nightside and during
the storm main phase. Pressure gradient maps (inferred from maps of J × B)
show that the MHD simulation has an insufficient current system in the inner
magnetosphere and overestimates the field strength (by as much as ∼100nT in
the BZ component) during storm main phase.

7. To assess whether features seen in the case study are persistent trends, Huang
et al. (2006) also performed statistical comparisons. In the statistical study, there
are compared the MHD results of nine magnetic storms and a 2-month-long
simulation with geosynchronous satellite measurements. For non-storm periods
(Dst ≥−20nT), the MHD simulated magnetic fields in the X and Y components
are comparable to the observed fields, being well within ±10nT. The simulated
Z component systematically differs from observations by ∼10nT on the dayside
and ∼30nT on the nightside. Under storm conditions (Dst < −20nT), the resid-
ual fields between the simulations and observations follow the same trends but
are even larger, especially on the nightside.
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7.4 Magnetospheric Transmissivity of CR Accounting Variability
of the Geomagnetic Field with Changing Kp and with Local
Time (Within the Frame of the Tsyganenko-89 Model)

7.4.1 The Matter of Problem

Kudela and Usoskin (2004) summarize computations of CR trajectories mostly
within the frame of the Tsyganenko-89 model of the geomagnetic field (see
Section 7.1) for a high-latitude NM station (Oulu) and a middle-latitude one
(Lomnicky Štit). The method is slightly different from previous computations (de-
scribed in detail in Chapter 3) by controlling the smoothness of the trajectory. At
the lowest rigidity edge of allowed trajectories for Oulu (above the atmospheric CR
cutoff), the external field and the addition of Dst shows variations of the asymptotic
directions with the level of geomagnetic activity and with local time of observa-
tions. The transmissivity function (TF), determined in (Kudela and Usoskin, 2004),
accounting variability of the magnetic field with changing Kp and with local time,
may be used as a reference to describe the average magnetospheric transparency at
middle latitudes. There are indications of the appearance of windows of allowed
trajectories at very low rigidities in the middle latitudes at 500 km altitude (e.g.,
CORONAS satellites or ISS) during a geomagnetic disturbance, which is not the
case for trajectories computed from the ground.

Kudela and Usoskin (2004) noted that the details of CR transport in the earth’s
magnetosphere, to access ground CR stations or low-altitude satellites, have long
been studied (McCracken et al., M1962, M1965; Shea et al., M1976; see in detail,
Chapter 3). The main tool for this study is the numerical back-tracing of the CR
particle’s trajectory in a geomagnetic field model. The trajectory starts from the ob-
servational site and is traced back by reversing the particle’s velocity vector and the
sign of charge. The computed trajectory is regarded as allowed, if it crosses the mag-
netospheric boundary, and as forbidden, if the trajectory rests on the earth’s surface,
or trapped, if it remains within the magnetosphere for a long time. Progress of CR
trajectory computations in the geomagnetic fields has been summarized recently
in Smart et al. (2000). Between the allowed and forbidden ranges of a particle’s
rigidity, there is an area of complicated intermittent structure, the penumbra. From
the penumbra structure, the following concepts of cutoff rigidity can be identified
(Cooke et al., 1991): lower cutoff, RL, is the rigidity, below which all trajectories
are forbidden, upper cutoff, RU, is the rigidity above which all trajectories are al-
lowed, and the effective rigidity cutoff, RC. It is usual to characterize a given site
by its vertical effective cutoff. The vertical cutoff rigidities computed for various
epochs in the internal geomagnetic field are summarized in Shea and Smart (2001).
In addition to the internal geomagnetic field, external field models were used for
the trajectory computations of CRs in several papers Flückiger and Kobel, 1990;
Danilova and Tyasto, 1995; Kudela et al., 1998). Introducing an external magnetic
field model, which assumes the varying current systems within the magnetosphere
and near its boundary regions, provides a better approach to the description of the
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CR cutoffs, the structure of penumbra and of the asymptotic directions. Sometimes
the classical approach fails to explain observational facts. For example, it has been
recently found that there is a significant difference in count rates of NM with close
asymptotic directions (e.g., Oulu and Apatity) during an anisotropic phase of GLE
that occurred during 14–16 h of the local magnetic time (Vashenyuk et al., 2001).
Including the external field for low-altitude satellites improves the agreement be-
tween computed and measured positions of cutoff latitudes, although a difference of
≈1◦ still remains (Smart and Shea, 2001). Therefore, computations of trajectories,
using different approaches are still important for the description and understanding
of the magnetospheric transmissivity of CRs.

Kudela and Usoskin (2004) introduce a method of trajectory computations and
compared it with earlier results. They describe the effects of the external-field model
(Tsyganenko, 1989) and its extension with including Dst, according to Boberg
et al. (1995), which is found to be relevant for NM measurements at high (Oulu)
and a middle (Lomnicky Štit) latitude stations as well as for low-altitude satellites.
They also tested the stability of the trajectory and consequent cutoff computations
versus uncertainties of the magnetic-field models. The found TFs can be used as
an additional reference to the concepts of lower, effective and upper CR cutoffs at
middle latitudes. For example, such an approach may be applied for determining
CR cutoff rigidities for the low-orbiting International Space Station.

7.4.2 The Calculation Method

The model magnetic field used in Kudela and Usoskin (2004) is a superposi-
tion of the DGRF model including all harmonics up to the order of 10 and of
the Tsyganenko-89 external-field model (Tsyganenko, 1989; see Section 7.1) ac-
cording to the numerical scheme (Peredo and Tsyganenko, 1993) magnetospheric
boundary is taken as follows: the shape of the magnetopause is approximated by
the form of Sibeck et al. (1987) for the dayside (XGSM > 0), while the border
is fixed at a distance of 25rE for the nightside (XGSM < 0). The calculated as-
ymptotic directions are given in the GEO coordinate system. Using the magne-
topause model on the dayside gives the information whether the traced CR parti-
cle accesses the magnetosphere from the dayside or not. The nightside boundary
is taken as a sphere of 25rE radius similarly to earlier calculations by other au-
thors (e.g., Shea et al., 1965; Shea and Smart, M1975) who used 25rE boundaries
for all sectors of local time. In such an approach there is, however, a discontinu-
ity at X = 0. For each crossing of X = 0 between two subsequent points of the
trajectory, Kudela and Usoskin (2004) distinguished the sense of the direction: if
X > 0 at the latter point then the distance is compared to 25rE, and if X < 0, the
position is checked with respect to the magnetopause dayside model. The IGRF
field model used in Kudela and Usoskin (2004) is adopted from Langel (1992) and
from http://nssdc.gsfc.nasa.gov/space/models/igrf.html. The transport equation of a
charged particle in the geomagnetic field is solved numerically by Runge–Kutta
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Table 7.1 The effective vertical cutoff rigidities (in GV) for two stations (The effective Oulu,
65.05◦N, 25.47◦E; Lomnicky Štit, 49.20◦N, 20.22◦E), epoch 1985, computed using the IGRF
model only, with a different maximum number of computational steps N for T = 10−3 rad. The
last column is from Table 7.1 of Shea and Smart (2001) (From Kudela and Usoskin, 2004)

Station N From Shea and
Smart (2001)2.5×104 5×104 105 2×105 5×105 106

Oulu 0.85 0.83 0.79 0.77 0.76 0.76 0.76
Lomnicky Štit 4.25 4.16 4.10 3.96 3.94 3.94 3.95

method of the sixth order. The elementary computational step along the trajectory
is taken as 2πr/n, where r is the particle’s gyro-radius (in the local magnetic field)
and n is initially taken as 100. During computations both the conservation of the
particle’s velocity modulus and smoothness of the trajectory were controlled. If the
deviation of v (velocity vector) in two subsequent points of the trajectory exceeds
a preselected value T at some elementary computational step, then this step is re-
calculated with the halved length. If the trajectory is not resolved as forbidden or
allowed after the preselected number N of elementary computational steps, then it
is regarded as forbidden. Then the value of RC is computed from the system of for-
bidden and allowed trajectories. Backward computations start from the point with
an altitude of 20 km above the observational site in vertical (radial to the earth’s
center) direction assuming the spherical shape of the earth with an average radius of
6371.2 km. As an example, Table 7.1 shows the effective vertical cutoff rigidities
computed using IGRF only, for Oulu and Lomnicky Štit for different values of N
when T is fixed in comparison with those obtained in Shea and Smart (2001) for the
epoch 1985.

Although the methods used in Kudela and Usoskin (2004), and in Shea and
Smart (2001) are based on different numerical schemes of trajectory tracing, there
is good agreement in the CR effective vertical cutoffs. One can see from Table 7.1
that the increasing of N above 2×105 results in only a small additional decrease of
the calculated CR cutoffs, due to resolving a few more low-rigidity quasi-trapped
trajectories as allowed ones. Moreover, the upper cutoff value RU is stable for both
stations for N > 105. Therefore, Kudela and Usoskin (2004) use N = 2×105 in the
following calculations of TFs for both CR stations.

7.4.3 Calculations of Transmissivity Functions

Details of the magnetospheric transparency for CR can be described by a transmis-
sivity function TF (R, LT, Kp, D), where R, LT, Kp, and D are the particle’s rigidity,
local time, Kp index, and the day of the year, respectively. In Kudela et al., (1998) the
seasonal variation of the CR cutoffs for Lomnicky Štit was examined and found that
it is much less than the diurnal variability of the cutoffs. Accordingly, Kudela and
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Usoskin (2004) neglected the seasonal variation. The TF is defined as the probabil-
ity of a primary particle with rigidity in the interval [R, R+dR] to vertically access
the position above the measurement site at a given local time LT during the time,
when geomagnetic activity is characterized by the Kp index. TF is calculated as the
ratio of the number of allowed to (allowed + forbidden) trajectories within the rigid-
ity interval [R, R+dR]. Kudela and Usoskin (2004) noted that, although calculation
of each trajectory is unambiguous within the frame of the deterministic computa-
tional model, some uncertainties and random fluctuations are always present in the
real magnetosphere. The TF is defined in a probability sense, which is more natural
taking into account the real uncertainties. Usually, the count rate N of any NM is
given as follows:

N =
∞∫

Rc

D(R)Y (R)dR, (7.45)

where D(R) and Y (R) are the differential spectrum of CR at the earth’s orbit and
the specific yield function of NM (in Dorman, M1957, this function was called
“integral multiplicity” which means total number of secondary particles detected by
NM, generated from one primary CR particle of rigidity R), and RC is the effective
rigidity cutoff. Using the TF, the count rate N is now given as

N =
∞∫

0

T F (R)D(R)Y (R)dR. (7.46)

Let us note that similar function was introduced and widely used in Dorman
(M1971, M1972) and in Dorman (M1975b, M2004), where it was called “penumbra
function.” Hofer and Flütkiger (2000) introduced in similar manner the “geomag-
netic filter function” in analyzing a Forbush decrease.

While Eqs. 7.45 and 7.46 yield very similar results on average, it appears im-
portant to use the TF approach in some particular cases as will be discussed later.
Kudela and Usoskin (2004) also note that the difference between Eq. 7.45 and
Eq. 7.46 may be significant for solar CRs with a soft energy spectrum. Using dif-
ferent elementary steps in rigidity for the trajectory computations (ΔR ranging from
10−3 to 10−5 GV) in the interval 0.4–0.8GV, Kudela and Usoskin (2004) found
that refining the rigidity resolution below 10−4 GV does not significantly change
the shape of TF and for practical purposes the value of ΔR = 10−3 GV is sufficient
(Bobik et al., 2001).

7.4.4 Asymptotic Directions for a High-Latitude Station

In Kudela and Usoskin (2004), the transmissivity of CRs through the magnetosphere
to the Oulu NM (65.05◦ N, 25.47◦E) was calculated. It was taken into account
that the vertical effective cutoff rigidity of Oulu NM is close to the atmospheric
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cutoff assuming the response function of a NM near the sea level (e.g., Nagashima
et al., 1989; Dorman et al., 2000; see also in detail Chapter 3 in Dorman, M2004,
and Chapter 5 in this volume). Figure 7.18 depicts the fine structure of asymptotic
directions within the penumbra at the position of Oulu.

Fig. 7.18 Asymptotic directions computed for Oulu NM with the rigidity step ΔR = 10−5 GV, as
for January 21, 1986, 12 UT, low Kp (IOPT = 1 in the Tsyganenko-89 model; see Section 7.1).
The upper panel shows the angular difference between the asymptotic directions of the two con-
secutive allowed trajectories. The lower three panels display the distance to the entry point rep in
rE, and asymptotic longitude and latitude defined by Shea and Smart (M1975) (From Kudela and
Usoskin, 2004)
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The fine structure of the penumbra and its implications for a high-latitude NM
count rate was also studied in Pchelkin and Vashenyuk (2001). Although the struc-
ture of the penumbra at high latitudes is not expected to significantly affect the count
rate of a ground NM, its implications for energetic particle measurements onboard
low-altitude polar orbiting satellites may be important. One can see from the top
panel of Fig. 7.18 that the neighboring allowed trajectories are spread widely and
randomly in their asymptotic directions as dα is large and has no regular pattern
vs. R at R < 0.675GV. The divergence of the neighboring trajectories, dα, is not
reduced with increasing ΔR, which implies that the model becomes unstable. For
rigidities in the range from 0.75 to 0.81 GV, many trajectories are close to each
other (small dα values), but these regular structures are intermitted by areas with
a large divergence of the neighboring trajectories. Kudela and Usoskin (2004) have
studied this transition (from random to regular patterns of trajectories) range in more
detail. The lower panels of Fig. 7.18 show the asymptotic directions for the rigidity
range 0.67–0.70 GV. One can see that among random large fluctuations, there are
intervals of rigidity with regular smooth changes of the asymptotic direction (e.g.,
0.676–0.677 GV or 0.692–0.694 GV). These intervals correspond to the entry in the
dayside sector, while intervals of chaotic behavior of the asymptotics are mostly re-
lated to the nightside entries. Similar intervals of regular changes were also found
in the penumbra for the middle-latitude station Lomnicky Štit). This fact is likely
to be related to a more complicated character of the low-rigidity particle’s trajec-
tories in the geomagnetic tail and to a more complicated geometry of the nightside
magnetosphere (Pulkkinen and Tsyganenko, 1996) than analytical models predict.
Limitations of empirical magnetic-field models have been mentioned earlier (see,
e.g., Stern and Tsyganenko, 1992; Peredo et al., 1993; and references therein). In
particular, large fluctuations of the observed values of Bz near the neutral sheet of
magnetosphere with respect to the model value have been reported even during times
of low geomagnetic activity (Kp < 2). Kudela and Usoskin (2004) have estimated
the effect of uncertainties in the magnetic-field modeling on the computation of CR
trajectories for the Oulu position for two cases: one with (Bz +10) nT and the other
one with (Bz − 2)nT in the tail central region for X < −10rE , which corresponds
to the spread of experimental points in Fig. 4 of Kudela and Storini (2002). The
geomagnetic conditions were fixed to quiet ones (IOPT = 1).

The values IOPT, used in Kudela and Usoskin (2004), are taken according to
the Tsyganenko-89 model (Tsyganenko, 1989; see also Section 7.1): IOPT = 1
for Kp = 0,0+; IOPT = 2 for Kp = 1−, 1, 1+; IOPT = 3 for Kp = 2−, 2, 2+;
IOPT = 4 for Kp = 3−, 3, 3+; IOPT = 5 for Kp = 4−, 4, 4+; and IOPT = 6 for
Kp ≥ 5−. Calculations were made for two fixed times (12 and 00 UT), and no no-
table changes in the values of RL, RC, nor RU, related to the spread of Bz , were
found. However, the employed variations of Bz resulted in significant changes of
the asymptotic directions for many trajectories. For midnight, this affects only par-
ticles with the rigidity below 0.734 GV, and changes of asymptotic directions range
from 30◦ to 80◦. The effect of changing Bz is much more significant during the
noontime as it affects rigidities of up to 1.2 GV. This may even be significant for
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Table 7.2 Effective vertical cutoffs (in GV) for Oulu calculated using the Tsyganenko-89 field
model and with Dst extension by the method of Tsyganenko (1989) added to IOPT = 6. Date is
January 21, 1986 (From Kudela and Usoskin, 2004)

UT Magnetic activity

IOPT= 1 IOPT= 6 Dst = −100nT Dst = −300nT

00 0.619 0.252 0.129 0.051
06 0.672 0.487 0.407 0.197
12 0.647 0.413 0.346 0.169
18 0.610 0.253 0.159 0.051

the ground-based observations of an anisotropic flux of CRs (see, e.g., Vashenyuk
et al., 2001). For a better understanding of the nightside particle entry the geomag-
netic tail model should be extended to larger distances than the border adjusted here
(and in earlier computations by other authors).

Kudela and Usoskin (2004) have also studied variations of the effective vertical
cutoff rigidity versus the time of observations and versus the level of geomagnetic
activity. We performed a set of calculations for different times with 2-h steps for
low (IOPT = 1) and high (IOPT = 6) levels of geomagnetic activity as well as for
the two levels of Dst. The rigidity step was fixed to ΔR = 10−3 GV. The results are
shown in Table 7.2.

In all computations, where the epoch is not explicitly mentioned, the internal
field is taken for January 21, 1986. An increase of the geomagnetic activity causes
a depression of the calculated cutoff. The smallest depression was found around
06 UT in all cases, while the deepest one is expected in the afternoon and night
sectors. The computations indicate that most of the trajectories, which change their
status from forbidden (or quasi-trapped) at low geomagnetic activity to allowed at
high activity, enter the magnetosphere from the nightside. The asymptotics are con-
centrated eastward of the station’s site, making access more difficult during the local
morning. However, since the depressed rigidity cutoff is well below the atmospheric
cutoff (about 0.8 GV), an increase of the magnetospheric transparency during geo-
magnetic disturbances should not affect the count rate of a high-latitude NM, con-
trary to low- and middle-latitude stations. Even though cutoff depression during
geomagnetic storms is insignificant for high-latitude stations, geomagnetic activity
variations influence the asymptotic directions at the low-rigidity range above the
atmospheric cutoff (see Fig. 7.19).

A clear illustration of this effect is the geomagnetic storm on March 30–31, 2001,
when a large increase of count rate associated with the decrease of their cutoffs was
found at the middle- and low-latitude stations, while the count rate of high-latitude
stations in both hemispheres (Oulu and Sanae) was continuously decreasing, corre-
sponding to the time profile of the intensity of primaries outside the magnetosphere
(Kudela and Storini, 2002). As seen from Fig. 7.19, for low geomagnetic activ-
ity (IOPT = 1), the asymptotic directions are only slightly changed with the local
time except for a north–south asymmetry seen at the lowest R in noon–midnight
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Fig. 7.19 Asymptotic directions of (0.8–1.5) GV primary CRs vertically accessing the position of
Oulu NM at midnight and noon for different geomagnetic conditions. The date is January 21, 1986
for the internal field. The arrows depict the asymptotic directions corresponding to 0.8 GV in all
cases. Rigidity 1.5 GV corresponds to the other end of the line (From Kudela and Usoskin, 2004)

comparison. However, the asymptotic directions shift significantly westward and
their range is narrowed with increasing geomagnetic activity, especially in the mid-
night sector. The shift in longitude is more than 90◦ for IOPT = 6 and exceeds 150◦

for Dst = −300nT. These effects, especially the narrowing of the acceptance direc-
tion interval during strong geomagnetic disturbances, should be taken into account
when analyzing anisotropic fluxes of low-energy CRs as, e.g., for GLE on May 24–
25, 1990 (Fedorov et al., 2002). The effect of the slight variations of model B, of
both additive and multiplicative character, was examined in Bobik et al. (2001).
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7.4.5 The Transmission Function at Middle Latitudes: Varying
with IOPT

At middle latitudes, where the atmospheric cutoff for quiet geomagnetic conditions
is negligible compared to the geomagnetic one, the magnetospheric transparency
for CRs changes with the geomagnetic activity and with the local time of observa-
tions. Kudela and Usoskin (2004) have analyzed the structure of a TF for Lomnicky
Štit in great detail for a wide range of parameters: calculations were performed for
different local times with steps of 1 h as well as for six different levels of the ge-
omagnetic activity characterized by parameter IOPT in the Tsyganenko-89 model.
The variation of RC and RU depicts a wavy structure for each IOPT over a day with
the maximum at 7–8 UT and minimum at 20–21 UT. The value of the cutoff rigid-
ity decreases with increasing IOPT at all local times (Kudela et al., 1998). The TFs
computed for different IOPT averaged over 24 h are displayed in Fig. 7.20.

The seasonal variability of cutoffs for Lomnicky Štit was found to be lower than
the diurnal one (Kudela et al., 1998) and thus it is not considered here. One can see
from Fig. 7.20 that the TF changes significantly with varying geomagnetic activity.

7.4.6 The Weighted Transmissivity Function

The weighted TF which accounts for the frequency of the occurrence of different
level disturbances can be introduced as a reference for the long-term average geo-
magnetic activity. The probability of an occurrence of events with various IOPT is
shown in the top panel of Fig. 7.21 for 1980–1990. The TF weighted over the prob-
ability of the occurrence of geomagnetic disturbances is shown in the bottom panel
of Fig. 7.21.

Long-term averaged values of the vertical cutoffs for Lomnicky Štit, obtained
through such weighted averaging (Fig. 7.21), are RL = 3.466GV, RU = 3.926GV,
and RC = 3.802GV. Although secular change of the geomagnetic field is small for
the Lomnicky Štit location, the approach of the weighted TF should be considered
with some caution if used for long-term studies of CRs, since the geomagnetic ac-
tivity is changing with the solar cycle.

7.4.7 The Changing of the Transmissivity Function During Very
Strong Geomagnetic Disturbance

In some cases, the time of observations should be taken into account. For instance,
an increase in count rates of a number of middle- and low-latitude stations was ob-
served during the morning hours associated with the very strong geomagnetic distur-
bance (Kp up to 9–) on March 31, 2001. However, high-latitude stations (Oulu and
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Fig. 7.20 The TFs for Lomnicky Štit NM, 24-hour averaged, calculated using the Tsyganenko-89
model for different levels of geomagnetic activity (From Kudela and Usoskin, 2004)

Sanae) did not observe this increase. In order to understand this situation, Kudela
and Usoskin (2004) estimated the expected NM response using Eq. 7.46 and the TF
calculated for this particular time. The calculated change of the TF is so large (see
Fig. 7.22) that an increase of the count rate expected at middle- and low-latitude
stations is in accord with observations.

Kudela and Usoskin (2004) note that the Tsyganenko-89 model employs only a
Kp index with a 3-h resolution with the upper bound of IOPT = 6. However, the
profile of middle-latitude NM count rates corresponds to the measured Dst profile,
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Fig. 7.21 TOP panel: probability of various IOPT occurring during the period 1980–1990
(histogram from data available at http.//nssdc.gsfc.nasa.gov/omniweb). Bottom panel: the TF for
Lomnicky Štit weighted by the probabilities displayed in the top panel (From Kudela and Usoskin,
2004)

Fig. 7.22 The TF TF for Lomnicky Štit at 06 UT with Dst =−100nT (thin line) and Dst =−358nT
(corresponding to a minimum Dst on March 31, 2001, IOPT = 6, thick line) (From Kudela and
Usoskin, 2004)
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Table 7.3 Effective vertical cutoffs (in GV) for Lomnicky Štit in the Tsyganenko-89 field model
and with Dst extension by the method of Tsyganenko (1989) added to IOPT = 6 (From Kudela
and Usoskin, 2004)

UT Magnetic activity

IOPT= 1 IOPT= 6 Dst = −100nT Dst = −300nT

00 3.871 3.491 3.353 2.626
06 3.892 3.691 3.564 2.981
12 3.877 3.663 3.573 2.851
18 3.860 3.532 3.329 2.563

especially for those stations having asymptotics in the night sector (Kudela and
Storini, 2002). The increasing Dst decreases significantly the rigidity cutoff and
modifies the TF shifting it toward lower rigidities. The results of computations for
two levels of Dst are shown in Table 7.3 and the TF affected by Dst is shown in
Fig. 7.22.

7.4.8 Asymptotic Directions for a Middle-Latitude Station

The azimuthal and local time-dependence of CR intensity variations due to geomag-
netic cutoff changes, especially at middle latitudes, were investigated in Flückiger
et al. (1983), Kudo et al. (1987b), Flückiger et al. (1986). In the former of the cited
papers, the vertical cutoff rigidities and their changes were determined by utiliz-
ing the trajectory-tracing technique in the magnetic field modeled as a simple di-
pole field to which the disturbance is superposed. Kudela and Usoskin (2004) have
computed expected changes of asymptotic directions for various local times and
geomagnetic activity levels using the Tsyganenko-89 field model. Figure 7.23 de-
picts the results for the low-rigidity part of the CR primaries contributing to the
count rate of Lomnicky Štit NM. For the selected interval of rigidities, the computa-
tions show a rather stable structure where the neighboring asymptotic directions are
smoothly organized. When the geomagnetic activity is low, only slight variations of
the asymptotic longitude with the local time are expected, and the studied rigidity
interval of 0.5 GV width corresponds to a wide longitudinal interval of asymptotes.
An increase of the magnetic activity level leads, similarly to higher latitudes, to a
westward shift and to shrinking of the asymptotic longitudinal extent. The asymp-
totes are shifted by more than 210◦ for 4 GV particles at midnight, when the activity
is changed from IOPT = 1 to IOPT = 6 with Dst =−300nT. The shifts are slightly
smaller for the daytime observations. An experimental test of TF changes can be
done either by NM latitude surveys or by measurements onboard low-altitude polar
orbiting satellites. A real survey requires a long time during which the geomagnetic
field can significantly change. However, a correlative analysis of data from NM lo-
cated nearly at the same meridian over the entire range of latitudes and thus forming
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Fig. 7.23 Asymptotic directions of 4.0-4.5 GV primary CR vertically accessing the Lomnicky Štit
position at midnight and noon for different geomagnetic conditions The epoch for the internal field
is January 21, 1986. The arrows correspond to asymptotic directions at 4.0 GV at each line (From
Kudela and Usoskin, 2004)

a meridianal chain (e.g., Oulu – Kiel – Lomnicky Štit – Jungfraujoch – Rome –
Athens – ESOI (Israel) – South Africa – Antarctica) would be also regarded as a
latitude survey.

The latter approach has been recently performed in Smart and Shea (2001) using
measurements of energetic solar protons on SAMPEX (Leske et al., 1997). It was
concluded that more detailed dynamical models of the geomagnetic field are needed
to obtain a better correspondence to space particle measurements. Leske et al. (2001)
illustrated that measurements of solar particles onboard a low-altitude polar orbiting
satellite, which provide an indication of the geomagnetic cutoff location four times
per orbital period, are useful for possible warning of significant cutoff suppression.
Most probably a single global parameter of magnetic activity adopted by models
(like Dst) is not sufficient to explain the full details of observations.
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7.4.9 Asymptotic Directions and Transmissivity Function
for Low-Altitude Satellite Observations

A good possibility to experimentally study changes of the TF is provided by the
SONG instruments onboard the low-altitude polar orbiting satellite CORONAS-I.
The SONG measures, along with neutrons and gamma rays, protons with energy
above 50 MeV (Balaz et al., 1994). Its high count rate allows studying variations
of low-energy CR at different latitudes separately for each orbit, thus providing a
nearly momentary latitudinal survey.

Kuznetsov et al. (2002) reported that, while being in agreement at high latitudes,
SONG data did not correspond to the data of middle-latitude neutron monitors (Cli-
max and LARC, both have RC ≈ 3GV) during a strong geomagnetic disturbance
and the related Forbush decrease on April 17, 1994. While NM did not record no-
table variations at middle latitudes, SONG observed a significant increase of CR
at the same L values as Climax and LARC during the maximum Dst depression.
Kudela and Usoskin (2004) have computed trajectories of CR for the location of
the LARC station (−62.20◦S, 301.04◦E) both for the ground (altitude 20 km) and
for a low orbit (500 km, corresponding to CORONAS-I). They found that a large
Dst depression (−300nT) may cause a very strong depression of the effective verti-
cal cutoff rigidity from 3 GV down to 1.71 GV and to 0.92 GV for the altitudes of
20 km and 500 km, respectively. The computations were made with the rigidity step
of 10−5 GV. The fine structure of the both penumbras is rather complicated. Narrow
windows of allowed trajectories with stable asymptotic directions were found for the
500 km altitude. These windows correspond to particles entering the magnetosphere
from the night side. Two samples of the penumbra are shown in Fig. 7.24. The inter-
val of lower rigidities 0.86–0.87 GV (shown in the bottom panel of Fig. 7.24) has a
very regular structure and the TF (equal to 1) in contrast to the other, more energetic,
interval of 1.07–1.17 GV (upper panel). No such transparency windows were found
for the altitude of 20 km. Such windows of transparency may result in the count rate
increase observed at the satellite altitude, but missed by the ground NM.

The transparency window shown in Fig. 7.24 is narrow (0.01 GV in rigidity) and
the effect of this window alone is rather small. However, this example stresses that
the transmissivity of the magnetosphere for low-energy particles may be very dif-
ferent at different altitudes, even at the same geographical position, during periods
of high geomagnetic activity. This indicates that a broader case study of the incon-
sistency between the “orbit-by-orbit profile” of a low-altitude satellite crossing the
fixed middle-latitude L-shell and the ground-based NM profile at the same L(as,
e.g., Fig. 3 in Kuznetsov et al. (2002) during geomagnetic disturbance and Forbush
decrease) would be of interest from the point of view of penumbra expectations and
approaches of the trajectory calculations.
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Fig. 7.24 Fine structure of the penumbra at the altitude of 500 km above the position of LARC NM
calculated using the Tsyganenko-89 model with Dst extension −300nT. Rigidity intervals of 1.07–
1.08 GV (upper panel) and 0.86–0.87 GV (lower panel) are depicted. The angular difference dα
of two subsequent asymptotic directions is displayed by dots (labeled left axis, in degrees, similar
values as in Fig. 7.18). Solid line and the right axis in the upper panel correspond to the computed
TF (in units 0.1%). The TF = 1 for the lower panel (From Kudela and Usoskin, 2004)

7.4.10 Main Results and Discussion

Using the method of trajectory computations of CRs in the Tsyganenko-89
model of the geomagnetic field, with the self-adjusted control of the elemen-
tary computational step by keeping the “smoothness” of the trajectory, Kudela
and Usoskin (2004) studied details of the geomagnetic cutoff penumbra for two
CR stations: middle-latitude Lomnicky Štit and high-latitude Oulu. The compli-
cated structure of the penumbra, computed with high rigidity resolution, implies
that intervals of smooth change of asymptotic directions with rigidity correspond
mainly to trajectories entering the dayside magnetopause, while the night entry is
sometimes seen as chaotic changes of the asymptotic directions. The asymptotic
directions on the nightside are influenced by variations of Bz in the neutral sheet of
the geomagnetic tail. The changes of the cutoff and narrowing of the asymptotic
range with the magnetic activity and local time should be taken into account for the
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study of low-energy CR anisotropy in interplanetary space or of the anisotropy of
solar energetic particles during GLE for high-latitude stations.

The TF, accounting variability of the magnetic field with changing Kp and with
local time, may be used as an additional reference (to the RL, RC, RU concept) to
describe the average magnetospheric transparency at middle latitudes. It was found
that the structure of the penumbra and the corresponding TF can be significantly dif-
ferent for the ground-based observations and for low-altitude polar orbiting satellites
during strong geomagnetic disturbances. As Kudela and Usoskin (2004) have qual-
itatively shown, this effect can be responsible for the observed difference between
CR intensity as measured by ground-based stations and by low-altitude polar orbit-
ing satellites. A correlative study of data from a group of NM (meridian chain) and
low-altitude polar satellites with large geometrical factors for high-energy particles
would provide a tool for testing the transparency expectations based on computa-
tions of trajectories.

7.5 Geomagnetic Cutoff Variations Observed by Tibet NM
During the Maximum of Solar Activity: Checking Within
the Frame of the Tsyganenko-89 Model

7.5.1 Tibet NM and Observation Data for Magnetic Storm Events

According to Miyasaka et al. (2003), during the strong geomagnetic disturbance
on March 31, 2001, several NM including the Tibet NM have observed specific
time variations of CR intensity. The low- and middle-latitude (high and medium
CR cutoff rigidity) NM stations observed a clear intensity increase while the high-
latitude (low cutoff rigidity) stations observed a continuous decrease after the onset
of the magnetic storm.

Tibet NM station was started as a part of the Japan–China international CR obser-
vation program on September 1998 (Kohno et al., 1999; Miyasaka et al., 2001). The
stable continuous data gathering started in October 1998 and has worked through
the solar maximum phase. The location of the Tibet NM station is at Yangbajing In-
ternational Cosmic Ray Observatory (30.11◦ N, 90.53◦ E, 4,300 m above sea level,
cutoff rigidity 14.1 GV). The observation system consists of 28 NM-64 neutron
counters and records the single counts and multiplicity 1–8 from each two adja-
cent counters and thus this station performed at a highest counts rate (1.07× 107

counts per hour) with high geomagnetic cutoff and high time resolution.
Panel a in Fig. 7.25 shows the CR intensity increase coincident with the geomag-

netic disturbance (peak Dst = −321nT) that occurred on April 7, 2000.
One of the largest geomagnetic disturbances since Tibet NM station started has

occurred on March 31, 2001 (peak Dst = −358nT at 8 UT). During this geomag-
netic disturbance a CR intensity increase was observed in coincidence with the Dst
decreases shown in panel b of Fig. 7.25.
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Fig. 7.25 CR intensity variations (in %) observed at Tibet NM and Dst values (in nT) are shown
for the magnetic storm events of April 7, 2000 (panel a) and March 31, 2001 b (From Miyasaka
et al., 2003)

Fig. 7.26 The same as in Fig. 7.5.1, but for magnetic storm events at July 15, 2000 (panel a) and
April 11, 2001 b. From Miyasaka et al., (2003)

Contrary to these CR intensity increases, there are also the CR intensity decreases
observed during the geomagnetic disturbances. Panels a and b in Fig. 7.26 show
these decrease events which occurred on July 15, 2000 (peak Dst = −300nT) and
April 11, 2001 (peak Dst = −256nT).

Table 7.4 lists the ΔN/N0 of CR intensity (in %) during the large geomagnetic
disturbances (with |Dst| > 200nT). The ΔN/N0 CR intensity variation is simply
estimated by taking the difference between the CR intensity of geomagnetic storm
onset and peak time.
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Table 7.4 List of geomagnetic disturbances with |Dst|> 200 nT during the period January 1999 to
December 2002. The size of CR intensity variation ΔN/N0 (in %) during the magnetic disturbances
are also shown (From Miyasaka et al., 2003)

Date Peak |Dst | (nT) CR ΔN/N0(%)

October 22, 1999 −237 2.27
April 7, 2000 −321 2.28
July 15, 2000 −300 −0.38
August 12, 2000 −237 1.62
March 31, 2001 −358 2.12
April 11, 2001 −256 −0.84
November 6, 2001 −277 2.69
November 24, 2001 −213 −0.62

Miyasaka et al. (2003) noted that the CR intensity increase event is relatively
a coincidence to the peak intensity time and the minimum Dst time but the CR
intensity decrease event delays the minimum intensity from minimum Dst time.

7.5.2 Analysis of Data and Comparison with the Tsyganenko-89
Model

The CR intensity increase during the geomagnetic disturbance is thought to be a re-
sult of cutoff rigidity decreasing, and lower rigidity particles were observed. The CR
incident asymptotic directions are oriented to the nightside of the magnetosphere
and thus the ring current evolution increased the magnetospheric transparency in
the tail. To examine this feature, Miyasaka et al. (2003) estimated the geomag-
netic cutoff rigidity from particle trajectory computations. The geomagnetic field
for this computation was adapted from the Tsyganenko-89 model (Tsyganenko,
1989 see Section 7.1) with an extension of the Dst parameter according to Boberg
et al. (1995). This model has been modified to use Dst for the effective ring current
field parameter as follows:

C5 (Dst) = −10220+408.5Dst. (7.47)

From the particle trajectory simulation using the modified Tsyganenko-89 model,
Miyasaka et al. (2003) estimated the cutoff rigidity variation for the Tibet NM sta-
tion during March 31–April 1, 2001. The result is shown in Fig. 7.27 with observed
CR intensity variations (in %). Figure 7.27 shows a relatively good correspondence
of the Tibet NM observed CR intensity variation time-profile with expected cutoff
rigidity time-variation. Using the coupling function from Dorman et al. (2000), the
cutoff rigidity variation in Fig. 7.27 indicated the expected CR intensity increase
of 2.4%, which is almost consistent with the observed peaked value (Miyasaka
et al., 2003). This result indicates the short-term changes of the geomagnetic CR cut-
off rigidity that occurred at the geomagnetic disturbance and the Dst value improves
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Fig. 7.27 Cutoff rigidity variation during March 31–April 1, 2001 which was estimated from the
Tsyganenko-89 model with the Dst extension (see Eq. 7.47) are shown. Hourly data of CR intensity
variation (in %) observed at Tibet NM are also shown (From Miyasaka et al., 2003)

the picture of cutoffs during high activity periods. Since cutoff rigidity decreases
during geomagnetic disturbance, it is not possible to simply explain the CR inten-
sity decrease events of July 15, 2000 and April 11, 2001 as shown in Fig. 7.26.
These CR intensity decrease events occurred during the Forbush-decrease phase so
this may be thought of as cutoff rigidity that may decrease with the geomagnetic
disturbance but the interplanetary source CR intensity has decreased with an IMF
disturbance much bigger, and thus the Tibet NM cannot observe a CR intensity
increase (this type of CR events was considered in detail in Dorman, M1963a, b,
M1975b).

7.6 Magnetospheric Effects in CR During the Magnetic Storm
in November 2003

7.6.1 The Matter of Problem

CR variations due to changes in the magnetosphere are evaluated in Belov
et al. (2005) for the severe magnetic storm on November 20, 2003 using data
from the worldwide NM network and the global survey method (see for details in
Chapter 3 of Dorman, M2004). From these results, the changes in the planetary
distribution of magnetic cutoff rigidities during this disturbed period were obtained
in dependence of latitude. A correlation between the Dst index and cutoff rigidity
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variations was defined for each CR station. The maximum changes in cutoff rigidi-
ties occurred while the Dst index was around −472nT. The geomagnetic effect
in CR intensity reached 6–8% at some stations, and it seems to be the greatest
one recorded during the history of NM observations. The latitudinal distribution
shows a maximum change at geomagnetic cutoff rigidities around 7–8 GV. This
corresponds to unusually low latitudes for maximal effect. Cutoff rigidity varia-
tions were also calculated utilizing the Tsyganenko-89 model and its development
(Tsyganenko, 1989, 2002a, b; Tsyganenko et al., 2003; see also Section 7.1) for a
very disturbed magnetosphere. A comparison between experimental and modeling
results revealed a big discrepancy in cutoff rigidities of less than 6 GV. The results
on the geomagnetic effect in CR can be used for validating magnetospheric field
models during very severe storms. Disturbances in the earth’s magnetic field during
magnetic storms can cause essential changes in the charged particle trajectories in
the magnetosphere, sometimes to such an extent that allowed trajectories become
forbidden, and conversely. This has two main consequences for ground-level ob-
servations: (1) the effective cutoff thresholds change; (2) the effective asymptotic
directions of the particles and thus the reception coefficients for different stations
also change. Both of these consequences are important for solar CRs, whereas for
galactic CRs, the first effect usually dominates. The magnetosphere effect associ-
ated with the cutoff rigidity changes may be great enough to distort essentially a
CR variation at the fixed NM station or even to change its behavior completely. An
example of such a great magnetosphere effect during the storm on November 20,
2003 is presented in Fig. 7.28.

According to Belov et al. (2005), there are several reasons for the special in-
terest in the CR magnetosphere variations. First, these effects are interesting from
a physical viewpoint: creation, evolution, and decay of the magnetosphere current
systems, global interaction of cosmic radiation with the geomagnetic field. Analysis
of the CR geomagnetic effects makes it possible to carry out independent valida-
tion of current system models in all phases of magnetic storms. At the beginning
of a magnetic storm, usually associated with the magnetopause current systems,
cutoff rigidity RC increases relatively to the quiet level, whereas RC decreases sig-
nificantly during the main phase of geomagnetic storm. The latitudinal and longi-
tudinal dependences of these effects reveal themselves in different ways (Fluckiger
et al., 1981, 1987; Baisultanova et al., 1995) during the magnetic storm. The cut-
off rigidity variations caused by the magnetosphere current ring during the main
phase of the storm, have an insignificant longitudinal dependence because of the
ring symmetry. On the contrary, during the initial phase of the magnetic storm, they
have a significant longitudinal dependence, since current daytime distribution of the
magnetosphere differs considerably from the night distribution.

Second, the study of the magnetosphere effect is important from the method-
ological point of view, since these effects hinder the discrimination of the primary
CR variations and should be excluded from the initial data. Large magnetosphere
effects are usually observed simultaneously with big modulation effects in CRs
since they are both caused by solar and interplanetary activity. CR variations due
to cutoff rigidity changes during a big magnetic storm have already been studied
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Fig. 7.28 Uncorrected (upper panel) and corrected (lower panel) for the magnetospheric effect CR
variations at the stations Athens (Athn), Potchefstroom (Ptfm), Santiago (Sntg), Apatity (Apty),
and McMurdo (Mcmd) during the storm on November 20, 2003. Santiago corrected for the mag-
netospheric effect is not plotted in the lower panel to avoid picture overloading (From Belov
et al., 2005)

in many papers (Debrunner et al., 1979; Baisultanova et al., 1987, 1995; Sdobnov
et al., 2002). Nevertheless, several important problems still remain to be solved.
They include the following:

1. To study all large (Dst < −100nT) magnetic storms and thereby develop a
method of correction for the geomagnetic effect in CR data from the worldwide
neutron monitor network. It is expected to define a quantitative relation between
Dst and possible ΔRC for each station after the analysis of a sufficient number of
magnetic storms.

2. To compare the current system models and experimentally derived changes in
cutoff rigidities at different stages of the magnetic storm. In this analysis, direct
incorporation of CR data is important in order to study the global effect of the
current systems on particle trajectories. This is both during the initial phase of
the magnetic storm, associated with currents in the magnetopause, and during the
main phase, when cutoff rigidity is significantly reduced.
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7.6.2 Solar and Interplanetary Activity in November 2003

Two sunspot groups were particularly active on November 18, 2003: 501 (484 in
previous rotation) and 508 (486). The last big flare in the group 508, accompanied
by a powerful coronal mass ejection (CME), was observed on November 18 at the
eastern limb (M4, onset at 09.23 UT, maximum at 10.11 UT). At the same time in
group 501 two long-duration flares occurred in the center of the disk (M3.2/2N
N00E18, onset at 07.16 UT, maximum at 07.54 UT; M3.9, onset at 08.12 UT, max-
imum at 08.31 UT), which were also followed by powerful and extremely effective
CMEs. The severe magnetic storm associated with the flares on November 18 (at
least with the two central flares and possibly with all three) started on November
20. After a shock arrival at 07.28 UT (data from SOHO) and corresponding SSC at
08.04 UT, when the earth ran into a long magnetic cloud, the IMF intensity reached
60 nT, and its negative BZ component had almost the same value. Consequently, ge-
omagnetic activity at the end of November 20 increased up to the level of a severe
magnetic storm and the Dst index fell to −472nT, it was lower only on one occasion
on March 13–14, 1989. Red aurora was observed, even in southern Europe (Athens,
http://www.perseus.gr/Astro-Aurorae-20031120-001.htm).

7.6.3 Data and Method of Analysis

In Belov et al. (2005) hourly data from 46 NM of the worldwide network have been
employed in a detailed analysis: 19 high-latitude (RC < 1.2GV), 22 middle- and
low-latitude, and 5 subequatorial (RC > 10GV) stations. Dst index for November
2003 was taken from http://swdcwww.kugi.kyoto-u.ac.jp/ dstdir/(WDC-C2).

The global survey method (GSM) which is conceptually a version of spherical
analysis (Krymsky et al., 1966; Belov et al., 1983, 1999; see details in Dorman,
M1974, and Chapter 3 in Dorman, M2004) has been utilized for calculations. This
method allows a set of parameters defining the galactic CR density and anisotropy
to be derived from the ground-level NM network. The method takes into account
the CR transformation in the magnetosphere and atmosphere and uses trajectory
calculations in the earth’s magnetic field and the NM response (coupling) func-
tions (Dorman, M1957, M1963a, b, M1975a, M2004). Different versions of this
method have been evolved and improved at different stages of data processing.
Belov et al. (2005) used as a basis the version described by Belov et al. (1983)
and Baisultanova et al. (1987, 1995).

In general, the observed CR variations at each neutron monitor i consist of the
following components:

ΔNi/Nio = δi,izotr +δi,anizo +δi,error, (7.48)

where δi,izotr and δi,anizo mean isotropic and anisotropic CR variations out of the
magnetosphere and δi,error is residual dispersion related to possible apparatus
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variations and inadequate utilization of a model. On the assumption of only the
first spherical harmonic of CR anisotropy (which is true in the majority of events),
the variation in the counting rate of NM at point i with rigidity Rci located at level
hi may be described by the equation:

ΔNi

Nio
=

∞∫

Rci

ΔD(R)
Do (R)

Wi (R,Rci,hi)dR+(Cixax +Ciyay +Cizaz)+δi,resid, (7.49)

where
ΔD(R)
Do (R)

= aoR−γ (7.50)

is a rigidity dependence of the galactic CR density variations, ao is the magni-
tude of CR density variation (zero harmonic of CR variations), ax, ay, az are three
components of the first harmonic of CR anisotropy; Cix, Ciy, Ciz are the coupling
coefficients for each component respectively taken from Yasue et al., (M1982);
Wi (R,Rci,hi) is the response (coupling) function for detector, located at the level
hi at the point with geomagnetic cutoff rigidity Rci; δi,resid is residual discrepancy. In
Eq. 7.49 the first member (integral) describes the isotropic part and the second one
describes the anisotropic components of the CR variations.

The system from n equations (n is the number of NM) was solved by the least-
squares method relative to the unknown parameters ao and γ in Eq. 7.50 and un-
known components of anisotropy ax, ay, az in Eq. 7.49. This model has been verified
in a large number of cases and usually gives a proper fit to the experimental data.
It would be reasonable to include in the model described by Eq. 7.49 a detailed de-
scription of the magnetosphere part of the CR variations. This approach was utilized
by Dvornikov and Sdobnov (2002) where they specify the model dependence ΔRci
on the rigidity Rci as

ΔRci =
(
b1Rci +b2R2

ci
)

exp
(
−R1/2

ci

)
. (7.51)

In this case, the system solves the set of parameters b1, b2, and ao, γ , ax, ay, az. This
method has some advantages, but unfortunately, the assignment of a dependence
ΔRci on the rigidity Rci in this approach limits in advance the form of derived latitu-
dinal ΔRci distribution. Also, introducing the additional unknown parameters makes
the solution more unstable.

In the approach of Belov et al. (2005), authors work separately with the resid-
ual discrepancies. Utilizing the model, described by Eq. 7.49, during strong
magnetospheric disturbances, they used a two-step method for the calculations,
the so called BDY-method described in Belov et al. (1983) and widely used in
Section 6.24). The CR variation due to the magnetospheric effect, according to
Dorman (M1957, M1975b, M2004), may be written as

δi,mag = −ΔRciWi (Rci,Rci,hi)
(

1+
ΔD(Rci)
Do (Rci)

)
. (7.52)
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Since the Wi (Rci,Rci,hi) value is small for low Rci, the magnetospheric CR density
variation could be disregarded for high-latitude stations. The first step is to solve the
set of Eq. 7.6.2 for 19 high-latitude NM. The next step is to use the found parameters
and correct the middle and low-latitude NM data (27 stations) for the extraterrestrial
variations. The discrepancies are assumed to arise from the geomagnetic effect. The
Belov et al. (2005) approach is based directly on this difference between the model
and experimental data during periods of a distorted magnetosphere. According to
this, one can write:

δi,resid = −ΔRciWi (Rci,Rci,hi)
(

1+
ΔD(Rci)
Do (Rci)

)
+δi, mod +δi,H +δi,L, (7.53)

where δi, mod is the contribution to dispersion of non-adequacy of the CR varia-
tion model (form of rigidity spectrum, effect of higher-order harmonics), δi,H is the
error due to statistical accuracy of the data, and δi,L is the low-frequency compo-
nent due to possible apparatus drift. It is possible to minimize the contribution from
the last two terms, paying particular attention to the quality of the employed data
(correction for the drifts and meteorological effect, selection of stations with good
data). We cannot completely avoid a contribution from δi, mod due to a possible sec-
ond harmonic or more complicated spectrum. However, this part of the dispersion
would not have a certain longitudinal or latitudinal distribution which is characteris-
tic for geomagnetic effects. So, we can consider the three last members in Eq. 7.53
to be negligible compared with magnetospheric variations, and then from Eq. 7.53
follows

δi,resid ≈ δi,mag, (7.54)

i.e., all residual errors may be attributed to the magnetosphere effect. In this case,
taking into account Eq. 7.52 we can write:

ΔRci = −δi,resid/Wi (Rci,Rci,hi)
(

1+
ΔD(Rci)
Do (Rci)

)
. (7.55)

In such a way, the planetary distribution of the geomagnetic cutoff rigidity varia-
tions can be found, and ΔRci values at different points are determined independently
of each other. This determination is absolutely irrelevant to the model concepts con-
cerning the latitude and longitude distribution of the magnetic storm effects.

7.6.4 Uncorrected and Corrected for the Magnetospheric Effect
CR Variations

Uncorrected (upper panel) and corrected (lower panel) for the magnetospheric
effect CR variations at the Athens, Potchefstroom, and Santiago stations are pre-
sented above in Fig. 7.28. They are compared with the same variations at high-
latitude stations Apatity and McMurdo. Data from different NM indicate that
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the Forbush decrease was moderate despite the extremely severe magnetic storm
(Dst = −472nT) in this period. The magnetospheric effect in CR was maximal at
the relatively low latitude, but not at the middle-latitude stations, as it is often ob-
served. It was so significant by the amplitude (6–8%) that the Forbush decrease at
the Athens, Potchefstroom, and other low-latitude stations was completely masked.

7.6.5 Cutoff Rigidity Variations During the Magnetic Storm

Cutoff rigidity variations ΔRci were calculated for each station throughout the
storm by the above-mentioned BDY-method. This result is plotted for Athens and
Jungfraujoch stations in Fig. 7.29, and for all other stations – in Fig. 7.30.

7.6.6 Correlation of the Obtained ΔRci with Dst Index

Comparison of the obtained ΔRci with Dst index reveals a very high correlation
over the whole period under consideration. Although the Jungfraujoch station is
usually two times more sensitive to geomagnetic effects than the station in Athens
(see below), in this case Athens recorded a geomagnetic effect twice larger than
Jungfraujoch. As shown below, such an effect is caused by the peculiarity of the
storm on November 20, 2003, namely, by the specific space distribution of the cur-
rent system. Regression dependence between ΔRci with Dst for the same stations
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Fig. 7.29 Derived variations of the cutoff rigidity ΔRci and Dst index at the stations Athens
(Athn) and Jungfraujoch (Jung) during the severe magnetic storm on November 2003 (From Belov
et al., 2005)
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Fig. 7.30 Correlation of the cutoff rigidity variations ΔRci at different stations and Dst index during
the period November 19–24, 2003 (From Belov et al., 2005)

is plotted in Fig. 7.31 (for some other stations these dependences are collected in
Fig. 7.32). Two regions are clearly pronounced in Figs. 7.31 and 7.32: one with a
small (Dst > −50nT) and another with a large (Dst < −50nT) Dst index. Within
the first region an accuracy of ΔRci can be estimated as ∼0.1GV for each station.
Within the region of large Dst index an approximately linear dependence ΔRci on
Dst is observed:

ΔRc = k (Dst +50) . (7.56)

Figure 7.31 shows that for the Athens NM the regression coefficient k is equal to
0.0027 GV/nT, whereas for Jungfraujoch it is 0.0018 GV/nT.

Figure 7.32 shows that really about for all NM within the region of large Dst
index, an approximately linear dependence ΔRc on Dst is observed. The regression
coefficient k mostly varied in about 2–3 times from k = 0.00267GV/nT for Athens
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Fig. 7.31 Example of regression diagrams as evidence of the high correlation between the cutoff
rigidity variations ΔRci and Dst index (determined by Eq. 7.56) for the two stations (Athens and
Junfraujoch) during the magnetic storm in November, 2003 (From Belov et al., 2005)

Fig. 7.32 The same as in Fig. 7.31, but for other NM (From Belov et al., 2005)

and k = 0.00289GV/nT for Potchefstrum to k = 0.00111V/nT for Haleakala. The
exclusion shows only Moscow NM with very small k = 0.00022GV/nT, about 5–10
times smaller than other NM. Why did the regression coefficient k in Eq. 7.6.9 vary
so much? The explanation for this strange phenomenon may be found in careful
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investigation of magnetosphere models including ring current (main cause of Dst
variation) and their influence on planetary distribution of cutoff rigidity changes
during great magnetic disturbances.

7.6.7 Latitudinal Dependences of Cutoff Rigidity Variations

The latitudinal dependences of cutoff rigidity variations were defined as ΔRc distrib-
ution by the Rc for each hour starting from the shock arrival and up to final recovery
of the magnetosphere. These results are presented in Fig. 7.33.
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Fig. 7.33 Cutoff rigidity variations ΔRc versus Rc at different instants throughout the magnetic
storm on November 20–21, 2003. Cutoff rigidity Rc are taken for a quiescent magnetosphere and
determined by the main magnetic field model IGRF-1995 (Smart and Shea, 2003) (From Belov
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7.6.8 Comparison of Cutoff Rigidity Variations Determined by CR
Data and Derived from Magnetosphere Models by Trajectory
Calculations

For certain points of this magnetic storm, an attempt was made to compare the “ex-
perimental” results derived by the above-mentioned method with the calculations
from the model for a distorted magnetosphere. The “experimental” cutoff rigidity
variations ΔRc (dots) and ΔRc calculated from the storm magnetosphere model (tri-
angles) of Tsyganenko (2002a, b) versus cutoff rigidity Rc (for a quiescent magne-
tosphere in the epoch 1995) are illustrated in Fig. 7.34 for the hours before, at the
peak, and after, the storm peak.

Calculations for Fig. 7.34 were performed in Belov et al. (2005) utilizing the
latest Tsyganenko model T01S for a stormed magnetosphere by the Pchelkin and

Fig. 7.34 Cutoff rigidity variations (ΔRc) versus the cutoff rigidities (Rc ) (which proves latitudinal
distribution) for different instants of the November 20, 2003 geomagnetic storm: before the main
phase of the storm (12:30 UT), during the peak phase (19:30 UT), 1 h later peak phase of the storm
(20:30 UT), and 4 h later (23:30 UT). Dots mark the points derived from CR experimental data by
the global survey method with their errors, triangles correspond to ΔRc calculated by the “storm”
model (T01S) of Tsyganenko (2002a,b). Cutoff rigidities Rc (along the abscissa) are determined
by the main magnetic field model IGRF-1995 (Smart and Shea, 2003). Solid and dashed lines
illustrate an interpolation throughout the experimental and model points correspondingly and light
lines interpolate the model points for rigidities more than 6 GV (From Belov et al., 2005)
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Vashenyuk (2001) method. The particle trajectories were calculated from the main
cone to the Störmer cone adding all allowed intervals (i.e., for the flat spectrum of
CRs). The step of calculations was 0.002 GV. The time for the trajectory calculations
for quasi-trapped particles was chosen so as to reach the vicinity of the asymptotic
value. The model was tested for the rather quiet period at 06.30 UT on November
20, 2003. For this point, the classical package for the Tsyganenko-89 model (see
Section 7.1) and the new T01S model give very close values. Cutoff rigidity varia-
tions ΔRc were determined relative to this moment of the quiescent magnetosphere.
Since experimental points have been derived for the Rc determined by the main
magnetic field model IGRF-1995 (Shea and Smart, 2001) they may be shifted along
the abscissa by 0.1–0.2 GV relative to those calculated from the Tsyganenko model.
One can see that there is good agreement between experimental (obtained from CR
data) and calculated values for rigidities >6GV, moreover, without any normaliza-
tion. However, we see a sharp discrepancy at rigidities of less than 6 GV. Possibly,
the model T01S still is not adequate for the greatest magnetosphere disturbances
and this causes a discrepancy at lower rigidities. Using the above-described “ex-
perimental” method, the same analysis was performed for other magnetic storms of
less magnitude, and the classical latitudinal dependence of Rc changes with maxi-
mum at 3–4 GV was obtained (Baisultanova et al., 1987, 1995; see Chapter6, this
volume).

7.6.9 On the Consistency of the “Storm” Models with the Current
Distribution Derived from Spacecraft Data

Maltsev and Ostapenko (2004) analyzed the consistency of the existing “storm”
models with the experimentally derived current distribution based on large sets of
spacecraft data. In Fig. 7.35, adopted from this paper, the azimuthal diagrams of the
electric currents flowing in the magnetosphere are presented as plotted by experi-
mental data and as calculated statistically from different models. The currents were
extracted from the magnetic databases of Fairfield et al. (1994) for Dst = −70nT
and from Tsyganenko (2002a, b) for Dst = −140nT (this procedure is described
in detail by Maltsev and Ostapenko (2004). Several models of the magnetic field
in the magnetosphere have been used to calculate current flows for the same Dst
(Tsyganenko, 2002a, b;Tsyganenko et al., 2003; Alexeev et al., 2001, 2003; Maltsev
and Ostapenko, 2001, 2004). A comparison of the model and experimental measure-
ments shows fairly good agreement for a moderately disturbed magnetosphere while
Dst = −70nT (Maltsev and Ostapenko, 2004, model), but no model adequately re-
flects the real distribution of the current flows in a very disturbed magnetosphere,
even under Dst = −140nT, not to mention a lower Dst. In particular these mod-
els are not adequate for calculations of ΔRc during giant magnetic storms with Dst
amplitude of several hundreds nT as occurred on November 20, 2003.
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Fig. 7.35 Azimuthal currents in the magnetosphere statistically extracted from the magnetic data-
bases (Maltsev and Ostapenko, 2004), left column; comparing with model currents calculated
from various models (other panels) for two levels of the magnetospheric storm: Dst = −70nT
and Dst = −140nT (From Belov et al., 2005)
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7.6.10 On the Specific Feature of the November 2003 Event
and on the Radius of the Ring Current

As already mentioned, a specific feature of this event is that maximal magnetosphere
effect in CR was recorded at low-latitude stations, instead of at middle-latitude as
is usually the case. On this occasion the maximum in the latitudinal distribution
of the cutoff rigidity variations is shifted significantly to the bigger rigidity and is
around 8–9 GV (instead of the usual 3–5 GV). This means that the ring current,
which, according to the simplest model (Treiman, 1953) is distributed by latitude
proportionally to cosines of this latitude, flows maximally close to the earth in this
case and is located at 3rE from the earth’s center. In magnetic storms when the
maximum in latitudinal distribution of the cutoff rigidity variations is nearly 3–5 GV,
the current system is placed at a geocentric distance of ∼5rE.

7.6.11 On Possible Errors in Obtained Results

The errors given in Fig. 7.34 are those derived from the system equation solution for
the quiet period and caused by the statistical accuracy of observations at each point.
In fact, the errors may be caused by some other sources which are more difficult
to estimate. In particular, we do not know the exact response function around the
geomagnetic cutoff rigidity for each station. The response (coupling) functions from
Clem and Dorman (2000) are presented for several stations in Fig. 7.36.

Fig. 7.36 Response (coupling) functions of the CR neutron component for several CR stations
(From Belov et al., 2005)
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Penumbra region, as well as inclined incident particles, lead to a blur and un-
certainty in the response function near the Rc; hence, some effective values have
to be used to account properly for this blur. The observed dispersion of ΔRc in
Fig. 7.34 seems to be related partly to this uncertainty and sometimes to the differ-
ence between the dayside and nightside magnetosphere at the points of observation
(longitudinal effect).

7.6.12 On the Sensitivity of NM to CR Magnetospheric Variation

Since the magnetospheric variation in CRs is defined as the product ΔRciWi
(Rci,Rci,hi), the value of the response (coupling) function Wi (Rci,Rci,hi) near
the cutoff rigidity Rci indicates station sensitivity to the magnetosphere effect. A list
of the stations most sensitive to the geomagnetic effect, together with their char-
acteristics (geographic coordinates, altitude, standard atmospheric pressure, and
cutoff rigidity for the epoch 1995) is presented in Table 7.5.

In the last column of Table 7.5, the sensitivities as the values of Wi (Rci,Rci,hi)
are given for the quiet magnetosphere in %/GV units. It means that if ΔRci at all
stations are the same and not too big, the magnetosphere CR density variations will
be proportional to this value. As seen from Table 7.5 the Jungfraujoch station is

Table 7.5 List of NM, most sensitive to magnetospheric effects (From Belov et al., 2005)

Station Short Geogr. coord. Alt. hO RC Wi
Name name Lat. Long. (m) (mb) (GV) (%GV−1)

Jungfraujoch JUNG 46.55◦ 7.98◦ 3,550 643 4.48 10.62
Irkutsk-3 IRK3 52.28 104.02 3,000 715 3.66 9.49
Climax CLMX 39.37 −106.18 3,400 685 3.03 9.36
Alma Ata-B AATB 43.14 76.60 3,340 675 6.69 9.10
Yerevan-3 ERV3 40.50 44.17 3,200 700 7.60 8.33
Irkutsk-2 IRK2 52.28 104.02 2,000 800 3.66 8.29
Yerevan ERVN 40.50 44.17 2,000 800 7.60 7.36
Potchefstroom PTFM −26.68 27.92 1,351 869 7.30 6.82
Mexico MXCO 19.33 −99.18 2,274 794 9.53 6.59
ESO (Israel) ESOI 33.30 35.78 2,055 800 10.00 6.37
Alma Ata-A AATA 43.25 76.92 806 938 6.66 6.36
Irkutsk IRKT 52.10 104.00 433 965 3.66 6.18
Tibet TIBT 30.11 90.53 4300 606 14.10 6.12
Tsumeb TSMB −19.20 17.60 1240 880 9.29 6.00
Hermanus HRMS −34.42 19.22 26 1013 4.90 5.89
Huancayo HUAN −12.03 −75.33 3400 704 13.45 5.79
Rome ROME 41.90 12.50 60 1009 6.32 5.75
Haleakala HLEA 20.72 −156.27 3052 724 12.91 5.72
Athens ATHN 37.93 3.72 40 980 8.53 5.22
Beijing BJNG 40.04 116.19 48 1000 9.56 5.01
Santiago SNTG −33.48 −70.71 560 960 11.00 4.71
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approximately twice as sensitive to magnetospheric effect as Athens. At the same
time, high-latitude stations with low cutoff rigidity possess very low sensitivity.
They practically never respond to geomagnetic disturbance and do not show any
effect on CRs at this time. A different effect in CR variations at different stations
during magnetic storms characterizes Rc changes and the peculiarity of the ΔRc
planetary distribution during this storm. Thus, in the event of November 20, 2003,
Athens NM showed a magnetospheric effect double the size of that shown by the
Jungfraujoch. This is related to the particular latitudinal distribution of the cutoff
rigidity variations during this event.

7.6.13 Summary of Main Results

From the above analysis, Belov et al. (2005) conclude the following:

1. At the beginning of the extreme magnetic storm on November 20, 2003 a small
magnetospheric effect in CR was recorded, whereas an exclusively large effect
was observed during the main phase of this storm.

2. The global survey method applied to the CR data from the worldwide NM net-
work allowed the latitudinal distribution of the cutoff rigidity variations to be ob-
tained for each hour during the main and recovery phases of this magnetospheric
storm. These results may be employed in analyzing the dynamics of the evolution
and damping out of the ring current systems.

3. During the magnetic storm on November 20, 2003, the ring-current system was
located at a closer geocentric distance (∼3rE) than is usually observed. As a
consequence, the maximal magnetospheric effect in CRs was recorded at lower
latitudes but not at the usual middle-latitude stations. Owing to this anomaly the
maximum changes of the geomagnetic cutoff rigidity were shifted from the usual
value of 3–5 GV to 7–8 GV.

4. The calculations of the cutoff rigidity changes performed utilizing the “storm”
model T01S of the magnetosphere magnetic field, show good agreement between
experimental and modeling values for rigidities >6 GV and great discrepancy
for the lower rigidities. One reason for this may be that the “storm” model is
not yet an adequate description of the real magnetosphere during the greatest
disturbances.

7.7 On Checking the Magnetosphere Models by Galactic CRs:
The Great Magnetic Storm in November 2003

7.7.1 The Matter of Problem

Magnetic fields in the earth’s magnetosphere change in response to solar-wind dis-
turbances. Dynamic processes in the magnetosphere lead to variations in CR cutoff
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rigidity and CR asymptotic directions that results in changes CR fluxes into the
magnetosphere and on the earth’s surface. Thus magnetospheric CR effects reflect
exciting, developing, and decaying of current systems in the magnetosphere and
they can be used as an independent information source for additional testing of
magnetosphere models. Magnetospheric CR effects are mainly due to cutoff rigid-
ity variations that are most intense during great geomagnetic storms.

CR cutoff rigidities can be obtained mainly on the basis of particle trajectory
calculations in the magnetic field of any magnetosphere model McCracken et al.,
M1962, M1965; Dorman et al., M1971, M1972; Shea and Smart, M1975; Shea
et al., M1976; see details in Chapter 3). Empirical magnetosphere models are widely
used for this purpose. The accuracy in determining geomagnetic cutoff rigidities
substantially depends on the magnetospheric model used in the calculations. Em-
pirical magnetosphere models take into account theoretical representations of dy-
namical processes in the magnetosphere from one side and direct magnetic field
measurements in space from another side. Strong geomagnetic storms are relatively
rare events, therefore the data of very disturbed periods represent a small part of the
data used in the derivation of empirical geomagnetic field models. This circumstance
explains why the magnetospheric magnetic field model for strong magnetospheric
disturbances did not exist until recent times.

For checking the magnetosphere models for great magnetic storms presented in
Tyasto et al. (2008) we used the same case as considered in Section 7.6: period
of November 18–24, 2003. To calculate geomagnetic cutoff rigidities during dis-
turbed period of November 18–24, 2003 we used the Tsyganenko magnetosphere
model Ts03 which was derived on the basis of measurements during 37 geomag-
netic storms with Dst ≤ −65nT (Tsyganenko, 2002a, b; Tsyganenko et al., 2003).
This model describes a strong disturbed configuration of the magnetospheric mag-
netic field and its evolution during the storm.

Another way of determining geomagnetic cutoff rigidities is to use the spec-
trographic global survey (SGS) method which is based on the assumption that the
anisotropy in the CR distribution along the directions of arrival is attributed to the
dependence of their intensity on pitch angle in the interplanetary magnetic field and
to a density gradient (Dvornikov and Sdobnov, 2002). Variation amplitudes of an
integral flux of secondary particles ΔNc

/
Nco (with respect to a certain background

level Nco) observed at a geographical site with cutoff rigidity Rco at level ho in the
earth’s atmosphere may be represented as follows:

ΔNc
/

Nco = −ΔRcWc (Rco,Rco,ho)×
[

1+
ΔD(Rco)
Do (Rco)

]

+
2π∫

0

dα
π/2∫

0

sinβdβ
∞∫

Rco

ΔD
Do

(R,Ψ(R,α,β ) ,Λ(R,α,β ))Wc (Rco,R,β ,ho)dR,

(7.57)

where α and β are the azimuth and zenith angles of arrival of primary CR parti-
cles at the atmospheric boundary, Wc (Rco,R,β ,ho) is the coupling function between
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primary and secondary CR variations;Ψ(R,α,β ) and Λ(R,α,β ) are asymptotic an-
gles of arrival of CR particles. The dependence ΔRc (Rco) was approximated as

ΔRc (Rco) =
(
b1Rco +b2R2

co
) exp

(
−
√

Rco
)

1+ a1
Rco

+ a2
R2

co
+ a3

R3
co

. (7.58)

The system of Eq. 7.57 for each CR station from the NM worldwide network was
used to calculate the change of geomagnetic cutoff rigidities on the basis of NM
data corrected for atmospheric effects.

7.7.2 Comparison ΔRsgs Derived from CR Data and ΔRef Obtained
by Trajectory Tracing Within in the Frame of the Ts03
Tsyganenko Model

Using the SGS method, we obtain CR cutoff rigidity variations (with respect to the
quiet level of October 12, 2003) ΔRsgs for every hour of the geomagnetic storm of
November 18–24, 2003.

On the other hand, the effective cutoff rigidities ΔRef were calculated in the mag-
netic field of the Ts03 model by the trajectory tracing method for Tokyo, Alma-
Ata, Rome, Irkutsk, Moscow, and Hobart NM stations. Quiet cutoff rigidities of the
chosen stations occupy the main part of the cutoffs influenced on CRs by the ge-
omagnetic field. Effective cutoff rigidity changes ΔRef were also determined with
respect to the quiet level of October 12, 2003. The daily averaged effective cutoffs
at October 12, 2003 are 11.02 GV (Tokyo), 6.19 GV (Alma-Ata), 6.08 GV (Rome),
3.25 GV (Irkutsk), 2.10 GV (Moscow), and 1.75 GV (Hobart). It is necessary to no-
tice that these cutoff rigidities are lower by 0.2−0.4GV than the rigidity cutoffs in
the main geomagnetic field.

Figure 7.37 displays the time variations in the calculated cutoff rigidities ob-
tained by the two above-named different methods ΔRef (open circles) and ΔRsgs
(crosses) during November 18–24, 2003. The curves in six upper panels in Fig. 7.37
correspond to the Tokyo, Alma-Ata, Rome, Irkutsk, Moscow, and Hobart NM sta-
tions. The lower part of Fig. 7.37 shows the Dst-variation (filled circles), Kp-index
(open circles), and the dynamic pressure Psw of the solar wind. It is seen in Fig. 7.37
that curves ΔRef and ΔRsgs are in general consistent with each other and with the
Dst-variation. Some differences between ΔRef and ΔRsgs are noticeable at the Dst-
minimum for Moscow and Hobart. Maximum decreases of the geomagnetic cutoffs
are observed for November 20, 2003 during the main phase of the geomagnetic
storm but the hours of maximum geomagnetic cutoff decreases do not always coin-
cide with Dst-minimum ones.
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Table 7.6 Decreases of the CR cutoff rigidities during the Dst-minimum (From Tyasto et al., 2008)

Station ΔRe f ΔRsgs

(GV) (%) (GV) (%)

Tokyo −0.8 −7.2 −1.06 −9.6
Alma-Ata −1.18 −19.1 −1.30 −21.0
Rome −1.33 −21.9 −1.32 −21.7
Irkutsk −1.67 −51.4 −1.63 −50.2
Moscow −1.81 −86.2 −1.62 −77.1
Hobart −1.51 −86.3 −0.96 −54.9

7.7.3 Comparison of Absolute and Relative Maximum Decreases
of CR Cutoff Rigidities

A comparison of absolute and relative maximum decreases of CR cutoff rigidities
at each of the six chosen stations, and a comparison between results derived from
CR data and obtained by trajectory calculations are shown in Table 7.6.

As seen in Table 7.6, the percentage cutoff rigidity decreases at low-latitude sta-
tions are similar. At middle-latitude stations Irkutsk, Moscow, and Hobart geomag-
netic cutoffs decreased by 50–85%. This means that the cutoff rigidity of Moscow
at the Dst -minimum time, for example, became less than the cutoff of the auroral
zone station Apatity during quiet periods.

7.7.4 The Behavior of the Difference δRc = ΔRsgs–ΔRef

Figure 7.38 shows the difference δRc = ΔRsgs–ΔRef for all chosen stations (symbols
are the same). Positive values δRc predominate mainly at times before Dst-minimum
for all stations except Hobart. Irregularities of the curves δRc are more noticeable
during the main and recovery phase of the magnetic storm. Values δRc for Irkutsk
and Moscow are positive at given times and in the Dst-minimum and δRc for Ho-
bart is rather big during the Dst-minimum. Sometimes geomagnetic cutoffs Ref are
systematically slightly lower than Rsgs. Differences between ΔRsgs and ΔRefare in
limits of ±0.7GV with the main part of differences in the limits of ±0.4GV.

7.7.5 On the Correlations of ΔRsgs and ΔRef with Parameters Dst,
BZ, BY, NSW, and VSW

It is very interesting to see how geomagnetic and interplanetary parameters are re-
flected in cutoff rigidity variations of ΔRsgs and ΔRef. The Dst, BZ , BY , NSW, VSW are
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Table 7.7 Correlation coefficients of the ΔRef with geomagnetic and interplanetary parameters
(From Tyasto et al., 2008)

Station Dst BZ BY Density Nsw Velocity Vsw

Tokyo 0.98 0.66 0.18 0.68 0.06
Alma-Ata 0.98 0.68 0.18 0.68 0.05
Rome 0.98 0.71 0.18 0.67 0.05
Irkutsk 0.98 0.72 0.16 0.69 0.04
Moskow 0.98 0.69 0.14 0.69 0.04
Hobart 0.96 0.71 0.08 0.68 0.05

Table 7.8 Correlation coefficients of the ΔRsgs with geomagnetic and interplanetary parameters
(From Tyasto et al., 2008)

Station Dst BZ BY Density Nsw Velocity Vsw

Tokyo 0.66 0.26 0.43 0.37 0.08
Alma-Ata 0.81 0.35 0.48 0.46 0.15
Rome 0.82 0.37 0.47 0.47 0.16
Irkutsk 0.87 0.49 0.38 0.56 0.14
Moskow 0.86 0.55 0.29 0.56 0.12
Hobart 0.78 0.48 0.16 0.55 0.17

geomagnetic and interplanetary input parameters of the Ts03 model. Coefficients of
correlation between these parameters with ΔRef and ΔRsgs are shown in Tables 7.7
and 7.8, respectively.

Table 7.7 shows that correlation coefficients of ΔRef with the Dst-variation, BZ-
component of the IMF and the solar wind density NSW are rather high with the
highest for correlations with Dst for every station. The BY-component of the IMF
and the solar-wind velocity Vsw are weakly reflected or nearly not reflected in ΔRef
if correlation coefficient values are taken into account.

Correlation coefficients between ΔRsgs and Dst, BZ and NSW are less than the
coefficients in the previous case but are sizable enough (see Table 7.8). As before,
correlation of ΔRsgs with Dst is highest and with VSW is lowest, respectively. Com-
ponent BY of the IMF has a closer relation with ΔRsgs than with ΔRef. This circum-
stance can indicate that a dawn–dusk asymmetry of the Ts03 model magnetosphere
is not approximated exactly enough.

7.7.6 On the Relations Between ΔRsgs and ΔRef for Different CR
Stations

It is also interesting to see how ΔRef and ΔRsgs correspond to each other. Figure 7.39
displays scatter plots of the ΔRef against the ΔRsgs for different CR stations and the
approximating regression lines.
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Fig. 7.39 Scatter plots of ΔRef against ΔRsgs with regression lines for different CR stations (From
Tyasto et al., 2008)

In Fig. 7.39 correlation coefficients are rather high and equal to 0.63, 0.77, 0.78,
0.84, 0.84, and 0.76 for Tokyo, Alma-Ata, Rome, Irkutsk, Moscow, and Hobart,
correspondingly. It is clearly seen that the slopes of the best linear fit to the scatter
plots depend on the station’s latitude being minimum for the low-latitude station
Tokyo and maximum for the middle-latitude station Hobart.
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7.7.7 Main Results and Conclusion

Analysis shows that CR cutoff rigidity variations ΔRef and ΔRsgs determined by two
quite different methods are similar in general during the considered geomagnetic
storm. CR cutoff rigidities obtained by both methods, decrease substantially during
the Dst-minimum so that the geomagnetic cutoff at Moscow becomes less than the
cutoff rigidity at the auroral zone station Apatity during quiet periods. The main
parts of cutoff rigidity variations are connected with the Dst-variation. The influence
of the solar-wind density Nsw and BZ-component of IMF in ΔRsgs is less noticeable
than in ΔRef but the influence of BY -component of IMF on the contrary is seen in
ΔRsgs more clearly. Maybe it points out that dawn–dusk asymmetry in the Ts03
model was not approximated enough. Coefficients of correlation between ΔRef and
ΔRsgs lay in the limits 0.63–0.84 for stations with geomagnetic cutoffs from 1.75 GV
to 11.02 GV at quiet periods to have maximum at middle-latitude stations Moscow
and Hobart. The dependence of ΔRef on ΔRsgs demonstrates that the slopes of the
best linear fit to the scatter plots depend on the station’s latitude to be minimum for
the low-latitude station Tokyo and maximum for the middle-latitude station Hobart.

7.8 Checking of Magnetosphere Models by Solar CRs: GLE
on January 20, 2005

7.8.1 The Matter of Problem

In Sections 7.4–7.7 we considered different possibilities to check the magnetosphere
models on the basis of using galactic CRs. In principle, for checking the magne-
tosphere models, solar CRs of great events occurring during big magnetic storms
may also be used. One very interesting example was considered by Struminsky
(1992, 2001) and Struminsky and Manohar (2001) of GLE on October 20, 1989
during a strong magnetic storm (see above in Chapter 6, Section 6.25). Another
very interesting example was considered by Flückiger et al. (2006): the GLE on
January 20, 2005 also occurred during a strong magnetic storm.

7.8.2 CR Data of NM on Mt. Jungfraujoch in Comparison
with Other NM Data

In Fig. 7.40, counting rate of IGY NM on high-altitude station Jungfraujoch are
shown; this figure also shows the start of two geomagnetic SSC on January 17 and
21, 2005, and the start of X7.1 solar flare. One-minute data of NM at Jungfraujoch
are shown in Fig. 7.41.
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Fig. 7.40 The counting rate of IGY NM on high-altitude station Jungfraujoch in January, 2005
(From Flückiger et al., 2006)

Fig. 7.41 One-minute data of IGY NM on Jungfraujoch at January 20, 2005 (From Flückiger
et al., 2006)

In Fig. A7.13 variations of the NM counting rate during hours 6–8 of January
20, 2005 at Jungfraujoch are shown in detail in comparison with high-latitude NM
on stations Terre Adelie, South Pole, Inuvik, and Barentsburg, where the amplitude
of increase was from 10 to 300 times larger. The problem is that this GLE occurred
during a great magnetic storm, so it is necessary to correct all CR observation data
of this GLE on geomagnetic variations.
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Fig. 7.42 Variations of geomagnetic indexes in January 2005 during magnetic storms and GLE
(From Flückiger et al., 2006)

7.8.3 Determining CR Cutoff Rigidity Variations During GLE
within the Frame of Tsyganenko Models of Disturbed
Magnetosphere; Correction of CR Data on Geomagnetic
Variations

Flückiger et al. (2006) used data of more than 20 CR stations; for all stations cor-
rections were introduced on geomagnetic variations calculated on the basis of mea-
surements of Dst and Kp indexes of geomagnetic activity (see Fig. 7.42) within the
frame of Tsyganenko models (see Section 7.1) by using the calculation procedure
of Desorgher (2004). In Fig. A7.14 results are shown of these calculations for plan-
etary distribution of expected cutoff rigidities for the moment of the GLE starting
(06.56 UT at January 20, 2005). The difference between CR cutoff rigidity for each
used NM determined from Fig. A7.14 and CR cutoff rigidity for the quiet period
give the CR cutoff rigidity variation ΔRc.

On the basis of the obtained results, Flückiger et al. (2006) estimated the expected
geomagnetic CR variations on each used CR station:

(
ΔNi (t)

/
Nio

)
geomag = −ΔRcWi (Rco,Rco,ho) , (7.59)
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where Wi (Rco,Rco,ho) is the response (coupling) function for corresponding station.
All CR data of more than 20 NM were corrected on these geomagnetic variations.
Flückiger et al. (2006) showed that for middle- and low-latitude stations where the
amplitude of CR increase during GLE was not so big (as at NM on Jungfraujoch),
these corrections are very important.

7.8.4 Determining Solar CR Angle Distribution and Energy
Spectrum Time Variations, and Checking Self-Consistent CR
Data with Tsyganenko’s Magnetosphere Model

The found extraterrestrial CR variations were analyzed and pitch-angle distribu-
tion at different moments of time (see Fig. 7.43) and the variation of the differ-
ential energy spectrum of solar CRs with time (see Fig. 7.44) were determined.
Flückiger et al. (2006), on the basis of obtained results, shown in Figs. 7.43 and
7.44, came to the conclusion that the inter-consistence of all CR data from more
than 20 stations of the worldwide NM network after correction on geomagnetic
variations within the frame of Tsyganenko’s disturbed magnetosphere model shows
that this model mostly reflects the disturbed magnetic field and currents in the earth’s
magnetosphere.

Fig. 7.43 The pitch-angle distributions of solar CR in the initial, main, and decay phases of GLE
January 20, 2005 obtained by using CR observation data from more than 20 stations after correction
on geomagnetic variations according Fig. A7.14 (From Flückiger et al., 2006)
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Chapter 8
Galactic Cosmic Rays in Atmospheres
and Magnetospheres of Other Planets

8.1 The Matter of Problem

In connection with the extensive program of detailed study of the CR and acceler-
ated particles in the vicinities of the solar planets carried out in the last 40 years, it
is of interest to estimate the expected properties of the CR secondary components,
the integral generation multiplicities, the coupling functions, and the meteorological
and magnetic effects for the planets and satellites. However, as I mentioned in Pref-
ace, to our pity we did not found in scientific literature any papers devoted to the
problem of CR behavior in atmospheres and magnetospheres of other planets and
satellites, except two papers of the author and his colleagues in which we consider
only planets Venus, Mars, and Jupiter.

First of all, we will briefly discuss the properties of atmospheres of these and
some other planets and satellites (Section 8.2). The results of the calculations and
estimation of the parameters of the CR secondary components will be presented
in Section 8.3 for the planet Mars (the Martian atmosphere has been well studied
and, besides, the CR measurements on the Martian surface are most promising; so
the most detailed calculations will be presented for this planet) and in Section 8.4
for planets Venus and Jupiter (the atmospheres of these planets are characterized
by very high pressures on the planetary surfaces, which makes it possible to use an
approximate method when estimating the coupling functions).

8.2 The Properties of the Planetary Atmospheres

The meteorological conditions in the planetary atmospheres are discussed in
Kondratyev (M1977), and Chamberlain and Hunten (M1987). Ingersoll et al. (1979)
have reviewed the results of the studies of the atmospheres of Venus, Mars, Jupiter,
the outer planets, and their satellites obtained by the end of 1978 from space probes
and from ground-based instruments. The review of the dynamics of the atmospheres

L. Dorman, Cosmic Rays in Magnetospheres of the Earth and other Planets, 623
Astrophysics and Space Science Library 358,
c© Springer Science+Business Media B.V. 2009



624 8 Galactic Cosmic Rays in Atmospheres and Magnetospheres of Other Planets

of Jupiter and its satellites Io and Ganymede, Saturn and its satellite Titan, Uranus,
Neptune, and Pluto is presented in Golitsyn (1979). The dimensionless similarity
parameters characterizing the thermal energy of the planetary atmospheres, the sea-
sonal effects, and the role of the diurnal rotations are also presented. The similarity
parameters include the Mach number and the ratio of the altitude scale to the equa-
torial radius. The atmospheres of Titan, Pluto, Neptune, Uranus, Saturn, and Jupiter
are from radiation equilibrium and their thermal conditions are mainly determined
by the dynamics. The dynamics of the atmospheres of Io and Ganymede is deter-
mined by their thermal conditions. The low densities result in similar properties
of the dynamics of the atmospheres of these planets and satellites and those of the
terrestrial planets, but in the presence of the specific boundary layer. The thermal
conditions are closely associated with the surface conditions; the wind velocity is of
the order of the sonic velocity. Some similar and different features of the dynamics
of Titan (and probably Pluto) and the circulation of Venus are noted. The hydro-
dynamic analogies between the oceanic dynamics and the dynamics of the Jovian
atmosphere are presented. The solution hypothesis of the circulation disturbances
on Jupiter’s disc is discussed. The existence of two rotational periods of Neptune
may be interpreted as evidence for an equatorial jet with relative velocity ∼140m/s
on this planet. Presented below will be some data on the Venusian atmosphere.
According to Kondratyev (M1977), the atmosphere is sufficiently extended (the
altitude of the 1-bar isobar is about 60 km), very dense, and consists largely of
carbon dioxide; the pressure near the planetary surface reaches 90 bar. The gas
temperature near the surface is 750◦K. Because of a significant greenhouse effect,
the temperature of the Venusian atmosphere is practically constant; only slight di-
urnal variations are observed. The data characterizing the composition of the lower
Venusian atmosphere are presented in Oyama et al. (1979). The data have been ob-
tained on the basis of the measurements with a gas chromatograph. Three samples
of air, Nos. 1, 2, and 3, were collected at altitudes of 54 km at 0.698 ± 0.140 bar
pressure, 44 km at 2.91± 0.17 bar, and 24 km at 17.7± 0.2 bar, respectively. The
data obtained are presented in Table 8.1.

Table 8.1 Composition of the Venusian atmosphere (From Oyama et al., 1979)

Gas No. of sample

1 2 3

Concentration (%) ± the reliability interval (3σ)

CO2 95.4+4.6/−20.1 95.9+4.1/−5.85 96.4±1.03
N2 4.6±0.088 3.54±0.026 3.41±0.021
H2O 0.06 0.519±0.068 0.135±0.015

Concentration (parts per million) ± the reliability interval (3σ )

O2 59.2±25.2 65.6±7.32 69.3±1.27
Ar 30.3+46.9/−20.3 28.3+13.7 18.6+2.37
Ne 8 10.6+31.6/−9.6 4.31+5.54/−3.91
SO2 600 176+200/−150 186+349/−156
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The upper limits of the concentration of other components (H2, CO, CH4, Kr,
N2O, C2H4, C2H6, C3H8) may be estimated taking account of the delectability limit.
The presented results are in good agreement with the data obtained from Venera-9,
10 space probes, excluding the data on argon which proved to be overestimated (its
concentration was found to be ∼200 parts per 1 million) in the mass-spectrometer
measurements on Venera-9 and 10. The gas-chromatograph measurements con-
firm that water vapor makes an important contribution to the overlap of the CO2
transparence windows and to the maintenance of the greenhouse effect. The gas-
chromatograph data agree with the sulphuric-acid composition of the Venusian up-
per clouds. The possible upper limit of the CO concentration at the 24-km altitude
does not exceed 0.6 parts per 1 million. It should be concluded, therefore, that CO
is produced in photochemical processes only. The significant O2 concentration in
the lower atmosphere is probably indicative of a higher degree of oxidation in the
present-day atmosphere as compared with that in the geological past, a fact that may
be explained by the effect of the water vapor dissociation with subsequent dissipa-
tion of molecular hydrogen.

The probing of the Venusian atmosphere with a mass-spectrometer from Pioneer-
Venus spacecraft (Hoffman et al., 1979) has yielded the data on the composition of
the atmosphere in the interval of masses from hydrogen to lead. The examination
of 55 mass spectra (the scanning time of each of the spectra in the 1–208 a.m.u.
range is 64 s, which permits a 1 km altitude resolution) has shown surprisingly high
concentrations of 36Ar, 38Ar, and 20Ne. The volume ratio of the 36Ar mixture is
about 10−4, whereas its value in the earth’s atmosphere is 3.2× 10−5. Since the
Venusian atmosphere mass is about 90 times the earth’s atmosphere mass, the ab-
solute 36Ar content in the Venusian atmosphere should be 200–300 times its value
in the earth’s atmosphere. The 36Ar/38Ar concentration ratio has proved to be about
the same as that for the earth, meteorites, and the moon. The value of the 36Ar/12C
ratio for Venus suggests that the major portion of 36Ar and 12C is contained in the at-
mosphere. On the earth, the same is observed for 36Ar, whereas 12C is concentrated
in the carbonate materials. The 40Ar content on Venus is about the same as on the
earth. The pressure of the neutral gas (mainly CO2) in the very rarefied atmosphere
of Mars Kondratyev, M1977) is only 7 mbar near the planetary surface. The altitude
of the 0.7 mbar isobar is about 20 km.

In the much extended and highly dense atmosphere of Jupiter, the pressure of
the neutral gas (mainly hydrogen) reaches 20 bars near the planetary surface. The
altitude of the 1 bar isobar is about 200 km (Kondratyev and Moskalenko, 1976;
Krupenko, M1978). The Jovian atmosphere is probably characterized by a very low
variability of temperature in the layers under the clouds since the temperature condi-
tions in the Jovian atmosphere is largely determined by the existence of the internal
sources of heat.
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8.3 The CR Secondary Components, the Integral Generation
Multiplicities, and the Coupling Functions in the Martian
Atmosphere; Expected Latitude Magnetic Effect

The Martian atmosphere has been most studied among the terrestrial planets. This
fact justifies specific numerical calculations for Mars. Such calculations can be sig-
nificantly simplified because but a single interaction of the particles incident on
the Martian surface may be used (Dorman et al. 1979a). In fact, in the Martian at-
mosphere, the thickness of matter traversed by the primary CR particles is one order
as small as the interaction path, so that the probability of two and more interactions
of even a horizontally incident nucleon is only 5–10%. Moreover, if the energy loss
is neglected, our problem will be significantly simplified.

On the above assumptions, the kinetic equations describing the development of
one-dimensional hadron cascade produced by a primary single nucleon with energy
Eo in the Martian atmosphere arriving at zenith angle θ are of the form

∂Nn (E,h,θ)
∂h

= −Nn (E,h,θ)
λn (E)cosθ

+
Eo∫

E

Nn (E ′,h,θ)
λn (E ′)cosθ

fnn
(
E ′,E

)
dE′ (8.1)

for nucleons and

∂Nπ (E,h,θ)
∂h

= −bπNπ (E,h,θ)
Eρ (h)cosθ

+
Eo∫

E

Nn (E ′,h,θ)
λn (E ′)cosθ

fnπ
(
E ′,E

)
dE′ (8.2)

for pions. The solutions of Eqs. 8.1 and 8.2 for a single primary nucleon with energy
Eo are

Nn (E,h,θ) = exp
(
− h
λn (Eo)

)[
δ(E −Eo)+

h fnn (Eo,E)
λn (Eo)cosθ

]
, (8.3)

Nπ (E,h,θ) =
h fnπ (Eo,E)
λn (E)cosθ

(
1+

bπHo

Ecosθ

)
, (8.4)

where fnη is the generation spectrum of the particles of type η with energy E in
the nucleon–nucleon interaction (in our case, we consider generation of nucleon,
η = n, or generation of pion, η = π ); bπ = mπ

/
τπc is the decay constant for pions

(mπ and τπ are the mass and decay time of charged rest pions, c is the velocity of
light); Ho = 3.5×105 cm is the height of the homogeneous atmosphere. The integral
multiplicity of nucleon generation m1n (Eo,ho,θ) will be determined by integrating
the solution, described by Eq. 8.3, over all the secondary particle energies. Then,

m1n (Eo,ho,θ) = exp
(
− h
λn (Eo)cosθ

)[
1+

homnn (Eo)
λn (Eo)

]
, (8.5)
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where mnn (Eo) is the multiplicity of nucleons in the nucleon–nucleon elementary
act of interaction. It is also necessary that the contribution m2n (Eo,ho,θ) from the
δ -nucleus produced in the nucleon–nucleus interactions should be included. It has
been shown in Barashenkov and Toneev (M1972) that the number of δ -nucleons in
an elementary interaction event of a given nuclei is

mnδ (Eo) =
{

0.81E0.46
o ifEo ≤ 5GeV,

1.7 ifEo ≤ 5GeV.
(8.6)

Considering the δ-nucleon absorption in the atmosphere with absorption path L, the
integral multiplicity m2n (Eo,ho,θ) of the nucleon interaction at the level ho is

m2n (Eo,ho,θ) =
homnδ (Eo)
λn (Eo)cosθ

exp
(
− ho

Lcosθ

)
. (8.7)

The total integral generation multiplicity calculated using Eqs. 8.5 and 8.7 will be

mn (Eo,ho,θ) = m1n (Eo,ho,θ)+m2n (Eo,ho,θ) = exp
(
− h
λn (Eo)cosθ

)

×
[

1+
homnn (Eo)
λn (Eo)

]
+

homnδ (Eo)
λn (Eo)cosθ

exp
(
− ho

Lcosθ

)
.

(8.8)

The total integral generation multiplicity calculated using Eq. 8.8 on the planetary
surface is shown in Fig. 8.1 (with results also for the muon component); the coupling
function of the nucleon component is presented in Fig. 8.2.
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Fig. 8.1 The integral multiplicity for nucleons and muons in the Martian atmosphere (From
Dorman et al., 1979a)
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Fig. 8.2 The differential sen-
sitivities (left scale) and the
differential coupling func-
tions (right scale) of the
nucleon (n) and muon (μ)
components in the Martian
atmosphere are shown in the
top panel. The bottom panel
shows the relevant integral
coupling functions (From
Dorman et al., 1979a)
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Consider now the muon component. On finding the flux of pions with energy Eπ
at depth h, it will be possible to determine the number of the muons produced in the
decays of these pions at depth h in the layer dh:

fμ (Eπ,h,θ)dh =
bμNπ (Eπ ,h,θ)dh

Eπρ (h)cosθ
, (8.9)

where bμ = mμ/τμc is the decay constant for muons (mμ and τμ are the mass and
decay time of rest muons), and ρ (h) is the density of the Martian atmosphere.

The decay of a pion with energy Eπ gives a muon with average energy Eμ =αEπ,
where α = mμ/mπ. The probability ϕμ (Eπ,h,ho,θ) for muons with energy Eμ =
αEπ, produced by the pions with energy Eπ, to traverse at zenith angle θ the path
from their generation level h to a certain observation level ho is

ϕμ (Eπ,h,ho,θ) = exp

⎛
⎝−bμ

ho∫

h

dh′

αEπρ (h′)cosθ

⎞
⎠≈

(
h
ho

) bμHo
αEπcosθ

. (8.10)

Then the integral generation multiplicity of the muons with energies exceeding ΔEμ
incoming to the observation level ho will be

mμ
(
Eo,ho,θ ,ΔEμ

)
=

∫

ΔEμ

/ αEo dEπ

ho∫

0

dh
bπHoNπ (Eπ,h,θ)

Eπρ (h)cosθ

(
h
ho

) bμHo
αEπcosθ

. (8.11)
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The integration over h gives the eventual expression of the integral generation mul-
tiplicity of muons

mμ
(
Eo,ho,θ ,ΔEμ

)
=

bπHoho

λn (Eo)cos2θ

Eo∫

ΔEμ /α

fnπ (Eo,Eπ)dEπ(
1+ bπHo

Eπcosθ

)(
1+ bμHo

αEπcosθ

) (8.12)

The integral generation multiplicity of muons is shown in Fig. 8.1 and the relevant
coupling function on the Martian surface near solar minimum in Fig. 8.2.

The magnetic cutoff rigidity along a vertical on the magnetic equator is below
0.02 GV. This value has been inferred from the data on the Martian magnetic mo-
ment (Dolginov et al., 1975). It follows from the above that the expected latitude
magnetic effect of CR on the Martian surface is negligible and may be neglected.
It will be noted that the expected intensity of the muon component on the Martian
surface is approximately two times as low as the muon component intensity on the
earth’s surface and that the nucleon component intensity is more than three orders
as high as the nucleon component intensity on the earth’s surface.

8.4 The CR Secondary Components, the Integral Generation
Multiplicities, and the Coupling Functions
in the Atmospheres of Jupiter and Venus; Expected
Latitude Magnetic Effect

The parameters characterizing the states of the Venusian and Jovian atmospheres
(the neutral-gas pressure the altitude distribution of temperature, the composition
of the atmospheres) are determined mainly by the radio astronomy method and,
partly, by direct measurements on board space probes. Since the present-day accu-
racy of such data is low, detailed calculations to determine the integral multiplicity
of the different secondary components generation in the interactions of the primary
CR with the atmospheric matter are inexpedient. It is quite sufficient, therefore, to
use the semi-empirical methods for determining the coupling functions (Dorman
et al., 1979b). Because of a very high density of the Venusian atmosphere, the nu-
cleon component is almost completely absorbed so that the very high-energy muons
(whose minimum energy ΔEμ in vertical direction is estimated to be 290 GeV)
may only reach the planetary surface. The lifetime of such particles is more than
one order in excess of the time of the traversal of even the relatively extended at-
mosphere of Venus. This circumstance permits the neglect of the muon decays in
the atmosphere and the determination of the coupling functions by semi-empirical
methods.

The same reasoning is valid in practice for the applicability of the semi-empirical
methods to the much extended atmosphere of Jupiter. In this case, however, the min-
imum energy ΔEμ of the muons which can reach the planetary surface is 115 GeV.
The lifetime of such particles is but a little in excess of the time of the traversal of
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the planetary atmosphere. Obviously, the muon decays in the atmosphere become
significant. It was assumed in Dorman et al. (1979b), when using the semi-empirical
methods, that the coupling functions in the Venusian and Jovian atmospheres at
depths with residual pressure 1 bar were the same as those at sea level in the earth’s
atmosphere. This assumption is sufficiently justified in the case of the Venusian
atmosphere, since the atmospheres of Venus and earth consist of gas with similar
mean mass numbers and similar mean molecular weights. The acceleration due to
gravity on the two planets is also slightly different.

The accuracy of the assumption in the case of the Jovian hydrogen atmosphere
is lower. It is necessary, before determining the coupling functions, to find the path-
energy dependence in a particular atmosphere and the maximum portion of the pri-
mary particle energy χ transferred to muon. We shall assume that χ = 0.5. Such
value of χ gives satisfactory results when the semi-empirical method is used to es-
timate the underground coupling functions on the earth (see Chapter 3 in Dorman,
M2004). Thus, Emin = ΔEμ

/
χ .

The following remarks should be made concerning the path energy relationship,
i.e., the energy ΔEμ lost by muons on traversing the entire atmospheric depth. Since
the muon energy is sufficiently high, not only the ionization loss but also the loss
for pair production, for bremsstrahlung and for the nuclear interactions of muons
should be included.

The coupling function of the muon component Wμ
(
ΔEμ2,Eo

)
on the planetary

surface will be determined using the known coupling function Wμ
(
ΔEμ1,Eo

)
which

relates, in our case, to the depth with residual pressure 1 bar so that the sought cou-
pling function is according to the first semi-empirical method developed in Dorman
(M1957); see also Chapter 3 in Dorman (M2004):

Wμ
(
ΔEμ2,Eo

)
=

{
bWμ

(
ΔEμ2,Eo

)
if Eo ≥ Emin,

0 if Eo < Emin
(8.13)

and the factor b, which depends on Emin = ΔEμ2 / χ , is determined by the normal-
ization condition

b
∞∫

Eo

Wμ
(
ΔEμ2,Eo

)
dEo = 1. (8.14)

The coupling functions found by the above method are very approximate mainly
because of the fact that the coupling functions Wμ

(
ΔEμ1,Eo

)
are used in the ex-

trapolation domain where their values are insufficiently reliable, with a pronounced
boundary at the low-energy side and an approximate estimate of the boundary en-
ergy proper which is determined by the choice of χ .

In the second semi-empirical method developed in Dorman and Feinberg (1959)
(see also Chapter 3 in Dorman, M2004), the sought coupling function is deter-
mined as

Wμ
(
ΔEμ2,Eo

)
=
ΔEμ1

ΔEμ2
Wμ

(
ΔEμ1,

ΔEμ2

ΔEμ1
Eo

)
, (8.15)
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Fig. 8.3 The differential
coupling functions obtained
by the first (I) and second
(II) semi-empirical methods
for the Venusian atmosphere.
The panel below shows the
integral coupling functions
(From Dorman et al., 1979b)
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i.e., it is assumed that the shape of the dependence of Wμ
(
ΔEμ2,Eo

)
for any ΔEμ2

on Eo, plotted on a double-logarithmic scale, is the same for all the depths. This
assumption is not quite correct since the calculations for various threshold energies
show that the energy dependence of the integral multiplicity is somewhat variable.
Besides that, some uncertainty remains in determining ΔEμ1 and ΔEμ2. In this case,
however, more reliable results, as compared with the first semi-empirical method,
may be expected. The coupling functions found for the Venusian and Jovian at-
mospheres are shown in Figs. 8.3 and 8.4.

It is known that the integral multiplicity in the high-energy range may be approx-
imated by the power-law function∝Eβo (see in detail Chapter 3 in Dorman, M2004).
In this case, the coupling functions in the high-energy range may be approximated
by the function ∝ E−(γ−β )

o , where γ is the power-law exponent of the primary CR
differential spectrum. In view of a certain uncertainty in the experimental value of
γ and in the value of β , the coupling functions are presented in Figs. 8.3 and 8.4 for
two values of γ–β (the numerals at the curves). It can be seen from the figures that
the two methods for obtaining the coupling functions give substantially different
results.

It seems to us that the results obtained by the second semi-empirical method
are more realistic in that this method gives satisfactory results for the earth’s at-
mosphere. The median energy found by the second method is (3–4)× 103 GeV
for Venus and (2–3)× 103 GeV for Jupiter. It should be noted that more detailed
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Fig. 8.4 The differential
coupling functions obtained
by the first (I) and second
(II) semi-empirical methods
for the Jovian atmosphere.
The panel below shows the
integral coupling functions
(From Dorman et al., 1979b)
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calculations of the properties of the secondary components require that the muon
decays should be more strictly taken into account (this effect for Venus is of little
significance, but in the case of Jupiter the inclusion of the decay-effect will result in
a shift of the coupling function to range of somewhat higher energies).

As for the expected magnetic effects, it was shown in Dorman et al. (1979b)
based on the data on the magnetic moments of Venus and Jupiter (Ness, 1978),
that the vertical magnetic cutoff rigidities are about 10−3 GV and 2,400 GV at the
magnetic equators of Venus and Jupiter, respectively. It follows from these data
that the latitude magnetic effect is absent on Venus and must be very significant on
Jupiter: the muon intensity on the planetary surface should decrease by a factor of
about 2 from pole to magnetic equator (see curve II in the lower panel of Fig. 8.4).



Conclusion and Problems

Mostly, each section or chapter concludes with a discussion and a summary of the
main obtained results of the considered problems and how to further develop these
problems. Thus, it is not necessary to give detailed conclusions here. Therefore, I
give one general conclusion and mention several problems which seem to me to be
important to resolve in the near future.

General Conclusion

The discovery of the cosmic rays (CR) in 1912 by Austrian scientist Victor Hess will
see its 100th anniversary in a few years. The importance of this discovery was not
recognized for many years. It was only in 1936 that Victor Hess received the Nobel
Prize in Physics together with Karl Anderson for the discovery of the CR positron –
the first anti-particle. After the discovery of the CR it was supposed that CRs are
high-energy, gamma-quanta (which explains why Nobel Laureate Robert Millikan
in 1928 proposed to call this radiation arriving from space cosmic rays, and this
nomination was generally accepted for many years, up to the present time). Only in
the 1930s, after the discovery of CR geomagnetic effects, it became clear that pri-
mary CRs are charged particles and that the sign of charge is mostly positive. The
first explanation of geomagnetic effects was based on the dipole approximation of
the geomagnetic field and only many years later after detail investigations of CR ge-
omagnetic effects (and especially CR equator) it became clear that it is necessary to
also take into account higher harmonics of the main geomagnetic field, just as mag-
netic fields from magnetospheric currents. Perhaps the highest achievement in this
direction is the development in the last two decades of complicated magnetospheric
models (mostly by N. Tsyganenko and his colleagues) which made it possible to
calculate expected CR cutoff rigidities, asymptotic directions, and accepted cones
more accurately. It is important that this research is extended for other planets and
satellites. The following is a list of problems we consider are important to solve.
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Problem 1

We now have a huge body of data from CR planetary surveys on ships, trains, tracks,
planes, balloons, and satellites made during 5–6 solar cycles for different CR sec-
ondary components. While in the past inexact cutoff rigidities were used, it is now
possible to determine effective cutoff rigidities by using appropriate magnetospheric
models depending on geomagnetic activity not only for the present time, but also for
the past. It is important that these calculations are made for the past planetary CR
surveys as a new, more exact interpretation of experimental data can be obtained
based on these results. In that case a lot of past CR survey data may be effectively
used again for checking magnetospheric models and obtaining other information
(determining integral multiplicities and coupling functions, normalization of world-
wide CR stations, long-term CR time variations, etc.).

Problem 2

It is important to continue the tradition of regular CR surveys at sea level and or-
ganize new planetary surveys between the Arctic and Antarctica for standard CR
detectors including measurements of different neutron multiplicities.

Problem 3

It will be very important to develop fully automatically workable CR stations and
put them on cargo and passenger ships for continued planetary surveys. Each mov-
ing CR station will give information in real-time scale not only about CR intensity
of different secondary components (total neutron component and different mul-
tiplicities, muon component from different directions, etc.), but also about exact
geographic coordinates and direction of ship, atmospheric pressure and tempera-
ture, sea-state amplitude, and velocity of wind. In that case we will have not only
continuous unique information on CR planetary distributions for each moment of
time, but also very important information for using global-spectrographic methods
for effective investigations of different types of CR variations (i.e., a lot of “white
spots” in CR world distribution from stationary CR stations will be closed). The ex-
tended network of stationary and moving CR stations may be much more effective
also for problems of space weather (e.g., forecasting of dangerous magnetic storms
by analyzing space-time galactic CR distribution and great radiation hazards from
solar CRs).
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Problem 4

It will be also very important to develop fully automatically workable small and
light CR stations for regular aircraft lines on an altitude of about 10 km for con-
tinued planetary surveys. Each moving aircraft CR station will give information in
real-time scale not only about CR intensity of different secondary components, but
also about exact geographic coordinates and altitudes of aircraft. We will then have
continuous information on CR planetary distributions for each moment of time. We
will also have important information for using global spectrographic method for
effective investigations of different types of CR variations, and by analyzing space-
energy-time of CR distribution it will be possible to organize continuous monitoring
and forecasting of dangerous space weather phenomena.

Problem 5

It is important to use CR data of low-altitude satellite surveys conducted in the
past to obtain CR planetary distribution and compare them with expected results
from modern magnetospheric models. We also need to continue to obtain and use
these data in the future not only for checking magnetospheric models, but also for
investigating CR variations and space weather problems.

Problem 6

It is important to continue the tradition of M.A. Shea and D.F. Smart to calculate
for each 5 years the planetary distributions of CR cutoff rigidities for vertical direc-
tion. It is equally important to extend the traditional information with data on cutoff
rigidities for oblique directions also, and calculate apparent cutoff rigidities for all
CR stations and CR latitude surveys.

Problem 7

It is necessary to calculate CR asymptotic directions and acceptance cones for each
CR station at different epochs in the frame of modern magnetospheric models de-
pending on geomagnetic activity and properties of solar wind. This will make it
possible to use more effectively and exactly the global spectrographic method for
analyzing data from worldwide network of CR stations.
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Problem 8

It is necessary to continue calculations of transmissivity functions for all CR stations
that are dependent on solar wind properties and magnetic activity in the frame of
modern magnetospheric models.
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ued)”, Arch. Sci. Phys. Nat., Ser. 4, 33, Geneve, 51–69, 113–150 (1912).

Struminsky A. “Forbush decrease on October 20–22, 1989: Solar protons, interplanetary and mag-
netospheric variations”, Proc. 27th Int. Cosmic Ray Conf., Hamburg, 9, 3558–3561 (2001).

Struminsky A. “Investigation of modulation effects in solar cosmic rays”, Ph.D theses, Lebedev
Physical Institute, Moscow (1992).

Struminsky A. and L. Manohar “Magnetospheric currents and variations of cutoff rigidities on
October 20, 1989”, Proc. 27th Int. Cosmic Ray Conf., Hamburg, 10, 4052–4055 (2001).

Taylor H.E. “Latitude local-time dependence of low-energy cosmic-ray cutoffs in a realistic geo-
magnetic field”, J. Geophys. Res., 72, 17, 4467–4470 (1967).

Taylor H.E. and E.W. Hones “Adiabatic motion of auroral particles in a model of the electric and
magnetic fields surrounding the Earth”, J. Geophys. Res., 70, 15, 3605–3628 (1965).



References to Chapter 7 675

Treiman S.B. “Effect of equatorial ring current on cosmic-ray intensity”, Phys. Rev., 89, 1, 130–
133 (1953).

Treiman S.B. “Cosmic radiation in the trapped orbits of a solar magnetic dipole field”, Phys. Rev.,
93, 3, 544–551 (1954).

Tsunekichi K. “World-wide distribution of diurnal variation of the neutron intensity of cosmic
rays”, Nature, 192, No. 4799, 253–255 (1961).

Wada M. and A. Inoue “Relation between the carbon 14 production rate and the geomagnetic
moment”, J. Geomagn. Geoelectr., 18, 4, 485–488 (1966).

Warwick C.S. “The effect of geomagnetic crochet on cosmic ray intensity”, J. Geophys. Res., 68,
10, 3303–3304 (1963).

Webber W.R. “Effective cutoff rigidities for solar cosmic rays in the Earth field and the features
of fields and current systems external to the Earth”, Trans. Am. Geophys. Union, 44, 1, 72–72
(1963).

Williams D.J. and G.D. Mead “Night-side magnetosphere configuration as obtained from trapped
electrons at 1,100 km”, J. Geophys. Res., 70, 13, 3017–3029 (1965).

Wilson B.G. and C.P. Nehra “Changes in cosmic radiation intensity associated with solar flares”,
J. Geophys. Res., 68, 10, 3305–3305 (1963).

Wolfson C.J. and R.A. Nobles “Cosmic-ray neutron multiplicity monitor latitude survey”, Trans.
Am. Geophys. Union, 49, 1, 239–239 (1968).

Wolfson C.J. and R.A. Nobles “Threshold rigidity change during the magnetic storm of March
23–24, 1969”, J. Geophys. Res., 75, 28, 5553–5558 (1970).

Wolfson C.J., L.L. Newkirk, R.A. Nobles, G.T. Reynolds, and M. Walt “Variations in cosmic-
ray spectra during Forbush events in 1966”, Can. J. Phys., Proc. 10th Int. Cosmic Ray Conf.,
Calgary, 1967, 46, 10, Part 4, S875–S878 (1968).

Xu Wen-yao., Z. Wei, and S. Ma “Dramatic variations in the Earth’s main magnetic field during
the 20th century”, Chin. Sci. Bull., 45, 21, 2013–2016 (2000).

Yoshida S. and M. Wada “Storm-time increase of cosmic-ray intensity”, Nature, 183, 4658, 381–
383 (1959).

Yoshida S., S.-I. Akasofu, and P.C. Kendall “Ring current effects on cosmic rays”, J. Geophys.
Res., 71, 11, 3377–3394 (1968).

Zaytseva S.A., M.I. Pudovkin, V.V. Oryakhlov, and V.N. Dyachenko “Dynamics of the belt of
DR-currents and middle-latitude red arcs”, Geomagn. Aeron., 11, 5, 721–725 (1971).

Zastenker G., V.V. Temny, C. D’Uston, and J.M. Bosqued, “The form and energy of the shock
waves from the solar flares of August 2, 4, and 7, 1972”, J. Geophys. Res., 83, A3, 1035–1041
(1978).

Zhigulev V.N. “On the phenomenon of magnetic detachment of the flow of a conducting. medium”,
Dokl. Acad. Sci. USSR, 126, 3, 521–523 (1959a). In Russian.

Zhigulev V.N. “On the phenomenon. of magnetic detachment of the flow of a conducting medium”,
Soviet Phys. Dokl., 4, 514–516 (1959b).

References to Chapter 7

Alexeev I.I., V.V. Kalegaev, E.S. Belenkaya, S.Y. Bobrovnikov, Y.I. Feldstein, and L.I. Gromova
“Dynamic model of the magnetosphere: Case study for January 9–12, 1997”, J. Geophys. Res.,
106, A11, 25683–25693 (2001).

Alexeev I.I., E.S. Belenkaya, S.Y. Bobrovnikov, and V.V. Kalegaev “Modelling of the electromag-
netic field in the interplanetary space and in the Earth’s magnetosphere”, Space Sci. Rev., 107,
1, 7–26 (2003).

Angelopoulos V., C.W. Carlson, D.W. Curtis, P. Harvey, R.P. Lin, F.S. Mozer, D.H. Pankow, J.
Raeder, and C.T. Russell “On the necessity and feasibility of an equatorial Magnetospheric



676 References

Constellation”, in Science Closure and Enabling Technologies for Constellation Class Mis-
sions, edited by V. Angelopoulos and P.V. Panetta, UC Berkeley, Calif., 14–21 (1998).

Baisultanova L.M., A.V. Belov, L.I. Dorman, and V.G. Yanke “Magnetospheric effects in cosmic
rays during Forbush-decreases”, Proc. 20th Int. Cosmic Ray Conf., Moscow, 4, 231–234 (1987).

Baisultanova L.M., A.V. Belov, and V.G. Yanke “Magnetospheric effects of cosmic rays within the
different phases of the magnetic storms”, Proc. 24th Int. Cosmic Ray Conf., Rome, 4, 1090–
1093 (1995).

Balaz J., A.V. Dmitriev, M.A. Kovalevskaya, K. Kudela, S.N. Kuznetsov, I.N. Myagkova, J.I.
Nagornych, J. Rojko, and S.P. Ryumin “Solar flare energetic neutral emission measurements in
the project CORONAS-I”, in Proceedings of the International Astronomical Union Colloquium
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P. Heinzel, and J.-C. Vial, Veda, Bratislava, 635–640 (1994).

Balogh A., C.M. Carr, M.H. Acuna, M.W. Dunlop, T.J. Beek, P. Brown, K.-H. Fornacon,
E. Georgescu, K.-H. Glassmeier, J. Harris, G. Musmann, T. Oddy, and K. Schwingenschuh,
“The Cluster Magnetic Field Investigation: Overview of in-flight performance and initial re-
sults”, Ann. Geophys. (Germany), 19, No. 10–12, 1207–1217 (2001).

Belcher J.W. “A variation of the Davis-Smith method for in-flight determination of spacecraft
magnetic fields”, J. Geophys. Res., 78, No. 28, 6480–6490 (1973).

Belov A.V., L.I. Dorman, and V.G. Yanke “The simplest versions of the global-spectrographical
method”, Proc. 18th Int. Cosmic Ray Conf., Bangalore, 10, 144–147 (1983).

Belov A.V., E.A. Eroshenko, and V.G. Yanke “Cosmic ray effects caused by the great disturbances
of the interplanetary medium in 1990–1996”, Proc. 26th Int. Cosmic Ray Conf., Salt Lake City,
UT, 6, 431–434 (1999).

Belov A., L. Baisultanova, E. Eroshenko, H. Mavromichalaki, V. Yanke, V. Pchelkin, C. Plainaki,
and G. Mariatos “Magnetospheric effects in cosmic rays during the unique magnetic storm on
November 2003”, J. Geophys. Res., 110, A9, A09S20, doi:10.1029/2005JA011067, 1–9 (2005).

Boberg P.R., A.J. Tylka, J.H. Adams Jr., E.O. Flückiger, and E. Kobel “Geomagnetic transmission
of solar energetic protons during the geomagnetic disturbances of October 1989”, Geophys.
Res. Lett., 22, 9, 1133–1136 (1995).

Bobik P., K. Kudela, and I. Usoskin “Geomagnetic cutoff penumbra structure: approach by trans-
missivity function”, Proc. 27th Int. Cosmic Ray Conf., Hamburg, 10, 4056–4059 (2001).

Brandt son P.C., S. Ohtani, D.G. Mitchell, M.-C. Fok, E.C. Roelof, and R. Demajistre “Global ENA
observations of the storm mainphase ring current: Implications for skewed electric fields in the
inner magnetosphere”, Geophys. Res. Lett., 29, No. 20, 1954, doi:10.1029/2002GL015160,
15-1-3 (2002).

Clem J. and L.I. Dorman “Neutron monitor response functions”, Space Sci. Rev., 93, 1–2, 335–359
(2000).

Coleman P.J. and R.L. McPherron “Substorm observations of magnetic perturbations and ULF
waves at synchronous orbit by ATS-1 and ATS-6”, in Scientific Satellite Program during the
International Magnetospheric Study, ed. K. Knott and B. Battrick, D. Reidel, Dordrecht, 345–
365 (1976).

Cooke D.J., J.E. Humble, M.A. Shea, D.F. Smart, N. Lund, I.L. Rasmussen, B. Byrnak, P. Goret,
and N. Petrou “On cosmic ray cut-off terminology”, Il Nuovo Cimento, Ser. 1, 14C, 3, 213–234
(1991).

Danilova O.A. and M.I. Tyasto “Cosmic ray cutoff rigidities in the Tsyganenko magnetospheric
magnetic field models of 1989 and 1987 years”, Proc. 24th Int. Cosmic Ray Conf., Rome, 4,
1066–1069 (1995).

Davis L., Jr. and E.J. Smith “The in-flight determination of spacecraft field zeros”, Eos Trans.
AGU, 49, 257 (1968).

Debrunner H., E.O. Flueckiger, H. von Mandach, and M. Arens “Determination of the ring current
radii from cosmic ray neutron monitor data for the 17 December 1971 magnetic storm”, Planet.
Space Sci., 27, 5, 577–581 (1979).

Denton M.H., V.K. Jordanova, M.G. Henderson, R.M. Skoug, M.F. Thomsen, C.J. Pollock,
S. Zaharia, and H.O. Funsten “Storm-time plasma signatures observed by IMAGE/MENA and



References to Chapter 7 677

comparison with a global physics-based model”, Geophys. Res. Lett., 32, No. 17, L17102,
doi:10.1029/2005GL023353, 1–5 (2005).

Desorgher L. “MAGNETOCOSMICS: Geant4 application for simulating the propagation of cos-
mic rays through the Earth’s magnetosphere”, http://reat.space.qinetiq.com/septimess/magcos/
(2004).

Dorman L.I., G. Villoresi, N. Iucci, M. Parisi, M.I. Tyasto, O.A. Danilova, and N.G. Ptitsyna “Cos-
mic ray survey to Antarctica and coupling functions for neutron component near solar min-
imum (1996–1997). 3. Geomagnetic effects and coupling functions”, J. Geophys. Res., 105,
A9, 21047–21056 (2000).

Dvornikov V. and V. Sdobnov “Variation in the rigidity spectrum and anisotropy of cosmic rays
at the period of Forbush effect on 12–25 July 2000”, Int. J. Geomagn. Aeron., 3, 3, 217–228
(2002).

Escoubet C.P., M. Fehringer, and M. Goldstein “The Cluster mission”, Ann. Geophys., 19, No. 10–
12, 1197–1200 (2001).

Fairfield D.H. “A statistical determination of the shape and position of the geomagnetic neutral
sheet”, J. Geophys. Res., 85, A2, 775–780 (1980).

Fairfield D.H., M.H. Acuna, L.J. Zanetti, and T.A. Potemra “The magnetic field of the equatorial
magnetotail: AMPTE/CCE observation at r = 8.8re”, J. Geophys. Res., 92, A7, 7432–7442
(1987).

Fairfield D.H., N.A. Tsyganenko, A.V. Usmanov, and M.V. Malkov “A large magnetosphere mag-
netic field database”, J. Geophys. Res., 99, A6, 11319–11326 (1994).

Fedorov Y., M. Stehlik, K. Kudela, and J. Kassovicova“Non-diffusive particle pulse transport -
Application to an anisotropic solar GLE”, Sol. Phys., 208, 2, 325–334 (2002).

Flückiger E.O. and E. Kobel “Aspects of combining models of the Earth’s internal and external
magnetic field”, J. Geomag. Geoelectr., 42, 9, 1123–1136 (1990).

Flückiger E.O., D.F. Smart, and M.A. Shea “The effect of local perturbations of the geomagnetic
field on cosmic ray cutoff rigidities at Jungfraujoch and Kiel”, J. Geophys. Res., 88, A9, 6961–
6968 (1983).

Flückiger E., D.F. Smart, and M.A. Shea “A procedure for estimating the changes in cosmic ray
cutoff rigidities and asymptotic directions at low and middle latitudes during periods of en-
hanced geomagnetic activity”, J. Geophys. Res., 91, A7, 7925–7930 (1986).
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and Rome stations”, in Rayos Cosmicos 98, ed. J. Medina, Universidad de Alcala, Alcala de
Henares, 71–74 (1998).

Kudo S., M. Wada, P. Tanskanen, and M. Kodama “Local time and cutoff rigidity dependence of
storm time increase associated with geomagnetic storms”, J. Geophys. Res., 92, A5, 4719–4724
(1987b).

Kuznetsov S.N., I.N. Myagkova, S.P. Ryumin, K. Kudela, R. Bucik, and H. Mavromichalaki “Ef-
fects of the April 1994 Forbush events on the fluxes of the energetic charged particles measured
on board CORONAS-I: Their connection with conditions in the interplanetary medium”, J. At-
mos. Sol.-Terr. Phys., 64, 5–6, 535–539 (2002).

Langel R.A., W. Mundt, D.R. Barraclough, C.E. Barton, V.P. Golovkov, P.J. Hood, F.J. Lowes,
N.W. Peddie, Qi Gui-zhong, J.M. Quinn, M.A. Shea, S.P. Srivastava, D.E. Winch, T. Yukutake,
and D.P. Zidarov (IAGA Division V, Working Group 8) “IGRF, 1991 Revision”, EOS, Trans.
AGU, 73, No. 16, 182–182 (1992).

Lavraud B., M.F. Thomsen, B. Lefebvre, S.J. Schwartz, K. Seki, T.D. Phan, Y.L. Wang,
A. Fazakerley, H. Rème, and A. Balogh “Evidence for newly closed magnetosheath field lines
at the dayside magnetopause under northward IMF”, J. Geophys. Res., 111, No. A5, A05211,
doi:10.1029/2005JA011266, 1–10 (2006).

Leske R.A., R.A. Mewaldt, E.C. Stone, and T.T. von Rosenvinge “Geomagnetic cutoff variations
during solar energetic particle events – Implications for the space station”, Proc. 25th Int. Cos-
mic Ray Conf., Durban, 2, 381–384 (1997).

Leske R.A., R.A. Mewaldt, E.C. Stone, and T.T. von Rosenvinge “Observations of geomagnetic
cutoff variations during solar energetic particle events and implications for the radiation envi-
ronment at the Space Station”, J. Geophys. Res., 106, A12, 30011–30022 (2001).

Lin C.S. and J.N. Barfield “Magnetic field inclination angle at geosynchronous orbit”, Planet.
Space Sci., 32, 10, 1283–1290 (1984).

Lui A.T.Y., R.W. McEntire, and S.M. Krimigis “Evolution of the ring current during two geomag-
netic storms”, J. Geophys. Res., 92, No. A7, 7459–7470 (1987).

Lui A.T.Y., H.E. Spence, and D.P. Stern “Empirical modeling of the quite time nightside magne-
tosphere”, J. Geophys. Res., 99, A1, 151–158 (1994).

Maltsev Y.P. and A.A. Ostapenko “Model of the magnetospheric magnetic field”, Geomagn.
Aeron., 41, 6, 761–765 (2001).

Maltsev Y.P. and A.A. Ostapenko “Azimuthally asymmetric ring current as a function of Dst and
solar wind conditions”, Ann. Geophys., 22, 8, 2989–2996 (2004).

Mead G.D. and D.H. Fairfield “Quantitative magnetospheric model derived from spacecraft mag-
netometer”, J. Geophys. Res., 80, 4, 523–534 (1975).



References to Chapter 7 679

Miyasaka H., K. Kudela, S. Shimoda, Y. Yamada, E. Sakamoto, K. Munakata, T. Yuda, Y.H. Tan,
J.L. Zhang, Y.Q. Tang, H. Lu, H.B. Hu, Labaciren, X.R. Meng, and A.F. Yuan “Geomagnetic
cutoff variation observed with Tibet neutron monitor”, Proc. 28th Intern. Cosmic Ray Conf.,
Tsukuba, 6, 3609–3612 (2003).
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Table A3.2 Five by 15 degree world grids of trajectory-derived effective vertical cutoff rigidities
(in GV) for epoch 1955.0 (According to Shea et al., 1968)

Geographic
latitude

Geographic longitude (E)

0 15 30 45 60 75 90 105 120 135 150 165

85 0.01 0.02 0.02 0.03 0.03 0.04 0.04 0.04 0.04 0.04 0.03 0.03
80 0.03 0.05 0.07 0.09 0.10 0.12 0.13 0.14 0.12 0.13 0.12 0.09
75 0.12 0.15 0.21 0.23 0.26 0.28 0.28 0.29 0.31 0.29 0.29 0.27
70 0.29 0.37 0.44 0.49 0.52 0.56 0.56 0.60 0.64 0.64 0.62 0.61
65 0.60 0.73 0.88 0.93 1.00 1.01 1.04 1.10 1.17 1.21 1.22 1.19
60 1.14 1.37 1.50 1.65 1.69 1.74 1.81 1.89 2.01 2.06 2.16 2.10
55 2.02 2.24 2.54 2.61 2.74 2.78 2.92 2.99 3.14 3.41 3.40 3.24
50 3.06 3.52 3.88 4.05 4.15 4.28 4.39 4.58 4.76 4.98 4.95 4.71
45 4.71 5.18 5.42 5.62 5.76 5.98 6.18 6.34 6.64 6.94 6.95 6.47
40 6.64 7.37 7.57 7.81 8.23 8.75 9.16 9.39 9.68 9.94 9.80 9.03
35 9.49 9.86 9.95 10.61 11.10 11.65 11.66 11.84 12.00 12.07 11.59 10.76
30 11.24 11.76 12.13 12.64 13.31 14.07 14.44 14.51 14.35 14.04 13.55 12.88
25 12.99 13.59 14.06 14.46 14.99 15.56 15.91 15.88 15.58 15.12 14.55 13.92
20 14.01 14.56 14.99 15.44 16.01 16.59 16.92 16.84 16.45 15.91 15.31 14.72
15 14.51 15.05 15.52 16.01 16.61 17.20 17.52 17.42 17.00 16.44 15.87 15.34
10 14.66 15.16 15.65 16.18 16.81 17.40 17.71 17.63 17.24 16.72 16.21 15.77
5 14.49 14.92 15.41 15.98 16.62 17.20 17.52 17.50 17.19 16.74 16.32 15.98
0 14.03 14.37 14.84 15.43 16.08 16.63 16.95 17.01 16.82 16.49 16.17 15.95
−5 13.34 13.55 13.98 14.57 15.20 15.70 16.01 16.16 16.12 15.92 15.73 15.64
−10 12.45 12.52 12.89 13.46 14.02 14.43 14.71 14.95 15.04 14.99 14.93 14.98
−15 11.09 11.16 11.53 12.02 12.39 12.74 12.99 13.26 13.44 13.58 13.68 13.91
−20 9.55 9.38 9.70 10.00 10.28 10.30 10.36 10.60 10.96 10.77 10.94 12.02
−25 8.07 7.76 7.90 8.14 8.07 7.60 7.11 7.19 7.60 7.91 8.64 9.66
−30 6.85 6.22 6.10 5.91 5.68 5.37 5.12 5.08 5.20 5.54 5.98 6.73
−35 5.66 4.83 4.59 4.41 4.24 3.91 3.36 3.28 3.44 3.72 4.26 4.89
−40 4.58 3.92 3.59 3.32 2.95 2.63 2.18 2.02 2.09 2.28 2.70 3.31
−45 3.74 3.13 2.70 2.38 2.06 1.66 1.35 1.17 1.14 1.27 1.55 2.05
−50 3.15 2.44 2.07 1.74 1.37 1.04 0.76 0.60 0.55 0.64 0.83 1.15
−55 2.47 1.89 1.53 1.19 0.88 0.59 0.39 0.28 0.23 0.27 0.38 0.60
−60 1.90 1.44 1.10 0.80 0.55 0.36 0.19 0.11 0.07 0.09 0.16 0.27
−65 1.44 1.04 0.77 0.51 0.32 0.18 0.07 0.03 0.01 0.02 0.04 0.12
−70 0.99 0.73 0.51 0.32 0.19 0.08 0.03 0.01 0.00 0.00 0.01 0.04
−75 0.64 0.49 0.32 0.21 0.12 0.05 0.01 0.00 0.00 0.00 0.00 0.01
−80 0.39 0.28 0.21 0.14 0.07 0.04 0.01 0.01 0.00 0.00 0.00 0.01
−85 0.20 0.18 0.13 0.11 0.07 0.05 0.04 0.03 0.02 0.02 0.03 0.04

(Continued)
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Table A3.2 (Continued)

Geographic
latitude

Geographic longitude (E)

180 195 210 225 240 255 270 285 300 315 330 345

1 2 3 4 5 6 7 8 9 10 11 12 13

85 0.02 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01
80 0.07 0.05 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02
75 0.22 0.16 0.09 0.05 0.02 0.00 0.00 0.00 0.00 0.01 0.03 0.06
70 0.51 0.38 0.26 0.14 0.06 0.02 0.01 0.01 0.02 0.05 0.10 0.19
65 1.03 0.84 0.59 0.35 0.20 0.09 0.05 0.04 0.07 0.14 0.29 0.43
60 1.84 1.48 1.06 0.71 0.43 0.24 0.16 0.14 0.19 0.34 0.55 0.85
55 2.95 2.34 1.80 1.27 0.80 0.50 0.36 0.32 0.41 0.66 1.06 1.53
50 4.36 3.62 2.85 2.08 1.45 0.96 0.71 0.63 0.79 1.19 1.81 2.58
45 5.63 4.92 4.22 3.20 2.42 1.73 1.27 1.14 1.35 1.98 2.97 4.01
40 8.05 6.60 5.60 4.68 3.75 2.88 2.14 1.87 2.10 2.96 4.50 5.65
35 9.63 9.21 7.87 6.36 6.38 4.35 3.23 2.82 3.11 4.50 6.06 8.43
30 11.88 10.78 9.90 9.11 7.35 5.83 4.59 3.93 4.24 5.88 8.91 10.46
25 13.29 12.71 12.14 11.37 10.11 8.21 6.24 5.15 5.80 8.44 10.92 12.17
20 14.16 13.68 13.25 12.70 11.89 10.46 8.09 6.99 7.67 10.38 12.40 13.32
15 14.86 14.44 14.08 13.64 13.03 11.84 9.79 7.63 9.26 12.11 13.18 13.90
10 15.37 15.01 14.68 14.31 13.82 12.97 11.71 10.80 11.68 12.87 13.62 14.16
5 15.6S 15.37 15.06 14.74 14.34 13.75 12.90 12.33 12.71 13.30 13.79 14.13
0 15.75 15.51 15.24 14.95 14.61 14.17 13.61 13.15 13.14 13.47 13.71 13.84
−5 15.55 15.40 15.19 14.94 14.66 14.31 13.86 13.44 13.31 13.42 13.43 13.34
−10 15.05 15.02 14.90 14.74 14.53 14.25 13.88 13.48 13.26 13.17 12.97 12.66
−15 14.17 14.34 14.37 14.33 14.21 14.01 13.71 13.33 13.02 12.76 12.33 11.62
−20 12.87 13.27 13.57 13.69 13.70 13.61 13.38 13.02 12.64 12.19 11.44 10.43
−25 10.37 11.22 12.11 12.80 13.01 13.05 12.91 12.58 12.11 11.45 10.47 9.03
−30 7.96 9.46 9.54 10.62 12.09 12.33 12.32 12.01 11.44 10.62 9.28 7.73
−35 5.72 6.63 7.93 9.24 9.61 11.40 11.60 11.37 10.63 9.60 8.03 6.73
−40 4.16 4.91 5.59 6.75 8.38 9.64 10.70 10.41 9.73 8.54 7.15 5.93
−45 2.75 3.42 4.31 4.92 5.92 7.87 9.30 9.33 8.60 7.67 6.54 4.79
−50 1.67 2.28 2.97 3.80 4.53 5.61 7.19 8.01 7.07 6.58 5.10 3.96
−55 0.95 1.41 1.94 2.65 3.40 4.32 5.12 5.52 5.50 4.96 4.02 3.27
−60 0.49 0.80 1.24 1.74 2.32 3.07 3.89 4.26 4.24 3.92 3.29 2.50
−65 0.23 0.45 0.73 1.12 1.55 2.08 2.65 2.90 2.94 2.75 2.37 1.86
−70 0.10 0.23 0.41 0.66 0.98 1.31 1.64 1.89 1.97 1.87 1.60 1.31
−75 0.05 0.12 0.24 0.38 0.56 0.77 0.94 1.07 1.17 1.11 1.00 0.83
−80 0.04 0.08 0.15 0.22 0.32 0.42 0.51 0.59 0.62 0.60 0.54 0.48
−85 0.05 0.07 0.11 0.15 0.18 0.20 0.24 0.27 0.28 0.28 0.28 0.23
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Table A3.3 The 5◦ × 15◦ world grids of trajectory-derived effective vertical cutoff rigidities for
epoch 1965.0 (According to Shea and Smart, 1975b)

Geographic
latitude

Geographic longitude

0 15 30 45 60 75 90 105 120 135 150 165 180

80 0.02 0.04 0.06 0.08 0.09 0.10 0.11 0.11 0.11 0.11 0.10 0.09 0.06
75 0.10 0.14 0.18 0.20 0.23 0.24 0.25 0.26 0.28 0.28 0.27 0.24 0.20
70 0.26 0.33 0.40 0.45 0.48 0.53 0.52 0.56 0.58 0.59 0.59 0.57 0.47
65 0.57 0.71 0.80 0.87 0.92 0.94 1.00 1.02 1.09 1.15 1.17 1.12 0.99
60 1.11 1.30 1.45 1.58 1.65 1.69 1.73 1.78 1.92 2.03 2.10 2.03 1.75
55 2.01 2.17 2.40 2.59 2.66 2.72 2.77 2.94 3.05 3.27 3.27 3.13 2.87
50 3.11 3.52 3.83 3.97 4.11 4.23 4.35 4.43 4.69 4.85 4.92 4.68 4.24
45 4.71 5.15 5.34 5.48 5.66 5.84 6.09 6.27 6.50 6.80 6.82 6.33 5.54
40 6.62 7.26 7.54 7.77 8.12 8.61 9.00 9.21 9.48 9.82 9.69 8.93 7.88
35 9.43 9.82 10.02 10.47 11.06 11.41 11.46 11.63 11.85 11.90 11.47 10.58 9.53
30 11.22 11.71 12.12 12.60 13.22 13.97 14.30 14.35 14.21 13.92 13.43 12.73 11.69
25 13.03 13.59 14.06 14.48 14.98 15.49 15.79 15.75 15.46 15.01 14.44 13.79 13.13
20 14.06 14.58 15.05 15.51 16.04 16.56 16.83 16.73 16.35 15.82 15.21 14.59 14.00
15 14.58 15.11 15.62 16.13 16.68 17.20 17.45 17.33 16.92 16.37 15.78 15.22 14.71
10 14.72 15.24 15.77 16.31 16.90 17.41 17.66 17.56 17.19 16.67 16.13 15.66 15.24
5 14.52 15.00 15.52 16.08 16.70 17.22 17.48 17.44 17.14 16.70 16.25 15.89 15.57
0 14.00 14.40 14.90 15.48 16.11 16.64 16.93 16.96 16.77 16.43 16.11 15.88 15.67
−5 13.23 13.52 13.96 14.54 15.18 15.69 16.01 16.14 16.06 15.85 15.66 15.57 15.50
−10 12.28 12.42 12.79 13.35 13.95 14.41 14.73 14.95 14.98 14.90 14.84 14.92 15.02
−15 10.89 11.03 11.35 11.79 12.26 12.76 13.06 13.31 13.38 13.46 13.60 13.86 14.14
−20 9.37 9.23 9.45 9.81 10.26 10.32 10.48 10.75 10.83 10.58 10.85 12.00 12.84
−25 7.79 7.67 7.80 7.98 7.96 7.58 7.29 7.34 7.60 7.93 8.64 9.65 10.30
−30 6.64 6.16 5.95 5.73 5.56 5.30 5.12 5.20 5.20 5.48 6.00 6.66 7.94
−35 5.43 4.79 4.47 4.31 4.18 3.84 3.41 3.33 3.51 3.70 4.22 4.98 5.68
−40 4.39 3.82 3.53 3.33 2.88 2.54 2.19 2.08 2.07 2.26 2.63 3.31 4.13
−45 3.59 3.02 2.60 2.40 2.04 1.57 1.30 1.14 1.14 1.26 1.51 2.01 2.67
−50 3.00 2.37 1.99 1.70 1.33 0.97 0.71 0.55 0.56 0.63 0.79 1.15 1.62
−55 2.39 1.84 1.49 1.17 0.82 0.56 0.37 0.26 0.22 0.26 0.37 0.61 0.94
−60 1.81 1.33 1.03 0.75 0.51 0.30 0.16 0.09 0.07 0.09 0.15 0.27 0.48
−65 1.34 0.99 0.73 0.49 0.30 0.15 0.06 0.00 0.00 0.00 0.03 0.11 0.23
−70 0.93 0.68 0.48 0.30 0.17 0.08 0.00 0.00 0.00 0.00 0.00 0.02 0.10
−75 0.59 0.43 0.30 0.19 0.10 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.04
−80 0.37 0.27 0.19 0.12 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.02

(Continued)
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Table A3.3 (Continued)

Geographic
latitude

Geographic longitude

195 210 225 240 255 270 285 300 315 330 345 360

80 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02
75 0.14 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.06 0.10
70 0.35 0.24 0.13 0.06 0.00 0.00 0.00 0.00 0.04 0.10 0.17 0.26
65 0.75 0.52 0.31 0.17 0.09 0.04 0.04 0.07 0.14 0.26 0.41 0.57
60 1.38 1.01 0.68 0.39 0.23 0.15 0.14 0.20 0.35 0.56 0.84 1.11
55 2.27 1.74 1.21 0.80 0.49 0.35 0.33 0.43 0.68 1.08 1.53 2.01
50 3.46 2.79 2.02 1.38 0.94 0.70 0.66 0.81 1.29 1.88 2.57 3.11
45 4.89 4.17 3.16 2.40 1.72 1.28 1.13 1.43 2.04 3.06 4.15 4.71
40 6.43 5.50 4.63 3.67 2.81 2.06 1.91 2.24 3.22 4.66 5.70 6.62
35 9.01 7.74 6.24 5.23 4.21 3.21 2.88 3.29 4.65 6.46 8.53 9.43
30 10.55 9.70 8.95 7.13 5.71 4.54 4.09 4.57 6.36 9.33 10.47 11.22
25 12.53 11.94 11.17 9.92 8.02 6.13 5.28 6.09 8.93 11.14 12.34 13.03
20 13.50 13.04 12.51 11.67 10.09 7.89 6.93 8.22 10.88 12.60 13.45 14.06
15 14.27 13.91 13.48 12.81 11.53 9.64 7.91 10.15 12.35 13.33 14.02 14.58
10 14.86 14.54 14.19 13.67 12.77 11.58 11.01 12.00 13.00 13.72 14.24 14.72
5 15.26 14.96 14.64 14.23 13.62 12.77 12.43 12.76 13.35 13.82 14.14 14.52
0 15.43 15.16 14.86 14.51 14.05 13.49 13.06 13.10 13.44 13.66 13.77 14.00
−5 15.34 15.12 14.87 14.57 14.19 13.71 13.29 13.20 13.31 13.29 13.18 13.23
−10 14.98 14.84 14.66 14.43 14.12 13.71 13.29 13.08 12.99 12.75 12.40 12.28
−15 14.31 14.30 14.23 14.09 13.86 13.51 13.10 12.79 12.52 12.03 11.41 10.89
−20 13.23 13.49 13.58 13.57 13.44 13.16 12.75 12.37 11.90 11.07 10.05 9.37
−25 11.20 12.00 12.68 12.86 12.87 12.68 12.29 11.81 11.09 10.03 8.75 7.79
−30 9.44 9.43 10.54 11.94 12.15 12.09 11.73 11.07 10.16 8.90 7.40 6.64
−35 6.60 7.87 9.14 9.46 11.23 11.37 10.99 10.38 9.18 7.66 6.31 5.43
−40 4.81 5.57 6.59 8.24 9.70 10.49 10.08 9.31 8.02 6.85 5.61 4.39
−45 3.40 4.27 4.88 5.90 7.87 9.11 9.03 8.16 7.35 6.03 4.51 3.59
−50 2.19 2.95 3.67 4.50 5.61 7.13 7.80 7.34 6.09 4.75 3.73 3.00
−55 1.35 1.91 2.55 3.26 4.24 5.04 5.40 5.28 4.66 3.88 3.12 2.39
−60 0.77 1.20 1.66 2.26 3.02 3.82 4.09 4.09 3.65 3.03 2.37 1.81
−65 0.43 0.70 1.04 1.46 1.96 2.58 2.77 2.80 2.55 2.18 1.70 1.34
−70 0.22 0.39 0.62 0.89 1.24 1.55 1.79 1.84 1.71 1.44 1.20 0.93
−75 0.11 0.22 0.36 0.54 0.69 0.90 1.00 1.09 1.07 0.95 0.76 0.59
−80 0.07 0.13 0.20 0.29 0.38 0.46 0.53 0.57 0.55 0.50 0.44 0.37
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Table A3.4 The 5◦ × 15◦ world grids of trajectory-derived effective vertical cutoff rigidities for
epoch 1975.0 (According to Shea and Smart, 1975b)

Geographic
latitude

Geographic longitude

0 15 30 45 60 75 90 105 120 135 150 165 180

80 0.02 0.04 0.06 0.09 0.09 0.10 0.10 0.11 0.11 0.11 0.10 0.08 0.06
75 0.10 0.14 0.18 0.20 0.23 0.25 0.25 0.26 0.27 0.28 0.26 0.24 0.20
70 0.26 0.34 0.41 0.47 0.49 0.51 0.52 0.55 0.59 0.60 0.62 0.56 0.47
65 0.58 0.72 0.80 0.89 0.93 0.97 1.01 1.03 1.12 1.19 1.20 1.13 0.95
60 1.14 1.34 1.46 1.57 1.61 1.67 1.73 1.82 1.95 2.05 2.05 1.99 1.75
55 1.94 2.20 2.47 2.61 2.68 2.78 2.85 2.92 3.12 3.31 3.35 3.15 2.88
50 3.21 3.54 3.81 3.97 4.14 4.27 4.36 4.37 4.69 4.93 4.92 4.67 4.27
45 4.77 5.12 5.36 5.51 5.73 5.90 6.11 6.29 6.57 6.86 6.86 6.33 5.59
40 6.75 7.27 7.48 7.70 8.19 8.73 9.14 9.29 9.49 9.89 9.74 8.95 7.86
35 9.54 9.89 10.10 10.53 11.15 11.44 11.52 11.71 11.93 12.04 11.55 10.60 9.49
30 11.30 11.71 12.13 12.67 13.34 14.07 14.37 14.40 14.26 13.95 13.44 12.72 11.65
25 13.10 13.64 14.10 14.53 15.06 15.58 15.85 15.79 15.49 15.03 14.44 13.76 13.07
20 14.11 14.62 15.09 15.57 16.12 16.63 16.87 16.75 16.37 15.83 15.20 14.55 13.93
15 14.61 15.14 15.65 16.17 16.74 17.25 17.47 17.34 16.93 16.37 15.76 15.17 14.63
10 14.73 15.26 15.80 16.34 16.94 17.44 17.67 17.56 17.18 16.65 16.10 15.61 15.16
5 14.50 14.99 15.52 16.10 16.71 17.22 17.47 17.42 17.11 16.66 16.21 15.83 15.49
0 13.94 14.37 14.87 15.46 16.10 16.62 16.90 16.94 16.73 16.38 16.05 15.81 15.59
−5 13.13 13.45 13.91 14.50 15.14 15.65 15.97 16.10 16.00 15.77 15.58 15.50 15.42
−10 12.11 12.31 12.71 13.29 13.89 14.35 14.68 14.90 14.91 14.80 14.74 14.84 14.94
−15 10.75 10.91 11.23 11.69 12.18 12.70 13.00 13.25 13.25 13.32 13.48 13.78 14.09
−20 9.21 9.06 9.29 9.70 10.21 10.25 10.41 10.65 10.84 10.62 10.74 11.93 12.78
−25 7.55 7.50 7.72 7.88 7.86 7.37 7.08 7.24 7.43 7.71 8.47 9.55 10.22
−30 6.36 6.02 5.86 5.79 5.42 5.23 5.10 5.16 5.19 5.39 5.89 6.58 7.99
−35 5.24 4.59 4.45 4.31 4.07 3.72 3.35 3.32 3.37 3.65 4.10 4.90 5.65
−40 4.29 3.74 3.40 3.21 2.83 2.43 2.08 2.00 2.01 2.21 2.65 3.24 4.11
−45 3.46 2.96 2.53 2.30 1.93 1.53 1.28 1.12 1.11 1.25 1.51 2.04 2.72
−50 2.87 2.37 1.95 1.60 1.27 0.94 0.66 0.54 0.53 0.60 0.84 1.15 1.63
−55 2.23 1.79 1.42 1.12 0.87 0.53 0.34 0.23 0.21 0.26 0.38 0.59 0.90
−60 1.78 1.32 1.03 0.75 0.49 0.30 0.15 0.08 0.06 0.08 0.14 0.27 0.48
−65 1.30 0.98 0.72 0.50 0.30 0.15 0.06 0.00 0.00 0.00 0.03 0.11 0.23
−70 0.89 0.64 0.47 0.31 0.18 0.08 0.00 0.00 0.00 0.00 0.00 0.03 0.10
−75 0.59 0.43 0.30 0.19 0.10 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.05
−80 0.37 0.28 0.19 0.13 0.07 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03

(Continued)
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Table A3.4 (Continued)

Geographic
latitude

Geographic longitude

195 210 225 240 255 270 285 300 315 330 345 360

80 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02
75 0.14 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.07 0.10
70 0.36 0.23 0.13 0.06 0.00 0.00 0.00 0.00 0.05 0.11 0.18 0.26
65 0.74 0.53 0.32 0.17 0.09 0.05 0.04 0.08 0.16 0.28 0.42 0.58
60 1.40 1.00 0.65 0.40 0.22 0.16 0.14 0.21 0.38 0.59 0.86 1.14
55 2.22 1.75 1.23 0.78 0.50 0.36 0.36 0.46 0.75 1.13 1.59 1.94
50 3.38 2.81 2.03 1.41 0.95 0.73 0.69 0.69 1.34 1.98 2.65 3.21
45 4.85 4.08 3.16 2.37 1.74 1.32 1.22 1.49 2.21 3.16 4.20 4.77
40 6.46 5.41 4.55 3.61 2.76 2.07 1.93 2.42 3.41 4.82 5.92 6.75
35 8.97 7.65 6.12 5.21 4.25 3.19 2.89 3.58 4.98 6.80 8.70 9.54
30 10.48 9.63 8.78 7.00 5.60 4.44 4.07 4.87 6.98 9.67 10.66 11.30
25 12.43 11.81 10.98 9.74 7.89 6.08 5.44 6.56 9.65 11.47 12.46 13.10
20 13.40 12.91 12.33 11.47 9.69 7.82 6.84 8.65 11.45 12.76 13.54 14.11
15 14.16 13.76 13.30 12.62 11.27 9.49 8.46 10.71 12.52 13.43 14.07 14.61
10 14.75 14.39 14.00 13.44 12.55 11.50 11.07 12.16 13.09 13.76 14.21 14.73
5 15.15 14.82 14.47 14.03 13.41 12.67 12.40 12.78 13.36 13.80 14.11 14.50
0 15.32 15.03 14.71 14.33 13.86 13.32 12.95 13.05 13.38 13.56 13.69 13.94
−5 15.25 15.02 14.74 14.41 14.01 13.53 13.14 13.08 13.19 13.15 13.04 13.13
−10 14.90 14.76 14.15 14.29 13.94 13.51 13.10 12.92 12.82 12.55 12.20 12.11
−15 14.24 14.24 14.15 13.97 13.69 13.30 12.89 12.59 12.31 11.76 11.15 10.75
−20 13.19 13.44 13.51 13.46 13.28 12.94 12.53 12.14 11.65 10.73 9.78 9.21
−25 11.22 12.01 12.63 12.76 12.72 12.46 12.04 11.53 10.74 9.63 8.36 7.55
−30 9.45 9.43 10.64 11.85 12.00 11.88 11.43 10.75 9.83 8.39 7.09 6.36
−35 6.54 7.88 9.11 9.58 11.12 11.16 10.67 9.90 8.72 7.16 6.18 5.24
−40 4.76 5.56 6.65 8.20 9.75 10.18 9.77 8.98 7.61 6.42 5.31 4.29
−45 3.33 4.24 4.93 5.91 7.83 9.00 8.76 7.84 6.91 5.63 4.32 3.46
−50 2.24 2.94 3.76 4.48 5.57 7.02 7.57 6.98 5.68 4.51 3.50 2.87
−55 1.38 1.88 2.64 3.38 4.20 4.96 5.19 5.02 4.45 3.67 2.93 2.23
−60 0.79 1.18 1.62 2.23 3.00 3.77 3.95 3.97 3.52 2.88 2.27 1.78
−65 0.43 0.71 1.06 1.51 1.98 2.53 2.71 2.72 2.50 2.10 1.61 1.30
−70 0.22 0.41 0.64 0.96 1.24 1.58 1.75 1.80 1.67 1.39 1.14 0.89
−75 0.12 0.23 0.36 0.54 0.72 0.91 1.02 1.03 1.05 0.88 0.76 0.59
−80 0.08 0.13 0.21 0.30 0.40 0.48 0.55 0.56 0.54 0.49 0.42 0.37
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Table A3.5 The planetary distribution of the differences of CR effective vertical cutoff rigidities
in 1955 and 1975 (the rigidity values are given in GV with the 1955 values subtracted from 1975
values) (According to Shea and Smart, 1975b)

Geographic
latitude

Geographic longitude

0 15 30 45 60 75 90 105 120 135 150 165 180

75 −0.02 −0.01 −0.03 −0.03 −0.03 −0.03 −0.03 −0.03 −0.04 −0.01 −0.03 −0.03 −0.02
70 −0.03 −0.03 −0.03 −0.02 −0.03 −0.05 −0.04 −0.05 −0.05 −0.04 0.00 −0.04 −0.04
65 −0.02 −0.01 −0.08 −0.04 −0.07 −0.04 −0.03 −0.07 −0.05 −0.02 −0.02 −0.06 −0.08
60 0.00 −0.03 −0.04 −0.08 −0.08 −0.07 −0.08 −0.07 −0.06 −0.01 −0.11 −0.11 −0.09
55 −0.08 −0.04 −0.07 0.00 −0.06 0.00 −0.07 −0.07 −0.02 −0.10 −0.05 −0.09 −0.07
50 0.15 0.02 −0.07 −0.61 −0.01 −0.01 −0.03 −0.21 −0.08 −0.05 −0.03 −0.04 −0.09
45 0.06 −0.06 −0.06 −0.11 −0.03 −0.08 −0.07 −0.05 −0.07 −0.08 −0.09 −0.14 −0.04
40 0.11 −0.10 −0.09 −0.11 −0.04 −0.02 −0.02 −0.10 −0.19 −0.05 −0.06 −0.08 −0.19
35 0.05 0.03 0.15 −0.08 0.05 −0.21 −0.14 −0.13 −0.07 −0.03 −0.04 −0.16 −0.14
30 0.06 −0.05 0.00 0.03 0.03 0.00 −0.07 −0.11 −0.09 −0.09 −0.11 −0.16 −0.23
25 0.11 0.05 0.04 0.07 0.07 0.02 −0.06 −0.09 −0.09 −0.09 −0.11 −0.16 −0.22
20 0.10 0.06 0.10 0.13 0.11 0.04 −0.05 −0.09 −0.08 −0.08 −0.11 −0.17 −0.23
15 0.10 0.09 0.13 0.16 0.13 0.05 −0.05 −0.08 −0.07 −0.07 −0.11 −0.17 −0.23
10 0.07 0.10 0.15 0.15 0.13 0.04 −0.04 −0.07 −0.06 −0.07 −0.11 −0.16 −0.21
5 0.01 0.07 0.11 0.12 0.09 0.02 −0.05 −0.08 −0.08 −0.08 −0.11 −0.15 −0.19
0 −0.09 0.00 0.03 0.03 0.02 −0.01 −0.05 −0.07 −0.09 −0.11 −0.12 −0.14 −0.16
−5 −0.21 −0.10 −0.07 −0.07 −0.06 −0.05 −0.04 −0.04 −0.12 −0.15 −0.15 −0.14 −0.13
−10 −0.34 −0.21 −0.18 −0.17 −0.13 −0.06 −0.03 −0.05 −0.13 −0.19 −0.19 −0.14 −0.11
−15 −0.34 −0.25 −0.30 −0.33 −0.21 −0.04 0.01 −0.01 −0.19 −0.26 −0.20 −0.13 −0.08
−20 −0.34 −0.32 −0.41 −0.30 −0.07 −0.05 0.05 0.05 −0.12 −0.15 −0.20 −0.09 −0.09
−25 −0.52 −0.26 −0.18 −0.26 −0.21 −0.23 −0.03 0.05 −0.17 −0.20 −0.17 −0.11 −0.15
−30 −0.49 −0.20 −0.24 −0.12 −0.26 −0.14 −0.02 0.08 −0.01 −0.15 −0.09 −0.14 0.03
−35 −0.42 −0.24 −0.14 −0.10 −0.17 −0.19 −0.01 0.04 −0.07 −0.07 −0.16 0.01 −0.07
−40 −0.29 −0.18 −0.19 −0.11 −0.12 −0.20 −0.10 −0.02 −0.08 −0.07 −0.05 −0.07 −0.05
−45 −0.28 −0.17 −0.17 −0.06 −0.13 −0.13 −0.07 −0.05 −0.03 −0.02 −0.04 −0.01 −0.03
−50 −0.28 −0.07 −0.12 −0.14 −0.10 −0.10 −0.10 −0.06 −0.02 −0.04 0.01 0.00 −0.04
−55 −0.24 −0.10 −0.11 −0.07 −0.01 −0.06 −0.05 −0.05 −0.02 −0.01 0.00 −0.01 −0.05
−60 −0.12 −0.12 −0.07 −0.05 −0.04 −0.06 −0.04 −0.02 −0.01 −0.01 −0.02 0.00 −0.01
−65 −0.14 −0.06 −0.05 −0.01 −0.02 −0.03 −0.01 −0.03 −0.01 −0.02 −0.01 −0.01 0.00
−70 −0.10 −0.09 −0.04 −0.01 −0.01 0.00 −0.03 −0.01 0.00 0.00 −0.01 −0.01 0.00
−75 −0.05 −0.06 −0.02 −0.02 −0.02 0.00 −0.01 0.00 0.00 0.00 0.00 −0.01 0.00

(Continued)
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Table A3.5 (Continued)

Geographic
latitude

Geographic longitude

195 210 225 240 255 270 285 300 315 330 345 360

75 −0.02 0.00 −0.02 −0.02 0.00 0.00 0.00 0.00 −0.01 −0.01 0.01 −0.02
70 −0.02 −0.03 −0.01 0.00 −0.02 −0.01 −0.01 −0.02 0.00 0.01 −0.01 −0.03
65 −0.06 −0.05 −0.03 −0.03 0.00 0.00 0.00 0.01 0.02 −0.01 −0.01 −0.02
60 −0.08 −0.06 −0.06 −0.03 −0.02 0.00 0.00 0.02 0.04 0.04 0.01 0.00
55 −0.12 −0.05 −0.04 −0.02 0.00 0.00 0.04 0.05 0.09 0.07 0.06 −0.08
50 −0.24 −0.04 −0.05 −0.04 −0.01 0.02 0.06 0.10 0.15 0.17 0.07 0.15
45 −0.07 −0.14 −0.04 −0.05 0.01 0.05 0.08 0.14 0.23 0.19 0.19 0.06
40 −0.14 −0.19 −0.13 −0.14 −0.12 −0.07 0.06 0.32 0.45 0.32 0.27 0.11
35 −0.24 −0.22 −0.24 −0.17 −0.10 −0.04 0.07 0.47 0.48 0.74 0.27 0.05
30 −0.30 −0.27 −0.33 −0.35 −0.23 −0.15 0.14 0.63 1.10 0.76 0.20 0.06
25 −0.28 −0.33 −0.39 −0.37 −0.32 −0.16 0.29 0.76 1.21 0.55 0.29 0.11
20 −0.28 −0.34 −0.37 −0.42 −0.77 −0.27 −0.15 0.98 1.07 0.36 0.22 0.10
15 −0.28 −0.32 −0.36 −0.41 −0.57 −0.30 0.83 1.45 0.41 0.25 0.17 0.10
10 −0.26 −0.29 −0.31 −0.38 −0.42 −0.21 0.27 0.48 0.22 0.14 0.09 0.07
5 −0.22 −0.24 −0.27 −0.31 −0.34 −0.23 0.07 0.07 0.06 0.01 −0.02 0.01
0 −0.19 −0.21 −0.24 −0.28 −0.31 −0.29 −0.20 −0.09 −0.09 −0.13 −0.15 −0.09
−5 −0.15 −0.17 −0.20 −0.25 −0.30 −0.33 −0.30 −0.23 −0.23 −0.28 −0.30 −0.21
−10 −0.12 −0.14 −0.19 −0.24 −0.31 −0.37 −0.38 −0.34 −0.35 −0.42 −0.46 −0.34
−15 −0.10 −0.13 −0.18 −0.24 −0.32 −0.41 −0.44 −0.43 −0.45 −0.57 −0.47 −0.34
−20 −0.08 −0.13 −0.18 −0.24 −0.33 −0.44 −0.49 −0.50 −0.54 −0.71 −0.65 −0.34
−25 0.00 −0.10 −0.17 −0.25 −0.33 −0.45 −0.54 −0.58 −0.71 −0.84 −0.67 −0.52
−30 −0.01 −0.11 0.02 −0.24 −0.33 −0.44 −0.58 −0.69 −0.79 −0.89 −0.64 −0.49
−35 −0.09 −0.05 −0.13 −0.03 −0.28 −0.44 −0.70 −0.73 −0.88 −0.87 −0.55 −0.42
−40 −0.15 −0.03 −0.10 −0.18 0.11 −0.52 −0.64 −0.75 −0.93 −0.73 −0.62 −0.29
−45 −0.09 −0.07 0.01 −0.01 −0.04 −0.30 −0.57 −0.76 −0.76 −0.91 −0.47 −0.28
−50 −0.04 −0.03 −0.04 −0.05 −0.04 −0.17 −0.44 −0.69 −0.90 −0.59 −0.46 −0.28
−55 −0.03 −0.06 −0.01 −0.02 −0.12 −0.16 −0.33 −0.48 −0.51 −0.35 −0.34 −0.24
−60 −0.01 −0.06 −0.12 −0.09 −0.07 −0.12 −0.31 −0.27 −0.40 −0.41 −0.23 −0.12
−65 −0.02 −0.02 −0.06 −0.04 −0.10 −0.12 −0.19 −0.22 −0.25 −0.27 −0.25 −0.14
−70 −0.01 0.00 −0.02 −0.02 −0.07 −0.06 −0.14 −0.17 −0.20 −0.21 −0.17 −0.10
−75 0.00 −0.01 −0.02 −0.02 −0.05 −0.03 −0.05 −0.14 −0.06 −0.12 −0.07 −0.05
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Table A3.6 The 5◦ × 15◦ world grids of trajectory-derived effective vertical cutoff rigidities (in
GV) for epoch 1980.0 (According to Shea and Smart, 1983)

Geographic
latitude

Geographic longitude (E)

0 15 30 45 60 75 90 105 120 135 150 165

80 0.02 0.05 0.06 0.08 0.09 0.09 0.10 0.10 0.11 0.10 0.10 0.08
75 0.10 0.14 0.17 0.20 0.22 0.22 0.25 0.25 0.26 0.26 0.26 0.24
70 0.27 0.34 0.39 0.44 0.48 0.51 0.51 0.55 0.58 0.60 0.61 0.57
65 0.60 0.69 0.80 0.87 0.91 0.94 0.99 1.03 1.12 1.23 1.18 1.11
60 1.16 1.36 1.43 1.59 1.62 1.68 1.70 1.80 1.96 2.05 2.12 2.06
55 2.00 2.29 2.45 2.53 2.67 2.73 2.84 2.93 3.12 3.31 3.31 3.15
50 3.32 3.59 3.83 3.94 4.06 4.20 4.34 4.45 4.69 5.00 4.97 4.69
45 4.99 5.20 5.35 5.44 5.66 5.81 6.08 6.31 6.59 6.96 6.96 6.36
40 6.95 7.44 7.59 7.73 8.07 8.54 8.99 9.23 9.57 9.99 9.82 9.05
35 9.77 9.74 10.01 10.42 10.88 11.27 11.39 11.67 11.95 12.18 11.69 10.67
30 11.49 11.83 12.10 12.51 13.09 13.82 14.19 14.31 14.23 13.97 13.45 12.75
25 13.25 13.68 14.03 14.38 14.86 15.37 15.69 15.70 15.47 15.05 14.46 13.76
20 14.17 14.61 14.99 15.39 15.91 16.43 16.73 16.68 16.36 15.85 15.21 14.54
15 14.63 15.10 15.54 15.99 16.54 17.07 17.35 17.27 16.91 16.37 15.75 15.14
10 14.70 15.19 15.67 16.17 16.75 17.29 17.57 17.50 17.15 16.63 16.06 15.56
5 14.41 14.88 15.38 15.94 16.57 17.11 17.41 17.38 17.07 16.61 16.15 15.77
0 13.80 14.22 14.73 15.34 16.00 16.56 16.87 16.90 16.67 16.31 15.97 15.74
−5 12.94 13.27 13.77 14.41 15.10 15.64 15.97 16.07 15.94 15.68 15.50 15.42
−10 11.86 12.11 12.57 13.23 13.90 14.40 14.71 14.88 14.84 14.69 14.55 14.77
−15 10.45 10.63 11.08 11.75 12.32 12.80 13.06 13.24 13.17 13.18 13.39 13.69
−20 8.87 8.89 9.26 9.74 10.24 10.45 10.55 10.69 10.75 10.66 10.57 11.87
−25 7.28 7.29 7.63 7.93 8.02 7.71 7.28 7.26 7.42 7.64 8.36 9.49
−30 6.11 5.84 5.84 5.80 5.58 5.40 5.19 5.14 5.09 5.38 5.84 6.60
−35 5.05 4.49 4.37 4.35 4.12 3.85 3.47 3.41 3.34 3.55 4.10 4.90
−40 4.03 3.62 3.38 3.26 2.84 2.58 2.21 2.04 2.04 2.22 2.53 3.29
−45 3.33 2.68 2.53 2.38 2.00 1.54 1.25 1.12 1.10 1.21 1.47 2.01
−50 2.76 2.27 1.97 1.64 1.30 0.92 0.71 0.54 0.53 0.60 0.80 1.15
−55 2.17 1.72 1.45 1.12 0.82 0.56 0.35 0.24 0.21 0.25 0.38 0.57
−60 1.69 1.29 1.03 0.76 0.49 0.30 0.15 0.09 0.06 0.08 0.14 0.26
−65 1.29 0.95 0.72 0.48 0.24 0.14 0.06 0.00 0.00 0.00 0.03 0.10
−70 0.84 0.56 0.45 0.30 0.16 0.08 0.00 0.00 0.00 0.00 0.00 0.02
−75 0.59 0.42 0.28 0.18 0.10 0.04 0.00 0.00 0.00 0.00 0.00 0.00
−80 0.34 0.26 0.18 0.12 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00

(Continued)
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Table A3.6 (Continued)

Geographic
latitude

Geographic longitude (E)

180 195 210 225 240 255 270 285 300 315 330 345

80 0.07 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
75 0.19 0.14 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.07
70 0.47 0.34 0.23 0.13 0.06 0.00 0.00 0.00 0.00 0.05 0.11 0.19
65 0.99 0.77 0.49 0.31 0.17 0.09 0.05 0.05 0.09 0.17 0.30 0.43
60 1.75 1.38 0.98 0.65 0.40 0.23 0.16 0.16 0.23 0.39 0.64 0.90
55 2.85 2.28 1.75 1.23 0.81 0.49 0.36 0.36 0.50 0.80 1.21 1.70
50 4.25 3.46 2.81 2.05 1.42 0.97 0.75 0.72 0.94 1.43 2.13 2.85
45 5.60 4.85 4.15 3.16 2.37 1.75 1.35 1.27 1.62 2.47 3.35 4.35
40 7.96 6.47 5.49 4.60 3.63 2.77 2.14 2.05 2.57 3.79 5.08 6.15
35 9.52 8.99 7.67 6.11 5.17 4.21 3.24 2.99 3.83 5.26 7.36 9.11
30 11.59 10.48 9.65 8.78 6.99 5.54 4.38 4.02 5.14 7.54 10.02 10.94
25 13.04 12.38 11.74 10.88 9.63 7.74 6.02 5.51 7.02 9.98 11.78 12.68
20 13.90 13.33 12.84 12.23 11.32 9.35 7.67 6.51 8.49 11.67 12.88 13.63
15 14.59 14.09 13.67 13.19 12.46 11.05 9.27 8.64 11.01 12.60 13.50 14.12
10 15.10 14.68 14.30 13.88 13.35 12.36 11.27 11.06 12.22 13.11 13.78 14.25
5 15.43 15.07 14.73 14.36 13.92 13.22 12.45 12.29 12.73 13.33 13.76 14.04
0 15.53 15.25 14.93 14.60 14.21 13.71 13.14 12.80 12.97 13.32 13.48 13.55
−5 15.35 15.17 14.92 14.62 14.28 13.85 13.36 12.99 12.98 13.09 13.00 12.85
−10 14.87 14.82 14.66 14.43 14.15 13.81 13.37 12.97 12.81 12.69 12.36 11.92
−15 14.01 14.17 14.15 14.03 13.84 13.57 13.19 12.77 12.47 12.15 11.53 10.79
−20 12.72 13.15 13.36 13.42 13.35 13.17 12.85 12.42 11.99 11.47 10.49 9.47
−25 10.10 11.24 11.98 12.56 12.67 12.63 12.38 11.94 11.40 10.52 9.35 8.04
−30 7.98 9.45 9.40 10.75 11.79 11.92 11.78 11.34 10.56 9.57 8.15 6.88
−35 5.65 6.62 8.01 8.73 9.62 11.05 11.09 10.55 9.73 8.50 6.88 5.95
−40 4.15 4.84 5.60 6.76 8.18 9.73 10.08 9.63 8.80 7.35 6.18 5.00
−45 2.69 3.30 4.28 4.99 6.01 7.87 8.89 8.52 7.74 6.80 5.34 4.15
−50 1.64 2.24 2.94 3.79 4.58 5.61 7.05 7.41 6.77 5.47 4.27 3.42
−55 0.95 1.36 1.94 2.64 3.35 4.29 4.90 5.18 4.90 4.25 3.48 2.77
−60 0.51 0.76 1.20 1.77 2.27 2.98 3.75 4.01 3.82 3.39 2.72 2.14
−65 0.22 0.42 0.69 1.05 1.55 1.96 2.46 2.72 2.63 2.40 2.02 1.61
−70 0.10 0.22 0.40 0.60 0.90 1.20 1.51 1.67 1.75 1.59 1.33 1.11
−75 0.04 0.11 0.22 0.34 0.53 0.70 0.87 1.01 1.04 0.98 0.86 0.72
−80 0.02 0.07 0.12 0.20 0.28 0.39 0.45 0.52 0.54 0.53 0.50 0.39
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Table A3.7 The 5◦ × 15◦ world grids of trajectory-derived effective vertical cutoff rigidities (in
GV) for the epoch 1990.0 (According to Smart and Shea, 1997a)

Geographic
latitude

Geographic east longitude

0 15 30 45 60 75 90 105 120 135 150 165

90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
80 0.02 0.04 0.05 0.07 0.08 0.09 0.09 0.10 0.10 0.09 0.09 0.07
75 0.10 0.13 0.16 0.20 0.21 0.22 0.24 0.00 0.25 0.24 0.25 0.21
70 0.27 0.34 0.39 0.42 0.44 0.45 0.48 0.51 0.56 0.57 0.57 0.53
65 0.57 0.71 0.79 0.83 0.89 0.93 0.94 0.99 1.06 1.15 1.18 1.09
60 1.15 1.34 1.44 1.55 1.54 1.64 1.64 1.72 1.87 2.03 2.04 1.95
55 2.07 2.24 2.40 2.45 2.58 2.58 2.78 2.80 3.06 3.22 3.22 3.04
50 3.27 3.56 3.65 3.82 3.93 4.10 4.19 4.34 4.58 4.90 4.86 4.65
45 4.95 5.13 5.19 5.37 5.49 5.72 5.92 6.06 6.48 6.79 6.78 6.29
40 7.10 7.35 7.41 7.53 7.82 8.29 8.76 9.04 9.48 9.86 9.71 8.92
35 9.72 9.86 9.97 10.23 10.85 11.35 11.28 11.50 11.86 12.09 11.60 10.55
30 11.56 11.78 11.95 12.34 12.85 13.61 14.06 14.22 14.17 13.92 13.40 12.67
25 13.27 13.65 13.96 14.28 14.75 15.26 15.59 15.63 15.44 15.02 14.41 13.68
20 14.19 14.58 14.93 15.30 15.81 16.34 16.65 16.64 16.34 15.82 15.16 14.47
15 14.62 15.07 15.47 15.91 16.46 17.00 17.31 17.26 16.91 16.35 15.70 15.07
10 14.66 15.14 15.60 16.10 16.70 17.26 17.57 17.52 17.16 16.61 16.02 15.49
5 14.33 14.81 15.32 15.89 16.55 17.12 17.44 17.42 17.09 16.60 16.11 15.70
0 13.68 14.13 14.66 15.31 16.01 16.60 16.94 16.96 16.69 16.29 15.93 15.67
−5 12.77 13.15 13.70 14.40 15.14 15.72 16.06 16.14 15.96 15.66 15.45 15.36
−10 11.66 11.97 12.51 13.24 13.96 14.50 14.82 14.94 14.85 14.67 14.61 14.69
−15 10.18 10.52 11.07 11.79 12.44 12.93 13.17 13.29 13.19 13.19 13.35 13.63
−20 8.65 8.78 9.28 9.85 10.35 10.67 10.65 10.75 10.79 10.65 10.65 11.84
−25 7.14 7.31 7.60 8.03 8.18 7.82 7.41 7.34 7.41 7.63 8.36 9.46
−30 5.92 5.73 5.88 5.87 5.75 5.44 5.26 5.20 5.15 5.31 5.86 6.53
−35 4.79 4.43 4.34 4.34 4.20 3.93 3.48 3.37 3.34 3.55 4.14 4.90
−40 3.91 3.55 3.43 3.33 2.92 2.60 2.17 2.00 1.99 2.15 2.58 3.25
−45 3.19 2.83 2.54 2.32 1.97 1.63 1.30 1.10 1.10 1.23 1.46 2.08
−50 2.58 2.22 1.92 1.64 1.26 0.96 0.68 0.54 0.55 0.61 0.79 1.13
−55 2.02 1.70 1.39 1.12 0.80 0.55 0.34 0.24 0.20 0.24 0.38 0.58
−60 1.60 1.27 1.00 0.77 0.50 0.29 0.16 0.09 0.06 0.08 0.15 0.27
−65 1.20 0.91 0.72 0.48 0.29 0.16 0.06 0.00 0.00 0.00 0.03 0.11
−70 0.84 0.63 0.47 0.28 0.16 0.08 0.00 0.00 0.00 0.00 0.00 0.02
−75 0.54 0.39 0.29 0.18 0.10 0.04 0.00 0.00 0.00 0.00 0.00 0.00
−80 0.32 0.24 0.18 0.11 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00
−85 0.17 0.14 0.11 0.09 0.06 0.04 0.02 0.01 0.00 0.00 0.00 0.02
−90 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09

(Continued)
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Table A3.7 (Continued)

Geographic
latitude

Geographic east longitude

180 195 210 225 240 255 270 285 300 315 330 345

90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
80 0.05 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
75 0.18 0.13 0.08 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.07
70 0.45 0.35 0.22 0.12 0.06 0.00 0.00 0.00 0.02 0.06 0.12 0.19
65 0.94 0.71 0.53 0.31 0.17 0.09 0.06 0.06 0.10 0.18 0.30 0.45
60 1.71 1.35 0.97 0.66 0.39 0.23 0.18 0.18 0.26 0.44 0.66 0.93
55 2.77 2.25 1.69 1.20 0.79 0.52 0.40 0.40 0.53 0.88 1.28 1.73
50 4.23 3.47 2.74 2.04 1.43 1.00 0.78 0.77 1.04 1.58 2.27 2.81
45 5.50 4.84 4.15 3.24 2.38 1.72 1.36 1.34 1.77 2.60 3.63 4.49
40 7.83 6.42 5.41 4.61 3.63 2.75 2.19 2.14 2.70 4.08 5.26 6.30
35 9.49 8.95 7.65 6.07 5.09 4.13 3.18 3.14 4.02 5.56 7.85 9.26
30 11.60 10.42 9.68 8.65 6.83 5.42 4.35 4.18 5.35 8.36 10.34 11.13
25 12.95 12.28 11.64 10.76 9.45 7.52 5.89 5.67 7.71 10.54 12.02 12.80
20 13.80 13.23 12.72 12.06 11.10 8.96 7.51 6.97 9.19 11.96 13.01 13.70
15 14.49 13.98 13.54 13.03 12.23 10.65 9.07 9.05 11.49 12.74 13.57 14.14
10 15.00 14.56 14.16 13.73 13.13 12.12 11.14 11.26 12.32 13.17 13.77 14.21
5 15.33 14.95 14.58 14.19 13.72 13.01 12.32 12.26 12.74 13.32 13.66 13.95
0 15.42 15.12 14.78 14.43 14.01 13.51 12.96 12.70 12.91 13.22 13.33 13.40
−5 15.25 15.04 14.76 14.45 14.09 13.66 13.17 12.85 12.86 12.93 12.78 12.64
−10 14.77 14.69 14.51 14.27 13.98 13.62 13.17 12.79 12.63 12.46 12.06 11.64
−15 13.92 14.04 14.00 13.88 13.68 13.39 12.99 12.56 12.25 11.86 11.21 10.44
−20 12.63 13.02 13.23 13.28 13.20 13.00 12.64 12.19 11.72 11.06 10.06 9.13
−25 10.03 11.12 11.88 12.45 12.55 12.46 12.16 11.67 11.01 10.14 8.86 7.70
−30 7.96 9.36 9.16 10.74 11.69 11.77 11.58 11.03 10.23 9.11 7.63 6.64
−35 5.60 6.51 7.92 8.33 9.78 10.91 10.85 10.22 9.34 7.94 6.51 5.56
−40 4.12 4.73 5.47 6.69 8.21 9.68 9.80 9.31 8.35 6.89 5.94 4.69
−45 2.69 3.34 4.30 4.89 6.04 7.78 8.72 8.24 7.50 6.45 4.88 3.82
−50 1.59 2.25 2.95 3.79 4.59 5.51 6.84 7.09 6.26 5.03 3.95 3.17
−55 0.95 1.36 1.96 2.62 3.36 4.18 4.80 4.95 4.60 4.00 3.20 2.61
−60 0.45 0.81 1.17 1.69 2.28 2.93 3.65 3.77 3.63 3.19 2.51 1.99
−65 0.23 0.41 0.69 1.05 1.50 1.96 2.39 2.57 2.48 2.26 1.87 1.54
−70 0.10 0.22 0.39 0.61 0.88 1.25 1.50 1.64 1.65 1.51 1.27 1.06
−75 0.04 0.11 0.22 0.34 0.53 0.67 0.82 0.94 0.97 0.92 0.81 0.69
−80 0.02 0.07 0.12 0.19 0.28 0.37 0.44 0.50 0.53 0.50 0.46 0.40
−85 0.04 0.06 0.09 0.12 0.15 0.18 0.21 0.22 0.23 0.22 0.22 0.19
−90 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09
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Table A3.8 The 5◦ × 15◦ world grids of trajectory-derived effective vertical cutoff rigidities (in
GV) for the epoch 1995.0 (According to Smart and Shea, 2007a)

Geographic
latitude

Geographic east longitude

0 15 30 45 60 75 90 105 120 135 150 165

90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
85 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01
80 0.02 0.04 0.05 0.06 0.06 0.07 0.07 0.08 0.08 0.07 0.07 0.06
75 0.08 0.13 0.15 0.17 0.19 0.18 0.21 0.23 0.21 0.22 0.22 0.20
70 0.24 0.32 0.38 0.41 0.43 0.43 0.46 0.48 0.51 0.54 0.52 0.51
65 0.59 0.68 0.74 0.83 0.84 0.87 0.91 0.97 1.01 1.10 1.12 1.07
60 1.10 1.28 1.40 1.45 1.53 1.61 1.61 1.72 1.82 1.94 1.99 1.91
55 2.01 2.25 2.35 2.39 2.49 2.59 2.71 2.79 2.98 3.19 3.18 3.06
50 3.30 3.53 3.69 3.74 3.94 3.98 4.18 4.32 4.53 4.90 4.76 4.53
45 4.91 5.13 5.23 5.29 5.47 5.71 5.88 6.06 6.41 6.70 6.70 6.28
40 7.13 7.35 7.36 7.44 7.78 8.23 8.65 8.92 9.36 9.77 9.61 8.80
35 9.76 9.74 9.95 10.27 10.74 11.28 11.22 11.41 11.74 11.99 11.50 10.50
30 11.61 11.76 11.93 12.33 12.82 13.53 14.00 14.16 14.12 13.87 13.36 12.63
25 13.29 13.64 13.94 14.26 14.72 15.22 15.54 15.59 15.40 14.99 14.37 13.64
20 14.19 14.58 14.91 15.28 15.78 16.31 16.62 16.61 16.32 15.80 15.13 14.43
15 14.62 15.06 15.45 15.89 16.44 16.99 17.29 17.25 16.90 16.33 15.67 15.03
10 14.64 15.12 15.58 16.08 16.70 17.26 17.57 17.52 17.16 16.60 16.00 15.45
5 14.30 14.78 15.29 15.88 16.55 17.13 17.46 17.43 17.10 16.59 16.08 15.66
0 13.62 14.09 14.64 15.30 16.02 16.62 16.96 16.98 16.70 16.29 15.91 15.63
−5 12.70 13.10 13.67 14.39 15.15 15.75 16.10 16.17 15.97 15.66 15.44 15.32
−10 11.56 11.91 12.48 13.23 13.98 14.53 14.86 14.98 14.87 14.67 14.60 14.67
−15 10.13 10.47 11.03 11.78 12.43 12.96 13.21 13.33 13.25 13.23 13.33 13.60
−20 8.52 8.75 9.20 9.83 10.33 10.65 10.73 10.80 10.84 10.54 10.66 11.84
−25 7.07 7.23 7.59 7.99 8.12 7.82 7.42 7.38 7.40 7.65 8.40 9.48
−30 5.78 5.72 5.83 5.87 5.71 5.37 5.23 5.16 5.09 5.37 5.82 6.54
−35 4.72 4.33 4.33 4.34 4.18 3.94 3.49 3.36 3.37 3.57 4.11 4.90
−40 3.85 3.52 3.47 3.27 2.89 2.57 2.18 2.06 2.03 2.22 2.58 3.18
−45 3.16 2.78 2.54 2.29 1.92 1.56 1.28 1.10 1.10 1.20 1.47 2.07
−50 2.55 2.16 1.90 1.61 1.31 0.93 0.68 0.53 0.51 0.60 0.75 1.09
−55 2.00 1.68 1.42 1.10 0.81 0.53 0.33 0.23 0.22 0.24 0.36 0.55
−60 1.51 1.21 0.96 0.74 0.50 0.28 0.13 0.07 0.05 0.07 0.12 0.25
−65 1.19 0.90 0.66 0.47 0.27 0.14 0.05 0.02 0.01 0.01 0.03 0.09
−70 0.79 0.61 0.43 0.29 0.15 0.06 0.02 0.00 0.00 0.00 0.01 0.03
−75 0.53 0.38 0.25 0.16 0.08 0.04 0.01 0.00 0.00 0.00 0.00 0.01
−80 0.30 0.24 0.15 0.10 0.06 0.03 0.01 0.00 0.00 0.00 0.00 0.01
−85 0.16 0.13 0.10 0.07 0.05 0.04 0.03 0.02 0.02 0.02 0.02 0.03
−90 0.07 0.06 0.07 0.07 0.07 0.06 0.07 0.06 0.07 0.07 0.06 0.07

(Continued)
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Table A3.8 (Continued)

Geographic
latitude

Geographic east longitude

180 195 210 225 240 255 270 285 300 315 330 345

90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
85 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
80 0.05 0.03 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01
75 0.17 0.11 0.06 0.03 0.01 0.00 0.00 0.00 0.00 0.01 0.03 0.06
70 0.42 0.33 0.19 0.10 0.05 0.02 0.01 0.01 0.03 0.05 0.10 0.16
65 0.91 0.73 0.49 0.30 0.16 0.08 0.05 0.06 0.09 0.18 0.30 0.47
60 1.69 1.32 0.93 0.64 0.38 0.22 0.17 0.17 0.25 0.44 0.68 0.94
55 2.74 2.20 1.68 1.21 0.80 0.50 0.38 0.42 0.58 0.91 1.32 1.79
50 4.18 3.43 2.75 2.07 1.44 1.01 0.78 0.80 1.08 1.62 2.32 2.93
45 5.44 4.83 4.09 3.13 2.38 1.72 1.38 1.38 1.89 2.65 3.79 4.51
40 7.73 6.43 5.43 4.64 3.56 2.74 2.20 2.18 2.85 4.14 5.37 6.38
35 9.43 8.91 7.67 6.03 5.06 4.05 3.21 3.21 4.15 5.68 8.12 9.37
30 11.59 10.42 9.66 8.66 6.78 5.36 4.33 4.28 5.58 8.57 10.55 11.18
25 12.91 12.26 11.59 10.71 9.37 7.43 5.93 5.83 7.98 10.73 12.09 12.85
20 13.76 13.19 12.67 12.00 10.98 8.87 7.41 7.05 9.56 12.06 13.06 13.72
15 14.44 13.93 13.48 12.96 12.10 10.54 8.99 9.25 11.60 12.79 13.59 14.15
10 14.95 14.50 14.10 13.65 12.99 12.03 11.10 11.33 12.36 13.18 13.77 14.20
5 15.27 14.89 14.51 14.11 13.61 12.91 12.26 12.26 12.74 13.30 13.64 13.91
0 15.37 15.05 14.71 14.34 13.92 13.40 12.87 12.65 12.88 13.17 13.26 13.34
−5 15.19 14.97 14.69 14.37 14.00 13.57 13.08 12.78 12.80 12.85 12.69 12.55
−10 14.72 14.62 14.43 14.19 13.89 13.52 13.08 12.71 12.55 12.36 11.92 11.52
−15 13.87 13.97 13.93 13.81 13.60 13.30 12.89 12.46 12.14 11.73 11.05 10.26
−20 12.57 12.96 13.16 13.21 13.13 12.91 12.54 12.07 11.59 10.88 9.87 8.93
−25 9.99 11.02 11.84 12.39 12.49 12.38 12.06 11.55 10.88 9.93 8.68 7.58
−30 7.90 9.30 9.05 10.75 11.63 11.70 11.46 10.87 9.98 8.90 7.37 6.54
−35 5.55 6.50 7.87 8.25 9.87 10.85 10.73 10.07 9.11 7.70 6.38 5.45
−40 4.11 4.66 5.52 6.69 8.15 9.69 9.67 9.14 8.09 6.60 5.73 4.52
−45 2.62 3.33 4.22 4.89 6.06 7.74 8.64 8.10 7.34 6.23 4.69 3.77
−50 1.66 2.21 2.91 3.75 4.58 5.47 6.78 6.90 6.08 4.80 3.90 3.11
−55 0.90 1.36 1.91 2.62 3.35 4.18 4.76 4.81 4.50 3.88 3.16 2.45
−60 0.46 0.78 1.19 1.73 2.28 2.97 3.58 3.74 3.49 3.07 2.43 1.97
−65 0.20 0.42 0.65 1.04 1.50 1.94 2.41 2.53 2.39 2.20 1.87 1.47
−70 0.08 0.21 0.38 0.60 0.91 1.21 1.48 1.61 1.63 1.47 1.24 1.03
−75 0.04 0.10 0.20 0.34 0.51 0.65 0.81 0.93 0.95 0.87 0.80 0.66
−80 0.03 0.06 0.11 0.18 0.25 0.34 0.42 0.47 0.48 0.46 0.46 0.36
−85 0.04 0.05 0.08 0.10 0.12 0.17 0.21 0.19 0.23 0.22 0.19 0.19
−90 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.06 0.07 0.07 0.06
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Table A3.9 The 5◦ × 30◦ world grids of trajectory-derived effective vertical cutoff rigidities (in
GV) for the epoch 2000.0 (According to Smart and Shea, 2007b)

Geographic
latitude

Geographic east longitude

0 30 60 90 120 150 180 210 240 370 300 330

90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
80 0.00 0.02 0.05 0.04 0.05 0.03 0.02 0.00 0.00 0.00 0.00 0.00
75 0.05 0.13 0.19 0.21 0.22 0.21 0.13 0.03 0.00 0.00 0.00 0.00
70 0.25 0.35 0.42 0.44 0.51 0.52 0.41 0.21 0.03 0.00 0.00 0.12
65 0.60 0.74 0.81 0.91 0.99 1.09 0.89 0.49 0.16 0.04 0.10 0.32
60 1.16 1.43 1.51 1.60 1.77 2.01 1.62 1.00 0.39 0.19 0.30 0.72
55 2.05 2.33 2.44 2.65 2.88 3.11 2.80 1.71 0.81 0.42 0.62 1.36
50 3.31 3.65 3.83 4.16 4.48 4.72 4.15 2.79 1.43 0.82 1.16 2.41
45 4.95 5.22 5.48 5.80 6.30 6.58 5.49 4.09 2.37 1.45 1.92 3.90
40 7.06 7.24 7.71 8.52 9.24 9.43 7.74 5.46 3.62 2.19 2.96 5.52
35 9.75 9.83 10.82 11.15 11.63 11.35 9.42 7.70 5.08 3.31 4.33 8.42
30 11.58 11.87 12.82 13.97 14.04 13.29 11.61 9.77 6.74 4.29 5.78 10.66
25 13.30 13.91 14.72 15.51 15.34 14.31 12.89 11.60 9.29 5.86 8.24 12.18
20 14.21 14.89 15.80 16.61 16.27 15.08 13.73 12.63 10.86 7.40 10.01 13.12
15 14.63 15.45 16.47 17.30 16.86 15.63 14.40 13.43 11.99 8.96 11.70 13.62
10 14.65 15.58 16.74 17.60 17.14 15.96 14.90 14.04 12.91 11.05 12.40 13.77
5 14.29 15.30 16.61 17.51 17.09 16.06 15.21 14.44 13.53 12.20 12.75 13.62
0 13.60 14.65 16.10 17.03 16.72 15.90 15.30 14.63 13.83 12.78 12.85 13.20
−5 12.66 13.70 15.24 16.18 16.02 15.43 15.12 14.60 13.91 12.98 12.74 12.58
−10 11.50 12.51 14.07 14.94 14.94 14.61 14.63 14.34 13.80 12.97 12.46 11.77
−15 10.12 11.09 12.49 13.28 13.38 13.36 13.77 13.83 13.51 12.78 12.02 10.86
−20 8.45 9.32 10.34 10.80 10.73 10.72 12.47 13.06 13.04 12.42 11.45 9.61
−25 7.03 7.71 8.21 7.47 7.61 8.50 9.87 11.72 12.39 11.94 10.68 8.45
−30 5.79 5.92 5.61 5.23 5.29 5.81 7.81 8.85 11.54 11.34 9.87 7.18
−35 4.59 4.33 4.14 3.48 3.37 4.17 5.51 7.81 9.81 10.57 8.91 6.39
−40 3.78 3.45 2.91 2.14 2.07 2.63 4.06 5.45 8.11 9.51 7.86 5.58
−45 3.11 2.50 1.94 1.27 1.09 1.50 2.64 4.15 6.01 8.49 7.14 4.51
−50 2.47 1.91 1.32 0.69 0.52 0.80 1.61 2.91 4.54 6.59 5.85 3.70
−55 1.93 1.40 0.78 0.36 0.20 0.35 0.93 1.94 3.29 4.61 4.38 2.97
−60 1.52 1.02 0.49 0.10 0.03 0.14 0.47 1.18 2.26 3.57 3.42 2.37
−65 1.13 0.67 0.28 0.03 0.00 0.02 0.23 0.72 1.51 2.33 2.38 1.76
−70 0.80 0.45 0.14 0.00 0.00 0.00 0.06 0.37 0.89 1.43 1.57 1.25
−75 0.54 0.27 0.05 0.00 0.00 0.00 0.02 0.22 0.50 0.82 0.94 0.76
−80 0.30 0.14 0.03 0.00 0.00 0.00 0.00 0.07 0.28 0.43 0.48 0.43
−85 0.17 0.07 0.03 0.00 0.00 0.00 0.00 0.06 0.13 0.20 0.20 0.18
−90 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.04
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Table A3.10 The 5◦ × 30◦ world grid of trajectory-derived vertical effective cutoff rigidities at
altitude 450 km for the epoch 1990.0 (According to Smart and Shea, 1997b)

Geographic
latitude

Geographic longitude

0 30 60 90 120 150 180 210 240 270 300 330 360

80 0.00 0.05 0.07 0.09 0.09 0.08 0.05 0.00 0.00 0.00 0.00 0.00 0.00
75 0.09 0.15 0.19 0.22 0.24 0.22 0.16 0.07 0.00 0.00 0.00 0.02 0.09
70 0.23 0.34 0.41 0.44 0.50 0.50 0.39 0.19 0.05 0.00 0.00 0.10 0.23
65 0.51 0.72 0.76 0.88 0.96 1.01 0.79 0.43 0.16 0.05 0.09 0.25 0.51
60 1.02 1.26 1.39 1.48 1.74 1.79 1.48 0.85 0.32 0.16 0.23 0.57 1.02
55 1.78 2.08 2.28 2.45 2.71 2.82 2.38 1.47 0.74 0.35 0.49 1.09 1.78
50 2.78 3.22 3.48 3.73 4.05 4.22 3.60 2.37 1.24 0.67 0.94 1.88 2.78
45 4.24 4.61 4.85 5.24 5.67 5.88 4.75 3.57 2.01 1.22 1.52 3.07 4.24
40 6.05 6.42 6.92 7.66 8.08 8.37 6.72 4.75 3.08 1.92 2.39 4.43 6.05
35 8.17 8.45 9.31 9.68 10.19 9.81 8.13 6.64 4.46 2.81 3.52 6.46 8.17
30 9.74 10.25 11.06 11.82 12.34 11.58 9.98 8.31 5.92 3.79 4.56 8.72 9.74
25 11.17 11.84 12.64 13.52 13.45 12.66 11.44 10.00 8.15 5.23 6.49 10.06 11.17
20 12.11 12.91 13.69 14.41 14.22 13.32 12.21 11.18 9.54 6.57 7.71 11.07 12.11
15 12.63 13.37 14.24 14.96 14.71 13.79 12.79 11.92 10.61 7.78 9.63 11.73 12.63
10 12.70 13.49 14.45 15.19 14.92 14.05 13.21 12.47 11.42 9.62 10.72 11.96 12.70
5 12.48 13.29 14.33 15.09 14.86 14.10 13.46 12.82 11.98 10.65 11.17 11.94 12.48
0 11.99 12.80 13.91 14.67 14.51 13.92 13.50 12.98 12.31 11.30 11.34 11.70 11.99
−5 11.28 12.06 13.20 13.94 13.86 13.48 13.32 12.96 12.40 11.59 11.33 11.28 11.28
−10 10.38 11.11 12.25 12.90 12.89 12.72 12.87 12.73 12.31 11.63 11.16 10.68 10.38
−15 9.25 9.87 10.86 11.41 11.01 11.29 12.12 12.28 12.06 11.48 10.83 9.98 9.25
−20 7.89 8.31 8.98 9.26 9.12 9.14 10.60 11.61 11.65 11.18 10.38 9.03 7.89
−25 6.53 6.87 7.17 6.58 6.42 7.22 8.61 9.96 11.07 10.78 9.75 7.98 6.53
−30 5.45 5.37 5.07 4.60 4.48 5.08 6.80 7.90 10.27 10.18 9.03 6.83 5.45
−35 4.48 3.97 3.70 3.03 2.94 3.58 4.91 6.94 8.32 9.45 8.17 5.87 4.48
−40 3.60 3.09 2.58 1.93 1.81 2.28 3.61 4.84 7.08 8.62 7.26 5.24 3.60
−45 2.89 2.32 1.75 1.15 0.97 1.31 2.36 3.74 5.28 7.52 6.59 4.41 2.89
−50 2.34 1.74 1.11 0.63 0.50 0.71 1.44 2.56 3.95 5.68 5.45 3.55 2.34
−55 1.84 1.22 0.67 0.30 0.20 0.34 0.80 1.68 2.91 4.10 4.01 2.85 1.84
−60 1.40 0.83 0.39 0.14 0.06 0.12 0.42 1.02 1.97 3.05 3.05 2.22 1.40
−65 0.98 0.60 0.23 0.05 0.00 0.03 0.19 0.63 1.28 2.00 2.12 1.58 0.98
−70 0.70 0.38 0.13 0.00 0.00 0.00 0.09 0.35 0.77 1.27 1.36 1.05 0.70
−75 0.44 0.22 0.07 0.00 0.00 0.00 0.04 0.18 0.44 0.72 0.80 0.64 0.44
−80 0.26 0.14 0.05 0.00 0.00 0.00 0.02 0.10 0.24 0.38 0.42 0.37 0.26
−85 0.14 0.09 0.04 0.01 0.00 0.00 0.03 0.07 0.13 0.17 0.19 0.17 0.14
−90 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07
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Table A3.11 World grid 5◦ × 30◦ of trajectory-derived effective cutoff rigidities (in GV) for the
west direction at 90◦ zenith angle at altitude 450 km for the epoch 1990.0 (According to Smart and
Shea, 1997b)

Geographic
latitude

Geographic east longitude

0 30 60 90 120 150 180 210 240 270 300 330 360

80 0.00 0.05 0.07 0.08 0.09 0.08 0.05 0.00 0.00 0.00 0.00 0.00 0.00
75 0.09 0.14 0.19 0.22 0.23 0.22 0.16 0.07 0.00 0.00 0.00 0.02 0.09
70 0.23 0.32 0.40 0.44 0.48 0.50 0.37 0.19 0.05 0.00 0.00 0.10 0.23
65 0.49 0.65 0.77 0.83 0.89 0.94 0.80 0.40 0.16 0.05 0.09 0.24 0.49
60 0.92 1.09 1.25 1.36 1.50 1.61 1.28 0.78 0.33 0.15 0.22 0.55 0.92
55 1.51 1.81 1.97 2.08 2.33 2.48 2.08 1.33 0.67 0.34 0.45 1.01 1.51
50 2.28 2.62 2.80 3.09 3.30 3.75 2.87 2.07 1.16 0.65 0.80 1.73 2.28
45 3.43 3.63 3.81 4.08 4.49 4.50 3.81 2.95 1.79 1.12 1.40 2.50 3.43
40 4.54 4.73 5.07 5.35 5.93 5.75 4.80 3.86 2.62 1.78 2.06 3.82 4.54
35 5.49 5.80 6.10 6.58 6.89 6.87 5.69 4.83 3.60 2.53 2.86 4.94 5.49
30 6.61 7.47 8.13 8.22 9.27 7.85 7.44 5.68 4.73 3.31 3.73 5.73 6.61
25 7.42 7.95 8.93 9.41 10.12 9.40 7.72 6.86 5.45 4.32 4.61 6.39 7.42
20 8.37 8.89 9.53 10.21 10.40 9.69 8.80 8.09 7.40 4.97 5.74 7.56 8.37
15 8.52 9.01 9.68 10.33 10.40 9.79 9.05 8.68 7.75 6.26 6.20 8.62 8.52
10 8.47 8.91 9.53 10.23 10.32 9.84 9.08 6.82 8.25 6.59 6.82 8.69 8.47
5 8.22 8.71 9.37 10.14 10.34 9.98 9.42 8.90 8.42 7.85 8.54 8.43 8.22
0 8.00 8.59 9.16 10.01 10.27 10.09 9.68 9.13 8.55 8.05 8.53 8.11 8.00
−5 7.72 8.29 8.86 9.78 10.12 10.14 9.86 9.28 8.80 8.11 8.25 7.71 7.72
−10 7.26 7.63 8.23 9.10 8.86 8.81 9.81 9.45 9.04 8.18 7.88 7.32 7.26
−15 6.34 6.41 6.78 8.12 7.85 8.25 9.24 9.37 9.28 8.29 7.60 6.92 6.34
−20 5.31 5.93 6.04 5.89 6.13 6.43 7.10 8.24 9.32 8.44 7.29 6.39 5.31
−25 4.99 4.54 4.71 4.95 5.34 5.19 6.24 6.87 7.74 8.52 7.05 5.74 4.99
−30 4.08 3.81 3.91 3.65 3.64 4.05 5.12 5.92 7.50 8.38 6.65 5.15 4.08
−35 3.49 3.10 2.92 2.61 2.47 3.13 4.17 5.55 6.15 8.37 6.12 5.07 3.49
−40 3.09 2.45 2.18 1.75 1.59 2.01 2.91 4.05 4.99 5.87 5.96 4.04 3.09
−45 2.47 1.90 1.58 1.04 0.89 1.21 2.03 2.99 4.25 5.41 4.71 3.51 2.47
−50 2.07 1.46 1.00 0.59 0.45 0.67 1.30 2.26 3.35 4.23 4.17 3.02 2.07
−55 1.63 1.08 0.68 0.29 0.19 0.31 0.77 1.54 2.46 3.69 3.25 2.44 1.63
−60 1.24 0.77 0.42 0.14 0.06 0.13 0.40 0.98 1.86 2.52 2.54 1.92 1.24
−65 0.96 0.55 0.24 0.05 0.00 0.03 0.20 0.59 1.24 1.76 1.82 1.48 0.96
−70 0.65 0.36 0.13 0.00 0.00 0.00 0.09 0.32 0.75 1.14 1.22 0.99 0.65
−75 0.44 0.23 0.07 0.00 0.00 0.00 0.04 0.19 0.42 0.68 0.76 0.63 0.44
−80 0.26 0.13 0.05 0.00 0.00 0.00 0.02 0.10 0.23 0.35 0.42 0.36 0.26
−85 0.14 0.09 0.04 0.01 0.00 0.00 0.03 0.07 0.12 0.17 0.18 0.18 0.14
−90 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07
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Table A3.12 Values Rcik(ho) depending on type and level of observations, and of type of CR
primary variation (According to Dorman and Gushchina, 1967)

No. Type of observation Quiet period Solar CR events
b = 0 b = −2

I II III IV I II III IV

1 On low satellites and in the
stratosphere; a = −2.5

7.901 4.700 3.680 2.014 7.845 4.686 3.651 2.006

2 Neutron component for
ho = 312g/cm2 (10 km);
a = −1.445;−0.676;−0.5;
−0.206; 0.53

7.935 4.713 3.714 2.022 7.8775 4.70 3.685 2.017

3 Neutron component for
ho = 680g/cm2 (mountain
level); a = −1.145;−0.382;
0; 0; 0.47

7.945 4.716 3.717 2.022 7.915 4.701 3.687 2.016

4 Neutron component at sea level
for ho = 1,000g/cm2;
a = −0.85; 0.353; 0.323;
0.471; 0.884

7.952 4.721 3.723 2.024 7.896 4.707 3.694 2.018

5 Hard component for
ho = 312g/cm2 (10 km);
a = −0.825; 0.265; 0.265;
0.412; 0.912

7.953 4.72 3.722 2.024 7.895 4.706 3.693 2.0185

6 Hard component at sea level for
ho = 1,000g/cm2; a = 0.97;
1.97; 2.12; 2.65

7.998 4.735 3.755 – 7.948 4.719 3.726 –

7 Hard component at sea level
underground at depth 3 m.w.e.;
a = 2.15; 2.64; 3.17; 5.37

8.028 4.739 3.795 – 7.978 4.724 3.766 –

8 Hard component at sea level
underground at depth 7 m.w.e.;
a = 2.49; 5.61

8.038 4.757 – – 7.988 4.746 – –

No. Solar CR events

b = −4 b = −6

I II III IV I II III IV

1 7.79 4.67 3.622 1.9995 7.735 4.654 3.593 1.992
2 7.818 4.684 3.655 2.010 7.762 4.67 2.627 2.003
3 7.825 4.687 3.658 2.010 7.772 4.672 3.63 2.003
4 7.835 5.692 3.666 2.011 7.780 5.617 3.637 2.004
5 7.84 4.691 3.664 2.012 7.781 4.676 3.635 2.005
6 7.888 4.704 3.697 – 7.825 4,689 3.668 –
7 7.925 4.709 3.736 – 7.865 4.695 3.707 –
8 7.935 4.731 – – 7.875 4.716 – –

(Continued)
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Table A3.12 (Continued)

No. CR modulation effects in the heliosphere
b = −0.5 b = −1.0 b = −1.5

I II III IV I II III IV I II III IV

1 7.89 4.68 3.67 2.01 7.88 4.69 3.67 2.01 7.86 4.69 3.66 2.01
2 7.92 4.71 3.71 2.02 7.90 4.71 3.70 2.02 7.89 4.70 3.69 2.02
3 7.93 4.71 3.71 2.02 7.91 4.71 3.70 2.02 7.90 4.70 3.69 2.02
4 7.94 4.72 3.72 2.02 7.92 4.71 3.71 2.02 7.91 4.71 3.70 2.02
5 7.94 4.72 3.72 2.02 7.93 4.71 3.71 2.02 7.91 4.71 3.71 2.02
6 7.99 4.73 3.75 – 7.98 4.73 3.74 – 7.96 4.72 3.73 –
7 8.01 4.74 3.79 – 8.00 4.73 3.78 – 7.99 4.73 3.77 –
8 8.02 4.76 – – 8.01 4.75 – – 8.00 4.75 – –

Fig. A3.1 World map of the vertical geomagnetic cutoff rigidities for an altitude of 112.3 km
(According to Wentz et al., 2001a)
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Fig. A3.2 The directional dependence of the geomagnetic cutoff rigidity for Fort Sumner, New
Mexico (34.3 ◦ N, 104.1 ◦ W). The counting of the azimuth angle ϕ follows the convention used
by the Super-Kamiokande detector, ϕ = 0◦ means looking to the south, ϕ = 90◦ to the east, etc.
(According to Wentz et al., 2001a)

Fig. A3.3 The width of the penumbra region, i.e. the difference between the open trajectory of
lowest and the closed trajectory of highest momentum for Fort Sumner (According to Wentz et al.,
2001a)
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Fig. A3.4 The directional dependence of the geomagnetic cutoff for Kamioka (36.4 ◦ N, 137.3 ◦ E)
(According to Wentz et al., 2001a)

Fig. A3.5 The width of penumbra region for Kamioka site. Large values, i.e., bigger than 2 GV
usually indicate gaps in the cutoff (According to Wentz et al., 2001a)



Appendix to Chapter 3 709

Fig. A3.6 Comparison of the AMS results on primary protons for different intervals of the geo-
magnetic latitude with the results of the simulation of the geomagnetic cutoff (According to Wentz
et al., 2001a)
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Fig. A3.7 Comparison of the AMS results on primary helium nuclei with the results of the simu-
lation of the geomagnetic cutoff (According to Wentz et al., 2001a)
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Appendix to Chapter 4

Table A4.1 Daily data of CR measurements during the 1956/57 expedition (According to
Fukushima et al., 1963)

Date Geographical
coordinates

(counts/2 h)/8 ln(INPW)
(%)

IMP
(0.01%)

λ ϕ INP INPW

25 Nov. 1956 1.3 ◦ N 103.9 ◦ E 1,070 1,049 4.8 88
26 Nov. 1956 1.3 ◦ N 103.9 ◦ E 1,045 1,027 2.7 128
27 Nov. 1956 1.9 ◦ N 102.4 ◦ E 1,063 1,048 4.7 87
28 Nov. 1956 4.3 ◦ N 98.9 ◦ E 1,063 1,050 4.9 77
29 Nov. 1956 5.4 ◦ N 94.8 ◦ E 1,061 1,048 4.7 56
30 Nov. 1956 3.1 ◦ N 90.7 ◦ E 1,068 1,055 5.4 –
1 Dec. 1956 0.3 ◦ N 87.1 ◦ E 1,078 1,083 8.0 109
2 Dec. 1956 2.7 ◦ S 83.5 ◦ E 1,105 1,112 10.6 172
3 Dec. 1956 5.6 ◦ S 80.0 ◦ E 1,121 1,125 11.8 234
4 Dec. 1956 8.6 ◦ S 76.7 ◦ E 1,171 1,178 16.4 319
5 Dec. 1956 10.7 ◦ S 72.9 ◦ E 1,197 1,212 19.2 390
6 Dec. 1956 12.7 ◦ S 69.3 ◦ E 1,245 1,258 23.0 462
7 Dec. 1956 15.3 ◦ S 65.9 ◦ E 1,300 1,329 28.4 636
8 Dec. 1956 18.0 ◦ S 62.3 ◦ E 1,374 1,383 32.4 798
9 Dec. 1956 20.7 ◦ S 58.5 ◦ E 1,388 1,470 38.6 949
10 Dec. 1956 23.3 ◦ S 54.5 ◦ E 1,518 1,539 43.1 999
11 Dec. 1956 25.5 ◦ S 50.7 ◦ E 1,627 1,653 50.8 1,172
12 Dec. 1956 28.1 ◦ S 47.0 ◦ E 1,724 1,749 55.9 1,316
13 Dec. 1956 30.1 ◦ S 43.3 ◦ E 1,821 1,844 61.2 1,394
14 Dec. 1956 31.6 ◦ S 40.0 ◦ E 1,954 1,980 68.4 1,441
15 Dec. 1956 33.3 ◦ S 35.7 ◦ E 1,883 1,899 64.2 1,453
16 Dec. 1956 34.7 ◦ S 30.6 ◦ E 1,879 1,911 64.8 1,468
17 Dec. 1956 35.1 ◦ S 25.7 ◦ E 1,931 1,969 67.8 1,479
18 Dec. 1956 35.1 ◦ S 20.4 ◦ E 1,865 1,913 64.9 1,463
19 Dec. 1956 34.1 ◦ S 18.3 ◦ E 1,835 1,899 64.1 –
20 Dec. 1956 33.9 ◦ S 18.5 ◦ E – – – –
21 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,816 1,932 65.9 −−
22 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,789 1,896 64.0 −−
23 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,770 1,883 62.3 −−
24 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,842 1,930 65.8 −−
25 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,779 1,902 64.3 −−
26 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,748 1,893 63.8 −−
27 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,763 1,894 63.9 −−
28 Dec. 1956 33.9 ◦ S 18.5 ◦ E 1,737 1,871 62.7 −−
29 Dec. 1956 34.4 ◦ S 18.7 ◦ E 1,772 1,869 62.5 −−
30 Dec. 1956 37.8 ◦ S 20.1 ◦ E – – – 1,207
31 Dec. 1956 41.7 ◦ S 22.2 ◦ E 1,900 2,009 69.8 1,262
1 Jan. 1957 45.0◦ S 26.1 ◦ E 1,883 1,991 68.9 1,435
2 Jan. 1957 47.9◦ S 30.5 ◦ E 1,829 1,967 67.7 1,562
3 Jan. 1957 50.7◦ S 33.1 ◦ E 1,851 2,008 69.7 1,566
4 Jan. 1957 53.7◦ S 35.5 ◦ E 1,779 1,907 64.6 1,933
5 Jan. 1957 57.4◦ S 40.1 ◦ E – – – 1,890
6 Jan. 1957 61.0 ◦ S 45.4 ◦ E 1,868 1,960 67.3 1,921

(Continued)
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Table A4.1 (Continued)

Date Geographical
coordinates

(counts/2 h)/8 ln(INPW)
(%)

IMP
(0.01%)

λ ϕ INP INPW

7 Jan. 1957 64.2 ◦ S 51.2 ◦ E 1,923 2,009 69.8 1,896
8 Jan. 1957 65.4 ◦ S 49.7 ◦ E 1,905 1,985 68.6 –
9 Jan. 1957 65.9 ◦ S 45.1 ◦ E 1,912 2,010 69.8 –
10 Jan. 1957 66.4 ◦ S 41.9 ◦ E 1,949 2,054 72.0 –
11 Jan. 1957 66.9 ◦ S 39.2 ◦ E 1,988 2,088 73.7 –
12 Jan. 1957 67.9 ◦ S 35.3 ◦ E 1,999 2,097 74.1 –
13 Jan. 1957 67.9 ◦ S 35.0 ◦ E 2,006 2,071 72.9 –
14 Jan. 1957 67.9 ◦ S 34.8 ◦ E 2,013 2,107 74.5 –
15 Jan. 1957 67.1 ◦ S 38.5 ◦ E 2,025 2,135 75.9 –
16 Jan. 1957 67.1 ◦ S 40.2 ◦ E 1,999 2,074 73.0 –
17 Jan. 1957 67.5 ◦ S 39.9 ◦ E 2,012 2,060 72.3 –
18 Jan. 1957 68.0 ◦ S 40.3 ◦ E 1,986 2,021 70.4 –
19 Jan. 1957 68.4 ◦ S 38.8 ◦ E 1,985 2,026 70.7 –
20 Jan. 1957 68.9 ◦ S 38.8 ◦ E 1,992 2,022 70.4 –
21 Jan. 1957 69.0 ◦ S 39.0 ◦ E 1,967 2,042 71.4 –
22 Jan. 1957 69.0 ◦ S 39.0 ◦ E 1,779 2,116 75.0 –
23 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,774 2,043 71.5 –
24 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,849 2,068 72.7 –
25 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,862 2,037 71.2 –
26 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,907 2,085 73.5 –
27 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,902 2,081 73.3 –
28 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,915 2,045 71.6 –
29 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,895 2,007 69.7 –
30 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,875 2,046 71.6 –
31 Jan. 1957 69.0 ◦ S 39.1 ◦ E 1,869 2,043 71.5 –
l Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,895 2,058 72.2 –
2 Feb 1957 69.0 ◦ S 39.1 ◦ E 1,919 2,050 71.8 –
3 Feb 1957 69.0 ◦ S 39.1 ◦ E 1,909 2,019 70.3 –
4 Feb 1957 69.0 ◦ S 39.1 ◦ E 1,907 2,009 69.8 –
5 Feb 1957 69.0 ◦ S 39.1 ◦ E 1,909 1,983 68.5 –
6 Feb 1957 69.0 ◦ S 39.1 ◦ E 1,902 1,984 68.6 –
7 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,909 1,915 65.0 –
8 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,905 1,888 63.6 –
9 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,909 1,884 63.4 –
10 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,908 1,861 62.2 –
11 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,910 1,919 65.2 –
12 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,909 1,932 65.9 –
13 Feb. 1957 69.0 ◦ S 39.1 ◦ E 1,918 1,945 66.6 –
14 Feb. 1957 69.0 ◦ S 39.1 ◦ E – – −− –
15 Feb. 1957 68.8 ◦ S 38.9 ◦ E 1,886 1,917 65.1 –
16 Feb. 1957 68.4 ◦ S 38.8 ◦ E 1,892 1,870 62.6 –
17 Feb. 1957 68.4 ◦ S 38.7 ◦ E 1,908 1,892 63.8 –
18 Feb. 1957 68.4 ◦ S 38.7 ◦ E 1,890 1,870 62.6 –
1 Mar. 1957 66.0 ◦ S 33.3 ◦ E 1,844 1,804 59.0 –
2 Mar 1957 62.1 ◦ S 30.3 ◦ E 1,866 1,816 59.7 –
3 Mar. 1957 58.5 ◦ S 26.8 ◦ E 1,859 1,851 61.6 –
4 Mar. 1957 54.9 ◦ S 25.0 ◦ E 1,868 1,864 62.3 –
5 Mar. 1957 51.6 ◦ S 23.7 ◦ E 1,859 1,834 60.7 –

(Continued)
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Table A4.1 (Continued)

Date Geographical
coordinates

(counts/2 h)/8 ln(INPW)
(%)

IMP
(0.01%)

λ ϕ INP INPW

6 Mar. 1957 47.1 ◦ S 22.9 ◦ E 1,914 1,904 64.4 –
7 Mar. 1957 42.6 ◦ S 21.7 ◦ E 1,897 1,849 61.5 –
8 Mar. 1957 38.4 ◦ S 20.0 ◦ E 1,913 1,867 62.4 –
9 Mar. 1957 34.6 ◦ S 18.4 ◦ E 1,798 1,811 59.4 –
10 Mar. 1957 33.9 ◦ S 18.5 ◦ E 1,747 1,771 57.2 –
11 Mar. 1957 33.9 ◦S 18.5 ◦ E 1,738 1,779 57.6 –
12 Mar. 1957 33.9 ◦ S 18.5 ◦ E 1,792 1,781 57.8 –
13 Mar. 1957 33.9 ◦ S 18.5 ◦ E 1,835 1,807 59.2 –
14 Mar. 1957 33.9 ◦ S 18.5 ◦ E 1,818 1,797 58.6 –
15 Mar. 1957 34.3 ◦ S 18.9 ◦ E 1,862 1,834 60.7 –
16 Mar. 1957 34.6 ◦ S 23.2 ◦ E 1,860 1,859 62.1 –
17 Mar. 1957 33.8 ◦ S 28.3 ◦ E 1,839 1,843 61.1 –
18 Mar. 1957 32.4 ◦ S 33.2 ◦ E 1,816 1,818 59.8 –
19 Mar. 1957 30.7 ◦ S 38.1 ◦ E 1,787 1,785 58.0 –
20 Mar. 1957 29.1 ◦ S 42.3 ◦ E 1,722 1,722 54.3 –
21 Mar. 1957 27.6 ◦ S 45.4 ◦ E 1,692 1,682 52.0 –
22 Mar. 1957 26.0 ◦ S 48.8 ◦ E 1,653 1,641 49.5 –
23 Mar. 1957 24.0 ◦ S 52.9 ◦ E 1,563 1,549 43.8 –
24 Mar. 1957 21.6 ◦ S 57.1 ◦ E 1,461 1,444 36.8 –
25 Mar. 1957 19.1 ◦ S 61.0 ◦ E 1,416 1,398 33.5 –
26 Mar. 1957 16.7 ◦ S 64.5 ◦ E 1,333 1,316 27.5 –
27 Mar. 1957 14.0 ◦ S 68.3 ◦ E 1,254 1,237 21.3 –
28 Mar. 1957 11.4 ◦ S 72.2 ◦ E 1,214 1,182 16.7 –
29 Mar. 1957 8.4 ◦ S 75.8 ◦ E 1,172 1,162 15.0 –
30 Mar. 1957 5.6 ◦ S 79.9 ◦ E 1,121 1,122 11.5 –
31 Mar. 1957 2.9 ◦ S 84.0 ◦ E 1,097 1,093 8.9 –
1 Apr. 1957 0.1 ◦ N 87.9 ◦ E 1,067 1,064 6.2 –
2 Apr. 1957 3.2 ◦ N 91.6 ◦ E 1,058 1,046 4.5 –
3 Apr. 1957 5.5 ◦ N 95.5 ◦ E 1,043 1,026 2.6 –
4 Apr. 1957 3.8 ◦ N 99.7 ◦ E 1,050 1,042 4.1 –
5 Apr. 1957 1.6 ◦ N 103.2 ◦ E 1,050 1,044 4.3 –
6 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,054 1,055 5.4 –
7 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,063 1,063 6.1 –
8 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,058 1,055 5.4 –
9 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,059 1,057 5.5 –
10 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,061 1,055 5.4 –
11 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,066 1,064 6.2 –
12 Apr. 1957 1.3 ◦ N 103.9 ◦ E 1,061 1,053 5.2 –
13 Apr. 1957 2.4 ◦ N 104.9 ◦ E 1,051 1,041 4.0 –
14 Apr. 1957 6.0 ◦ N 107.6 ◦ E 1,052 1,053 5.2 –
15 Apr. 1957 9.6 ◦ N 110.4 ◦ E 1,045 1,046 4.5 –
16 Apr. 1957 13.2 ◦N 113.3 ◦ E 1,054 1,058 5.6 –
17 Apr. 1957 16.5 ◦ N 116.4 ◦ E 1,081 1,092 8.8 –
18 Apr. 1957 19.9 ◦ N 119.5 ◦ E 1,090 1,118 11.2 –
19 Apr. 1957 23.8 ◦ N 122.8 ◦ E 1,141 1,170 15.7 –
20 Apr. 1957 27.5 ◦ N 126.8 ◦ E 1,179 1,223 20.1 –
21 Apr. 1957 31.0 ◦ N 131.0 ◦ E 1,296 1,338 29.1 –
22 Apr. 1957 33.2 ◦ N 135.7 ◦ E 1,347 1,389 32.9 –
23 Apr. 1957 34.5 ◦ N 139.0 ◦ E 1,403 1,432 35.9 –
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Table A4.2 Main results of CR measurements during the latitude survey in summer 1965 (Ac-
cording to Carmichael et al., 1969a)

Run Site Latitude Longitude Cut-off Day, P (mm Hg) Corrected scaled
(◦N) (◦E) (GV) 1965 rate/hour

Neutron Muon

1 Deep River 1 46.10 282.50 1.02 84 757.4 1,144.7 –
2 Deep River 2 46.10 282.50 1.02 85 753.0 1,191.6 –
5 Ottawa 1 45.40 284.40 1.09 86 763.1 1,083.0 –
4 Arvida 48.43 288.90 0.81 90 754.9 1,174.6 3,159.3
5 Quebec 46.83 288.75 0.96 93 754.2 1,180.4 3,164.7
6 Sherbrooke 1 45.40 288.10 1.11 96 740.9 1,246.1 3,257.6
7 Durham 1 43.10 289.16 1.43 99 755.4 1,162.5 3,156.3
8 New York 40.85 286.07 1.74 103 749.2 1,229.6 3,205.1
9 Swarthmore 1 39.90 284.65 1.89 105 750.7 1,209.6 3,187.6
10 Sterling 1a 38.98 282.53 2.07 108 756.2 1,150.3 3,155.6
11 Greensboroa 36.08 280.05 2.65 114 740.0 1,323.9 3,266.1
12 Charlestona 32.78 279.97 3.36 117 759.2 1,065.6 3,121.2
13 Jacksonvillea 30.42 278.35 3.97 120 766.7 9,68.5 3,085.6
14 Mexico City 19.33 260.82 9.83 129 583.3 4,126.3 4,558.5
15 Tres Cumbres 19.12 260.85 9.90 131 549.5 5,668.0 5,007.4
16 Acapulco 16.85 260.13 10.74 132 759.4 744.8 3,013.7
17 Acapulco, Ridge 16.85 260.13 10.74 134 737.9 905.6 3,147.1
18 San Luisa Potosi 1 22.18 259.02 8.94 137 612.5 3,285.5 4,271.7
19 Puerto de la Huerta 22.18 259.02 8.94 137 579.3 4,531.2 4,658.3
20 San Luis Potosi 2a 22.18 259.02 8.94 138 612.2 3,285.3 4,282.8
21 Saltville 25.50 259.00 7.35 139 637.0 2,880.3 4,100.8
22 Brownsvillea 25.90 262.57 6.69 140 759.6 913.9 3,114.2
25 Houston 29.75 264.58 5.04 144 759.5 991.5 3,118.7
24 Dallas 32.78 263.20 4.23 146 739.4 1,243.7 3,271.0
25 Boise City 36.73 257.48 3.53 149 659.7 2,887.8 3,928.8
26 Canon City 38.45 254.77 3.24 149 629.8 3,971.2 4,262.8
27 Saluda 38.55 253.99 3.26 150 591.8 5,874.8 4,732.2
28 Climax 39.37 253.82 3.05 151 505.7 14,368.2 6,242.0
29 Leadville 39.23 253.70 3.09 152 523.9 11,907.5 5,874.5
30 Denver 1 39.75 255.00 2.87 153 625.3 4,251.1 4,321.3
31 Spears 1 39.75 255.00 2.87 155 625.9 3,630.5 –
32 Denver 2 39.75 255.00 2.87 157 626.1 4,220.7 4,313.1
35 Spears 2 39.75 255.00 2.87 157 624.4 4,253.8 –
34 Chicago 41.83 272.33 1.73 160 747.2 1,266.5 3,228.8
35 Sterling 2a 38.98 282.53 2.07 164 751.1 1,205.0 3,183.3
36 Swarthmore 2 39.90 284.65 1.89 166 761.7 1,090.7 3,118.3
37 Kennedya 40.65 286.22 1.77 168 763.1 1,078.5 –
38 Durham 2 43.10 289.16 1.43 170 755.1 1,170.1 3,156.7
39 Mt. Wash. Road 44.30 288.70 1.25 171 653.3 3,299.5 4,005.6
40 Mt. Wash. Top 44.30 288.70 1.25 171 604.2 5,482.2 4,574.2
41 Mt. Wash. Base 44.30 288.70 1.25 172 715.9 1,737.6 3,436.1
42 Sherbrooke 2 45.40 288.10 1.11 173 738.8 1,378.4 3,281.4
45 Ottawa 2 45.40 284.40 1.09 174 751.4 1,149.8 –
44 Deep River 3 46.10 282.50 1.02 175 751.0 1,219.9 3,195.8
a Measurements at airport.
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Table A4.3 Main results of CR measurements during the latitude survey in May–July 1966 (Ac-
cording to Carmichael et al., 1969b)

Run Site Latitude Longitude Cut-off Day, P (mm Hg) Corrected scaled
(◦N) (◦E) (GV) 1965 rate/hour

Neutron Muon

52 Deep River 6 46.10 282.50 1.02 127 749.8 1,228.9 –
53 Deep River 7 46.10 282.50 1.02 127 744.5 1,298.3 –
54 Deep River 8 46.10 282.50 1.02 128 749.1 1,240.2 3,228.5
55 San Franciscoa 37.62 237.62 4.63 136 763.8 966.0 3,124.5
56 Imperiala 32.83 244.43 5.78 139 756.9 984.9 3,150.4
57 Palomar Mt. 33.36 243.14 5.71 140 623.6 3,655.8 4,341.3
58 Dyche Valley 33.29 243.18 5.73 142 646.9 2,893.6 4,082.4
59 Boregoa 33.25 243.68 5.70 143 743.8 1,123.2 3,247.1
60 Longa Valley 37.63 241.15 4.38 145 590.9 5,533.3 4,762.7
61 Klemath Fallsa 42.17 238.27 3.23 146 655.1 3,102.5 4,013.8
62 Mt. Hood 45.33 238.30 2.43 147 613.4 4,918.5 4,466.6
63 Government Camp 45.30 238.22 2.44 149 667.4 2,794.7 3,861.7
64 Portlanda 45.58 237.40 2.42 150 761.8 1,078.6 3,137.4
65 Gillums Vineyard 45.38 237.77 2.45 151 732.7 1,441.7 3,324.5
66 Bellinghama 48.79 237.46 1.77 152 758.5 1,121.6 3,142.7
67 Grants Passa 42.52 236.62 3.22 154 737.6 1,338.1 3,302.9
68 Creacent Citya 41.78 235.77 3.49 156 761.5 1,047.3 3,147.9
69 Oaklanda 37.73 237.80 4.59 158 761.3 995.4 3,145.9
70 Isobe House 20.75 203.70 13.29 178 673.1 1,429.2 –
71 Kula 1 20.73 203.67 13.29 178 686.9 1,252.4 3,359.5
72 Mt. Haleakala 20.71 203.74 13.30 179 533.3 5,242.5 4,891.9
73 Silversword 20.73 203.77 13.29 180 551.2 4,417.7 4,632.2
74 Ranger Station 20.77 203.75 13.28 181 593.6 2,977.7 4,165.9
75 Shangrila 20.77 203.73 13.28 182 615.5 2,417.3 3,947.8
76 Puunene 1 20.83 203.53 13.28 184 760.4 651.3 2,918.9
77 Sugarcane 20.85 203.63 13.27 186 739.7 778.8 3,030.2
78 Puunene 2 20.83 203.53 13.28 187 759.9 653.9 2,921.9
79 Puunene 3 20.83 203.53 13.28 188 760.5 647.3 2,910.8
80 Iao Valley 20.88 203.45 13.27 189 738.4 751.2 –
81 Bineapple 20.83 203.67 13.28 189 718.5 942.5 3,149.2
82 Kula 2 20.73 203.67 13.29 190 685.3 1,277.8 3,388.2
83 Kula 3 20.73 203.67 13.29 197 685.7 1,265.5 3,378.7
a means measurements at airport.
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Table A4.4 Final results of three Canadian CR latitude surveys in 1965–1966, reduced to sea-level
(760 mm Hg). The mean intensity at high latitudes, in the region of the plateau was chosen as 100%
(According to Carmichael and Bercovitch, 1969)

Run Site Cutoff Air pressure Corrected data
rigidity (GV) (mm Hg) reduced to sea-level

sea-level
Neutrons (%) Muons (%)

1 Deep River 1 1.02 757.4 100.00 −
2 Deep River 2 1.02 753.0 99.65 −
3 Ottawa 1 1.09 763.1 100.11 −
4 Arvida 0.81 754.9 100.09 99.85
5 Quebec 0.96 754.2 99.89 99.87
6 Sherbrooke 1 1.11 740.9 99.77 99.95
7 Durham 1 1.43 755.4 99.56 99.86
8 New York 1.74 749.2 99.81 100.09
9 Swarthmore 1 1.89 750.7 98.85 99.87
10 Sterling 1a 2.07 756.2 99.30 100.00
11 Greensboroa 2.65 740.0 97.32 100.01
12 Charlestona 3.36 759.2 94.77 99.53
13 Jacksonvillea 3.97 766.7 92.64 99.93
14 Mexico City 9.83 583.3 69.63 96.92
15 Tres Cumbres 9.90 549.5 69.07 96.78
16 Acapulco 10.74 759.4 66.40 96.15
17 Acapulco Ridge 10.74 737.9 66.51 96.42
18 San Luis Potosi 1a 8.94 612.5 72.64 97.59
19 Puerto de la Huerta 8.94 579.3 72.46 97.21
20 San Luis Potosi 2a 8.94 612.2 72.43 97.79
21 Saltville 7.35 637.0 79.17 98.94
22 Brownsvillea 6.69 759.6 81.62 99.39
23 Houston 5.04 759.5 88.46 99.52
24 Dallas 4.23 739.4 91.21 100.04
25 Boise City 3.53 659.7 94.76 99.65
26 Canon City 3.24 629.8 95.57 99.96
27 Saluda 3.26 591.8 95.51 99.89
28 Climax 3.05 505.7 96.01 99.94
29 Leadville 3.09 523.9 96.04 100.06
30 Denver 1 2.87 625.3 97.10 100.10
31 Spears 1 2.87 625.9 83.44 −
32 Denver 2 2.87 626.1 97.20 100.13
33 Spears 2 2.87 624.4 96.29 −
34 Chicago 1.73 747.2 99.96 100.41
35 Sterling 2a 2.07 751.1 98.88 99.82
36 Swarthmore 2 1.89 761.7 99.43 99.95
37 Kennedy Airporta 1.77 763.1 99.69 −
38 Durham 2 1.43 755.1 99.91 99.81
39 Mt. Wash. Road 1.25 653.3 99.99 99.95
40 Mt. Wash. Top 1.25 604.2 99.84 99.89
41 Mt. Wash. Base 1.25 715.9 100.09 99.77
42 Sherbrooke 2 1.11 738.8 100.02 100.23
43 Ottawa 2 1.09 751.4 94.62 −
44 Deep River 3 1.02 751.0 99.99 100.19

(Continued)
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Table A4.4 (Continued)

Run Site Cutoff Air pressure Corrected data
rigidity (GV) (mm Hg) reduced to sea-level

sea-level
Neutrons (%) Muons (%)

45 Deep River 4 1.02 742.4 99.59 −
46 Quonset 1.02 748.4 98.44 −
47 Kapuskasinga 0.71 733.9 100.02 −
48 North Baya 0.95 730.4 100.09 −
49 Torontoa 1.33 743.3 100.08 −
50 Windsora 1.56 743.1 99.69 −
51 Deep River 5 1.02 748.1 99.81 −
52 Deep River 6 1.02 749.8 99.54 −
53 Deep River 7 1.02 744.5 99.70 −
54 Deep River 8 1.02 749.1 99.72 100.21
55 San Franciscoa 4.63 763.8 89.82 99.99
56 Imperiala 5.78 756.9 85.72 99.40
57 Palomar Mt. 5.71 623.6 86.21 99.68
58 Dyche Valley 5.73 646.9 85.91 99.75
59 Boregoa 5.70 743.8 86.27 99.68
60 Long Valleya 4.38 590.9 91.28 99.49
61 Klemath Fallsa 3.23 655.1 96.81 100.03
62 Mt. Hood 2.43 613.4 98.99 99.51
63 Government Camp 2.44 667.4 98.33 99.29
64 Portlanda 2.42 761.8 98.42 99.99
65 Gillums Vineyard 2.45 732.7 98.49 99.62
66 Bellinghama 1.77 758.5 99.06 99.48
67 Grants Passa 3.22 737.6 96.13 100.03
68 Creacent Citya 3.49 761.5 95.29 100.27
69 Oaklanda 4.59 761.3 90.36 100.16
70 Isobe House 13.29 673.1 58.81 −
71 Kula 1 13.29 686.9 58.44 92.70
72 Mt. Haleakala 13.30 533.3 58.51 92.79
73 Silversword 13.29 551.2 58.25 92.37
74 Ranger Station 13.28 593.6 58.53 92.84
73 Shangrila 13.28 615.5 58.26 92.83
76 Puunene 1 13.28 760.4 58.59 92.76
77 Sugarcane 13.27 739.7 58.44 92.75
78 Puunene 2 13.28 759.9 58.56 92.76
79 Puunene 3 13.28 760.5 58.28 92.52
80 Iao Valley 13.27 738.4 55.70 −
81 Bineapple 13.28 718.5 58.54 92.57
82 Kula 2 13.29 685.3 58.79 93.16
83 Kula 3 13.29 685.7 58.43 92.97
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Fig. A4.1 The average number of counts in a six tube NM-64 calculated for different dead times
(According to Bieber et al., 2004)
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Fig. A4.2 Time profile plot of the 2000/01 CR latitude survey north-bound voyage. The points
show the percentage of counts having δT < 1,200μs. The McMurdo count rate provides an indi-
cator of solar activity during the survey. The effective vertical cutoff rigidity is shown as a solid
line. Flat regions of the solid line occur when the ship is moored. The data are hourly averages
(According to Bieber et al., 2004)
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Appendix to Chapter 5

Fig. A5.1 The 3NM-IQSY neutron super-monitor and two bare counters (2BC neutron detector)
used for the Italian latitude survey experiment (two additional spare counters are located on the left
wall) (According to Villoresi et al., 2000)
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Table A5.1 Daily averages of the survey data (According to Villoresi et al., 2000)

Day Date λ (◦) ϕ (◦) Rcp ΔRcp P (mb) I (3NM) I (2BC) Remarks
(GV) (GV)

1 Dec. 20, 1996 44.44 12.25 5.20 0.21 1,001.98 0.8718 – Ravenna
2 Dec. 21, 1996 44.40 12.38 5.20 0.23 1,009.44 0.8746 – Departure
3 Dec. 22, 1996 41.76 16.56 6.26 0.15 1,013.09 0.8283 0.793 Mediterranean Sea
4 Dec. 23, 1996 37.25 21.27 8.61 0.54 1,013.87 0.7325 0.696 Mediterranean Sea
5 Dec. 24, 1996 33.86 26.88 9.90 1.00 1,016.36 0.6711 0.637 Mediterranean Sea
6 Dec. 25, 1996 31.56 31.92 11.10 0.79 1,013.97 0.6347 0.599 Port Said
7 Dec. 26, 1996 30.06 32.55 11.82 0.62 1,011.11 0.6153 0.562 Suez Channel
8 Dec. 27, 1996 25.65 35.41 13.60 0.20 1,010.35 0.5660 0.514 Red Sea
9 Dec. 28, 1996 20.82 38.54 14.91 0 1,009.73 0.5409 0.488 Red Sea
10 Dec. 29, 1996 16.49 41.15 15.58 0 1,010.45 0.5234 0.475 Red Sea
11 Dec. 30, 1996 12.84 44.25 15.95 0 1,013.39 0.5170 0.472 Indian Ocean
12 Dec. 31, 1996 12.24 49.68 16.18 0 1,015.25 0.5125 0.472 Indian Ocean
13 Jan. 01, 1997 9.73 54.71 16.43 0 1,013.71 0.5049 0.459 Indian Ocean
14 Jan. 02, 1997 6.28 59.32 16.56 0 1,011.61 0.5029 0.451 Indian Ocean
15 Jan. 03, 1997 2.82 63.90 16.51 0 1,011.39 0.5008 0.447 Indian Ocean
16 Jan. 04, 1997 −0.64 68.49 16.27 0 1,010.55 0.5055 0.454 Indian Ocean
17 Jan. 05, 1997 −4.63 73.48 15.74 0 1,010.46 0.5176 0.470 Indian Ocean
18 Jan. 06, 1997 −8.79 78.02 14.90 0 1,008.58 0.5345 0.484 Indian Ocean
19 Jan. 07, 1997 −12.02 82.66 14.07 0 1,006.79 0.5543 0.499 Indian Ocean
20 Jan. 08, 1997 −15.62 87.29 12.87 0 1,007.49 0.5879 0.531 Indian Ocean
21 Jan. 09, 1997 −18.93 91.71 11.26 0.19 1,007.78 0.6348 0.582 Indian Ocean
22 Jan. 10, 1997 −22.39 96.41 9.13 0.30 1,011.69 0.7141 0.671 Indian Ocean
23 Jan. 11, 1997 −25.86 101.47 6.76 0.19 1,016.62 0.8037 0.763 Indian Ocean
24 Jan. 12, 1997 −29.38 106.59 5.28 0.31 1,019.48 0.8742 0.841 Indian Ocean
25 Jan. 13, 1997 −32.83 111.81 3.97 0.33 1,020.14 0.9344 0.911 Indian Ocean
26 Jan. 14, 1997 −35.71 118.05 3.07 0.29 1,020.26 0.9619 0.939 South. Ocean
27 Jan. 15, 1997 −37.82 125.02 2.46 0.26 1,022.11 0.9790 0.969 South. Ocean
28 Jan. 16, 1997 −39.92 132.28 2.08 0.25 1,023.75 0.9907 0.983 South. Ocean
29 Jan. 17, 1997 −42.04 139.77 1.77 0.18 1,024.11 0.9931 0.985 South. Ocean
30 Jan. 18, 1997 −43.25 146.40 1.64 0.22 1,022.55 0.9930 0.980 Hobart
31 Jan. 19, 1997 −42.88 147.34 1.72 0.23 1,015.36 0.9951 – Hobart
32 Jan. 20, 1997 −43.70 150.35 1.70 0.18 1,007.64 0.9926 0.981 Departure
33 Jan. 21, 1997 −45.07 158.39 1.66 0.16 1,009.94 0.9943 0.987 Pacific Ocean
34 Jan. 22, 1997 −46.33 166.35 1.69 0.18 1,024.15 1.0022 1.010 Pacific Ocean
35 Jan. 23, 1997 −44.35 172.30 2.29 0.22 1,022.11 0.9851 – Lyttelton
36 Jan. 24, 1997 −43.61 172.72 2.53 0.19 1,014.00 0.9771 – Lyttelton
37 Jan. 25, 1997 −43.67 172.82 2.54 0.16 1,020.00 0.9764 – Departure
38 Jan. 26, 1997 −47.18 174.02 1.77 0.20 1,026.72 0.9969 0.992 Pacific Ocean
39 Jan. 27, 1997 −52.63 175.46 1.01 0.09 1,027.50 1.0024 1.003 Pacific Ocean
40 Jan. 28, 1997 −58.29 177.07 0.55 0 1,005.39 0.9980 0.991 Pacific Ocean
41 Jan. 29, 1997 −63.72 179.26 0.09 0 981.45 1.0018 1.000 Pacific Ocean
42 Jan. 30, 1997 −67.19 180.57 0.06 0 988.09 1.0149 1.022 Pacific Ocean
43 Jan. 31, 1997 −70.12 177.41 0.024 0 998.71 1.0072 1.015 Pacific Ocean
44 Feb. 01, 1997 −74.08 168.89 0.0043 0 1,001.62 0.9935 0.992 Pacific Ocean
45 Feb. 02, 1997 −74.69 164.07 0.0031 0 1,003.78 0.9977 – Antarc.(BTN)
46 Feb. 03, 1997 −74.72 164.17 0.0030 0 1,002.50 0.9953 – Antarc.(BTN)
47 Feb. 04, 1997 −74.72 164.13 0.0030 0 998.68 0.9984 – Antarc.(BTN)
48 Feb. 05, 1997 −74.74 164.26 0.0030 0 997.34 1.0051 – Antarc.(BTN)
49 Feb. 06, 1997 −74.77 164.32 0.0029 0 995.72 0.9948 – Antarc.(BTN)
50 Feb. 07, 1997 −74.75 164.27 0.0030 0 991.82 1.0005 – Antarc.(BTN)

(Continued)
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Table A5.1 (Continued)

Day Date λ (◦) ϕ (◦) Rcp ΔRcp P (mb) I (3NM) I (2BC) Remarks
(GV) (GV)

51 Feb. 08, 1997 −74.77 164.52 0.0029 0 990.92 0.9996 – Antarc.(BTN)
52 Feb. 09, 1997 −74.80 164.63 0.0029 0 993.29 0.9992 – Antarc.(BTN)
53 Feb. 10, 1997 −74.76 164.30 0.0029 0 993.73 1.0050 – Antarc.(BTN)
54 Feb. 11, 1997 −74.75 164.30 0.0030 0 996.87 1.0004 – Antarc.(BTN)
55 Feb. 12, 1997 −74.71 164.27 0.0030 0 994.74 1.0023 – Antarc.(BTN)
56 Feb. 13, 1997 −73.72 169.84 0.0052 0 985.37 1.0080 – Departure
57 Feb. 14, 1997 −68.58 173.48 0.0400 0 988.11 0.9923 0.995 Pacific Ocean
58 Feb. 15, 1997 −63.28 173.58 0.16 0 987.82 0.9915 0.993 Pacific Ocean
59 Feb. 16, 1997 −60.29 173.11 0.33 0 972.71 0.9934 0.993 Pacific Ocean
60 Feb. 17, 1997 −57.57 170.46 0.44 0 998.93 0.9992 1.000 Pacific Ocean
61 Feb. 18, 1997 −52.04 170.45 0.95 0.07 1,011.86 0.9976 0.986 Pacific Ocean
62 Feb. 19, 1997 −46.45 171.69 1.84 0.18 1,013.39 0.9861 0.971 Pacific Ocean
63 Feb. 20, 1997 −43.61 172.75 2.51 0.21 1,002.38 0.9723 – Lyttelton
64 Feb. 21, 1997 −43.61 172.72 2.52 0.20 1,001.87 0.9705 – Lyttelton
65 Feb. 22, 1997 −42.90 173.33 2.80 0.21 997.83 0.9709 0.950 Departure
66 Feb. 23, 1997 −40.30 171.09 3.31 0.21 1,006.13 0.9488 0.924 Pacific Ocean
67 Feb. 24, 1997 −39.92 163.77 2.96 0.37 1,003.62 0.9551 0.933 Pacific Ocean
68 Feb. 25, 1997 −39.58 157.17 2.86 0.31 1,005.03 0.9683 0.952 Pacific Ocean
69 Mar. 01, 1997 −36.92 129.37 2.80 0.34 1,016.00 0.9701 0.964 South. Ocean
70 Mar. 02, 1997 −36.14 123.25 2.93 0.36 1,019.54 0.9626 0.950 South. Ocean
71 Mar. 03, 1997 −34.86 116.21 3.34 0.21 1,023.04 0.9616 0.948 South. Ocean
72 Mar. 04, 1997 −31.63 110.47 4.49 0.36 1,015.29 0.9067 0.880 Indian Ocean
73 Mar. 05, 1997 −28.09 105.13 5.72 0.28 1,013.78 0.8468 0.810 Indian Ocean
74 Mar. 06, 1997 −24.47 99.94 7.60 0.24 1,016.70 0.7691 0.729 Indian Ocean
75 Mar. 07, 1997 −20.92 95.02 10.14 0.24 1,016.22 0.6747 0.625 Indian Ocean
76 Mar. 08, 1997 −17.36 90.29 12.11 0.07 1,012.85 0.6093 0.558 Indian Ocean
77 Mar. 09, 1997 −13.81 85.61 13.52 0 1,011.67 0.5680 0.518 Indian Ocean
78 Mar. 10, 1997 −10.13 80.93 14.60 0 1,012.04 0.5398 0.486 Indian Ocean
79 Mar. 11, 1997 −6.56 76.32 15.41 0 1,012.34 0.5229 0.471 Indian Ocean
80 Mar. 12, 1997 −3.05 71.73 15.99 0 1,011.45 0.5106 0.459 Indian Ocean
81 Mar. 13, 1997 0.30 66.87 16.33 0 1,009.89 0.5045 0.451 Indian Ocean
82 Mar. 14, 1997 4.26 62.05 16.55 0 1,009.29 0.4995 0.447 Indian Ocean
83 Mar. 15, 1997 7.66 57.48 16.53 0 1,010.65 0.5012 0.450 Indian Ocean
84 Mar. 16, 1997 10.99 52.90 16.34 0 1,010.84 0.5047 0.454 Indian Ocean
85 Mar. 17, 1997 12.44 47.76 16.09 0 1,009.57 0.5125 0.463 Indian Ocean
86 Mar. 18, 1997 13.84 42.95 15.85 0 1,011.91 0.5165 0.470 Red Sea
87 Mar. 19, 1997 18.25 40.11 15.34 0 1,012.80 0.5301 0.493 Red Sea
88 Mar. 20, 1997 23.11 37.10 14.42 0 1,012.17 0.5526 0.520 Red Sea
89 Mar. 21, 1997 28.08 33.68 12.73 0.36 1,008.20 0.5914 0.558 Suez
90 Mar. 22, 1997 30.81 32.25 11.47 0.69 1,011.55 0.6290 0.602 Suez Channel
91 Mar. 23, 1997 33.27 28.40 10.09 1.07 1,013.56 0.6703 0.643 Mediterranean Sea
92 Mar. 24, 1997 36.09 22.57 9.27 0.52 1,012.31 0.7108 0.687 Mediterranean Sea
93 Mar. 25, 1997 40.46 18.20 6.84 0.27 1,009.51 0.8002 0.777 Mediterranean Sea
94 Mar. 26, 1997 43.67 13.81 5.50 0.15 1,017.27 0.8572 – Ravenna
λ – geographic latitude; ϕ – geographic longitude; Rcp – vertical cutoff rigidity corrected for
penumbra; ΔRcp – penumbra effect (see Chapter 3); P – atmospheric pressure; I, 3NM and I,
2BC – normalized intensities of 3NM-IQSY and 2BC detectors; BTN denotes Baia Terra Nova,
the Italian Antarctic Base.
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Table A5.2 Effective cutoff rigidities (in GV) computed along the survey from Italy to Antarc-
tica (first 39 days, from 355 of 1996 up to 27 of 1997) for different zenith angles θ =
0◦, 15◦, 30◦, 45◦, 60◦ for azimuth angles ϕ = 0◦ and 45◦ of CR incident particles

Day Latitude Longitude θ = 0◦ ϕ = 0◦ ϕ = 45◦

of year
θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦ θ = 15◦ θ = 30◦ θ = I45◦ θ = 60◦

355 44.443◦ 12.247◦ 5.15 5.10 5.11 5.66 5.06 5.34 5.65 5.85 6.46
356 44.402◦ 12.382◦ 5.19 5.14 5.17 5.34 5.04 5.36 5.73 5.85 6.50
357 41.757◦ 16.556◦ 6.26 6.08 6.08 6.08 6.79 6.46 6.79 7.14 7.59
358 37.250◦ 21.264◦ 8.61 8.78 8.01 7.73 7.96 9.58 10.27 9.66 10.03
359 33.857◦ 26.881◦ 9.89 10.70 11.18 9.21 9.22 11.36 12.93 16.20 13.14
360 31.557◦ 31.921◦ 11.10 11.05 12.42 12.15 9.93 12.29 13.36 18.55 22.40
361 30.061◦ 32.548◦ 11.82 12.16 11.65 14.25 10.40 13.64 16.31 19.63 24.03
362 25.651◦ 35.413◦ 13.78 14.45 15.41 16.12 17.66 15.72 18.36 22.05 27.33
363 20.816◦ 38.544◦ 14.91 15.56 16.62 18.12 19.98 16.97 19.82 23.85 29.69
364 16.493◦ 41.145◦ 15.58 16.18 17.22 18.76 20.86 17.70 20.67 24.89 31.03
365 12.844◦ 44.252◦ 15.95 16.49 17.49 19.03 21.17 18.09 21.12 25.43 31.75
366 12.239◦ 49.683◦ 16.18 16.72 17.75 19.31 21.51 18.35 21.42 25.80 32.21
1 9.728◦ 54.710◦ 16.43 16.94 17.93 19.48 21.69 18.62 21.71 26.15 32.66
2 6.278◦ 59.323◦ 16.56 16.99 17.90 19.38 21.51 18.71 21.79 26.23 32.76
3 2.820◦ 63.900◦ 16.50 16.84 17.65 19.00 20.98 18.59 21.60 25.96 32.42
4 −0.640◦ 68.490◦ 16.26 16.49 17.16 18.33 20.08 18.25 21.14 25.35 31.62
5 −4.629◦ 73.476◦ 15.74 15.81 16.29 17.19 18.54 17.56 20.23 24.18 30.09
6 −8.788◦ 78.023◦ 14.90 14.81 15.04 15.58 16.39 16.48 18.87 22.42 27.77
7 −12.023◦ 82.657◦ 14.06 13.83 13.84 14.05 14.34 15.42 17.50 20.62 25.36
8 −15.623◦ 87.286◦ 12.86 12.49 12.27 12.12 11.90 13.93 15.58 18.07 21.85
9 −18.933◦ 91.709◦ 11.24 10.85 10.57 10.22 9.88 12.12 13.36 14.99 17.24
10 −22.386◦ 96.410◦ 9.18 8.90 8.72 8.48 8.37 9.72 10.24 10.62 10.51
11 −25.862◦ 101.473◦ 6.72 6.89 6.95 6.93 6.99 7.15 7.52 7.77 8.04
12 −29.376◦ 106.587◦ 5.19 5.28 5.35 5.37 5.24 5.61 5.87 6.13 6.35
13 −32.825◦ 111.807◦ 4.00 4.01 3.98 3.93 3.94 4.11 4.27 4.29 4.37
14 −35.707◦ 118.051◦ 3.08 3.09 3.04 3.02 3.02 3.20 3.31 3.47 3.43
15 −37.818◦ 125.015◦ 2.52 2.51 2.55 2.57 2.52 2.60 2.67 2.73 2.76
16 −39.920◦ 132.276◦ 2.08 2.11 2.14 2.08 2.16 2.17 2.21 2.18 2.31
17 −42.036◦ 139.765◦ 1.76 1.80 1.80 1.78 1.83 1.83 1.83 1.88 1.90
18 −43.250◦ 146.398◦ 1.72 1.62 1.70 1.63 1.67 1.76 1.75 1.77 1.80
19 −42.881◦ 147.341◦ 1.73 1.77 1.76 1.73 1.82 1.83 1.85 1.88 1.84
20 −43.701◦ 150.347◦ 1.66 1.69 1.68 1.73 1.69 1.72 1.76 1.80 1.76
21 −45.069◦ 158.389◦ 1.67 1.67 1.62 1.73 1.64 1.70 1.70 1.71 1.75
22 −46.325◦ 166.352◦ 1.70 1.70 1.66 1.72 1.68 1.76 1.74 1.77 1.79
23 −44.349◦ 172.300◦ 2.29 2.34 2.32 2.31 2.35 2.43 2.46 2.53 2.60
24 −43.606◦ 172.720◦ 2.53 2.56 2.54 2.53 2.50 2.65 2.64 2.68 2.65
25 −43.672◦ 172.823◦ 2.53 2.54 2.58 2.54 2.47 2.61 2.67 2.67 2.65
26 −47.179◦ 174.023◦ 1.83 1.82 1.81 1.80 1.79 1.89 1.93 2.00 1.93
27 −52.628◦ 175.464◦ 0.98 0.99 0.98 0.99 1.00 1.03 1.01 1.05 1.05
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Table A5.3 The same as in Table A5.2, but for azimuth angles ϕ = 90◦, 135◦, and 180◦ of CR
incident particles

Day ϕ = 90◦ ϕ = 135◦ ϕ = 180◦

of year
θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦

355 5.55 5.96 6.29 6.75 5.49 5.72 6.01 6.14 5.18 5.31 5.33 5.36
356 5.55 5.93 6.37 6.84 5.43 5.73 6.00 6.14 5.18 5.27 5.27 5.39
357 6.73 7.27 7.75 8.30 6.67 7.05 7.31 7.59 6.38 6.34 6.39 6.35
358 9.82 11.45 13.89 17.08 9.25 10.00 10.76 11.30 8.55 8.32 8.22 8.09
359 11.26 13.12 17.49 22.76 10.80 12.17 13.67 15.69 9.86 9.95 9.78 9.59
360 12.76 15.99 19.84 25.54 12.05 13.31 15.54 18.04 10.93 10.97 10.82 10.67
361 13.96 16.96 20.94 27.01 12.84 14.56 16.59 19.46 11.58 11.62 11.52 11.42
362 15.94 19.05 23.62 30.55 14.92 16.63 19.17 22.92 13.40 13.26 13.35 13.62
363 17.30 20.74 25.77 33.37 16.26 18.30 21.31 25.74 14.61 14.64 15.01 15.69
364 18.13 21.77 27.08 35.09 17.11 19.37 22.67 27.51 15.38 15.56 16.14 17.12
365 18.60 22.35 27.82 36.06 17.60 20.00 23.47 28.54 15.83 16.12 16.84 18.02
366 18.86 22.67 28.21 36.55 17.85 20.28 23.81 28.96 16.06 16.35 17.07 18.25
1 19.17 23.06 28.69 37.15 18.18 20.70 24.34 29.64 16.37 16.73 17.54 18.82
2 19.33 23.25 28.92 37.43 18.38 20.99 24.72 30.14 16.58 17.03 17.96 19.39
3 19.27 23.18 28.83 37.27 18.38 21.05 24.83 30.30 16.61 17.17 18.19 19.74
4 18.99 22.83 28.38 36.66 18.18 20.87 24.66 30.11 16.47 17.11 18.23 19.87
5 18.36 22.07 27.43 35.41 17.68 20.34 24.08 29.42 16.06 16.79 17.98 19.65
6 17.36 20.85 25.92 33.46 16.80 19.40 23.00 28.10 15.33 16.12 17.31 18.88
7 16.34 19.62 24.38 31.50 15.92 18.42 21.87 26.71 14.57 15.40 16.53 17.83
8 14.88 17.83 22.18 28.72 14.60 16.93 20.10 24.48 13.39 13.97 15.04 10.96
9 13.06 15.66 19.48 25.34 12.82 15.00 17.70 21.20 11.68 12.37 11.01 9.42
10 10.37 12.07 14.73 19.18 10.06 10.66 9.60 10.00 9.08 8.21 7.88 8.25
11 7.23 7.68 8.17 8.83 6.97 7.23 7.63 8.30 6.57 6.56 6.72 6.97
12 5.56 6.07 6.35 7.02 5.53 5.82 6.12 6.08 5.26 5.27 5.28 5.08
13 4.22 4.34 4.51 4.65 4.05 4.19 4.33 4.55 3.87 3.95 3.92 4.10
14 3.27 3.36 3.66 3.56 3.18 3.42 3.29 3.42 3.11 3.06 3.02 3.08
15 2.56 2.69 2.82 2.87 2.58 2.62 2.66 2.74 2.51 2.52 2.50 2.56
16 2.18 2.24 2.30 2.33 2.20 2.15 2.18 2.28 2.13 2.08 2.23 2.08
17 1.83 1.90 1.96 1.88 1.86 1.89 1.87 1.91 1.83 1.75 1.86 1.83
18 1.70 1.78 1.78 1.88 1.77 1.78 1.80 1.81 1.71 1.71 1.74 1.68
19 1.88 1.89 1.94 1.99 1.83 1.94 1.82 1.97 1.84 1.77 1.92 1.83
20 1.75 1.79 1.83 1.91 1.72 1.79 1.79 1.83 1.68 1.70 1.71 1.72
21 1.75 1.79 1.74 1.86 1.74 1.74 1.77 1.80 1.69 1.70 1.71 1.68
22 1.77 1.82 1.84 1.89 1.77 1.80 1.82 1.84 1.75 1.70 1.86 1.82
23 2.45 2.50 2.58 2.87 2.44 2.51 2.74 2.61 2.38 2.55 2.41 2.41
24 2.69 2.76 2.84 2.84 2.67 2.72 2.74 3.03 2.61 2.55 2.69 2.60
25 2.66 2.77 2.81 2.80 2.63 2.74 2.80 2.89 2.56 2.55 2.67 2.63
26 1.91 1.88 2.01 1.99 1.86 1.95 1.95 2.02 1.86 1.90 1.86 1.89
27 1.03 1.05 1.12 1.06 1.02 1.08 1.04 1.09 1.01 1.02 1.05 1.04
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Table A5.4 The same as in Table A5.2, but for azimuth angles ϕ = 225◦, 270◦, and 315◦ of CR
incident particles

Day ϕ = 225◦ ϕ = 270◦ ϕ = 315◦

of year
θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦

355 4.93 4.69 4.50 4.38 4.85 4.52 4.37 4.31 4.90 4.80 4.91 4.37
356 4.95 4.79 4.55 4.42 4.87 4.56 4.36 4.28 4.92 4.74 4.91 4.42
357 5.99 5.74 5.49 5.26 5.75 5.35 5.05 4.91 5.85 5.58 5.36 5.36
358 7.94 7.45 7.15 6.86 7.94 7.30 6.76 6.13 8.11 7.22 6.70 6.59
359 9.12 8.50 8.09 7.84 8.81 8.31 7.67 7.85 9.68 9.19 8.07 7.51
360 10.14 9.44 8.88 8.57 10.00 9.08 8.19 8.22 10.25 9.97 9.86 8.12
361 10.73 9.97 9.34 8.96 10.59 9.66 8.99 8.19 11.00 9.86 10.19 8.89
362 12.26 11.33 10.58 10.07 12.07 11.00 10.30 9.85 12.86 12.27 11.33 10.52
363 13.41 12.32 11.55 11.00 13.22 12.01 11.14 10.65 14.06 13.54 13.27 13.02
364 14.05 12.97 12.22 11.74 13.77 12.49 11.61 11.06 14.59 14.03 13.80 13.78
365 14.43 13.37 12.66 12.25 14.06 12.72 11.78 11.16 14.86 14.21 13.92 13.89
366 14.63 13.55 12.84 12.41 14.26 12.89 11.94 11.31 15.07 14.41 14.11 14.13
1 14.89 13.83 13.14 12.76 14.47 13.07 12.08 11.41 15.26 14.54 14.18 14.13
2 15.06 14.05 13.43 13.13 14.57 13.14 12.12 11.43 15.31 14.50 14.05 13.88
3 15.07 14.14 13.60 13.39 14.52 13.09 12.07 11.39 15.19 14.30 13.74 13.45
4 14.93 14.09 13.65 13.54 14.31 12.91 11.93 11.28 14.89 13.93 13.28 12.86
5 14.55 13.84 13.51 13.51 14.55 12.55 11.64 11.08 14.33 13.30 12.56 12.02
6 13.89 13.32 13.10 12.07 13.89 11.96 11.17 10.65 13.48 12.42 11.63 11.04
7 13.21 12.66 12.02 12.39 13.13 11.37 10.54 10.09 12.67 11.62 10.84 10.27
8 11.86 11.11 11.07 10.64 11.43 10.30 9.55 9.05 11.52 10.54 9.86 9.43
9 10.62 10.30 9.16 7.73 10.05 9.28 8.65 8.42 10.14 9.38 8.72 8.58
10 8.50 7.48 6.80 6.81 8.37 7.73 7.02 6.28 8.44 7.88 7.59 7.36
11 6.31 5.98 5.89 5.80 6.28 5.78 5.43 5.42 6.51 6.31 6.01 5.74
12 5.04 4.90 4.83 4.43 4.96 4.75 4.56 4.51 5.09 4.85 4.68 4.61
13 3.78 3.67 3.65 3.53 3.82 3.57 3.50 3.38 3.87 3.86 3.70 3.45
14 3.01 2.91 2.82 2.77 2.97 2.92 2.74 2.74 3.05 2.90 2.83 2.91
15 2.48 2.42 2.39 2.37 2.42 2.38 2.36 2.23 2.46 2.39 2.36 2.31
16 2.09 2.03 2.02 2.02 2.03 2.00 1.92 1.92 2.11 2.03 2.02 1.91
17 1.81 1.71 1.71 1.69 1.75 1.71 1.64 1.62 1.74 1.70 1.68 1.70
18 1.66 1.63 1.60 1.58 1.67 1.59 1.62 1.61 1.66 1.65 1.61 1.58
19 1.80 1.73 1.70 1.71 1.74 1.70 1.65 1.60 1.75 1.74 1.67 1.63
20 1.69 1.63 1.60 1.56 1.67 1.60 1.57 1.61 1.70 1.63 1.56 1.60
21 1.66 1.63 1.60 1.59 1.65 1.56 1.58 1.58 1.68 1.61 1.53 1.58
22 1.72 1.67 1.62 1.62 1.67 1.63 1.60 1.66 1.70 1.67 1.59 1.61
23 2.32 2.33 2.23 2.25 2.27 2.32 2.17 2.18 2.30 2.21 2.28 2.13
24 2.53 2.46 2.36 2.54 2.46 2.31 2.37 2.29 2.51 2.43 2.39 2.40
25 2.52 2.47 2.37 2.41 2.43 2.33 2.38 2.23 2.48 2.45 2.36 2.47
26 1.84 1.80 1.83 1.82 1.81 1.77 1.74 1.64 1.78 1.73 1.76 1.66
27 1.01 1.00 1.00 0.98 1.01 0.96 0.96 0.97 1.00 1.00 0.95 0.97
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Table A5.5 Effective cutoff rigidities (in GV) computed along the survey from Italy to Antarctica
for different zenith angles θ = 0◦, 15◦, 30◦, 45◦, 60◦ for azimuth angles ϕ = 0◦ and 45◦ of CR
incident particles for days 48–56 and 60–85 of 1997 (CR data for three days 57–59 of 1997 are not
available because of very bad storm weather)

Day 1997 Latitude Longitude θ = 0◦ ϕ = 0◦ ϕ = 45◦

θ θ

15◦ 30◦ 45◦ 60◦ 15◦ 30◦ 45◦ 60◦

48 −57.565 170.462 0.40 0.45 0.39 0.38 0.37 0.39 0.41 0.38 0.40
49 −52.037 170.453 0.94 0.95 0.95 0.90 0.91 0.93 0.95 0.96 0.94
50 −46.451 171.694 1.86 1.89 1.89 1.83 1.77 1.91 1.97 2.00 1.99
51 −43.607 172.751 2.55 2.54 2.55 2.57 2.47 2.66 2.63 2.70 2.67
52 −43.607 172.723 2.56 2.52 2.55 2.56 2.49 2.63 2.66 2.69 2.71
53 −42.904 173.329 2.83 2.74 2.70 2.64 2.79 2.86 2.90 2.92 2.95
54 −40.298 171.086 3.36 3.33 3.33 3.29 3.22 3.46 3.54 3.59 3.69
55 −39.919 163.772 3.09 3.07 3.05 3.04 3.00 3.17 3.20 3.40 3.38
56 −39.584 157.170 2.95 2.86 2.84 2.86 2.76 2.98 3.02 3.12 3.08
60 −36.924 129.369 2.86 2.84 2.77 2.79 2.76 2.91 2.99 3.02 3.08
61 −36.137 123.245 2.93 2.96 3.03 2.94 2.93 3.13 3.20 3.27 3.22
62 −34.861 116.206 3.35 3.34 3.39 3.35 3.23 3.43 3.54 3.65 3.82
63 −31.632 110.474 4.50 4.44 4.36 4.32 4.34 4.73 4.85 5.03 4.86
64 −28.092 105.127 5.75 5.84 5.88 5.91 6.06 6.09 6.35 6.67 7.03
65 −24.472 99.935 7.57 7.67 7.59 7.55 7.50 8.08 8.40 8.62 8.81
66 −20.922 95.022 10.12 9.81 9.50 9.17 8.98 10.82 11.64 12.59 13.16
67 −17.358 90.285 12.12 11.71 11.42 11.13 10.76 13.09 14.47 16.55 19.64
68 −13.805 85.611 13.52 13.21 13.09 13.11 13.11 14.73 16.60 19.43 23.72
69 −10.133 80.926 14.60 14.44 14.57 14.97 15.55 16.09 18.34 21.71 26.81
70 −6.557 76.324 15.41 15.40 15.76 16.50 17.60 17.12 19.66 23.44 29.10
71 −3.051 71.732 15.99 16.12 16.67 17.69 19.21 17.87 20.64 24.71 30.77
72 0.301 66.867 16.33 16.59 17.30 18.53 20.34 18.35 21.27 25.54 31.88
73 4.256 62.045 16.55 16.92 17.78 19.19 21.24 18.67 21.71 26.11 32.62
74 7.656 57.482 16.53 16.99 17.94 19.44 21.62 18.70 21.79 26.23 32.77
75 10.992 52.902 16.34 16.87 17.88 19.44 21.66 18.53 21.62 26.03 32.51
76 12.439 47.758 16.09 16.64 17.65 19.20 21.38 18.26 21.31 25.66 32.04
77 13.844 42.947 15.85 16.40 17.41 18.95 21.08 17.99 20.99 25.28 31.55
78 18.252 40.105 15.34 15.96 17.01 18.55 20.59 17.44 20.37 24.52 30.56
79 23.111 37.100 14.42 15.10 16.15 17.57 19.14 16.43 19.19 23.08 28.69
80 28.076 33.680 12.72 13.38 14.06 15.05 11.17 14.83 17.38 20.82 25.69
81 30.812 32.253 11.48 11.58 12.78 13.49 10.15 12.99 15.58 19.11 23.27
82 33.270 28.403 10.19 10.87 11.71 9.61 9.40 11.05 14.00 16.88 15.12
83 36.094 22.574 9.23 9.52 8.97 8.51 8.38 10.19 11.65 11.69 11.11
84 40.463 18.202 6.87 6.68 6.57 6.59 6.68 7.16 7.34 7.75 8.28
85 43.666 13.806 5.44 5.36 5.46 5.30 5.36 5.72 5.91 6.23 6.66
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Table A5.6 The same as in Table A5.5, but for azimuth angles ϕ = 90◦, 135◦, and 180◦

Day 1997 ϕ = 90◦ ϕ = 135◦ ϕ = 180◦

θ θ θ

15◦ 30◦ 45◦ 60◦ 15◦ 30◦ 45◦ 60◦ 15◦ 30◦ 45◦ 60◦

48 0.38 0.40 0.41 0.41 0.41 0.41 0.38 0.40 0.41 0.41 0.41 0.41
49 0.97 0.95 0.93 0.93 0.93 0.93 0.97 0.95 0.93 0.93 0.93 0.93
50 1.95 2.02 1.89 1.89 1.89 1.89 1.95 2.02 1.89 1.89 1.89 1.89
51 2.64 2.73 2.60 2.60 2.60 2.60 2.64 2.73 2.60 2.60 2.60 2.60
52 2.61 2.75 2.56 2.56 2.56 2.56 2.61 2.75 2.56 2.56 2.56 2.56
53 2.93 3.06 2.77 2.77 2.77 2.77 2.93 3.06 2.77 2.77 2.77 2.77
54 3.51 3.67 3.44 3.44 3.44 3.44 3.51 3.67 3.44 3.44 3.44 3.44
55 3.21 3.33 3.19 3.19 3.19 3.19 3.21 3.33 3.19 3.19 3.19 3.19
56 3.06 3.20 2.99 2.99 2.99 2.99 3.06 3.20 2.99 2.99 2.99 2.99
60 3.01 3.05 2.85 2.85 2.85 2.85 3.01 3.05 2.85 2.85 2.85 2.85
61 3.10 3.35 3.08 3.08 3.08 3.08 3.10 3.35 3.08 3.08 3.08 3.08
62 3.48 3.65 3.36 3.36 3.36 3.36 3.48 3.65 3.36 3.36 3.36 3.36
63 4.78 5.17 4.61 4.61 4.61 4.61 4.78 5.17 4.61 4.61 4.61 4.61
64 6.06 6.62 5.69 5.69 5.69 5.69 6.06 6.62 5.69 5.69 5.69 5.69
65 8.23 8.79 7.31 7.31 7.31 7.31 8.23 8.79 7.31 7.31 7.31 7.31
66 11.62 13.89 10.55 10.55 10.55 10.55 11.62 13.89 10.55 10.55 10.55 10.55
67 14.03 16.77 12.41 12.41 12.41 12.41 14.03 16.77 12.41 12.41 12.41 12.41
68 15.67 18.80 14.07 14.07 14.07 14.07 15.67 18.80 14.07 14.07 14.07 14.07
69 16.98 20.39 15.07 15.07 15.07 15.07 16.98 20.39 15.07 15.07 15.07 15.07
70 16.71 21.58 15.79 15.79 15.79 15.79 16.71 21.58 15.79 15.79 15.79 15.79
71 18.66 22.43 16.26 16.26 16.26 16.26 18.66 22.43 16.26 16.26 16.26 16.26
72 19.07 22.93 16.51 16.51 16.51 16.51 19.07 22.93 16.51 16.51 16.51 16.51
73 19.32 23.24 16.62 16.62 16.62 16.62 19.32 23.24 16.62 16.62 16.62 16.62
74 19.29 23.20 16.51 16.51 16.51 16.51 19.29 23.20 16.51 16.51 16.51 16.51
75 19.06 22.91 16.24 16.24 16.24 16.24 19.06 22.91 16.24 16.24 16.24 16.24
76 18.76 22.55 15.97 15.97 15.97 15.97 18.76 22.55 15.97 15.97 15.97 15.97
77 18.47 22.20 15.71 15.71 15.71 15.71 18.47 22.20 15.71 15.71 15.71 15.71
78 17.83 21.40 15.09 15.09 15.09 15.09 17.83 21.40 15.09 15.09 15.09 15.09
79 16.71 20.00 14.07 14.07 14.07 14.07 16.71 20.00 14.07 14.07 14.07 14.07
80 15.07 17.96 12.42 12.42 12.42 12.42 15.07 17.96 12.42 12.42 12.42 12.42
81 13.39 16.54 11.25 11.25 11.25 11.25 13.39 16.54 11.25 11.25 11.25 11.25
82 11.56 14.97 10.12 10.12 10.12 10.12 11.56 14.97 10.12 10.12 10.12 10.12
83 10.51 12.30 9.06 9.06 9.06 9.06 10.51 12.30 9.06 9.06 9.06 9.06
84 7.46 8.21 7.02 7.02 7.02 7.02 7.46 8.21 7.02 7.02 7.02 7.02
85 5.90 6.25 5.51 5.51 5.51 5.51 5.90 6.25 5.51 5.51 5.51 5.51
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Table A5.7 The same as in Table A5.5, but for azimuth angles ϕ = 225◦, 270◦, and 315◦

Day 1997 ϕ = 225◦ ϕ = 270◦ ϕ = 315◦

θ θ θ

15◦ 30◦ 45◦ 60◦ 15◦ 30◦ 45◦ 60◦ 15◦ 30◦ 45◦ 60◦

48 0.40 0.36 0.36 0.37 0.37 0.37 0.39 0.39 0.40 0.38 0.39 0.34
49 0.93 0.93 0.94 0.91 0.94 0.90 0.87 0.87 0.93 0.91 0.91 0.90
50 1.88 1.85 1.82 1.81 1.76 1.86 1.73 1.73 1.82 1.76 1.83 1.70
51 2.53 2.49 2.37 2.45 2.51 2.36 2.37 2.28 2.51 2.42 2.37 2.41
52 2.49 2.48 2.34 2.51 2.47 2.35 2.38 2.30 2.52 2.42 2.38 2.40
53 2.73 2.64 2.76 2.59 2.68 2.57 2.55 2.38 2.73 2.66 2.51 2.47
54 3.28 3.30 3.05 3.18 3.21 3.07 3.04 2.95 3.21 3.13 3.05 3.10
55 3.09 2.97 2.88 2.84 2.98 3.00 2.75 2.77 2.99 2.84 2.87 2.75
56 2.86 2.75 2.70 2.67 2.85 2.69 2.56 2.65 2.80 2.70 2.72 2.54
60 2.82 2.69 2.66 2.53 2.70 2.64 2.55 2.64 2.74 2.74 2.64 2.56
61 2.98 2.85 2.73 2.75 2.89 2.81 2.66 2.57 2.91 2.84 2.79 2.70
62 3.18 3.14 3.04 2.94 3.13 3.05 3.06 2.84 3.21 3.11 2.98 3.01
63 4.39 4.06 3.92 3.87 4.26 4.09 3.75 3.72 4.32 4.13 4.03 4.09
64 5.51 5.30 5.19 4.82 5.36 5.10 4.94 4.78 5.49 5.29 5.05 4.89
65 6.94 6.43 6.27 6.23 6.96 6.37 5.95 5.79 7.34 6.94 6.71 6.61
66 9.63 8.82 7.40 7.23 9.12 8.41 7.94 7.10 9.20 8.56 8.13 7.88
67 11.27 10.89 10.66 8.44 10.73 9.72 9.37 8.84 10.79 9.93 9.31 8.98
68 12.73 11.90 11.09 11.95 12.01 10.86 10.11 9.69 12.16 11.14 10.36 9.87
69 13.66 13.14 12.81 11.84 12.92 11.78 11.01 10.46 13.18 12.12 11.32 10.74
70 14.30 13.66 13.39 13.37 13.59 12.32 11.47 10.95 13.98 12.93 12.15 11.58
71 14.73 13.97 13.60 13.57 14.08 12.72 11.78 11.18 14.59 13.58 12.87 12.37
72 14.97 14.10 13.63 13.49 14.37 12.96 11.96 11.30 14.97 14.03 13.41 13.02
73 15.08 14.12 13.54 13.30 14.56 13.12 12.10 11.41 15.26 14.40 13.89 13.65
74 15.01 13.98 13.33 12.99 14.55 13.12 12.11 11.43 15.31 14.53 14.12 14.00
75 14.79 13.72 13.01 12.60 14.40 13.01 12.03 11.38 15.20 14.51 14.18 14.17
76 14.55 13.48 12.77 12.34 14.18 12.83 11.87 11.25 14.99 14.33 14.04 14.05
77 14.32 13.26 12.54 12.11 13.98 12.65 11.73 11.13 14.79 14.16 13.89 13.86
78 13.82 12.73 11.96 11.45 13.57 12.33 11.50 10.90 14.40 13.89 13.72 11.15
79 12.96 11.89 11.11 10.57 12.722 11.55 10.79 10.39 13.66 13.04 12.68 10.63
80 11.46 9.72 10.00 9.54 11.28 10.37 9.64 9.03 11.92 11.18 11.17 8.43
81 10.46 9.67 9.13 8.82 10.28 9.36 8.62 8.06 10.67 9.74 10.37 7.63
82 9.43 8.80 8.29 8.02 9.10 8.30 8.03 7.89 9.54 9.24 8.56 6.90
83 8.45 7.75 7.30 7.08 8.25 7.64 7.32 6.63 8.66 7.93 7.07 5.93
84 6.59 6.29 6.04 5.88 6.32 5.77 5.51 5.25 6.32 5.90 5.70 5.93
85 5.19 5.05 4.78 4.60 5.09 4.74 4.58 4.45 5.10 4.93 4.56 4.58
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Table A5.8 Cutoff rigidities averaged over azimuth angles are given for different zenith angles of
incoming particles, together with vertical cutoffs. For the forward part of latitude survey in 1996/97
(According to Dorman et al., 2001)

Days of year
1996/97

Vertical cutoff (GV) Average inclined cutoff (GV)

θ = 0◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦

355 5.15 5.17 5.22 5.37 5.35
356 5.19 5.18 5.24 5.33 5.38
357 6.26 6.24 6.28 6.32 6.52
358 8.61 8.75 8.75 8.86 9.26
359 9.89 10.2 10.67 11.27 11.70
360 11.10 11.18 11.82 12.98 13.94
361 11.82 12.06 12.57 13.93 14.8
362 13.78 13.95 14.66 15.82 17.82
363 14.91 15.17 16.00 17.50 19.89
364 15.58 15.86 16.76 18.4 21.02
365 15.95 16.25 17.17 18.87 21.61
366 16.18 16.48 17.42 19.14 21.92
1 16.43 16.74 17.7 19.45 22.28
2 16.56 16.87 17.83 19.6 22.46
3 16.5 16.81 17.77 19.53 22.37
4 16.26 16.56 17.51 19.23 22.00
5 15.74 16.11 16.93 18.57 21.22
6 14.9 15.26 16.00 17.52 19.8
7 14.06 14.39 15.05 16.36 18.56
8 12.86 13.01 13.57 14.75 15.88
9 11.24 11.42 11.99 12.49 13.48
10 9.18 9.18 9.12 9.09 9.60
11 6.72 6.74 6.75 6.82 7.01
12 5.19 5.29 5.36 5.42 5.42
13 4.00 3.97 3.98 3.98 4.00
14 3.08 3.11 3.12 3.11 3.12
15 2.52 2.52 2.53 2.55 2.55
16 2.08 2.13 2.11 2.12 2.13
17 1.76 1.81 1.79 1.80 1.80
18 1.72 1.69 1.70 1.69 1.70
19 1.73 1.81 1.80 1.79 1.80
20 1.66 1.70 1.70 1.70 1.71
21 1.67 1.69 1.67 1.67 1.69
22 1.7 1.73 1.71 1.73 1.74
23 2.29 2.37 2.4 2.41 2.43
24 2.53 2.59 2.55 2.58 2.61
25 2.53 2.55 2.57 2.58 2.57
26 1.83 1.85 1.85 1.87 1.84
27 0.98 1.01 1.01 1.02 1.02
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Table A5.9 Weights of five zenith zones are given together with Rap
cp(θ , t) and Rap

cp(θ , t)−Rcp. For
the forward part of the latitude survey in 1996 (days 355–366) and 1997 (days 1–27) (According
to Dorman et al., 2001)

Days Weights Rap
cp(θ , t) GV Rap

cp(θ , t)−Rcp GV
θ = 0◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦

355 0.08149 0.47069 0.364439 0.080634 0.002754 5.203214 0.053214
356 0.081464 0.470594 0.364487 0.080701 0.002761 5.215341 0.025341
357 0.080774 0.468026 0.365764 0.082511 0.002933 6.263668 0.003668
358 0.079259 0.462386 0.36857 0.086485 0.003311 8.750106 0.140106
359 0.078433 0.459314 0.370099 0.088649 0.003517 10.44976 0.55976
360 0.077653 0.45641 0.371543 0.090695 0.003712 11.58507 0.485067
361 0.077188 0.454682 0.372403 0.091913 0.003828 12.41376 0.593761
362 0.075924 0.449978 0.374743 0.095227 0.004144 14.39726 0.617264
363 0.075195 0.447266 0.376093 0.097138 0.004326 15.70934 0.799344
364 0.074763 0.445658 0.376893 0.098271 0.004433 16.45074 0.870743
365 0.074524 0.44477 0.377334 0.098896 0.004493 16.85797 0.90797
366 0.074376 0.444218 0.377609 0.099285 0.00453 17.10137 0.921371
1 0.074215 0.443618 0.377907 0.099708 0.00457 17.3753 0.945301
2 0.074131 0.443306 0.378063 0.099928 0.004591 17.50842 0.948416
3 0.07417 0.44345 0.377991 0.099827 0.004582 17.44687 0.946868
4 0.074324 0.444026 0.377704 0.099421 0.004543 17.18668 0.926677
5 0.07466 0.445274 0.377084 0.098541 0.004459 16.65677 0.916773
6 0.075202 0.44729 0.376081 0.097121 0.004324 15.75034 0.850343
7 0.075743 0.449306 0.375078 0.0957 0.004189 14.81855 0.758546
8 0.076517 0.452186 0.373645 0.093671 0.003995 13.38221 0.522213
9 0.077562 0.456074 0.371711 0.090932 0.003735 11.7229 0.4829
10 0.078891 0.461018 0.369251 0.087448 0.003403 9.151404 −0.0286
11 0.080478 0.466922 0.366314 0.083289 0.003007 6.749528 0.029528
12 0.081464 0.470594 0.364487 0.080701 0.002761 5.318217 0.128217
13 0.082232 0.47345 0.363066 0.078689 0.002569 3.976962 −0.02304
14 0.082825 0.475658 0.361968 0.077133 0.002421 3.111159 0.031159
15 0.083187 0.477002 0.361299 0.076186 0.002331 2.525968 0.005968
16 0.08347 0.478058 0.360774 0.075442 0.00226 2.117857 0.037857
17 0.083677 0.478826 0.360391 0.074901 0.002208 1.797837 0.037837
18 0.083703 0.478922 0.360344 0.074834 0.002202 1.696137 −0.02386
19 0.083696 0.478898 0.360356 0.07485 0.002204 1.798182 0.068182
20 0.083741 0.479066 0.360272 0.074732 0.002192 1.696672 0.036672
21 0.083735 0.479042 0.360284 0.074749 0.002194 1.679625 0.009625
22 0.083716 0.47897 0.36032 0.0748 0.002199 1.720304 0.020304
23 0.083335 0.477554 0.361024 0.075797 0.002294 2.377333 0.087333
24 0.08318 0.476978 0.361311 0.076203 0.002332 2.569841 0.039841
25 0.08318 0.476978 0.361311 0.076203 0.002332 2.557895 0.027895
26 0.083632 0.478658 0.360475 0.07502 0.00222 1.849806 0.019806
27 0.08418 0.480698 0.35946 0.073582 0.002083 1.008231 0.028231
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Table A5.10 Cutoff rigidities averaged over eight azimuth angles are given for different zenith
angles of incoming particles, together with vertical cutoffs for the backward part of the latitude
survey in 1996/97

No. Day of 1997 Latitude Longitude Eight azimuth average cutoff rigidity (GV)

θ = 0◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦

59 48 −57.565 170.462 0.40 0.40 0.39 0.39 0.40
60 49 −52.037 170.453 0.94 0.94 0.93 0.94 0.93
61 50 −46.451 171.694 1.86 1.88 1.91 1.91 1.89
62 51 −43.607 172.751 2.55 2.58 2.56 2.58 2.58
63 52 −43.607 172.723 2.56 2.56 2.57 2.57 2.60
64 53 −42.904 173.329 2.83 2.79 2.77 2.78 2.77
65 54 −40.298 171.086 3.36 3.37 3.40 3.37 3.43
66 55 −39.919 163.772 3.09 3.10 3.13 3.14 3.20
67 56 −39.584 157.170 2.95 2.93 2.91 2.92 2.88
71 60 −36.924 129.369 2.86 2.85 2.84 2.83 2.82
72 61 −36.137 123.245 2.93 3.02 3.03 3.00 2.98
73 62 −34.861 116.206 3.35 3.32 3.35 3.37 3.37
74 63 −31.632 110.474 4.50 4.55 4.47 4.44 4.41
75 64 −28.092 105.127 5.75 5.76 5.83 5.91 5.98
76 65 −24.472 99.935 7.57 7.55 7.45 7.48 7.63
77 66 −20.922 95.022 10.12 10.28 10.51 10.75 10.80
78 67 −17.358 90.285 12.12 12.51 12.80 13.84 14.60
79 68 −13.805 85.611 13.52 13.74 14.38 15.56 17.64
80 69 −10.133 80.926 14.60 15.18 15.66 17.11 19.29
81 70 −6.557 76.324 15.41 15.53 16.56 18.15 20.69
82 71 −3.051 71.732 15.99 16.28 17.20 18.88 21.58
83 72 0.301 66.867 16.33 16.63 17.58 19.31 22.11
84 73 4.256 62.045 16.55 16.86 17.82 19.59 22.44
85 74 7.656 57.482 16.53 16.84 17.80 19.56 22.42
86 75 10.992 52.902 16.34 16.64 17.59 19.33 22.15
87 76 12.439 47.758 16.09 16.39 17.32 19.03 21.80
88 77 13.844 42.947 15.85 16.14 17.06 18.74 21.45
89 78 18.252 40.105 15.34 15.61 16.49 18.09 20.63
90 79 23.111 37.100 14.42 14.67 15.43 16.84 18.92
91 80 28.076 33.680 12.72 13.05 13.58 14.89 16.05
92 71 30.812 32.253 11.48 11.63 12.36 13.55 14.35
93 82 33.270 28.403 10.19 10.34 11.20 11.48 12.21
94 83 36.094 22.574 9.23 9.32 9.48 9.62 10.12
95 84 40.463 18.202 6.87 6.87 6.86 6.90 7.01
96 85 43.666 13.806 5.44 5.46 5.50 5.52 5.63
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Table A5.11 Weights of five zenith zones with Rap
cp(θ , t) and Rap

cp(θ , t)−Rcp. For the backward
part of the latitude survey in 1996–1997 (From Dorman et al., 2003)

No. Weight coefficients Rap
cp(θ , t) Reff Rap

cp(θ , t)−Rcp

θ = 0◦ θ = 15◦ θ = 30◦ θ = 45◦ θ = 60◦

59 0.084554 0.482090 0.358768 0.072601 0.001989 0.393847 0.40 −0.006153
60 0.084206 0.480794 0.359412 0.073515 0.002076 0.937013 0.94 −0.002987
61 0.083612 0.478586 0.360511 0.075070 0.002224 1.890848 1.86 0.030848
62 0.083167 0.476930 0.361335 0.076237 0.002336 2.569445 2.55 0.019445
63 0.083161 0.476906 0.361347 0.076254 0.002337 2.560551 2.56 0.000551
64 0.082987 0.476258 0.361669 0.076711 0.002381 2.785442 2.83 −0.044558
65 0.082645 0.474986 0.362302 0.077607 0.002466 3.376990 3.36 0.016990
66 0.082819 0.475634 0.361979 0.077150 0.002422 3.111778 3.09 0.021778
67 0.082909 0.475970 0.361812 0.076913 0.002400 2.924075 2.95 −0.025925
71 0.082967 0.476186 0.361705 0.076761 0.002385 2.841693 2.86 −0.018307
72 0.082922 0.476018 0.361788 0.076880 0.002397 3.015603 2.93 0.085603
73 0.082651 0.475010 0.362290 0.077590 0.002464 3.334185 3.35 −0.015815
74 0.081910 0.472250 0.363663 0.079535 0.002650 4.504501 4.50 0.004501
75 0.081103 0.469250 0.365156 0.081648 0.002851 5.796496 5.75 0.046496
76 0.079929 0.464882 0.367329 0.084726 0.003144 7.505671 7.57 −0.064329
77 0.078285 0.458762 0.370373 0.089038 0.003554 10.397190 10.12 0.277190
78 0.076995 0.453962 0.372761 0.092420 0.003876 12.718604 12.12 0.598604
79 0.076092 0.450602 0.374433 0.094787 0.004102 14.151170 13.52 0.631170
80 0.075395 0.448010 0.375722 0.096614 0.004276 15.519026 14.60 0.919026
81 0.074873 0.446066 0.376690 0.097983 0.004406 16.187367 15.41 0.777367
82 0.074498 0.444674 0.377382 0.098964 0.004499 16.884820 15.99 0.894820
83 0.074279 0.443858 0.377788 0.099539 0.004554 17.260201 16.33 0.930201
84 0.074137 0.443330 0.378051 0.099911 0.004590 17.495431 16.55 0.945431
85 0.074150 0.443378 0.378027 0.099877 0.004586 17.475157 16.53 0.945157
86 0.074273 0.443834 0.377800 0.099556 0.004556 17.272599 16.34 0.932599
87 0.074434 0.444434 0.377501 0.099133 0.004515 17.005376 16.09 0.915376
88 0.074589 0.445010 0.377215 0.098727 0.004477 16.745810 15.85 0.895810
89 0.074918 0.446234 0.376606 0.097865 0.004395 16.188473 15.34 0.848473
90 0.075511 0.448442 0.375507 0.096309 0.004247 15.160246 14.42 0.740246
91 0.076608 0.452522 0.373478 0.093435 0.003973 13.405793 12.72 0.685793
92 0.077407 0.455498 0.371997 0.091338 0.003773 12.077352 11.48 0.597352
93 0.078239 0.458594 0.370457 0.089156 0.003566 10.756458 10.19 0.566458
94 0.078859 0.460898 0.369311 0.087533 0.003411 9.401215 9.23 0.171215
95 0.080381 0.466562 0.366493 0.083542 0.003031 6.868538 6.87 −0.001462
96 0.081303 0.469994 0.364785 0.081124 0.002801 5.475422 5.44 0.035422
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Appendix to Chapter 6

Fig. A6.1 Planetary contours of trajectory-derived averaged global magnetic cutoff rigidities de-
termined by Eq. 6.4 for the geocentric dipole field model with dipole moments 11.7×1025 Gs.cm3

(top panel, 2,000 years ago) and 7.8× 1025 Gs.cm3 (bottom panel, present time) at θmax = 85◦

(According to Flückiger et al., 2003)
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Fig. A6.2 The same as in Fig. A6.1, but for the eccentric dipole field model with dipole moment
11.7×1025 Gs.cm3 (top panel, 2,000 years ago) and 7.8×1025 Gs.cm3 (bottom panel, present time)
at θmax = 85◦ (According to Flückiger et al., 2003)
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Fig. A6.3 Contour lines for global cutoff rigidity 2 GV in the northern (left) and southern (right)
hemispheres for geomagnetic dipole moment 7.8 × 1025 Gs.cm3. The solid red lines refer to a
geocentric magnetic dipole, whereas the dashed blue lines refer to an eccentric dipole (According
to Flückiger et al., 2003)

Table A6.1 Changes in vertical threshold rigidity (in GV) caused by the presence of a thin equa-
torial ring current (According to Sauer, 1963)

Station Störmer Dipole Undisturb. 5.0; 0.5 5.0; 1.0 6.25; 0.5 6.25; 1.0 6.5; 0.5 7.5; 1.0

Amsterdam 1.763 1.769 2.313 1.451 1.107 1.490 1.079 1.848 1.497
Awarua 2.181 2.183 1.850 1.189 0.896 1.151 0.878 1.324 0.963
Bergen 0.776 0.779 0.946 0.627 0.462 0.616 0.458 0.594 0.452
Bismark 1.414 1.403 1.272 0.834 0.622 0.812 0.613 0.788 0.602
Bologna 3.651 3.663 4.225 3.204 2.327 3.743 3.344 3.965 3.656
Bristol 1.657 1.660 2.313 1.447 1.104 1.483 1.076 1.842 1.490
Budapest 3.312 3.326 3.670 2.548 1.730 3.172 2.769 3.455 3.119
Cape Schmidt 0.669 0.671 0.589 0.393 0.291 0.390 0.290 0.383 0.288
Chicago 2.000 1.984 1.777 1.144 0.861 1.107 0.843 1.239 0.871
Christchurch 2.964 2.969 2.630 1.622 1.230 1.814 1.279 2.247 1.914
Churchill 0.253 0.253 0.199 0.136 0.098 0.136 0.098 0.136 0.098
Climax 2.934 2.915 2.849 1.767 1.349 2.110 1.607 2.499 2.151
College 0.508 0.507 0.497 0.334 0.249 0.332 0.248 0.328 0.247
Columbia 2.661 2.643 2.456 1.535 1.164 1.649 1.140 2.043 1.702
Davis Strait 0.025 0.025 0.033 0.023 0.017 0.023 0.017 0.023 0.017
Deep River 1.226 1.216 1.066 0.703 0.522 0.689 0.517 0.664 0.509
Dunedin 2.387 2.389 2.048 1.303 0.987 1.254 0.964 1.545 1.200
Ellsworth 0.362 0.367 0.685 0.456 0.340 0.452 0.338 0.440 0.335
Fredericksburg 2.601 2.584 2.347 1.465 1.109 1.523 1.082 1.913 1.563
Freiburg 2.697 2.705 3.411 2.140 1.593 2.714 2.257 3.128 2.698
Frobisher 0.060 0.059 0.057 0.038 0.028 0.038 0.028 0.038 0.028
Godhavn 0.013 0.014 0.022 0.015 0.011 0.015 0.011 0.015 0.011
Gottingen 2.090 2.099 2.639 1.630 1.236 1.804 1.308 2.302 1.924

(Continued)
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Table A6.1 (Continued)

Station Störmer Dipole Undisturb. 5.0; 0.5 5.0; 1.0 6.25; 0.5 6.25; 1.0 6.5; 0.5 7.5; 1.0

Hafelekar 2.992 3.004 3.532 2.262 1.654 2.992 2.575 3.310 2.956
Halle 2.175 2.185 2.693 1.668 1.268 1.870 1.375 2.385 1.988
Hamburg 1.738 1.745 2.137 1.367 1.031 1.333 1.006 1.672 1.337
Harwell 1.680 1.684 2.326 1.455 1.110 1.496 1.082 1.854 1.508
Heiss Island 0.171 0.176 0.105 0.071 0.052 0.071 0.052 0.071 0.052
Herstmonceux 1.849 1.854 2.543 1.558 1.179 1.698 1.169 2.149 1.819
Hobart 2.179 2.173 1.831 1.177 0.887 1.136 0.868 1.295 0.930
Iowa City 1.880 1.164 0.889 1.205 0.909 1.356 0.996
Kinina 0.459 0.462 0.461 0.307 0.230 0.306 0.229 0.303 0.228
Kuklungsborn 1.726 1.733 2.068 1.329 1.002 1.276 0.979 1.586 1.245
Leeds 1.346 1.349 1.801 1.158 0.872 1.125 0.854 1.270 0.903
Legionowo 2.355 2.368 2.651 1.645 1.251 2.120 1.340 2.302 1.942
Lincoln 2.362 2.342 2.178 1.382 1.047 1.366 1:021 1.707 1.365
Lomnicky Stit 2.987 3.002 3.341 2.084 1.575 2.756 2.215 3.049 2.739
London 1.727 1.732 2.375 1.482 1.134 1.558 1.108 1.903 1.580
Loparskaya 0.577 0.582 0.503 0.337 0.251 0.335 0.250 0.331 0.249
MacQuirie Isl. 0.805 0.805 0.600 0.400 0.296 0.397 0.295 0.390 0.293
M.I.T. 1.944 1.931 1.754 1.127 0.847 1.090 0.830 1.208 0.845
Mawson 0.106 0.106 0.202 0.138 0.099 0.138 0.099 0.137 0.099
Melbourne 3.166 3.158 2.826 1.742 1.323 2.037 1.538 2.455 2.133
Minneapolis 1.556 1.544 1.378 0.901 0.673 0.875 0.662 0.849 0.649
Mirny 0.036 0.036 0.041 0.028 0.020 0.028 0.020 0.028 0.020
Moscow 2.386 2.403 2.218 1.414 1.073 1.426 1.047 1.768 1.430
Munich 2.811 2.821 3.425 2.170 1.606 2.759 2.287 3.159 2.740
Murchison Bay 0.066 0.067 0.053 0.036 0.026 0.036 0.026 0.036 0.026
Murmansk 0.550 0.554 0.481 0.320 0.239 0.318 0.238 0.315 0.237
Ottawa 1.313 1.303 1.152 0.758 0.563 0.740 0.557 0.715 0.547
Pic du Midi 3.465 3.471 4.357 3.006 2.240 3.633 3.154 3.903 3.536
Port-Francais 1.250 1.241 1.224 0.803 0.597 0.782 0.589 0.757 0.579
Prague 2.548 2.557 2.943 1.820 1.395 2.229 1.712 2.657 2.256
Prince Albert 0.742 0.737 0.649 0.435 0.321 0.431 0.319 0.422 0.317
Resolute 0.003 0.003 0.002 0.002 0.002 0.002 0.002 0.002 0.002
Saskatoon 0.869 0.862 0.771 0.513 0.382 0.506 0.379 0.489 0.376
Stockholm 1.179 1.185 1.280 0.842 0.628 0.820 0.619 0.796 0.608
Sulphur Mt. 1.156 1.148 1.084 0.715 0.531 0.699 0.525 0.675 0.517
Sverdlovsk 2.907 2.928 2.254 1.413 1.075 1.424 1.048 1.818 1.479
Swarthmore 2.238 2.221 1.998 1.273 0.961 1.227 0.939 1.488 1.134
Syowa Base 0.219 0.220 0.419 0.280 0.204 0.279 0.204 0.277 0.203
Thule 0.000 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002
Tixie Bay 0.908 0.914 0.585 0.393 0.290 0.390 0.289 0.383 0.287
Tromso 0.345 0.349 0.346 0.234 0.174 0.233 0.173 0.232 0.173
Uppsala 1.115 1.121 1.208 0.797 0.594 0.776 0.587 0.752 0.576
Washington 2.447 2.427 2.182 1.382 1.046 1.366 1.021 1.709 1.365
Washington Mt 1.465 1.455 1.314 0.859 0.640 0.836 0.631 0.811 0.619
Weissenau 2.801 2.810 3.501 2.228 1.630 2.848 2.342 3.242 2.822
Wellington 3.593 3.596 3.194 1.964 1.503 2.519 2.054 2.919 2.525
Wilkes 0.028 0.028 0.015 0.010 0.007 0.010 0.007 0.010 0.007
Yakutsk 2.377 2.392 1.705 1.100 0.826 1.064 0.808 1.154 0.790
Zugspitze 2.951 2.963 3.495 2.222 1.634 2.935 2.517 3.266 2.905
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Table A6.2 Impact zones on the earth of particles incident vertically, a ring current being present
(According to Ray, 1956b)

Rigidity, GV rc
/

rE Mc
/

ME Latitude of source Latitude of impact Longitude of shift

2 7.5 1 64.6 80 17
34.9 70 20
16.4 65 25
3.7 62 31.6

−5.3 60 39.3
−9.9 59 46.3
−13.7 58 53.1
−16.2 57 60.2
−17.3 56 70.8
−16.9 55.5 77.4

2 7.5 0.5 60.0 80 18
26.0 70 26
6.6 65 34

−5.7 62 44
−13.2 60 54.7
−16.0 59 62.1
−18.0 58 71.1
−17.7 57 83.0
−17.4 56 95.6
−17.5 55.5 104.5

2 5 0.5 61.8 80 25
31.9 70 30
15.5 65 36
4.9 62 42.2

−1.6 60 49.4
−5.9 59 53.6
−9.3 58 59.0
−12.0 57 64.9
−13.7 56 73.7
−14.1 55.5 78.6

6 7.5 1 53.1 75 18
12.5 60 30
−1.4 55 39
−13.5 50 55.1
−16.9 44 92.6
−15.6 42 110.4
−12.7 41 122.2
−6.6 40 136.5

6 5 0.5 54 75 20
14.2 60 32
0.5 55 40

−11.7 50 54.9
−16.8 44 89.2
−15.8 42 106.2
−14.6 41 116.9
−10.6 40 128.4

(Continued)
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Table A6.2 (Continued)

Rigidity, GV rc
/

rE Mc
/

ME Latitude of source Latitude of impact Longitude of shift

10 5 0.5 46.4 70 19
7.8 55 30

−6.2 50 40
−18.6 45 56.4
−23.5 40 84.3
−22.1 36 115.7
−7.1 33 144.9
11.6 31.5 174.8
−9.7 30 218.8

Table A6.3 Asymptotic directions for geomagnetic latitudes 50◦ and 60◦ if the magnetic field is
confined to a cavity with radius rm (According to Asaulenko et al., 1965)

Latitude λ R, GV Angles Dipole rm = 12rE rm = 10rE rm = 8rE

50◦ 3.5 Ψ 136.5 160.1 178.9 −
Λ −3.6 3.5 9.8 −

4.2 Ψ 107.7 121.3 128.6 146.7
Λ −15.3 −13.3 −11.6 −5.8

5.38 Ψ 83.1 91.4 95.5 104.2
Λ −21.5 −21.9 −22.2 −22.6

7.32 Ψ 57.0 61.9 64.1 68.0
Λ −10.5 −11.2 −11.7 −12.7

10.0 Ψ 48.1 51.5 52.9 55.6
Λ −9.2 −9.6 −10.0 −10.7

60◦ 1.88 Ψ 84.5 115.5 136.9 −
Λ −21.1 −20.8 −17.7 −

2.63 Ψ 60.5 75.0 81.8 97.4
Λ −13.5 −16.5 −18.5 −22.7

3.72 Ψ 48.5 57.1 60.9 67.2
Λ −3.7 −5.9 7.3 −10.4

3.74 Ψ 41.1 46.5 48.4 52.0
Λ 5.6 4.4 4.0 1.9

10.5 Ψ 30.9 33.9 35.2 36.8
Λ 18.5 18.0 17.6 17.0
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Table A6.4 Combined effect of a ring current and of the finite dimension of the magnetosphere on
the asymptotic directions (According to Asaulenko et al., 1965)

R (GV) Angles Latitude λ = 60◦ Latitude λ = 60◦

Dipole rc = 5rE rc = 5rE Dipole rc = 5rE rc = 5rE
rm = 8rE rm = 12rE rm = 8rE rm = 12rE

1.88 Ψ 84.5 − 72.3 − − −
Λ −21.1 − −1.5 − − −

2.20 Ψ 70.8 89.2 59.2 − − −
Λ −18.7 −12.7 5.6 − − −

2.63 Ψ 60.5 71.3 51.2 − − −
Λ −13.5 −5.5 9.3 − − −

3.15 Ψ 53.3 59.9 42.5 193.7 − 101.6
Λ −11.0 −2.9 10.8 17.1 − −13.7

3.72 Ψ 48.5 53.9 39.8 12.5 114.1 79.8
Λ −3.7 4.1 14.1 −9.4 −13.8 −14.6

4.37 Ψ 42.7 45.9 34.1 104.7 96.7 70.4
Λ 0.3 7.8 16.1 −17.5 −18.1 −17.2

5.74 Ψ 41.1 42.6 32.6 75.9 71.3 56.4
Λ 5.6 11.1 16.7 −19.2 −15.2 −11.1

7.73 Ψ 34.8 35.2 28.7 54.4 52.2 42.5
Λ 16.7 20.6 24.2 −9.9 6.3 −3.2

10.5 Ψ 30.9 30.2 24.6 47.5 45.6 38.8
Λ 18.5 21.3 23.8 −8.7 −6.0 −3.9

14.9 Ψ 33.7 32.9 28.4 45.4 44.1 39.1
Λ 23.3 24.9 26.3 1.0 12.6 4.0
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Table A7.1 Values of parameters in dependence of Kp (From Tsyganenko, 1989)

Parameter Kp
= 0, 0+

Kp
= 1−, 1, 1+

Kp
= 2−, 2, 2+

Kp
= 3−, 3, 3+

Kp
= 4−, 4, 4+

Kp ≥ 5−

N 3975 9977 9848 7309 3723 1850
〈Be〉 15.49 19.06 21.71 25.48 28.58 32.88
σ 6.51 8.52 9.75 11.35 12.41 15.12
C1 98.72 35.64 77.45 70.12 ∼162.5 ∼128.4
C2 10014 12800 14588 16125 ∼15806 ∼16184
C3 15.03 14.37 64.85 90.71 160.6 149.1
C4 76.62 124.5 123.9 38.08 5.888 215.5
C5 10237 13543 16229 19630 ∼27534 ∼36435
C6 1.813 2.316 2.641 3.181 3.607 4.090
C7 31.10 35.64 42.46 47.50 51.10 49.09
c8 ×10 ∼0.7464 0.741 0.7611 1.327 ∼1.006 ∼0.231
c9 ×10 0.7764 1.081 1.579 1.864 ∼1.927 ∼1.359
c10 ×102 0.3303 0.3924 0.4078 1.382 3.353 1.989
C11 1.129 1.451 1.391 1.488 ∼1.392 ∼2.298
c12 ×102 0.1663 0.202 0.153 0.2962 0.1594 0.4911
c13 ×102 0.0988 0.111 0.0727 0.0897 0.2439 0.3421
C14 18.21 21.37 21.86 22.74 22.41 21.79
c15 ×102 3.018 4.567 4.199 4.095 ∼4.925 ∼5.447
c16 ×102 3.829 5.382 6.523 9.223 ∼11.53 ∼11.49
c17 ×10 1.283 1.457 6.412 10.59 ∼13.99 ∼22.14
c18 ×103 1.973 2.742 0.948 1.766 ∼0.716 ∼13.55
c19 ×103 0.717 1.244 2.276 3.034 2.696 1.185
Δx 24.74 22.33 20.90 18.64 18.31 19.48
aRC 8.161 8.119 6.283 6.266 6.196 5.831
Do 2.08 1.664 1.541 0.9351 0.7677 0.3325
γRC 0.8799 0.9324 4.183 5.389 5.072 6.472
rc 9.084 9.238 9.609 8.573 10.06 10.47
G 3.838 2.426 6.591 5.935 6.668 9.081
aT 13.55 13.81 15.08 15.63 16.11 15.85
Dy 26.94 28.83 30.57 31.47 30.04 25.27
xo 5.745 6.052 7.435 8.103 8.260 7.976



Appendix to Chapter 7 741

Fig. A7.1 Distribution on the magnetopause of the normal component of the unshielded field of
the equatorial current sheet with the o-type symmetry in Eq. 7.35 (n = 3 and m = 4; left panel), to
be compared with the corresponding distribution of the best fit shielding field, approximated using
the scalar potential Eq. 7.41 (right) (From Tsyganenko and Sitnov, 2007)
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Fig. A7.2 Color-coded distribution of Bz component of the external model field (without earth’s
contribution) in the equatorial plane, for four intervals of K p index: K p = 0 (top left), K p = 2 (top
right), K p = 4 (bottom left), and K p from 6 to 7+ (bottom right) (From Tsyganenko and Sitnov,
2007)
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Fig. A7.3 Same as in Fig. A7.2, but for four intervals of IMF Bz : Bz > +8nT (top left), 3nT ≤
Bz < 5nT (top right), −5nT ≤ Bz < −3nT (bottom left), and Bz < −8nT (bottom right) (From
Tsyganenko and Sitnov, 2007)
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Fig. A7.4 Same as in Fig. A7.3, but for the main (left) and recovery (right) phases of a moderate
storm (From Tsyganenko and Sitnov, 2007)

Fig. A7.5 Distributions of the model electric current j ∼∇×B in the equatorial plane for the main
(left) and recovery (right) phases of a moderate storm. At the main phase, note a dramatic increase
of j on the nightside, fed by the inflowing/outflowing field-aligned currents in the morning/evening
MLT sectors (manifested by diverging/converging j vectors). At the recovery phase, note a vir-
tually axisymmetric and weaker ring current, gradually merging into the tail current sheet (From
Tsyganenko and Sitnov, 2007)
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Fig. A7.6 Distribution of Region 1 and 2 FAC (in nA/m2) at the ionospheric level, correspond-
ing to the strong southward IMF data subset (see Fig. A7.3, bottom right panel). Positive (blue)
and negative (red) values correspond to inflowing and outflowing current, respectively (From
Tsyganenko and Sitnov, 2007)

Fig. A7.7 Illustrating the tilt angle and twisting effects in the cross-section of the model mag-
netotail at xGSM = −25 rE. (left) Strongly positive IMF Bz without twisting and (right) strongly
negative IMF Bz with a twist angle 30◦, corresponding to a strong and positive IMF By. Note a
much larger warping of the current sheet in the former case (From Tsyganenko and Sitnov, 2007)
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Fig. A7.8 Solar wind conditions for the 25–26 September 1998 storm event. The top and middle
panels show solar wind number density, velocity, and ram pressure, and IMF components in GSM
coordinates, measured by the Wind satellite at 180 rE upstream. The bottom panel shows the Dst
index (From Huang et al., 2006)
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Fig. A7.9 Magnetic field comparisons of data and models during the September 25–26, 1998 storm
event. The black lines are the measurements from GOES 8. The red and green lines are the pre-
dicted values of the T03 model and the MHD code at the GOES 8 positions using time-dependent
solar wind inputs. The dark circles denote when the GOES 8 satellite is at local midnight. The top
three panels are the vector components of the magnetic fields in dipole coordinates. The bottom
two panels show the magnetic field magnitude and elevation angle (From Huang et al., 2006)
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Fig. A7.10 The same comparison as Fig. A7.9 using GOES 10 data (From Huang et al., 2006)
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Fig. A7.11 Three-dimensional magnetic field configurations of the T03 model and the MHD sim-
ulations, viewed from dawn at an angle above the equator, before storm (top) and during the main
phase (bottom). The field lines are traced from points on a 6.6 rE-radius circle on the GSM equa-
torial plane, and at eight equispaced local times. The tick marks on the axes are 10 rE apart and the
sun is toward the right of both panels (From Huang et al., 2006)
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Fig. A7.12 Current systems maps (panels a and b) and plasma pressure gradient maps (panels c
and d) calculated from the T03 model and the MHD simulations at the equatorial plane during
storm main phase, with a 1.5×1.5 rE data smoothing. The white dashed lines denote the location
of geosynchronous orbit (From Huang et al., 2006)
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Fig. A7.13 Detail variations of the NM counting rate during 3 h 6–8 of January 20, 2005 at
Jungfraujoch in comparison with high-latitude NM on stations Terre Adelie, South Pole, Inuvik,
and Barentsburg (From Flückiger et al., 2006)

Fig. A7.14 Calculated planetary distribution of expected CR cutoff rigidities for the moment of
the GLE starting (06:56 UT at January 20, 2005) (From Flückiger et al., 2006)
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