


Astrophysical Spectropolarimetry

The polarization of light is the key to obtaining a wealth of essential information that
lies encoded in the electromagnetic radiation reaching us from cosmic objects. Spectro-
polarimetry and imaging polarimetry provide powerful diagnostics of the physical con-
ditions in astrophysical plasmas, for instance, concerning magnetic fields, which cannot
be obtained via conventional spectroscopy. Spectropolarimetry is being used with great
success in solar physics. Yet, its application to other fields of astrophysics is still in an
early stage of development.

This book on Astrophysical Spectropolarimetry comes at a time of growing awareness
of the new possibilities offered by this field. This is mainly due to the observational
opportunities opened up by the new generation of telescopes, both ground-based and
space-borne, and their associated instrumentation as well as to recent advances in the
theory and numerical modelling of the generation and transfer of polarized radiation.
The book contains the lectures delivered at the XII Canary Islands Winter School of
Astrophysics on the following topics: the physics of polarization, polarized radiation
diagnostics of solar magnetic fields, stellar magnetic fields, polarization insights for ac-
tive galactic nuclei, compact objects and accretion disks, astronomical masers and their
polarization, interstellar magnetic fields and infrared-submillimeter spectropolarimetry,
and instrumentation for astrophysical spectropolarimetry. They are written by presti-
gious researchers working in several areas of astrophysics, all of them sharing an active
interest in theoretical and observational spectropolarimetry.

This timely volume provides graduate students and researchers with an unprecedented
introduction to Astrophysical Spectropolarimetry.
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Preface

Most observational work in astrophysics has so far been carried out mainly on the
basis of the intensity of the radiation received from the object observed as a function of
wavelength. However, an important and frequently overlooked aspect of electromagnetic
radiation is its state of polarization, which is related to the orientation of the electric
field of the wave. The state of polarization can be conveniently characterized in terms
of four quantities that can be measured by furnishing our telescopes with a polarimeter.
These observables are the four Stokes parameters (I, Q, U, V) which were formulated
by Sir George Stokes in 1852 and introduced into astrophysics by the Nobel laureate
Subrahmanyan Chandrasekhar in 1946. A quick, intuitive definition of the meaning of
these four parameters can be obtained from Figure 1 of the chapter by Prof. Landi
Degrinnocenti in this book, which we borrowed for the poster announcing the Twelfth
Canary Islands Winter School on Astrophysical Spectropolarimetry.

In physics laboratory experiments, where the magnetic field is known beforehand, the
observed polarization signals are used to obtain information on the atomic and molecular
structure of the system under study. In astrophysics we have the inverse problem, the
magnetic field being the unknown quantity. To obtain information about cosmic mag-
netic fields, therefore, we have to learn how to interpret spectropolarimetric observations
correctly by resorting to our knowledge of atomic and molecular physics.

The importance of the information contained in the polarization of electromagnetic
radiation has been recognized for decades in solar physics, where the spatial resolution
and signal-to-noise ratio in spectroscopic observations are much more favourable than
in night-time observation. In recent years, developments in theoretical astrophysics and
astronomical instrumentation (telescopes with large light-collecting areas and innovative
spectropolarimeters) are leading an ever-growing number of astrophysicists to learn to
appreciate the enormous diagnostic potential offered by spectropolarimetry. The polar-
ization of light is the key to unlocking new discoveries and obtaining the information we
need to understand the physics of many phenomena occurring in the Universe. Particu-
larly relevant examples, besides the magnetized plasmas of the Sun and peculiar A- and
B-type stars, are young stellar objects and their surrounding discs, Herbig-Haro objects,
symbiotic stars, hot stellar winds, active galactic nuclei, radio galaxies, black holes, the
interstellar medium, the cosmic microwave background radiation and its cosmological
implications, etc.

This book contains the lectures delivered at the XII Canary Islands Winter School of
Astrophysics, organized by the Instituto de Astroffsica de Canarias (IAC), on Astrophys-
ical Spectropolarimetry. The time is clearly ripe for such a book on the subject. There
is increased awareness of the relevance of spectropolarimetry for astrophysics thanks, in
part, to the new generation of 10-metre-class telescopes. Some of these large telescopes,
such as the GTC at the Observatorio del Roque de los Muchachos (La Palma), are right
now under construction while others are already in operation at observatories worldwide.
Because of the large collecting surface of this class of telescope, the development of spec-
tropolarimeters capable of quantifying with high precision the state of polarization of the
light, and the recent unprecedented advances in the field of theoretical and numerical
astrophysics, spectropolarimetry is gradually emerging as a powerful new diagnostic tool
for probing the physical conditions and the magnetic fields of the Universe.

The application of spectropolarimetry in astrophysics is still at an early stage of de-

xi



xii Preface

velopment. This makes it especially attractive for young researchers eager to contribute
to the advance of astrophysics. In this field, theoretical and observational astrophysics,
numerical simulations and instrumental developments are frequently called upon. This
new window on the Universe offers the opportunity to make new discoveries through
the rigorous physical interpretation of spectropolarimetric observations, which provide
information that it is impossible to acquire through conventional spectroscopy.

We have edited this book in the desire to present an introduction to the field of
Astrophysical Spectropolarimetry, with a view to encouraging young researchers to in-
vestigate rigorously and in depth the "polarized Universe". We are convinced that the
achievements of spectropolarimetry in solar physics will soon be possible in other areas
of astrophysics as well.

Javier Trujillo-Bueno & Fernando Moreno-Insertis
Instituto de Astrofisica de Canarias

January 2001



Foreword

After twelve years, the Canary Islands Winter School continues to provide a unique
opportunity for the participants to broaden their knowledge in a key field of astrophysics.
The idea works because promising young scientists and invited lecturers interact, learn
and enjoy science in the pleasant environment of the Canary Islands.

The XII edition of the Canary Islands Winter School looked at the Universe from a
relatively unexploited viewpoint, namely that fostered by a multidisciplinary branch of
science which has a great future in store: spectropolarimetry. Thanks to theoretical and
observational spectropolarimetry we will be able to explore new facets of the Universe
while unveiling new discoveries still hidden in the electromagnetic radiation we receive.
The large telescopes of the future - among them the 10.4 m Gran Telescopio Canarias
- and advanced postfocus instrumentation should be designed with a view to rendering
feasible high precision spectropolarimetric observations. The theoretical interpretation
of observed polarization signals will allow new fundamental advances in our knowledge
of cosmic magnetic fields. Spectropolarimetry could well be a revolutionary technique in
the astrophysics of the XXI century. That is why the XII Canary Islands Winter School
of Astrophysics has been devoted to this promising and exciting field.

Francisco Sanchez
Director of the Instituto de Astrofi'sica de Canarias
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THE PHYSICS OF POLARIZATION
By EGIDIO LANDI DEGL'INNOCENTI

Dipartimento di Astronomia e Scienza dello Spazio, Universita di Firenze, Largo E. Fermi 5,
50125 Firenze, Italy

This course is intended to give a description of the basic physical concepts which underlie
the study and the interpretation of polarization phenomena. Apart from a brief historical
introduction (Sect. 1), the course is organized in three parts. A first part (Sects. 2-6) covers
the most relevant facts about the polarization phenomena that are typically encountered in
laboratory applications and in everyday life. In Sect. 2, the modern description of polarization
in terms of the Stokes parameters is recalled, whereas Sect. 3 is devoted to introduce the basic
tools of laboratory polarimetry, such as the Jones calculus and the Mueller matrices. The
polarization phenomena which are met in the reflection and refraction of a beam of radiation at
the separation surface between two dielectrics, or between a dielectric and a metal, are recalled
in Sect. 4. Finally, Sect. 5 gives an introduction to the phenomena of dichroism and of anomalous
dispersion and Sect. 6 summarizes the polarization phenomena that are commonly encountered
in everyday life. The second part of this course (Sects. 7-14) deals with the description, within
the formalism of classical physics, of the spectro-polarimetric properties of the radiation emitted
by accelerated charges. Such properties are derived by taking as starting point the Lienard and
Wiechert equations that are recalled and discussed in Sect. 7 both in the general case and in the
non-relativistic approximation. The results are developed to find the percentage polarization,
the radiation diagram, the cross-section and the spectral characteristics of the radiation emitted
in different phenomena particularly relevant from the astrophysical point of view. The emission
of a linear antenna is derived in Sect. 8. The other Sections are devoted to Thomson scattering
(Sect. 9), Rayleigh scattering (Sect. 10), Mie scattering (Sect. 11), bremsstrahlung radiation
(Sect. 12), cyclotron radiation (sect. 13), and synchrotron radiation (Sect. 14). Finally, the
third part (Sects. 15-19) is devoted to give a sketch of the theory of the generation and transfer
of polarized radiation in spectral lines. After a general introduction to the argument (Sect. 15),
the concepts of density-matrix and of atomic polarization are illustrated in Sect. 16. In Sect. 17,
a parallelism is established, within the framework of the theory of stellar atmospheres, between
the usual formalism, which neglects polarization phenomena, and the more involved formalism
needed for the interpretation of spectro-polarimetric observations. Some consequences of the
radiative transfer equations for polarized radiation, pointing to the importance of dichroism
phenomena in establishing the amplification condition via stimulated emission, are discussed
in Sect. 18. The last section (Sect. 19) is devoted to introduce the problem of finding a self-
consistent solution of the radiative transfer equations for polarized radiation and of the statistical
equilibrium equations for the density matrix (non-LTE of the 2nd kind).

1. Introduction
Polarization is an important physical property of electromagnetic waves which is con-

nected with the transversality character, with respect to the direction of propagation, of
the electric and magnetic field vectors. Under this respect, the phenomenon of polar-
ization is not restricted to electromagnetic waves, but could in principle be defined for
any wave having a transverse character, such as, for instance, transverse elastic waves
propagating in a solid, transverse seismic waves, waves in a guitar string, and so on.
On the contrary, polarization phenomena are obviously inexistent for longitudinal waves,
such as the usual acoustic waves propagating in a gas or in a liquid.

From an historical perspective (see Swyndell, 1975, for a more exhaustive treatment
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2 E. Landi Degl'Innocenti: The Physics of Polarization

of the argument), the study of the polarization characteristics of electromagnetic waves
started as early as the 17th century with an interesting treatise by the Dutch physi-
cist Erasmus Bartholinus entitled "Experimenta crystalli islandici disdiaclastici, quibus
mira et insolitarefractio detegitur" ("Experiments on double-refracting Icelandic crystals,
showing amazing and unusual refraction", 1670 -detailed references to this work, as well
as to the other papers or books appeared earlier than 1850, can be found in Swyndell,
1975). In this work, one can find the earliest account of a phenomenon, double refraction
in a crystal, which is intimately connected with the polarization characteristics of light.
We now know that the two rays resulting from the refraction inside a crystal such as an
Iceland spar have different polarization characteristics, a fact that was however ignored
by Bartholinus.

Reflecting on Bartholinus' experiments, first Christian Huyghens in his "Treatise on
Lighf (1690), and later Isaac Newton in his "Optiks" (1730), though working in the
framework of two competing theories of light, arrived to the conclusion that light should
have some "transversality" property, a property, however, that was not yet called "polar-
ization". Newton, for instance, refers to the phenomenon of polarization by saying that
a ray of light has "sides".

After many years from Huyghens and Newton, the French physicist Etienne Louis
Malus introduces in the scientific literature the word "Polarization" and brings several
significant contributions to the establishment of the concept of polarization in modern
terms. In his paper "Sur une propriete de la lumiere reflechie" (1809) Malus proves that
polarization is an intrinsic property of light (and not a property "induced" in the light
by crossing an Iceland spar), he demonstrates that polarization can be easily produced
through the phenomena of reflection and refraction, and he also proves the famous cos2 9
law (giving the fraction of the intensity transmitted by two polarizers crossed at an angle
6), nowadays known as Malus law. This work opens the way to the achievements of
another physicist, probably the most renowned optician of all times, Augustin Fresnel,
who definitely proves the transversality of light despite the widespread belief of the times
according to which, the ether being a fluid, the light should be composed of longitudinal
waves. Around 1830, in his paper "Memoires sur la reflexion de la lumiere polarisee",
Fresnel proves his famous laws concerning the relationships among the polarization prop-
erties of the incident beam and the same properties of the beams reflected and refracted
at the surface of a dielectric. Despite the fact that the electromagnetic nature of light
was not yet known, Fresnel's laws are correct and are still in use today.

The story of polarization continues in the 18th century with several significant con-
tributions by Frangois Arago and Jean-Baptiste Biot (who discover the phenomenon of
Optical Activity in crystals and in solutions, respectively), David Brewster (nowadays
known for the "Brewster angle"), William Nicol (who builds the first polarizer, the so-
called Nicol prism), and Michael Faraday (who discovers an effect today known as the
"Faraday effect"). However, it is only with the fundamental work of George Stokes,
aOn the Composition and Resolution of Streams of Polarized Light from Different Sor-
ces" (1852), that the description of polarized radiation becomes fully consistent. This
is achieved by giving an operational definition of four quantities, the so-called Stokes
parameters, and by introducing a statistical description of the polarization property of
radiation, as we will see in the next Section.

At the middle of the 18th century, the phenomenon of polarization is thus fairly well
understood but it is necessary to wait almost 60 years before assisting to the first appli-
cation of polarimetry to astronomy. In 1908, George Ellery Hale, has the brilliant idea
of observing the solar spectrum with the help of some polarizing devices (Hale, 1908).
By means of a Fresnel rhomb (acting as a quarter-wave plate) and a Nicol prism (acting
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as a polarizer), Hale succeeds in observing the spectrum of a sunspot in two opposite
directions of circular polarization and, from the observed shift of spectral lines, induces
for the first time the existence of magnetic fields in an astronomical object. Since its
birth, astronomical polarimetry has evolved through the years and has given a relevant
contribution to our present understanding of the physical Universe. Among the various
astronomical discoveries that have relied on the use of polarimetric techniques it is just
enough to quote here the discovery of the first magnetic star (Babcock, 1947) and the
discovery of the existence of magnetic white dwarfs (Kemp et al., 1970).

Notwithstanding these remarkable successes, polarimetry has remained for a long time
a secondary discipline in astronomy. However, mostly in the last ten years, the situation
has rapidly evolved and we are now undoubtedly assisting to a revival of this discipline
that seems capable of capturing the scientific interests of a large community of persons
and a non negligible fraction of the funds allocated to astronomical research (the or-
ganization of the present Winter School is a clear example of this trend). Probably,
this is far from being an accidental event. Now that all the possible "windows" of the
electromagnetic spectrum have been opened (from 7-rays to radio-waves), the possibility
of new discoveries -including the serendipitous ones- relies on the development of new
technologies aimed to increase the accuracy of older instrumentation (better angular,
temporal, or spectral resolution, better photometric accuracy, and so on). Polarimetry
perfectly fits into this trend also because, for almost a century, it has generally trailed
behind the other disciplines as a possible target of novel technologies.

Apart from these historical notes, I feel necessary to spend some more introductory
words about polarimetry in the astronomical context. The first thing to be remarked
is that polarization is an invaluable source of information about the geometry of the
astronomical object observed, or about any physical agent (like for instance a magnetic
field) that is capable of altering, to some extent, the geometrical scenario of the same
object. In polarimetry, more than in any other discipline of astronomy, the words of
Galileo about geometry and the physical world still stand, after almost four centuries, as a
must: "Egli (l'Universo) e scritto in lingua matematica, e i caratteri son triangoli, cerchi,
ed altre figure geometriche, senza i quali mezzi e impossibilie a intendere umanamante
parola..." ("The Universe is written in mathematical language, and its characters are
triangles, circles, and other geometrical figures, without which it is humanly impossible
to understand a single word...").

Only a perfectly symmetric object, devoided of any physical agent capable of intro-
ducing the minimum dissimmetry in its geometrical scenario, is capable of emitting a
completely unpolarized beam of radiation. An ideal black-body could provide an exam-
ple of such an object, but, as we all know, ideal objects do not exist in real life and we
have then to expect that some polarization signal, even if exceedingly small, may always
be present in no matter which astronomical object.

The real challenge for the future of astronomical polarimetry is to increase the sensi-
tivity of the present polarimeters operating in the different regions of the electromagnetic
spectrum. Quite recently, solar physicists have succeeded in lowering the sensitivity of
their polarimeters, operating in the visible range of the electromagnetic spectrum, below
the limit of 10~4, thus discovering a wealth of new and unexpected phenomena that are
taking place in the higher layers of the solar atmosphere and that are stimulating novel
theoretical approaches for their interpretation. It is my impression that, quite similarly,
new exciting discoveries may be obtained for any spectral domain and any discipline of
astronomy once the major effort of building a new-technology polarimeter has reached
the ultimate goal of lowering the sensitivity of presently available instruments.
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2. Description of Polarized Radiation

Consider an electromagnetic, monochromatic plane wave of angular frequency u that
is propagating in vacuum along a direction that we assume as the z-axis of a right-handed
reference system. In a given point of space, the electric and magnetic field vectors of the
wave oscillate in the x-y plane according to equations of the form

Ex(t) = Ei cos{ut - fa) , Ey{t) = E2cos(u>t-fa) ,

where Ei, E2, fa, and fa> are constants. The same oscillation can also be described in
terms of complex quantities by writing

£x(i) = Re(£ i e - i w t ) , Ey(t) =
 i t

where £ 1 and £2 are given by

As is well known, the composition of two orthogonal oscillations of the same frequency
gives rise to an ellipse. The tip of the electric field vector thus describes an ellipse at
the angular frequency u>, and, when trying to recover the geometrical parameters of
the ellipse from the quantities previously introduced, one finds that the following four
combinations,

Pj = -Ej + E2 = £1 £1 + C'2 &2 ) PQ = Ey — E2 = £\ £\ — £2 02 ,

Pu = 2£i£2 cos(4>! - fa) = £{£2 + £2£Y , Pv = 2E^E2 sm{fa - fa) = i (£^£2 - £*2£i) ,

come naturally into play. The ratio between the minor and major axes of the ellipse, for
instance, is given by

b = \y/P, - Py - y/Pj + Py\

PV '
whereas the angle % that the major axis of the ellipse forms with the x-axis can be found
through the equation

The quantities Pj, PQ, PU, and Py now introduced are not independent. Indeed they
obey the relationship

p2 _ p2 , p2 , p2

and, varying their values, any kind of polarization ellipse can be described. Circular
polarization is obtained by setting PQ = Pu = 0, and one speaks about positive (or
right-handed) circular polarization if Py = Pi and of negative (or left-handed) circular
polarization if Py = -Pj. In these cases the tip of the electric field vector describes a
circle. On the other hand, linear polarization is obtained by setting Py = 0. Now the
tip of the electric vector oscillates along a segment whose inclination with respect to the
x-axis is determined by the values of PQ and Pu- In general, when none of the three
quantities PQ, PU and Py is zero, the tip of the electric vector describes an ellipse.

The description now given in terms of the polarization ellipse is however valid only
for a plane, monochromatic wave which goes on indefinitely from t = —00 to t = +00.
This is obviously a mathematical abstraction which, in general, has little to do with the
physical world. A much more realistic description of a beam of radiation can be given
only in terms of a statistical superposition of many wave-packets each having a limited
extension in space and time. The beam thus loses its property of being monochromatic,
becoming a quasi-monochromatic wave. Moreover, if the individual wave-packets do not
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share the same polarization properties, the polarization ellipse varies, statistically, in
time. For such a beam of radiation it is then quite natural to generalize the previous
definitions in the following form

P, = (E* + E%) = {£&) +(SIS*) ,

PQ = {El - El) = {£&) - (£&) ,

Pu = {2ElE2 cos(<A1 - <j>2)) = {£&) + <£2*£i> .

Pv = (2E1E2 sin(& - 4>2)) = i {{£^2) - (£Z£i)) , (2.1)
where the symbol (...) means an average over the statistical distribution of the wave-
packets.

Through the new definitions one can indeed describe a much larger set of physical
situations. In particular, being now

it is possible for a particular beam of radiation to have PQ = Pu = Py = 0. As it can
be easily derived from the equations, this implies

which means that the electric field components along the x and y-axis are, in average,
equal and uncorrelated. Such a beam is a beam of "natural" radiation and its description
has been made possible by the "averaging" operation over the different wave packets. It
is just this operation that has been introduced by Stokes in the description of polarized
radiation and the quantities defined in Eqs.(2.1) are, apart from a dimensional factor
needed to transform the square of an electric field into a specific intensity, just the
Stokes parameters. The older descriptions of polarization, like the one used by Fresnel,
did not take into account this averaging process and were then suitable to treat only
totally polarized beams of radiation.

The description of polarization presented above involves suitable averages of the elec-
tric vibrations along two orthogonal axes, x and y, perpendicular to the direction of
propagation. In practice, with the remarkable exception of radio-polarimetry, the elec-
tric field of a radiation beam cannot be measured directly, and it is then necessary to
introduce some operational definitions in order to relate the polarization properties of a
beam to actual measurements that can be performed on the beam itself. To reach this
aim, it is convenient to refer to the concept of ideal polarizing filters, such as the ideal
polarizer and the ideal retarder. These ideal devices are defined by specifying their action
on the electric field components along two orthogonal axes perpendicular to the direction
of propagation. For the ideal polarizer one has

where £a and £b are the components, at the entrance of the polarizer, of the electric field
vector along the transmission axis and along the perpendicular axis, whereas £'& and £b

are the same components at the exit of the polarizer. As this equation shows, the electric
field along the transmission axis is totally transmitted, whereas the transverse component
is totally absorbed. The polarizer also manifests itself through a phase-factor, ip, which
is however completely inessential because it affects both components in the same way.
For the ideal retarder, on the contrary, one has

£t
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FIGURE 1. Pictorial representation of the Stokes parameters. The observer is supposed to face
the radiation source.

where the notations are similar to those employed in the former equation and where
the indices "f" and "s" stand, respectively, for the fast-axis and the slow-axis. The
ideal retarder acts by introducing a supplementary phase factor, called retardance in the
electric field component along the slow axis. If 5 = TT/2, the retarder is also called a
quarter-wave plate, if 5 — IT, it is called a half-wave plate, and so on. It can be easily
shown that the combination of a quarter-wave plate and a polarizer whose transmission
axis is set at +45° (-45°) from the fast axis of the plate acts as a filter for positive
(negative) circular polarization.

Through the ideal polarizing filters it is possible to give a simple, operational definition
of the Stokes parameters of a beam of radiation. Consider a beam and a reference
direction in the plane perpendicular to the beam. One starts by setting an ideal polarizer
with its transmission axis along the reference direction and measures the intensity of the
beam at the exit of the polarizer, thus obtaining the value /0°. The same operation is
repeated three times after rotating the polarizer (in the counterclockwise direction facing
the source) of the angles 45°, 90°, and 135°, respectively, thus obtaining the values /450,
/900, and /i35°. The ideal polarizer is then substituted by an ideal filter for positive
circular polarization, the measured intensity at the exit of the filter being J+, and by
an ideal filter for negative circular polarization, the measured intensity being /_. The
operational definition of the four Stokes parameters, pictorially summarized in Fig. 1, is
the following

/ — IQO + /900 = /450 + /1350 = / _ | _ + - / - ,

= io° ~ -<90° U = /45° - V = /+-/-

By means of the properties of the ideal filters given previously, it is possible to relate
the Stokes parameters with the quantities Pi, PQ, PU and Py defined in Eqs.(2.1). When
the reference direction introduced for the operational definition of the Stokes parameters
coincides with the x-axis of the system introduced for the definition of the electric field
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components, one simply has

I = kPIt Q = kPQ, U = kPv , V = kPv ,

where A; is a dimensional constant whose precise value is often irrelevant because only
the ratios Q/I, U/I and V/I are generally measured in practice.

3. Polarization and Optical Devices: Jones Calculus and Mueller
Matrices

The ideal polarizer and the ideal retarder that we have considered above, are just two
examples of optical devices for which a linear relationship of the form

b\ f£1
d)\S2)

 ( 3 ' 2 )

can be established. In this equation, the unprimed components of the electric field refer
to the beam at the entrance of the optical device, whereas the primed components refer to
the exit beam. Moreover, a, b, c, and d are four complex quantities that define the phys-
ical characteristics of the optical device. This equation is the basis of the so-called Jones
calculus, a particular formalism for treating polarization phenomena systematically intro-
duced in the scientific literature by Jones in the early 1940s. The two-component vectors
containing the electric field (in complex notations) are called Jones vectors, whereas the
2 x 2 matrix containing the properties of the optical device is called the Jones matrix.
Obviously, for a train of N optical devices one can simply build up the Jones matrix of
the train by considering the product of N individual 2 x 2 matrices:

'a b\ _ (ax 6 AT \ f a2 b2\ f' a\ b\
c d)~\cN dN) \c2 d2j\ci di

where the first optical device encountered by the beam is characterized by the index 1,
the second by the index 2, and so on (in other words, the ordering of the matrices in the
r.h.s. is opposite to the ordering in which the optical devices are inserted in the beam).

The relationship between the electric field components of the entrance and exit beams
given by Eq.(3.2) can be easily translated into a relationship between the Stokes param-
eters. Using the definition of the Stokes parameters, one obtains, after some algebra, an
equation of the form

S' = MS , (3.3)

where 5 is a 4-component vector constructed with the Stokes parameters of the entrance
beam (5 T = (I, Q, U, V)), S' has a similar meaning for the exit beam, and M is a 4 x 4
matrix given by

(
a*a + b*b + c*c + d*d a*a- b*b + c*c- d*d 2Re(a*b + c*d) 2lm(a*b + c*d)<

a*a + b*b-c*c-d*d a* a- b*b - c*c + d*d 2Re{a*b-c*d) 2Im(a*b - c*d)
2Re(a*c + b*d) 2Re(a*c-b*d) 2Re(a*d + b*c) 2lm(a*d-b*c)

-2Im(a*c+b*d) -2Im(o*c - b*d) -2Im(a*d + b*c) 2Re(a*d-b*c)
A 4 x 4 matrix as the one here introduced is usually referred to as a Mueller matrix.

Such a matrix is made, in general, of 16 independent elements and the expression that we
have derived above (which depends indeed on only 7 quantities -the real and imaginary
parts of the 4 elements a, b, c, and d of the Jones matrix, minus an irrelevant phase that
can be factorized in the same matrix) is a particular case of a Mueller matrix. In the
following, we will refer to this particular case as the Jones-Mueller matrix.

The peculiarity of a Jones-Mueller matrix is contained in a subtle mathematical prop-
erty which we state here without proof. If the determinant of the Jones matrix is non-zero,
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that is if

D = ad-bc^0 ,
then it follows that

ID^M-1 = XMTX ,
where X is the diagonal matrix defined by

(
1 0 0 0

(
0 - 1 0 0

o o - i o
0 0 0 - 1

Through this mathematical property it is possible to show an interesting result for the
polarization properties of the entrance and exit beams connected by a Jones-Mueller
matrix. Defining

V = I2 - Q2 - U2 - V2 = STXS ; V = I'2 - Q'2 - U'2 - V'2 = S'TXS' , (3.5)

one has, with easy transformations

V = 5"TX5' = ST MT XM5 = |JD|25TXM-1M5 = \D\2V .

The equation connecting the first and last terms of this chain of equalities, which can
be proved to be valid also in the case where \D\2 = 0, shows that: a) if V > 0, also
V > 0; b) if V = 0, then V = 0. Property a) means that a Jones-Mueller matrix is
always a physical (or bona-fide) Mueller matrix, in the sense that it transforms physical
polarization states (V > 0) in physical polarization states (V > 0). Property b) shows
that a totally polarized beam is always transformed by a Jones-Mueller matrix into
another totally polarized beam. In other words a Jones-Mueller matrix is unable of
describing depolarizing mechanisms and this clearly shows the limitations of the Jones
calculus for handling a large variety of polarization phenomena. As an example, consider
the case of an ideal depolarizer. The corresponding Mueller matrix is obviously given by
an expression of the form

•M-ideal depolarizer —

It can be easily proved that it is impossible to find a set of values for the quantities a,
b, c, and d, such that, when substituted in the expression for the Jones-Mueller matrix,
are capable of reproducing the Mueller matrix of the ideal polarizer.

Mueller matrices have a large variety of applications in physics and, more particularly,
in astronomy. In many cases, one can even define the Mueller matrix of a telescope by
analyzing the properties of each of its optical devices and then deducing the resulting
matrix as the product of the matrices of each device. The "train property" outlined for
the Jones matrices is obviously valid for the Mueller matrices too, so that one has, with
evident notations

M = M J V . . . M 2 M I .

An important problem about Mueller matrices, that often arises when one is trying
to deduce the Mueller matrix of an optical device (or a combination of several optical
devices) by means of experiments, is the following: given a 4 x 4 real matrix whose
16 elements are to be considered as quantities affected by experimental errors, is it a
physical (or bona-fide) Mueller matrix, or not? This problem has been solved quite
recently by means of a mathematical algorithm directly implemented in a code (Landi
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FIGURE 2. Reflection and refraction at the separation of two dielectrics.

Degl'Innocenti k, del Toro Iniesta, 1998). As a curiosity we can mention the fact that the
number of physical Mueller matrices is a very tiny fraction of all the 4 x 4 matrices that
can be constructed. More precisely, calculations performed via a Montecarlo technique
show that out of 106 matrices generated by setting the element Mu to 1 and all the
other elements to random numbers bound in the interval (—1,1), only approximately
two matrices turn out to be bona-fide Mueller matrices.

4. The Fresnel Equations
The simplest and commonest physical phenomenon where polarization processes enter

into play is the ordinary reflection of a pencil of radiation on the surface of a dielectric
medium. This phenomenon, which is generally accompanied by the related phenomenon
of refraction, is described by the so-called Fresnel equations that can be derived as a
direct consequence of the Maxwell equations. Referring to Fig. 2, we denote by n\ and
n-2 the index of refraction of the two media by 9\ the angle of incidence (which is equal
to the angle of reflection) and by #2 the angle of refraction. Considering, for the time
being, the simplest case where both media (1 and 2) are dielectrics (which implies that
ni and n2 are real), and supposing m < n2, the angles 9\ and 6-2 are connected by the
usual Snell's law

n\ sin 6\ = n2 sin #2 • (4-6)

The incident, the reflected, and the refracted ray all lie in the same plane which also
contain the normal to the surface of separation between the two media (the so-called
incidence plane). For each ray, a right-handed reference frame is introduced, with the
third axis directed along the ray, the first axis lying in the plane of incidence, and the
second axis being directed perpendicularly to the plane of incidence (and being then
parallel to the surface of separation of the two media). The unit vectors are denoted
respectively as (e*,, ,e\_ ,e*W) for the incident beam, (e,, ,ej_r , e ^ ) for the reflected
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beam, and (ev , e_[ , e^) for the refracted (or transmitted) beam. Using similar no-
tations for denoting the electric field components along the different axes, the laws of
Fresnel are condensed by the following equations

where

tw =

n2 cos #1 - m cos 62
n2 cos #1 + ni cos #2

2ni cos 81
n2 cos ^! + ni cos #2

r± =

tL =

m cos 61 — n2 cos 62
n\ cos 9\ + n2 cos 82

2ni cos 6\
m cos 61 + n2 cos 82

(4.7)

Since the equations now derived are in the form of "Jones equations" (cfr. Eq.(3.2)),
it is easy to find the Mueller matrices corresponding to reflection and to refraction (or
transmission). Taking into account Eq.(3.3) and choosing for each of the three rays the
reference direction along ej|, we find for reflection

•l-V-'-reflection —
1

\

-KI
0

0

0
0

0

0

0
0

2lm{r*rx)

\

-2Im(rj|rx)

and, for transmission,

Mt r
cos 62 1

ansmission — COS 8\ 2 0

0

0
0

-2Im(tjjt±)

In this last equation, a supplementary factor n2cos#2/(ni cos#i) has been introduced
in front of the matrix to account for the fact that the energy that is contained, in the
incident beam, within the infinitesimal angle d#i, is contained, after refraction, within
the different infinitesimal angle d#2. On the other hand, from Snell's law (Eq.(4.6)), one
has

d#i _ n2 cos 62
&82 ni cos 61

An important property of the Fresnel equations is the fact that they are capable of
describing, besides the phenomenon of reflection and refraction at the surface of two
dielectrics, with the radiation propagating from the less refracting to the more refracting
medium, also the inverse phenomenon where a pencil of radiation is propagating from
a more refractive medium to a less refracting medium, and also the phenomenon of
reflection on the surface of a metal. For treating these two supplementary cases, which
require some further conventions, it is convenient to rewrite Eqs.(4.7) in the equivalent
form

-,2,, — n\ u2 -u2

where
Ui = m COS#i , U2 = TI2 COS#2 .

Consider first the case of two dielectrics with ni > n2- A direct application of Snell's
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law (Eq.(4.6)) shows that, for values of 6\ larger than the critical angle, 6cri, defined by

Sin e'en = ,
m

SnelFs law loses its meaning because one would find sin#2 > 0. In this case one is faced
with the phenomenon of total reflection. It can be shown that, whereas the expressions
for £|| and £j_ also lose their meaning, the quantities ry and r± are still given by Eqs.(4.7),
provided the following convention is adopted for U2'- applying formally Snell's law, one
finds for ui the expression

Un = yn2 — n2 sin2 6\ .

Since the argument of the square root is negative, U2 is pure imaginary and one has to
impose the further convention that Im(«2) > 0, so that

= +iy n\\ sin2 6\ — n2.

Similarly, the phenomenon of reflection over a metallic surface can also be handled by the
same equations. In this case the index of refraction, 712, of the metal is a complex number
(the imaginary part being connected with the exponential attenuation of the electric field
during its propagation inside the metal). By convention, one has to impose Im(n2) > 0,
and Im(u2) > 0. It has also to be remarked that the formulae for transmission lose their
meaning also in this case.

As an application, let us consider the Mueller matrix for of a pencil of radiation that
is propagating in air and is reflected over the surface of a dielectric.. Indicating with
n the index of refraction of the dielectric with respect to air (n = rii/rii), and taking
into account Snell's law, one gets, from Eqs.(4.7) (or from Eqs.(4.8), which are totally
equivalent for the case of a dielectric)

n2 cos 7 — yn2 — sin2 7 cos 7 — yn2 — sin2 7
rH = 1 / 2 - 2 ' rj- = / , -2 '

nz cos 7 + v n ~ Sln 7 c o s 7 + V n ~ Sln 7
where 7 is the angle of incidence. Since, in this case, both r || and r± are real, the
Mueller matrix acquires the simpler form

frl+r2 r2-r2 0 0 \

Mreflection — r
0 0

0 0 2r||r_L 0
\ 0 0 0 2r||rj_y

For an unpolarized incident beam, the reflected radiation turns out to be linearly polar-
ized, being described by the Stokes parameters

Q ' \\ ' ± U V

A simple analysis shows that, provided n > 1, one has, for any 7,

so that the reflected radiation (having Q/I < 0) is linearly polarized perpendicularly
to the incidence plane. In particular, when r\\ = 0, the reflected radiation is totally
polarized. This happens for a particular value of the incidence angle that is called the
Brewster angle. Looking for ry = 0, one finds the equation

= \ln2 — sin2 coS7jg = \ln2 — sin2 7/3
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which is solved by

7B = arctan(n) .

For water (n = 1.33), JB = 53°.1, while for ordinary glass (n = 1.51), j B = 56°.5.
Similarly, for the refracted ray one has

2 n cos 7 2 cos 7

n2 cos 7 + \Jri2 - sin2 7 cos 7 + \Ai2 - sin2 7
and the Mueller matrix is given by

, —(i + t^ *S-*i ° ° N
i\/r _ 1 \Jn2 - sin 7 | j \ _ ^ 2̂ + 2̂ 0 Q
•^•^•transmission — ,-. I " /-, " r\ ^ , , ^

2 COS7 0 0 2iyi_L 0

V 0 0 0For an unpolarized incident beam, the refracted radiation turns out to be linearly polar-
ized, being described by the Stokes parameters

Q = *j ~ *1 t / = Q ^ = Q

A simple analysis shows that, provided n > 1, it is always verified, for any 7,

t2 > /2

so that the reflected radiation (having Q/J > 0) is linearly polarized in the incidence
plane. The fractional polarization increases monotonically with 7 and reaches its maxi-
mum value for 7 = 90°, where

/ /-i\ n2 — 1
= ^ - T T • ( 4-1 0)

This limiting value is 0.28 for water and 0.39 for glass.
Similar considerations can be repeated for the opposite case where radiation is propa-

gating from inside the dielectric medium to air. Again, for an unpolarized ray, incident
at an angle 7 < 7cri, the ray reflected inside the dielectric is linearly polarized perpen-
dicularly to the plane of incidence and it is totally polarized for an angle of incidence j ' B

given by

iB = arctan ( - ) ,

whereas the ray transmitted outside the dielectric is linearly polarized in the plane of inci-
dence and its polarization increases monotonically for increasing 7 reaching its maximum
value at 7 = 7cri- This maximum value is still given by Eq.(4.10).

When the incidence angle 7 goes beyond the value of 7cri, the radiation beam undergoes
the phenomenon of total reflection. According to our previous discussion and to the
conventions introduced, we have, from Eqs.(4.8)

_ cos7 - \n\Jn2 sin2 7 - 1 _ n cos7 - \\Jn2 sin2 7 - 1

COS7 + myri1 sin2 7 — 1 ncos7 4- lyn2 sin2 7 — 1

or, observing that both r» and r± are complex numbers of the form (a — ib)/(a + ib),

where
n \/n2 sin2 7 — 1 yri2 siri2 j — 1

tan 0i = , tan 02 =cos 7 n cos 7
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FIGURE 3. The retardance angle, S, induced by total reflection inside a dielectric medium is
plotted as a function of the incidence angle 7. The three curves are labeled by the value of the
index of refraction. Note that for a glass (n = 1.51) the maximum value of S is slightly larger
than 45°. This allows the construction of a quarter-wave plate by means of two total reflections.

The Mueller matrix for total reflection is thus given by

Mtotal reflection —

1 0 0 0
0 1 0 0
0 0 cos[2(& - fa)} sin[2(0i - fa)}

, 0 0 - sm[2(<^ - fa)} cos[2(& - fa)}.

This means that, in the phenomenon of total reflection, the dielectric behaves as a re-
tarder having retardance 8 = 2(</>i —fa), which through some algebra, can be expressed
in the form

/ cos 7 v n2 sin2 7 — 1 \
8 = 2 arctan — T?

\ n sin 7 /

A study of 5 as function of 7 (see Fig. 3) shows that 8 is 0 either at 7 = 7cri and at
7 = 90°, and that it goes through a maximum at 7max = arcsin[^/2/(l + n2)], where it
gets the value

n1 - V
= 2 arctan

2n

Unfortunately, ordinary glasses have an index of refraction too small to get the possibility
of constructing a quarter-wave plate (6 = 90°) with a single (total) reflection. However,
such a device can be constructed with two reflections, each introducing a retardance
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11=1.522

9=55.6

FIGURE 4. The Fresnel rhomb.

5 = 45°. The incidence angle 7 for such a device can be found by solving the equation

n ' S " a 7 1 =tan(220.5) = V 2 - l ,
n sin 7

which gives the two values

7± = arcsin \

n2 1 ± Jn4 - 2(7 - 4%/2)n2 + 1

4(2 - \/2)n2

For instance, for the glass BSC Crown whose refraction index is n = 1.522 at the wave-
length of 5000 A, one finds the two values 7_ = 47°.37 and 7+ = 55°.60, the second
one being preferred because the retardance has a smaller variation with the index of
refraction. Cutting a prism of glass at the angle 7+, Fresnel succeeded in obtaining, for
the first time, an optical device capable of transforming linear polarization into circular
polarization. Such a device, still in use today, is called a Fresnel rhomb (see Fig. 4).

The retardance is a slowly varying function of the index of refraction and -as a
consequence- of wavelength. For the same BSC Crown glass, whose index of refraction in
the visible region of the electromagnetic spectrum differs at maximum of An = ±0.009
with respect to its value at 5000 A, the retardance of the Fresnel rhomb turns out to be
contained between 89°.2 and 90°.8. This makes of the Fresnel rhomb an almost achro-
matic quarter-wave plate for all the visible range. Its main inconvenience stems from
the fact that the retardance changes considerably as soon as the entrance beam is tilted,
even of a small angle, with respect to its nominal direction. Therefore the Fresnel rhomb
is not very suitable to operate on beams having a relatively wide angular aperture.

As a final application of the Fresnel equations, let us consider the case of the reflection
on a metallic surface. If we set for simplicity najr = 1, and we denote by n the (complex)
index of refraction of the metal, we obtain for ry and r± the same expressions as in the
case of the reflection on a dielectric, with the difference that, in this case, both quantities
are complex and one is obliged to be careful about conventions. For n we have to write

n = a + ib , (4.11)
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with b > 0, and, for the square root, we have to take the determination which gives a
positive imaginary part. Writing,

r|| = pu^ii , r± =

the Mueller matrix for reflection on a metal is given by

^reflection — T
-PI P\\+P1 0 0
0 0

\ 0 0

Consider first the reflection for normal incidence (7 = 0). From Eqs.(4.9) one simply
gets

n - 1

and the reflection coefficient R is given by
2

n - 1
n+ 1

Substituting the expression for the index of refraction (Eq.(4.11)), one gets

For silver, for instance, one has at the wavelength of 4959 A (corresponding to photons of
energy 2.5 eV) o = 0.13, b = 2.88, and one gets i?snVer = 0.95. Similarly, for aluminum,
being a = 0.78, b = 5.84, it follows i?aiuminum = 0.92. This explains the high reflectivity
of these two metals.

An important property of the reflection on metals is the fact that, differently from the
case of the reflection on a dielectric, the elements of the Mueller matrix connecting the
Stokes parameters U and V are different from zero. Moreover, for most metals and for
most angles of incidence, the quantity <f)\\ — 4>± turns out to be negative. This shows that
the reflection on a metal is a simple and efficient way of obtaining circular polarization
of a given sign from linear polarization. Positive circular polarization can be obtained
by reflecting on a metal a beam of radiation with positive U, and vice versa.

A further property of the reflection on metals is the fact that, for a suitable angle of
incidence, the quantity <f>\\ - 4>± turns out to be -90°. In this case, the metal behaves,
under reflection, as a kind of quarter-wave plate in the sense that it transforms U in V
and V in —U. Such an incidence angle is called the "principal angle". A rather long
algebraic analysis shows that the value of the principal angle, 7P, is given by

7P = arctan

where x0 is the only positive solution of the third degree equation

x3 - x2 - [{a2 + b2)2 - 2(a2 - b2)] x - (a2 + b2)2 = 0 .

For photons of 2.5 eV (4959 A), the principal angle for silver is 72°.6 and for aluminum
is 80°.6.

5. Dichroism and Anomalous Dispersion
Though the etymology of the word is rather misleading, dichroism is a typical phe-

nomenon of anisotropic media which consists in the fact that the absorption properties
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of the electric field which is propagating inside such media depends on the direction of
the field, or, in other words, on the polarization state of the radiation. Anomalous dis-
persion is a related phenomenon which is due to the dephasing of the two components
of the electric field vector in the propagation inside an anisotropic medium. The two
phenomena can be unified by thinking about the two complex amplitudes £a and £b of
the electric field along two orthogonal states of polarization. Dichroism is connected with
the differential attenuation (or enhancement) of the modulus of £a and £b during the
propagation, whereas anomalous dispersion is connected with the dephasing of the same
quantities.

A description of these phenomena can be given by introducing the principal axes of the
medium, characterized by the unit vectors ua (a = 1,2,3), and the corresponding indexes
of refraction na, which are, in general, complex numbers. A wave of angular frequency
u, and polarized along the direction ua, propagates within the medium according to the
equation

Consider for simplicity the case of a medium where the principal axes ui and u2 are
two real, ortho_gonal unit vectors, and consider a wave propagating in the medium along
the direction Q, perpendicular to the plane of the two unit vectors. Denoting by s the
coordinate measured along such a direction, and by £\ and £2 the components of the
electric field along the unit vectors, one has

d£i .w d£-2 .OJ
—— = l - n i t i , -7— = l-n2&2 •
as c as c

From these equations one obtains the transfer equation for the components of the polar-
ization tensor

ds V ds ) J l \ ds

ct the tra:
obtains
and next the transfer equations for the Stokes parameters. After some algebra, one

where

Vi

VQ
0
0

= - ]
c

VQ
Vi
0
0

I " T T 1 l T ) i

0
0

Vi

7= - Im(m + n2) , VQ - -Im(ni - n2) , PQ = -Re(ni - n2)
c c c

These last equations show that, when the indexes of refraction ni and ?i-2 are different,
the quantities VQ a n d PQ are non-zero. In particular, T)Q, which is proportional to the
difference between the imaginary parts of the indexes of refraction, describes the dichroic
properties of the medium, whereas PQ, which is proportional to the difference between
the real parts of the indexes of refraction, describes its anomalous dispersion properties.
Acting alone, PQ would induce a continuous oscillation between the Stokes parameters
U and V, and it is usually referred to as the "pulsation" term.

The transfer equation that we have just derived is a particular case of a more general
one that we just write here without proof. For an arbitrary anisotropic medium and
an arbitrary direction of propagation, the transfer equation for the Stokes parameters
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acquires the form

Til T)Q T]u 1]V \ / / \

VQ Vi Pv -Pu Q ( 5 1 2 )

Vu -Pv Vi PQ } \U I
^Vv Pu PQ r?/ / \ y /

where

Vi = Re(Gn+G2 2), 7]Q = Re(Gn-G 2 2) , ??[/= Re(Gi2+G21), T?K = Im(Gi2-G2i) ,

p 0 = - I m ( G n - G22), Pu = -Im(G12 + G21), pv = Re(G12 - G21) .

The quantity Gij (i,j = 1,2) appearing in these equations is connected to the indices
of refraction na (a = 1,2,3) of the principal axes through the equation

where e*i and e-2 are the unit vectors defining the Stokes parameters.
The transfer equation (Eq.(5.12)) describes in full generality the phenomena of dichro-

ism (through the quantities TJQ, TJU, and rjv) and of anomalous dispersion (through the
quantities PQ, pu, and pv)- In particular, the term pv, acting alone, would induce, dur-
ing the propagation, a continuous transformation between the Stokes parameters Q and
U, or, in other words a rotation of the direction of linear polarization. This phenomenon,
which is called optical activity, was discovered by Frangois Arago in the light propagating
along the optical axis of a quartz crystal, and, successively, by Jean-Baptiste Biot, who
discovered such activity in many solutions of organic and inorganic substances (like, for
instance, in sugary solutions). According to the direction of rotation of the plane of po-
larization, substances were classified into dextrogyrous and levogyrous, and it was found
that all organic substances belong to the same class. Finally, the same phenomenon was
discovered by Michael Faraday in the light travelling through a medium subjected to a
strong magnetic field (aligned with the direction of propagation), and, since then, it is
also known as the Faraday effect, or as Faraday rotation.

The matrix appearing in the transfer equation satisfies an important symmetry prop-
erty. Indeed, writing Eq.(5.12) in the form

— S — - K 5 ,
ds

where S is the 4-component vector constructed with the Stokes parameters, it can be
easily shown that the matrix K satisfies the symmetry property

X K T X + K = 277/I ,

where X is the matrix defined in Eq.(3.4), and 1 is the 4 x 4 identity matrix. Through
this property, one obtains for the quantity V defined in Eq.(3.5)

± A = _ST / K T X + XK) 5 = -2mV .V 5

ds ds
This equation assures that, during the transfer, a physical Stokes vector (for which V > 0)
always remains a physical vector. Moreover, if the radiation beam is totally polarized
(p = 0), this property is conserved during the propagation.

6. Polarization in everyday life

Polarization is a rather obscure concept for the man on the street. This is not because
polarization phenomena are not present in the world around us, but just because the
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human eye (differently from the eye of other living beings) is practically insensitive to the
polarization of light, though some minor effects, due to the presence of a blue, dichroicly
absorbing pigment in the macula lutea can indeed be observed under particular conditions
(Heidinger's brush).

We have already seen that the light reflected from a dielectric surface is linearly po-
larized, the direction of polarization being the perpendicular to the plane of incidence.
It then follows that sunlight reflected over the surface of the sea (or of a lake) is also
linearly polarized and that such reflections can be extinguished, to a large extent, by
means of a polarizing filter whose transmission axis is set along the vertical. This can be
accomplished by wearing a particular type of sunglasses that can be commonly found in
commerce and are usually referred to as Polaroids (Polaroid is a registered mark). The
"lenses" of these sunglasses are nothing but polarizing filters suitably oriented by the
manufacturer in such a way that the transmission axis coincides with the vertical axis.

With this simple device one can easily observe that the blue sky is strongly polarized, a
phenomenon that is known since a long time and that is due to the scattering of sunlight
by the air molecules. As we will see in Sect. 10, scattering by air molecules obeys the
Rayleigh scattering law, which implies that, for a 90° scattering, the polarization of the
scattered radiation is 100% linearly polarized, and that the direction of polarization is
perpendicular to the scattering plane. To be clear on an example, let us suppose that the
sun is setting exactly on the West. Looking towards the North or the South, one should
then observe that the horizon sky is 100% linearly polarized along the vertical direction,
and, looking towards the zenith, one should again observe a 100% polarized sky with the
polarization direction along the circle joining South with North.

This would be exactly true if the radiation from the blue sky were only due to single
scattering processes. In reality, there are secondary scattering processes which give rise to
a further polarization signal, usually directed vertically (due to the fact that the photons'
path between first and second scattering is mainly lying in the horizontal plane). This
secondary effect can either add or subtract from the first one and the result is that, in
general, the polarization of the blue sky never reaches the 100% value expected from
single scattering processes.

A second phenomenon that contributes to lowering the polarization of the blue sky
is the presence in the atmosphere of aerosols and other pollutant agents. Since these
substances are made of particles having dimensions larger than the wavelength of light,
the scattering obeys the law of Mie (instead of the law of Rayleigh) which results in much
lower polarization efficiencies (see Sect. 11).

The polarization of the blue sky is an important physical phenomenon which is indeed
used by several living beings (some species of insects, in particular) as a practical mean
of orientation. Obviously, these insects are provided of a particular kind of eyes which
allow them to observe the direction of polarization of the sky and to recover the sun's
position. It has also been suggested that the navigators of Viking ships used a piece of
Iceland spar to help them in finding the sun's direction in the heavily cloudy, northern
skies.

Polarization also show up in other meteorological phenomena, like in the rainbow and
in halos. The rainbow is produced by the refraction of the solar radiation by droplets
of water (see Fig. 5). The primary arch is due to a process of refraction (the solar
rays enter the droplet), an internal reflection (which takes place at an incidence angle
less than the critical angle), and a final refraction (by which the solar ray exits the
droplet). An analysis based on the Fresnel equations allows to deduce that the rainbow is
linearly polarized, the polarization direction being parallel to the bow, and the fractional
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FIGURE 5. The rainbow phenomenon is due to the property that the deflection angle S due to
a droplet of water is stationary, with respect to small variations of the incidence angle i, for
i ~ 59°. The corresponding value of S is ~ 42°.

polarization being given by

2\2

-* rairainbow —
n 2 ) 6 - 7 2 9 n 4 ( 2 - n
n2)6 + 729n4(2-n2)2

where n is the index of refraction of water. Substituting the value of n, it is found that
the polarization varies from 92% in the red (n = 1.331) to 94% in the violet (n = 1.344).

The halo, a somewhat less known phenomenon which shows up when ice crystals are
present in the upper atmosphere, is due to the refraction of sunlight inside the crystals
themselves. It shows up as a circular luminosity around the sun located at a distance
of about 22°. The ice crystals have the shape of long prisms having an hexagonal cross
section. A simple application of the Fresnel equations shows that the halo is linearly
polarized, the polarization being directed perpendicularly to the halo, and the fractional
polarization being given by

(rn/3 + v / 4 - n 2 ) 4 + (N/3 + n%/4 - n2) '

where n is the index of refraction of ice. Substituting n = 1.31, one finds that the halo
polarization is of the order of 4%, a much less remarkable value than for the rainbow.

Finally, it is important to remark that polarimetry has a very large number of techno-
logical applications in many practical aspects of life. An example is the use of polarinietric
techniques to measure the quality of sugar. The sugar is diluted in a solution at a known
concentration and the rotatory power of the solution is then measured through an in-
strument that is called a saccharimeter. Another example concerns security systems that
turn on when a beam of light is interrupted. By encoding the light beam and the receiver
according to a particular state of polarization, it becomes almost impossible to substitute
the original beam with a second one having the same polarinietric characteristics.
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observer

particle's
trajectory

FIGURE 6. Motion of the radiating particle.

7. Polarization due to radiating charges
Consider a particle of charge e, moving in space according to the action of an ensemble

of forces, and suppose that the position of the particle is specified, in an assigned reference
system, by the function fo(t)- As a consequence of its motion, the particle generates
in space a variable electromagnetic field which can be derived by solving the Maxwell
equations. The result is contained in the well known equations that are usually referred
to as the Lienard-Wiechert equations

CK3(t')R(t'
n(t')

B{f,t)=n(t')xE(f,t) . (7.13)

The meaning of the various symbols contained in these equations is the following (see
Fig. 6): t! is the retarded time, or the time at which a signal propagating at the speed
of light has to leave from the point fo(t') to reach the point r at time t. It is implicitly
defined by the equation

where

The other symbols are defined by

v{t') dfb(t')

= \f-fo(t')\

f3(t') =
dt'

n(t') =
R(t')

a(t') = d(3(t') = d2f0(t')
c dt1 dt'2

K(t') = 1 - n(i')

In other words, p is the velocity divided by c, the speed of light, ft is the acceleration,
again divided by the speed of light, n is the unit vector pointing from rb(i') to f, and K
is a factor that becomes very important when the velocity of the particle is close to c.
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The electric field given by Eq.(7.13) is composed of two terms. The first term goes as
R~2 and is nothing but the generalization to relativity of the Coulomb field. It can be
noticed that, for a static charge, one simply has E(r) = (e/R2)n and B(r) — 0. The
second term goes as R~l and describes the the so-called radiation field. This field is
proportional to the acceleration of the charge and is perpendicular to the unit vector n.
It follows that the associated value of the magnetic induction vector is also perpendicular
to n and is equal, in modulus, to the electric field.

An order of magnitude estimate of the ratio between the Coulomb field and the ra-
diation field shows that, if r is a typical time interval for the variation of the velocity,
such ratio is of the order of TC/R. On the other hand, TC ~ A, where A is the wavelength
of the radiation emitted by the charge, so that, for R 3> A, or, in other words, in the
so-called radiation zone, one can simply neglect the first term in the r.h.s of Eq.(7.13).
Moreover, when the typical size, L, of the region where the particle is moving is much
smaller than the distance R (a typical circumstance for astronomical observations), the
dependence of n(t') on t' can be safely neglected. For R 2> A and R > L, one is thus
left with the equation

B(f,t)=nxE(f,t) . (7.14)

We now consider some applications of these equations to the non-relativistic regime.
In this case, being (3 -C 1, the equations for the radiating field simplify even further
because the distinction between time t and retarded time t' becomes inessential, the two
quantities being simply related by an equation of the form t' = t — to, to being a constant
(the transit time between the source and the observer). Introducing the symbol a for the
acceleration, the equation for the radiation field is simply given by

B(f, t)-nx E(f, t) .

To find the polarization of the radiation emitted by the accelerated charge we have, as
usual, to introduce two unit vectors e*i(n) and e-2{n) in the plane perpendicular to the
direction n, in such a way that the the triplet (e*i(n), e-2(n), n) form a right handed
coordinate system. The electric field can thus be decomposed over the two unit vectors
to give the two components E\(x, t) and E2(x,t). Taking into account that

n x (ft x a) = (n • a) n — a ,

and taking into account that both ei and e-i are perpendicular to n, one obtains

^(n)-a(tl), E2(r,t) = - ^ e 2 ( n ) • S(t') . (7.15)

Independently of the regime considered (relativistic or non-relativistic), the "recipe"
to find the Stokes parameters of the radiation emitted by the moving charge proceeds,
in general, through the evaluation of the Fourier components of the quantities E\ (f, t)
and E2 (f, t). Defining

1 f°° iut

^ M = — / E2(r,t)eiut dt , (7.16)
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with the inverse equations
/•O

;*)= /
J—c

•.o=r
J-c

do;

the Stokes parameters at (angular) frequency u> (defined -in as far as the intensity is
concerned- as the energy that flows, per unit time and per unit frequency interval,
through the unit surface directed perpendicularly to the beam) are given by the equations

Iu = /C

Qw = /C

Vu=HC{i£^w)£2(u))-(S;(u)£1{u))) , (7.17)

where the dimensional constant K. depends on the particular radiating process considered
and can be deduced through the following considerations: the flux of radiation is given
by the Poynting vector

S(f,t) = ~E(f,t) x B(f,t) ,

which can also be written in the form

§(?,t) = ±[E*{r,t) + El(?,t)]n .

On the other hand, taking into account the Parseval theorem on the Fourier transforms,
one has

/•oo rao /-oo

/ El(r,t)At = 2ir I £1'(w)£i(w)dw = 47r / £{
J — oo J— oo JO

with a similar equation for the component Eii?, t). These equations allow to express the
total energy of the radiation, flowing across the unit surface in the time interval (—oo, oo)
and contained in the range of angular frequency (u>, u + du) as

Assuming that the fields E\ (f, t) and E2 {r, t) are due to a single pulse of radiation and
that the source emits iVp such pulses for unit time, one finally gets that the constant K,
appearing in Eq.(7.17) is given by

IC = cNp . (7.18)

A different expression holds when the radiation field is due to a charge which is os-
cillating with a periodic motion of frequency U>Q. In this case, instead of the Fourier
transforms, it is better to use the Fourier components denned by

-T/2

1 /"J/Z

l=7f E2(f,t)
1 J-T/2

T/2

-T/2
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antenna

FIGURE 7. Geometry of the radiating antenna.

The Stokes parameters of the radiation at frequency nu>o are then given by

. = K!

K, = \K! U£f:n'*£jn') - (£2
ln)*£}"')) 6{w - ncoo) , (7.19)

and the constant K,' can be deduced through considerations similar to those developed
above, that give

K' = — . (7.20)

Equations (7.17) and (7.19) are very general, and can be applied to a large variety of
physical processes. In the following, they will be used to derive the polarization properties
and the radiation diagram for a linear antenna, for Thomson and Rayleigh scattering,
for bremsstrahlung radiation and for cyclotron and synchrotron radiation.

8. The Linear Antenna
Referring to Fig. 7, we consider a particle of charge e oscillating along the z-axis

according to the law

z =
where Z is the amplitude of the oscillation. From this equation one easily obtains

a = — Acos(u>ot)k ,

where
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The components of the electric field emitted in the direction n follow from Eqs.(7.15)
and from the geometry of Fig. 7:

eA
Ei (f, t) = - — sin 6 cos(u0t + <f>) ,

where <fi is an inessential phase factor which depends on the distance from the radiating
antenna. Taking into account that the Fourier component of E\ (f, t) corresponding to
the first harmonic is eAsin8/(2c2R), and that all the other Fourier components are zero,
and considering that the averaging process is here inessential, one obtains, substituting
in Eqs.(7.19), and taking into account Eq.(7.20)

e2A2

I Q i 2 e 6 ( )

Uu = Vu = 0 .

These equations imply that the radiation of emitted by a linear antenna is 100%
linearly polarized, the polarization direction being contained in the plane defined by the
direction of propagation of the radiation and the antenna. The same equations also
give the radiation diagram, showing that the intensity of the radiation is proportional to
sin2 6. In particular, for the total emitted power one gets (the average of sin2 6 over the
sphere is 2/3)

w
r°

This expression coincides with the one that can be obtained by a direct application of
the Larmor formula

by taking into account that the average of the square of the acceleration is by A2/2.

9. Thomson scattering

Consider a free electron of charge e = — eo, with eo = 4.8 x 10~10 u.e.s., and sup-
pose that the electron is subjected to the action of a polarized electromagnetic wave of
frequency to propagating along the direction n' and characterized by the electric field
components £[ and £'2. Such components are defined on the couple of unit vectors e{
and e*2 such that the triplet (e^e-^n1) is a right handed coordinate system (see Fig. 8).

The motion of the electron is described by the equation

where m is the electron mass and where

E\t) = Re{£'e-[u>t) .

Using complex notations, one finds for the components of the (complex) acceleration
(implicitly defined by a(t) = Re(Ae~luJt)) on the unit vectors e\ and e-i

A = - - e i - ( ^ e / + ^e2') ,
I ft

A2 =--S2 •(£& + £&) . (9-21)
Tib
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scatterin
electron

FIGURE 8. General geometry for Thomson scattering,

and taking into account that the components of the scattered field are

O e0 A

c2R"
one obtains, in matrix form

'£1
£2

e1 • e{
R\e2- e[ e2 • e2'

where rc, the classical radius of the electron, is defined by

The expressions now derived is nothing but the Thomson scattering law expressed in
the Jones formalism. To pass to the Stokes parameters formalism, we have just to take
into account Eqs.(3.2) and (3.3). After some algebra, one finds that the Stokes vector of
the scattered radiation, S(n), is connected to the Stokes vector of the incident radiation,
S'(n'), by the equation

^ ( n , n ' ) 5 ' ( n ' ) , (9.22)

where the 4 x 4 matrix R, usually referred to as the Rayleigh scattering phase matrix, is
given by

a2-,

with

a2+b2-c2- d2

2(ac + bd)
0

a = <fi • <fi , b — e i

c2-d2 2{ab+cd)
-b2-c2+d2 2(ab - at)

2(ad+bc)2(ac - bd)
0 0

0
0
0

2(ad - be),

— &2 ' 61 d =

This expression can be simplified by suitably choosing the polarization unit vectors. The
simplest choice is to define the unit vectors ei and e{ as being perpendicular to the
scattering plane, and the unit vectors e*2 and e*2' as lying in the scattering plane (see
Fig. 9). With this choice, one obtains for a scattering at the angle 0

a = 1 , 6 = 0 , c = 0 , d = c o s 0 ,
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FIGURE 9. Particular geometry for Thomson scattering. In this geometry, the expression of
the scattering phase matrix simplifies considerably.

and one gets
1 + COS2

sin2©

o
0

0 sin2©
1 + cos2 0

0
0

0
0

2 cos©
0

0
0
0

2 cos©

In particular, for the scattering at an angle 0 of an unpolarized radiation beam of
intensity / ' , one has

17(0) = 0, V(0) = O .
It follows that the fractional linear polarization of the scattered radiation is given, as a
function of 0, by

Q(0) _ sin20
7(0) ~ 1 + cos2 0 '

which implies that the linear polarization is always positive (polarization perpendicular
to the scattering plane), and that it is as high as 100% for 0 = 90°. Moreover, integrating
over a sphere of radius R, one finds that the total energy radiated by the electron per
unit time, W, is given by

W = f I(Q)dQ = aTI' ,

where ar, the so-called Thomson cross section, is defined by

8TT

y 3m2c4 = 6.65 x 10"25cm2

10. Rayleigh scattering
Rayleigh scattering is quite similar to Thomson scattering, with the only difference

that electron is not free but bound in an atom or a molecule. From the point of view
of classical physics the bound electron can be described through a simple model, due
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to Lorentz, in which it is assumed that the action of the cloud of charge present in the
atom (or the molecule) on the electron can be schematized as a restoring force of the
form F = — kx, where k is a constant and x is the position of the electron with respect
to the center of gravity of the charges. The law of motion of the bound electron under
the action of an electric field of frequency u is then

d2x 2 - e0 -,, ,

where LOQ = y/k/m, and where

E'(t) = Re(£'e-'lu>t) .

The stationary solution of this equation is easily found. Prom the expression of x(t), one
then finds the acceleration by taking the second derivative with respect to time. The
result for the components of the (complex) acceleration along the unit vectors <=i and e*2
is the following

This expression is very similar to the one that we have previously obtained for Thomson
scattering (cfr. Eq.(9.21)), and indeed it reduces to to the former when UQ = 0 (case of
the free electron). Repeating the same arguments as in the previous section, one finally
arrives to the following expression for the Stokes parameters of the scattered radiation
(cfr. Eq.(9.22))

where R(n, n') is the same as in the case of Thomson scattering.
For Rayleigh scattering we have thus obtained the same result as for Thomson scat-

tering, with the only difference that the Thomson cross section has to be substituted by
the Rayleigh cross section given by

_ a/ _ U)4 8?T 2

An important aspect of Rayleigh scattering is the fact that, for uo » w, the cross
section results in being proportional to u>4. Since this is a good approximation for
nitrogen and oxygen molecules (the major constituents of the earth atmosphere), and
since skylight is nothing by sunlight scattered by such molecules, it follows that the sky
is blue, and, for the same reason, the sun is red at sunrise and at sunset.

11. A Digression on Mie Scattering
In the former Sections we have considered the polarization properties of the radiation

scattered by a single electron (either free or bound). Here, we want to discuss, mainly in
a qualitative way, the phenomenon of scattering on a macroscopic particle having typical
dimensions comparable or larger than the wavelength of the radiation. This is a rather
important phenomenon because such particles are the major constituent of various media
of astrophysical interest, such as planetary atmospheres, atmospheres of fully evolved red
giants, planetary nebulae, infrared objects, and the interstellar medium.

The problem of finding the polarization characteristics of the radiation diffused by a
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macroscopic particle is very complicated. One starts by describing the physical properties
of the material of the particle by assigning its index of refraction, which is, in general,
a complex number (possibly also depending on the polarization of the radiation), and
by assigning the geometrical shape and dimensions of the particle. Only in the simplest
cases, like for instance when the index of refraction is real and independent of direction,
and the shape of the particle is spherical, the problem can be solved analytically, but the
solution remains very involved and requires the introduction of several special functions.
This particular case is often referred to as Mie scattering from the name of the physicist
who developed this research field in the early years of 1900.

To understand the basic physical aspects of Mie scattering, one can think about two
different processes that contribute to modify the results obtained in the former section.
Suppose first that the electric field of the incoming radiation is not modified by the
material composing the particle (this will be indeed true only when the index of refraction
of the material differs very little from unity, namely when \n - 1| <̂C 1). Any volume
element of the particle, dV, will thus harbour an elementary electric dipole given by

dP=^-(n2-l)E'dV ~—{n-l)E'dV .

This elementary dipole oscillates with the frequency u> of the incoming radiation beam
and can be considered by all means as an accelerated charge. The electric field radiated
by the elementary dipole can thus be obtained directly through Eq.(7.15), provided the
formal substitution ea -* —w2 dP is applied and provided an integral is performed over
the volume of the particle. Obviously, this implies that also the scattered beam is not
modified by the material composing the particle during the internal propagation. The
important physical fact is now that all the oscillating dipoles are not in phase, because, if
the dimensions of the particle are comparable or larger than the wavelength, at different
points within the particle the incoming radiation field has different phases. Moreover,
one has also to take into account that the radiation field scattered along the direction ft
by the different elementary dipoles suffers different phase lags (see Fig. 10).

Decomposing the electric fields of the incoming and scattered beams along the same
unit vectors as in the previous sections, one finally obtains

where V is the volume of the particle, and where the phase factor $ is given by

with

4>(r) = —f- in' - n) .
c

Performing the same transformations as in the previous sections, the Stokes parameters
of the scattered radiation can be expressed in the form

where R(n, n') is the same as in the case of Thomson and Rayleigh scattering.
The scattering process that has been considered here is generally referred to as the

Rayleigh-Gans scattering. It has to be remarked that it brings to the same values for
the fractional polarization of the scattered radiation as in the cases of Thomson and of
Rayleigh scattering. The main difference with respect to the two formers cases is due to
the presence of the phase factor which brings to an overall modulation of the scattered
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FIGURE 10. The radiation beams scattered by the two dipoles have a well defined phase differ-
ence. Such dephasing is one of the basic physical phenomena by which Mie scattering differs
from Thomson and Rayleigh scattering.

radiation. For forward scattering, in particular, the phase factor is equal to unity, irre-
spectively of the geometrical shape of the particle. This property is generally lost for any
other direction and the phase factor turns out to be (in modulus) less than unity. This
implies that forward scattering is always preferred in Rayleigh-Gans scattering.

The phase factor can be computed analytically only for few geometrical shapes of the
particles. For a sphere of radius a one obtains

3
^sphere(n, n') = -3 (sin y - y cos y) ,

where

ioa 0 4ira Q
» = 2 T 8 m - = — s i n - .

A plot of the function $sphere is shown in Fig. 11.
Apart from the physical phenomenon illustrated above and which is connected to the

phase differences among the elementary dipoles, there is another phenomenon that enters
into play when the condition |n — 1| <§; 1 is not verified. This is the fact that the electric
field is now deeply modified inside the particle, either in its propagation direction, in its
polarization properties and in its phase, which now also depends on the path that has
been travelled inside the particle. Consider, as an extreme example, the case of a droplet
of water having a radius much larger than the wavelength. In this case one can apply
the laws of geometrical optics and one finds for polarization the result of the rainbow.
As we have stated earlier, these cases can be considered only through more complicated
approaches. In general, it turns out that the law of scattering is no longer described by
the Rayleigh scattering phase matrix and that negative linear polarization can also be
found for particular combinations of the parameters.
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FIGURE 11. Plot of ŝphere as a function of y. The first zero corresponds to y = 4.49.

12. Bremsstrahlung Radiation

The radiation emitted in the process of collision between a fast electron and a heavy
nucleus is usually refereed to under the name of bremsstrahlung radiation. In this section
we are going to determine the polarization of the bremsstrahlung radiation emitted by
a monochromatic and unidirectional beam of non-relativistic electrons. Referring to
Fig. 12, consider an electron of velocity v which is passing by a nucleus of charge Zeo
with impact parameter b, and let us assume that the electron is moving sufficiently fast
that the deviation of its trajectory from a straight line can be neglected. This is verified
if the inequality

1

is satisfied, which implies

where
2Zel

m t r
(12.23)

Under the straight trajectory approximation, the position of the electron, in a reference
frame x,y,z centered on the nucleus, is given by

x(t) = b cos tp i + b sin <p j + vt k ,

where i, ], and k are three unit vectors pointing along the axes x, y, and z, respectively,
</3 is the azimuth angle specifying the geometry of the collision, and t is time measured
from the instant when the electron is crossing the x-y plane. The acceleration of the
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electron trajectory

FIGURE 12. Geometry of bremsstrahlung radiation.

electron can be easily derived from the Coulomb force. One has

a(t) = — - — , (-6cosy i -bsinipj-vtk) .
m (b2 + v2t2)3'2

We now consider the radiation propagating along the direction n and we introduce the
unit vectors e\ and e*2 according to the usual conventions (the triplet (e\, £2, n) has
to form a right-handed reference frame). If 6 and x a r e the polar and azimuth angles
relative to the direction n, one has

n = sin 6 cos x i + sin 6 sin x 3 + cos 6 k ,

e\ = - cos 6 cos x i - cos 6 sin x j + sin 6 k , e*2 = sin x i — cos x j •

Decomposing the acceleration along the unit vectors e\ and e*2; and applying Eq.(7.15)
one finds the components of the radiation field

8 i
E1(f,t) =

(b2 + v2t2)3/2 [b cos 6 cos(ip - x) - vt sin 9)

bsin{<p-x)2 +v2t2f/2

Differently from the cases that we have considered so far, the electric field doesn't show an
oscillatory, sinusoidal behaviour. To obtain the polarization properties and, at the same
time, the spectral properties of the radiation, it is necessary to pass through the Fourier
transforms of the components of the electric field defined in Eq.(7.16). Introducing the
functions

/•TT/2 /.TT/2

F(z) = / cos(ztanx) cos a; dx , G(z) = / sin(z tan x) sin x dx ,
Jo Jo
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FIGURE 13. Plot of F2(z) and G2(z) as a function of z.

one gets

where

£iM =
7P3

[cos°cos(f ~ x) F{z) - isin9G(z)] ,

sin(<p - x) F(z) ,
irmc2bvR

uib
z —

V

The functions F(z) and G(z) can be computed numerically. The behavior of their squared
values as a function of z is shown in Fig. 13.

The Stokes parameters of the radiation emitted in the direction n can be obtained
through Eqs.(7.17) and (7.18). In this case, the constant K, is given by K. = cNc, where
Nc is the number of collisions per unit time. After some algebra one gets

Iu(ii)=C {[cos2 9cos2(<p - X) + sin2(<p - x)} F2(z) + sin2 6G2(z)} ,

Qu (n)=C{ [cos2 6 cos2 {# - X) - sin2 (<p - X)] F2 (z) + sin2 9G2 (z)} ,

Vu,(n) = -C2sm0sin(<p-X)F(z)G(z) ,

where

C =

The expressions now derived refer to collisions having well defined values for the impact
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geometrical parameters ip and b. When averaging over tp, the Stokes parameters Uw and
Vu vanish and one is left with the simpler expressions

Iu(n) = ^ [(I + cos26)F2(z)+sm26G2(z)] , Qu(n) = - ^ s i n 2 9[F2(z) - G2(z)] .

A final sum over all the impact parameters b has to be performed. This is done by
integrating the expressions given above in db, and taking into account that for a beam
of electrons having number density ne and velocity v, one has

Nc = nev 2irb db .

The integrals in db of Iu and Qu, if performed between 0 and oo, are diverging integrals
because for b -> 0 the integrands behave as b~1. This inconsistency is due to the ap-
proximation of the straight line trajectories that we have introduced at the beginning of
our calculations. Since this approximation is not justified for b < bmm, where 6mjn is the
quantity defined in Eq.(12.23), one can simply avoid the divergence by extending the in-
tegrals in db between bmin and oo. By so doing, one obtains an approximated expression
that can be improved only by means of more involved calculations. Defining

one gets

Iu{n) = C [(1 + cos2 6)T + sm2 6Q] , Qu(n) = -C sin2 6{T - Q) ,

where
, _ Z eone

Trm2c3vR2

As can be argued by an inspection to Fig. 13, and as confirmed by direct numerical calcu-
lations, for any angular frequency u that is substantially contributing to the emissivity,
the inequality Q <SC T is always verified. This implies that, to a good approximation, the
fractional polarization of the radiation emitted in direction n is independent of frequency
and is given by

Qw{n) sin26>

Iu (n) 1 + cos2 0
This equation implies that the radiation is totally linearly polarized when emitted in the
plane perpendicular to the velocity of the colliding beam, the direction of polarization
being contained in the same plane. Vice versa, the radiation emitted along the direction
of the colliding beam is not polarized. Concerning the radiation diagram, we have a
^-dependency of the form (1 + cos2 6) showing that the radiation emitted towards the
"poles" is twice as much the radiation emitted in the "equatorial plane".

Finally, it has to be remarked that the equations now derived can also be used to give
an order of magnitude for the total power emitted by bremsstrahlung radiation. This
can be achieved by taking a drastic approximation on the behavior of the function F2(z)
appearing in the integral of Eq. (12.24). Supposing that the function is unity from 0 up
to a maximum b-value, denoted by 6max, and such that

"max — ?

one simply obtains
//)._ \

(12.25)

Supposing, moreover, that Q = 0, integrating the emitted intensity over a sphere of radius
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R, and substituting for 6min and 6max the values given by Eqs.(12.23) and (12.25), one
obtains the power for the emission of bremsstrahlung radiation in the form

_ 16 Z^n. (m^\
u~ 3 m2cH \2Ze2u) '

A deeper analysis due to Landau & Lifchitz (1966) shows that this formula is correct
in the limit of low frequencies, provided the factor 1/2 in the argument of the logarithm
is substituted by the factor 2/C, where C = 1.781.. is the exponential of the Euler
constant. In the opposite limit of high frequencies, the formula has to be modified by
multiplying the r.h.s. for the factor TT/%/3 and by dropping the logarithm, thus to obtain
the frequency independent expression.

w = 16TT Z2e6
0ne

w 3\ /3 m2c3v

An important consequence of the frequency-independence of this expression for large
values of u is the appearance, in the classical theory of bremsstrahlung, of a kind of
ultraviolet catastrophe similar to the one that is met in the black-body theory. Indeed,
denning the total power of the radiation emitted through the equation

W = / Wu dco ,
Jo

one finds that the integral diverges. This is because quantum effects have not been taken
into account. The most important consequence of quantum effects is the appearance of
a threshold value, umax, for the frequency of the emitted photons, which is given by

= -mv2

As on order of magnitude we thus have

^ Z2e%n(. Z2e%n mv2

23
e%n(. _ Z2e%ne mv2

m a x m2c3v 2h

This equation allows to define a cross-section for bremsstrahlung emission by dividing
W by the flux of energy of the colliding electrons. Since this flux is given by

1 •>
•^electrons = TleV-mVZ ,

one finds

Z2a 2

where a is the fine structure constant, a — el/(hc) ~ 1/137.06..., /? = v/c, and rc is the
classical radius of the electron.

13. Cyclotron Radiation
A non relativistic electron, moving in a constant magnetic field B, is subjected to the

Lorentz force. Its motion is described by the equation

d2x eo dx -
= x B

dt2 me dt
In a right-handed reference system (x,y,z), whose z-axis is pointing along the direction
of the magnetic field, the most general solution of this equation is the following

x = XQ + Acos(uJct + 0) , y = y0 + Asin(u>ct + 4>) , z = zo+v\\t ,
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where

FIGURE 14. Geometry for cyclotron radiation.

e0B

me
is the so-called cyclotron frequency, and where x0, 2/0, z0, A, cf>, and uy are 6 constants
of integration. The electron describes a circular trajectory in the x-y plane with a
superimposed uniform translation along the z-axis (see Fig. 14). The circular motion
takes place at a velocity v± = Au>c and the direction of motion is counterclockwise for
an observer seeing the motion from the positive 2-axis.

The components of the acceleration of the electron on the unit vectors e*i and e-j (also
defined in Fig. 14) can be easily computed. This gives,

4> — — X) •

The components of the electric field vector of the emitted radiation are given by Eq.(7.15),
and the expression of the Stokes parameters can be deduced from Eqs.(7.19) and (7.20)
taking into account that E\ (f, t) and E2 (f, t) are purely sinusoidal functions of frequency
we- One gets

1
8TT

6(w-

This equation shows that cyclotron radiation is elliptically polarized. In particular, it is
circularly polarized when emitted along the direction of the magnetic field vector, and
linearly polarized (the direction of polarization being perpendicular to the magnetic field)
when emitted in the plane perpendicular to the field. The total power of the emitted
radiation is easily found by integrating the expression of Iu over frequencies and over a
sphere of radius R. The result is
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a formula that can also be expressed in the alternatives forms

3
Zeov±B 2eov±
3 m2c5

where /3j_ = v±/c and where rc is the classical radius of the electron. The last equation
also allows the introduction of a suitable cross-section. Recalling that the magnetic
energy density is B2/(8TT), the energy flux "swept" by the electron in its accelerated
motion is v±B2/(8?r). The magnetic energy is thus transformed into electromagnetic
energy with a cross section given by

_ 16TT
C 3

14. Synchrotron Radiation
As we have seen in the former section, a non-relativistic electron (or any other charged

particle) moving in a constant magnetic field describes a helical trajectory characterized
by the frequency we- At he same time, the electron radiates a monochromatic wave of
the same frequency and with the polarization characteristics described above.

For relativistic particles, the physical characteristics of the motion of the electron
remain the same, except that the cyclotron frequency is changed into a lower frequency
(now depending on the velocity of the particle), called the synchrotron frequency and
defined by

e0B
ws =

where 7, the Lorentz factor, is given by

with (3 = v/c.
On the contrary, the spectral characteristics of the radiation, and its polarization

properties as well, result in being deeply modified by the relativistic motion, especially
for values of /3 approaching unity (ultrarelativistic case). This is mainly due to the so-
called beaming effect, which is nothing but the high-velocity limit of another phenomenon,
aberration, well known in astronomy. Consider an accelerated charge that is radiating in
space and suppose, for the sake of simplicity, that the radiation diagram is isotropic in
the rest frame of the particle. If v is the velocity of the particle, a ray that, in the rest
frame, is radiated along the direction n, will result, in the laboratory frame, to propagate
along the direction it'. The components of it and n ' along the directions parallel and
perpendicular to v are connected by the Lorentz transformations

, _ n|| + (3 , _ nj.
n" ~ 1 + /fa|| ' n ± ~ 7(1 +/fa||)

Denoting by 9 and 9' the angles that the unit vectors it and n' form with the direction
of v, one has

., n', sin 9
tan 9' = -4- =

In the limit of /? <SC 1, these formulae just describe the phenomenon of aberration. On
the contrary, if we assume p ~ 1, the factor 7 in the denominator makes the angle 9' to
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be very small for almost any value of 0. In particular, assuming 0 = TT/2, one gets

-lP ~ >/2(l - 0) .

This means that the radiation that, in the rest frame, is emitted in a full hemisphere is
now concentrated in a small cone having aperture I/7, with a reduction in solid angle
from 2?r to ir/y2. This is the beaming effect which has very important consequences on
synchrotron radiation.

The analysis of the polarization characteristics of synchrotron radiation follows from
the relativistic equations given in Sect.7. Without going into a full analysis, we just
give here a simple illustration by assuming that the electron is moving into a circular
orbit (we neglect the motion along the z-axis). In the geometry of Fig. 14, already used
for treating cyclotron radiation, we can suppose, without losing in generality, that the
position at time t' of the radiating electron is given by

x(?) = A cos us? i + A sin cost1 j ,

where A = c(3/us • From these expressions we can compute the electric field components
along the unit vectors e*i and e-2 relative to a direction n contained in the x-z plane
(n — sinOi + cos9 k). Using Eq.(7.14), we obtain after some algebra

E (fl) S
E2 (f, t) = H ^ - 0us(sin us? - 0 sin 0 cos 2ws*') ,

where t is connected to ? by the equation (apart from an inessential time to)

t = t' + — sin 0(1 -cos ust') ,

and where

K,(t') = l + 0sm9 sinus? .

Fig. 15 shows a plot of the electric field components Ei and E2 as a function of time
for various values of 9. The figure, obtained for j3 = 0.8, shows that, for 9 = 90°, the
radiation is concentrated in very narrow pulses having a typical width of the order of one
tenth of the period, and that the component E\ of the electric field is identically zero.
This means that the spectrum of the radiation is very broad, extending to frequencies
much higher than the synchrotron frequency u>s (UP to ~ 10ws in this case), and that the
radiation is totally linearly polarized the direction of polarization being perpendicular to
the magnetic field. Going to smaller values of the angle 0, the amplitude of the electric
field substantially decreases, and the same happens for the polarization because the other
polarization component appears. Finally, for for 0 = 0°, there are no complications due to
retarded times and the equations directly show that the electric field is purely sinusoidal
(at frequency us) and circularly polarized (as in the case of cyclotron radiation).

The full analysis of the polarization of synchrotron radiation is rather complex and
will not be extended here any further. As a hint for a deepening of the subject, we can
just mention that the analysis would proceed by finding the Fourier components of the
electric field amplitudes E\ and E2, and then finding the Stokes parameters as a function
of frequency by means of Eqs.(7.19). When the calculations are extended to comply also
for the case where the pitch-angle of the particle is different from 90° (the pitch-angle is
the angle between the trajectory of the particle and the direction of the magnetic field),
and after the results have been averaged over all the possible values of the pitch-angle,
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FIGURE 15. The electric field components of synchrotron radiation along the unit vector e*i
(solid line) and e.2 (dotted line) are plotted as a function of time for various values of 8. The
unit vectors and the angle 6 are defined as in Fig. 14. The relativistic electron has velocity
P = 0.8. The electric field is given in arbitrary units. Time is given in units of the period T of
the circular motion.

it is found that synchrotron radiation is strongly linearly polarized (typical values of the
fractional polarization being of the order of 75%), the direction of polarization being
perpendicular to the magnetic field.

15. Polarization in spectral lines

In the spectropolarimetric analysis of several astrophysical objects, it is commonly
observed that spectral lines are polarized, the polarization signature being, in general,
different from line to line and variable along the line profile. Line polarization may be ac-
companied, or not, by continuum polarization. As typical examples, we can just mention
that this phenomenon is present in the spectra of the following objects: sunspots and
solar active regions, higher layers of the solar atmosphere (including the chromosphere
and the corona), magnetic stars, magnetic white dwarfs, stars with extended envelops,
broad line regions of active galactic nuclei, and astrophysical masers.

Though the physical mechanisms involved are different from object to object, yet
it is possible, at least in principle, to treat the general phenomenona underlying the
processes of generation and transfer of polarized radiation in spectral lines within a
unique theoretical framework which is based on the description of the radiation field
through the four Stokes parameters, considered as functions of point P, direction ft and
time t,

,fU), Q(P,n,t), d
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and on the description of the atomic system, interacting with the radiation field, through
the density-matrix elements, again considered as functions of point P and time t,

pnm(P,t)=(n\p(P,t)\m) ,

where |n> and |m> are eigenvectors of the atomic Hamiltonian, HA, describing the atomic
system

% A | ^ ) — tn\ri) •
The symbol n appearing as the argument of the "ket" |n) represents, in general, the
set of quantum numbers which are necessary to fully characterize the eigenvectors of
HA- For the hydrogen atom, we have, for instance, |n> ->• \n,l,j,m>, where n, I, j ,
and m represent, respectively, the principal quantum number, the azimuthal quantum
number, the total angular momentum quantum number, and the magnetic quantum
number. Similarly, with self-evident notations, for an arbitrary atom in L-S coupling,
for an atom with hyperfine structure, and for a molecule, we have that the "ket" |n>
has to be replaced, respectively, by the "kets" \a,L, S, J, M>, \a,L,S,J,I,F,f), and
X,v,A,S,N,J,M).

The theoretical framework as of above, which is based on a perturbative development
of non-relativistic quantum electrodynamics, has the advantage of providing, by means of
a unique approach, both the radiative transfer equations for polarized radiation and the
statistical equilibrium equations for the density-matrix elements of the material system
interacting with the radiation field. The influence of collisions can also be added to the
relevant equations. The theory, basically developed in the late 1970's and in the early
1980's, is still scattered in the literature, though a monograph by Landi Degl'Innocenti &
Landolfi is now in preparation and will be soon made available to the scientific community.
For the time being, the interested reader is referred to the papers by Landi Degl'Innocenti
(1983,1984,1985) for the outline of the unifying approach, to Landi Degl'Innocenti &
Landi Degl'Innocenti (1972, 1975) for early derivations of the transfer equations for
polarized radiation from quantum electrodynamics, to the work by Bommier (1977,1980)
for the derivation of the statistical equilibrium equations for the density-matrix elements
in optically thin plasmas, to Landi Degl'Innocenti, Bommier and Sahal-Brechot (1990,
1991) for coupling the two sets of equations in optically thick plasmas, and to Bommier &
Sahal-Brechot (1991) and Bommier (1991) for a reconsideration of the unified approach
by means of an alternative formalism based on the 5-matrix theory.

Unfortunately, the density-matrix operator, introduced in the unified theory to de-
scribe the physical state of the atomic system interacting with the radiation field, is a
tool rather unfamiliar to astrophysicists. This explains why the theory of polarization
in spectral lines, though developed more than 20 years ago, still stands as a research
tool which is used in practice only by a very restricted number of devoted scientists. In
the following we will try to clarify on some simple examples the physical meaning of the
density-matrix operator.

16. Density Matrix and Atomic Polarization
In the standard theory which is commonly used to address the problem of line formation

in astrophysical plasmas (either optically thin or optically thick), the physical state of the
atom (or molecule) interacting with the radiation field is generally described by assigning
the populations rii of its different energy levels, where i is an index running from 1 to
Niev, the total number of energy levels considered in the model atom. However, when
polarization phenomena have to be accounted for, this simple description turns out, in
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most cases, to be insufficient and one has to introduce a deeper description which has
to account for the spatial degeneracy of the energy levels. Referring for instance to
the simplest case of a multi-level atom and neglecting the possible presence of hyperfine
structure and of magnetic fields, each of its energy levels has an intrinsic degeneracy with
respect to the magnetic quantum number M, where M is an integer (or half-integer) such
that —J < M < J, J being the angular momentum quantum number of the level. It has
to be remarked that M is the eigenvalue of the projection of the total angular momentum
of the atom, J, along an arbitrarily chosen quantization axis (the z-axis). In this deeper
description, one has to specify the single populations of each of the M-sublevels of the
Â iev energy levels of the atomic system. These quantities are nothing but the diagonal
elements of the density-matrix operator. For each of the energy levels, one has then to
introduce the (2 J + 1) quantities

pj{M,M)= (JM\p\JM) .

Though, in many cases, this is sufficient to fully specify the physical state of the atom,
there are in general more complicated situations where also the non-diagonal matrix
elements of the density operator play an essential role and have to be specified as well.
These quantities, that are defined by

pj(M,Ml) = (JM\p\JMl) ,

are the so-called coherences or phase relationships and bring the total number of quan-
tities necessary to describe the physical state of a single atomic level to (2J + I)2. Even
for a particularly low value of J such as J = 1, the number of quantities necessary to
fully specify the physical situation of an atom increases by one order of magnitude with
respect to the "non polarized case".

The full description of an atomic system, in the general case where polarization phe-
nomena are accounted for, thus requires, for each level of the model-atom, the specifica-
tion of a matrix. When such a matrix is not proportional to the identity matrix, the atom
is said to be polarized (or to show atomic polarization) in the specific level considered.

Atomic polarization can be introduced in an atomic system (an atom or a molecule)
either by collisions with a collimated beam of fast particles or by anisotropic illumination
by an external source. In both cases the radiation re-emitted by the atomic system is
polarized. In the first case one speaks about impact polarization a phenomenon which
will not be considered any longer in this course. The second phenomenon, which is more
widespread in the astrophysical context, will be illustrated in the following on some
simple examples.

We consider first the case of an atomic transition between two atomic levels, the lower
level having angular momentum Jt = 0 and the upper level having angular momentum
Ju = 1. We also suppose the atom to be irradiated by a unidirectional, unpolarized
radiation beam characterized by a given intensity IQ a t the transition frequency vo.
Assuming for simplicity the quantization axis to be directed along the direction of the
beam, it follows, due to the transversality character of the electric field, that the only
transitions that can be induced by the incident radiation are those satisfying the selection
rule AM = ±1. The atom thus results in being pumped only in the two sublevels Mu = 1
and Mu = — 1, which entails the presence of atomic polarization in the upper level. The
situation is schematically illustrated in Fig. 16a, the number of dots drawn on each
sublevel being proportional to its population. The figure shows that in this case the
atom is strongly polarized.

When a polarized atom de-excites, the radiation emitted is, in general, also polarized.
To find its polarization properties, it is enough to take into account that a quantum
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FIGURE 16. Pictorial illustration of atomic polarization in four different atomic models. The
number of circles drawn on each M-sublevel is proportional to the relative population of the
sublevel itself. Full vertical lines identify transitions with AM — ±1, dotted lines transitions
with AM = 0.

transition where the magnetic quantum number undergoes a variation AM = 0 behaves,
in as far as the radiation diagram and the polarization properties are concerned, as
a linear antenna, whereas a transition AM = ±1 behaves as a circular antenna, the
direction of rotation of the electric current depending on the sign of AM. By means
of this analogy, and taking into account the results obtained in Sects. 8 and 13 for
the linear antenna and for cyclotron radiation, respectively, it is possible to establish a
simple formula for the polarization of the radiation emitted along the direction ft forming
with the quantization axis an arbitrary angle 6. Assuming as the reference direction for
positive Q the unit vector e\ perpendicular to ft and lying in the plane formed by ft
and the quantization direction (coincident with the direction of the pumping beam of
radiation), the ratio Q/I of the radiation emitted by the atom can be expressed, for an
arbitrary transition Ju —>• J ,̂ in the form

Q A^O-B^O ( i 626 )
7 Asm2 9 + B{1 + cosz 6)

where

A= 2^ n(Mu)S(Mu,Me),
A/W=0

n(Mu)S(Mu,Me)
AM=±1
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In these equations, n{Mu) is the number density of atoms in the magnetic sublevel Mu,
S(MU,M() is the relative strength of the transition between the sublevel Mu and the
sublevel Me, which is given by

and the sums have to be extended to all the possible transitions between magnetic sub-
levels. For the case of the transition considered above, a direct application of Eq.(16.26)
brings to the result

Q _ sin2 9

1 ~ ~ 1 + cos2 9 '
which means that in a 90° scattering event the radiation is totally polarized, the direction
of polarization being perpendicular to the scattering plane.

Similar considerations can be repeated for the other transitions that are illustrated in
panels (b) and (c) of Fig. 16. For the transition Je = 1, Ju = 1 of panel (b), all transitions
have the same strength S = 1/2 (except for the transition Mu = 0 -> Me = 0 which is
forbidden), and it follows that the sublevel Mu = 0 has a population which is twice the
populations of the sublevels Mu = ±1. The polarization of the radiation emitted in the
de-excitation process follows again from Eq.(16.26) and is given by

Q sin2 9

1 ~ 5 + cos2 8

For the transition Jt = 1/2, Ju — 3/2 of panel (c), on the other hand, one has to take
into account that the strengths of the different transitions are no longer equal, being
given by

5(3/2,1/2) = 3/4, 5(1/2,1/2) = 1/2, 5(1/2,-1/2) = 1/4 ,

£(-1/2,1/2) = 1/4, £ ( -1 /2 , -1 /2) = 1/2, £( -1 /2 , -3 /2) = 3/4 .

As a consequence, the population of the sublevels Mu — ±3/2 turns out to be three
times the population of the sublevels Mu = ±1/2, and the polarization of the emitted
radiation, still given by Eq.(16.26), results

Q 3 sin2 0
1 ~ ~7 + 3cos20 '

In the absence of relaxation mechanisms, the same pumping process which generates
atomic polarization in the upper level is capable of producing similar effects in the lower
level too. The results previously derived for the transition J( = 1, Ju = 1 are based on
the assumption that the sublevels M( of the lower level are, a priori, equally populated.
When this hypothesis is released, the situation changes drastically and is illustrated in
panel (d) of Fig. 16. Atomic polarization is now present both in the upper level and in
the lower level, and the polarization of the emitted radiation is given by

Q _ sin2 9

1 ~ ~ 1 + cos2 6

The simple examples considered here illustrate how pumping mechanisms due to the
illumination of an atomic system by an anisotropic radiation field are capable of intro-
ducing atomic polarization in the different levels. In particular, the last example shows
the importance of lower-level polarization in determining the polarization characteris-
tics of the radiation scattered by an atomic system. The degree of polarization of the
radiation scattered at 90° by a two-level atomic system with Je = 1 and Ju — 1 out
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of a unidirectional and unpolarized radiation beam changes from 20% to 100% when
lower-level atomic polarization is either neglected or accounted for.

The diagonal elements of the density matrix have a simple physical interpretation in
terms of populations of the magnetic sublevels. The physical interpretation of the non-
diagonal elements (the so-called coherences) is more subtle. In general, it can be stated
that a particular coherence, for instance the coherence pj(M,M') is different from zero
when the atomic wave-function presents a well defined phase relationship between the
pure quantum states \JM} and \JM'}, and though this may seem a very particular
circumstance, it can be easily shown that, on the contrary, coherences are be rather
commonly met in practice. Probably, the simplest example that illustrates this statement
is a pumping experiment in the transition Je = 0, Ju = 1 by a directional beam of
polarized radiation. Aligning the quantization axis with the direction of the pumping
beam, the only sublevels that can be excited by the radiation are the sublevels Mu = 1
and Mu = — 1. In particular, if the pumping beam is totally circularly polarized in
one direction, only the sublevel Mu = 1 is excited; if it is totally circularly polarized
in the opposite direction, only the sublevel Mu — — 1 is excited, and if the beam is
not polarized, both sublevels are excited, but without phase relationships between them
because a natural beam of radiation can be considered as the incoherent superposition
of positive and negative circular polarization. On the contrary, if the pumping beam is
linearly polarized, it has to be considered as the coherent superposition of two beams
of opposite circular polarizations, and it is just this coherence that is transferred to the
density matrix of the upper level.

Another fact that shows the ineluctable presence of non-diagonal density-matrix ele-
ments in many cases of interest is the law of transformation of the density-matrix under
a rotation of the reference system. If R is the rotation that carries the old reference
system (x,y, z) in the new reference system (x',y'z'), the new eigenvectors | JM>new are
connected to the old ones | JMyold by the equation

M'

where VJ
M,M(R) is the ordinary rotation matrix. This transformation law implies a

similar transformation law on the density-matrix elements. Directly from the definition
we have

n e w J 2 ' ) } M . (16.27)
NN1

This equation implies that even if the density matrix is diagonal in the old reference
system, it turns out to be non-diagonal in the new one.

In many cases, it is convenient to introduce, instead of the "standard" density-matrix
elements, pj(M, M'), some suitable linear combinations, the so-called irreducible tensors
of the density matrix, PQ(J). These quantities, that are often referred to as statistical
tensors, or multipole moments (of the density matrix) are defined by

MM'

where the integers K and Q satisfy the inequalities

0 < K < 1J , -K <Q <K .

The statistical tensors obey a simpler transformation law under rotations of the reference
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system. Indeed, for the statistical tensors Eq.(16.27) is substituted by the following one

old '
Q'

Apart from this simple transformation law, the statistical tensors turn out to be very
useful, especially when dealing with physical systems characterized by particular symme-
tries. Consider, for instance, an atom which is irradiated by a cylindrically symmetric,
unpolarized radiation field, like the radiation field typical of the quiet solar atmosphere.
In the absence of magnetic fields, taking the vertical direction as the quantization axis
(the z-axis), it can easily be shown that all the irreducible tensors pq are zero, except
for those having Q = 0 and K even. An atomic level with J = 4, for instance, needs,
in general, 81 density-matrix components for its full description. In the case of a cylin-
drically symmetric radiation field, only the three irreducible components, p°, PQ, and pQ
are enough for its description.

Among the different irreducible tensors, PQ{J) plays a particular role because it is
proportional to the overall population of the J-level. From its definition it follows that

where Afj is the total population of level J. All the other tensors PQ{J) describe atomic
polarization. In particular, those with K = 1 describe the so-called atomic orientation,
whereas those with K = 2 describe the so-called atomic alignment. Finally, any irre-
ducible tensor with Q = 0 is the linear combination of populations of different magnetic
sublevels, whereas any tensor with Q ^ 0 is the linear combinations of coherences be-
tween all the pairs of sublevels, |JM> and \JM'}, such that M - M' = Q. For the
particular case J = 1, the explicit expression of the irreducible tensors with Q > 0 is
given below. The irreducible tensors with Q < 0 are connected to the former by the
conjugation property p^g = pQ*.

) + p(0,0)+p(-l,-l)]> pl
Q = ±=

17. Radiative Transfer and Statistical Equilibrium Equations
For the standard case where polarization phenomena are neglected, the radiative trans-

fer equation for the intensity, h{&), of the radiation at frequency v propagating along
the direction fi is generally written in the form

^ ) ^ + c t ( 1 7 . 2 8 )

where k^ is the absorption coefficient, k^ is the negative absorption coefficient due
to stimulated emission, and e is the emission coefficient. These three quantities are
frequency-dependent. In the neighbouring of a spectral line, they result from the contri-
bution of a continuous term (due to bound-free and free-free transitions) plus a term due
to the bound-bound transition corresponding to the given line. For this last term, k^
is proportional to ri(, the number density of atoms in the lower level of the bound-bound
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k

2 4

0 6

FIGURE 17. The population of level j is affected by six different radiative rates, numbered
from 1 to 6. Straight lines refer to spontaneous emission, while wavy lines refer to absorption
(arrows pointing upward) or stimulated emission (arrows pointing downward). Transfer rates
are represented by transitions ending into level j , while relaxation rates are represented by
transitions originating from level j .

transition, whereas k^ and e are proportional to nu, the number density of atoms in
the upper level of the same transition. In non-LTE problems, the transfer equation has
to be supplemented by the statistical equilibrium equations for the level populations n*,
(i = 1,2,..., iViev) where A^ev is the number of levels considered in the model-atom. Con-
sidering only radiative rates, for any level there are three types of transfer rates and three
types of relaxation rates, as shown in Fig. 17, and the statistical equilibrium equations
are of the form

("177 '

-£• = TA(i -> j) rii + TE(k -> j) nk + Ts{k • j) nk

-RK{j -> k) n, - RE(j -»• t) nj - Rs{j -»• i) n3- , (17.29)

where TA describes the processes of absorption from lower levels, TE, and Ts the pro-
cesses of spontaneous and stimulated emission from upper levels, RA the processes of
absorption towards upper levels, and RE and Rs the processes of spontaneous and stim-
ulated emission towards lower levels. These rates are numbered from 1 to 6 in Fig. 17. It
has to be remarked that the rates TA, TS, RA, and Rs are proportional to the radiation
field intensity at the frequency of the transition. For instance,

TA(i -+ j) = Bn J{pji) ,

where B\j is the Einstein coefficient for the transition, and J{vji) is the solid angle average
of the specific intensity at the transition frequency Vji.

The radiative transfer equation and the statistical equilibrium equations get gener-
alized, in the "polarized case", by more complicated but substantially equivalent equa-
tions. From the theory outlined in Sect. 15, it follows that the radiative transfer equation
(Eq.(17.28)) is generalized by the following equation
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The first matrix in the r.h.s., containing the quantities with apex (A), is the analogue,
in the polarized case, of the absorption coefficient k^ of Eq.(17.28). Similarly, the
second matrix, containing the quantities with apex (S), is the analogue of the negative
absorption coefficient k^s\ Finally, the vector (ti,tQ,eu,£v)T is the analogue of the
emission coefficient e. In the neighbourhood of a spectral line, all these quantities contain
two terms: a term due to processes in the continuum (bound-free and free-free transitions)
plus a term due to the bound-bound transition corresponding to the given line. For this
last contribution, the quantities rfj ' ,T)Q , % ,Vv > PQ > Pu ' an(^ Pv depend linearly
on the statistical tensors PQ(J() of the lower level of the transition, whereas the quantities
Js)

VQ i Vu i Vv > PQ •> Pu > a nd Pv •> a nd t n e quantities e/, CQ, tu, and ty depend
linearly on the statistical tensors PQ(JU) of the upper level.

For treating non-LTE problems, as in the "non-polarized case", the transfer equation
has to be supplemented by the statistical equilibrium equation for the statistical tensors.
In strict analogy with Eq.(17.29), the equation is of the form (see Fig. 17 for the meaning
of the symbols i, j , and k)

dt
TA(i;K'Q' -+ j;KQ)nrM • . • • ^ X / T ^ \ ^ TE(k;K'Q' ->j;KQ),

K'Q' K'Q'

Ji' i J. \ _ Y^ c>. (A. isn is'n' _v u\ J<' iTs(k;K'Q' -4 j;KQ) p« (Jk) - ^ RA(j-KQ,K'Q' -> k) p£, (J,-)
K'Q' K'Q'

R^KQ^K'Q1 -> t) p$,{Jj) - ^2 Rs(j;KQ,K'Q' -> i) p^,{Jj) . (17.31)
K'Q' K'Q'

The full expressions for the different rates cannot be written down explicitly here. Just
to give an example, the transfer rate for absorption to level j from lower level i is given
by

TA(i;K'Q' -> j-KQ) = l)B{Jt > + 1)(2KT

Jj

Jj
K

Ji

Ji
K'

1
1 r Kl(

where J^'i^ji), with /S^ = 0,1,2, and Qr = -KT,...,KT, is the radiation field tensor at
the frequency v^. The nine independent components of this tensor are integrals over
the solid angle of the Stokes parameters weighted by suitable angular functions. In the
case of a cylindrical^ symmetric, unpolarized radiation field, only two components are
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different from zero, namely

where 8 is the angle between fi and the symmetry axis of the radiation field.
The radiative transfer and the statistical equilibrium equations that have been sketched

here stand at the basis of a large number of physical applications. They constitute, with-
out any doubt, the most direct generalization to spectro-polarimetry of the "classical"
equations that have been used for a long time for the interpretation of the spectra of
stars and other astrophysical plasmas.

18. The Amplification Condition in Polarized Radiative Transfer
Stimulated emission provides the possibility of obtaining very intense and directive

beams of electromagnetic radiation when some sort of pumping process is capable of
determining an inversion of populations between two levels that are connected by an
electric dipole transition. This phenomenon is at the basis of the artificial devices that are
nowadays known as lasers and masers, these acronyms standing for "light (or microwave)
amplification by stimulated emission of radiation", respectively.

Masers are also known to exist in several astrophysical environments and it has to be
expected on general physical grounds that the phenomena of dichroism and anomalous
dispersion may play an important role in the physics of these objects.

When polarization is neglected, radiative transfer is simply described by Eq.(17.28).
In order to get amplification during the propagation, the coefficient of the intensity in the
r.h.s. of the same equation has to be negative. This immediately yields the amplification
condition (or masing condition) in the form

jfc = jfe(A) - jfe(S) < 0 .

When polarization phenomena are accounted for, the radiative transfer equation is
more complicated, being given by Eq.(17.30). In this case, to determine the amplification
properties of the medium, one has to evaluate the eigenvalues of the propagation matrix.
A direct calculation shows that two out of the four eigenvalues are real, whereas the
other two are complex. Their explicit expression is the following (Landi Degl'Innocenti
& Landi Degl'Innocenti, 1985).

Ai = ru - A+ , A2 = ru + A+ ,

A3 = m - iA_ , A4 = 77/ + iA_ ,
where

and where the formal vectors fj and p are defined by

V = (VQ,Vu,Vv) , P= (PQ,PU,PV) •
Each of the four eigenvalues corresponds to a particular eigenvector (a polarization mode
of the propagation matrix), and it can be shown that the polarization modes corre-
sponding to the eigenvalues Ai and A2 are totally polarized (in the usual sense where
I2-Q2-U2-V2 = 0).
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ImU)

ReU)

FIGURE 18. The four eigenvalues of the propagation matrix are found at the vertices of a
diamond in the complex plane. The particular case drawn in the figure is labelled as case (c) in
the text.

The masing condition has now to be imposed on the eigenvalues, or, more precisely, on
their real parts. In the complex plane of the variable A the four eigenvalues are located
at the four vertices of a diamond whose center is on the real axis at A = rj/, and whose
horizontal and vertical diagonals are given, respectively, by 2A+ and 2A_ (see Fig. 18).
Overlooking special cases, there are four different alternatives concerning the signs of the
eigenvalues:

(a)

(b)

(c)

< r\i < A2 < 0

< 77/ < 0 < A2

< 0 < ??/ < A2

(d) 0 < Ai < 77/ < A2 .

In case (a) all four eigenvalues are negative, so there is masing action in the four polar-
ization modes. The number of negative eigenvalues decreases to 3 in case (b), and to 1
in case (c). Finally, in case (d) masing action is impossible because all four eigenvalues
are positive. A necessary and sufficient condition for masing action in polarized radiative
transfer is thus summarized by the inequality

Ai < 0 .

In concluding this section, it is important to notice that the presence of dichroism (or
of anomalous dispersion, or of both) has the universal tendency of lowering the condition
for masing action, or, in other words, the production of maser radiation is made easier,
in a given plasma, by the presence of dichroism. This can be understood by looking
to Fig. 18. If one supposes, in a kind of gedankenexperiment, of artificially suppressing
dichroism and anomalous dispersion (by equating to zero all the non-diagonal elements
of the propagation matrix), the diamond degenerates into a single point located in the
half-plane A > 0, and the masing action thus disappears. It has then be stated on general
physical grounds that nature has a tendency to prefer dichroic masers to ordinary masers.
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FIGURE 19. The self-consistent loop for the solution of the non-LTE problem of the 2nd kind.
Note that collisions and the magnetic field play a double role, entering both into the radiative
transfer equations (splitting and broadening the profiles) and into the statistical equilibrium
equations (through the magnetic term and the collisional rates that have to be added to the
radiative rates of Eq.(17.31)).

19. Coupling Radiative Transfer and Statistical Equilibrium
Equations

It has been realized since a long time that the interpretation of the spectra of stars and
of other astrophysical objects cannot be carried on, in many cases, within the framework
of the LTE (Local Thermodynamical Equilibrium) hypothesis. On the contrary, non-
LTE calculations, based on the self-consistent solution of the radiative transfer and of
the statistical equilibrium equations, are often required.

Similarly, for the interpretation of spectro-polarimetric observations it is often neces-
sary to find the self-consistent solution of the basic equations that we have discussed
in Sect. 17, namely, the transfer equations for the Stokes parameters and the statisti-
cal equilibrium equations for the density-matrix components (or, alternatively, for the
statistical tensors).

This procedure, that can be simply referred to as Non-LTE of the 2nd kind is schemat-
ically summarized in Fig. 18. Referring for simplicity to the standard case of a plane-
parallel stellar atmosphere whose thermodynamical parameters are specified by a suitable
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radiative
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FIGURE 20. The self-consistency loop is avoided by the LTE assumption which sets the
density-matrix elements to fixed values, independent of the radiation field.

model, one starts by assuming a zero-order solution for the local values of the density-
matrix elements as a function of optical depth. This allows finding the expression of the
various coefficients appearing in the radiative transfer equation for polarized radiation,
namely the dichroism coefficients (7?/, r/Q, r/a, and r/v), the anomalous dispersion coeffi-
cients (PQ, pu, and pv), and the emission coefficients in the four Stokes parameters (e/,
CQ, £(/, and ey). The radiative transfer equations can thus be solved for any direction,
thus yielding the values of the Stokes parameters as a function of frequency, of optical
depth, and of direction. From the Stokes parameters one can then find the expressions of
the radiation field tensor at any optical depth, and, consequently, the expressions of the
different rates, namely the transfer rates (TA, 2~E, and Ts), and the relaxation rates (RA,
RE, and Rs), appearing in the statistical equilibrium equations for the density-matrix
elements. Such equations, once implemented by adding the collisional rates, can then be
solved to find the first-order solution of the density-matrix elements. The procedure can
then be iterated until the self-consistent solution is reached.

Obviously, the search for the self-consistent solution is non-trivial, and only quite
recently it has been possible to generalize to the problem of non-LTE of the 2nd kind
highly-convergent, iterative methods that had been previously developed to treat the
ordinary non-LTE multilevel problem (Trujillo Bueno & Landi Degl'Innocenti, 1997,
Trujillo Bueno, 1999, Manso Sainz & Trujillo Bueno, 2001). These radiative transfer
techniques look very promising for the interpretation of solar disk observations and, in
particular, for the interpretation of the second solar spectrum in quiet and active regions
(see the review by Trujillo Bueno, 2001).

Fortunately, the self-consistent solution of the non-LTE loop turns out to be unneces-
sary for the interpretation of different types of spectro-polarimetric observations. Indeed,



E. Landi Degl'Innocenti: The Physics of Polarization 51

write

solve

emission
coefficient

statistical
equilibrium
equations

magnetic
field

collisions magnetic
field

compare with
observed spectra
at Qo (l.o.s.)

FIGURE 21. In an optically thin plasma, like for instance in a prominence, the radiation field
which illuminates the atomic system is known a priori. Hence there is no need of solving the
self-consistency loop of Fig. 19.

when the LTE hypothesis is satisfied, the density-matrix elements can be simply deduced
at any optical depth from the atmospheric model. Given the temperature T, the statis-
tical tensors are given by

1
exp f-

I J Z(T) '
where E(Ji) is the energy of level J; and where Z(T) is a function which depends on
the normalization condition imposed on the density-matrix. When the density-matrix is
normalized to unity, one has

As schematically shown in Fig. 20, one only needs to solve the radiative transfer equations
to obtain the Stokes parameters of the radiation emerging from the stellar atmosphere.

This kind of procedure is at the basis of a whole branch of research in solar physics,
namely solar magnetometry, or the "art" of measuring magnetic fields through spectro-
polarimetric observations in photospheric lines. Indeed, the LTE hypothesis is generally
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satisfied to describe the process of line formation of the spectral lines that are commonly
employed for the diagnostic of solar magnetic fields at the photospheric level.

Another case where the self-consistent solution of the non-LTE loop is unnecessary, is
the case of an optically thin plasma, illuminated by a a radiation field whose spectral
and directional properties are known a priori.

As shown in Fig. 21, one now only needs to solve the statistical equilibrium equations
for the density-matrix elements. Once these quantities are known, a simple substitution
yields the emission coefficient in the four Stokes parameters, hence the polarization pro-
files of the emerging radiation, apart from a factor proportional to the optical depth r
of the emitting plasma (with T « 1).

This procedure is used for the interpretation of resonance polarization observations
and for the diagnostic of magnetic fields in prominences and in the corona.
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Polarized Radiation Diagnostics
of Solar Magnetic Fields

By JAN OLOF STENFLO
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The Sun is unique as an astrophysics laboratory because we can spatially resolve its structures
in great detail and apply sophisticated diagnostic techniques that require high spectral resolu-
tion. The magnetic flux in the solar atmosphere occurs in extremely fragmented, nearly fractal
form, with a range of spatial scales that extend well beyond the angular resolution limit of
current telescopes and into the optically thin regime. The magnetic field leaves various kinds
of "fingerprints" in the polarized spectrum. In the past only the fingerprints of the Zeeman
effect have been used, but more recently new, highly sensitive imaging polarimeters have given
us access to other physical effects. In particular a wealth of previously unknown spectral struc-
tures due to coherent scattering processes have been uncovered. These phenomena show up in
linear polarization as a new kind of spectrum (the so-called "second solar spectrum"), which
bear little resemblance to the ordinary intensity spectrum. Magnetic fields modify the coherent
scattering processes and produce polarized spectral signatures that greatly extend the diagnos-
tic range of the Zeeman effect. This diagnostic window has just been opened, and we are only
now beginning to develop the needed diagnostic tools and apply them to learn about previously
"invisible" aspects of solar magnetic fields.

1. The Sun's magnetic field — An introductory overview
1.1. Role of magnetic fields in astrophysics

Most of the matter in the universe, like stars, nebulae, and interstellar matter, consists
of plasma, partially ionized gas with high electrical conductivity. Due to the strong
induction effects, the magnetic fields and the medium in which they are embedded evolve
together as one single entity. Magnetic fields are amplified by the motions of the medium,
and they back-react on the medium via the Lorentz force. The equations describing
the dynamics are therefore coupled to the Maxwell equations. This complex interplay
between the vector quantities of the magnetic and velocity fields and the scalar quantities
of temperature and density is responsible for much of the structuring and variability that
we see in the universe on short and intermediate time scales. The magnetic fields control
star formation and the dynamics of the interstellar medium, govern stellar activity, and
are responsible for particle acceleration, like cosmic rays. The Sun provides us with an
astrophysics laboratory, in which these various physical processes can be explored in
detail. For this reason the Sun has often been called the "Rosetta stone" of astrophysics.

Although the solar plasma occupies similar locations in a temperature-density diagram
as laser plasmas, Tokamak plasmas, and gas discharge plasmas (Petrasso 1990), one
cannot simulate solar conditions in the laboratory. The reason is that the physics depends
on the spatial dimensions (cf. Alfven & Falthammar 1963). If the linear scale is changed
by a factor 7, Maxwell's equations demand that the time scale is also changed by the
same factor. Imposing the condition that the energies are left unchanged, the product
between the electric field E and the length scale t must be left invariant, which implies
that E scales with 7"1. Maxwell's equations then demand that the magnetic field B
also scales with 7"1. If we for instance would want to simulate in the laboratory the
conditions in a small sunspot, with a size of 10,000 km, life time of 106s (about two
weeks), and a field strength of a few thousand G, and the laboratory plasma to be used
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FIGURE 1. Image of the solar chromosphere taken in the hydrogen Ha line. Since the chro-
mosphere is magnetically controlled, the emission features align themselves along the magnetic
field lines connecting two sunspots in a newly emerged active region. Courtesy of H. Zirin, Big
Bear Solar Observatory.

has a dimension of lm , then the scaling factor 7 is 107, which means that the field
strength should be a few times 1010G over a life time of 0.1s. Laboratory analogs of
solar and other cosmic plasmas are therefore far out of reach of current technology. The
Sun is a unique physical laboratory, in which a domain of physics can be explored that
is not accessible by other experimental means.

1.2. Role of magnetic fields for the structuring and thermodynamics of the solar
atmosphere

It is evident from Ha filtergrams with their striated fibril patterns (cf. Fig. 1), or from
the appearance of the corona, with its complex streamer structure (cf. Fig. 2), that the
outer solar atmosphere is magnetically controlled. In contrast, white-light images of the
Sun show a granular pattern of the solar surface, which represents a convective pattern
produced by non-magnetic hydrodynamic processes. Still this lower part of the solar
atmosphere is magnetized, but here the magnetic fields play a more passive role.

The transition between a hydrodynamically controlled and a magnetically controlled
atmosphere depends on the plasma ft, which represents the ratio between the gas pres-
sure and the magnetic pressure of the plasma. Since the gas pressure decreases with
height almost exponentially, much faster than the magnetic field, the plasma f3 suddenly
drops way below unity when we go from the photosphere to the chromosphere. In the
photospheric layers, where the bulk of the visible spectrum is formed, the temperature
decreases outwards, reaching a minimum, and then increases steeply in the chromosphere,
until temperatures of 1-2 million degrees are reached in the corona. In the chromosphere
and corona the magnetic forces dominate entirely over the gas dynamic forces and dictate
how the plasma can move and how the heating processes are channeled.
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FIGURE 2. Eclipse photographs reveal that the Sun is a magnetized sphere. The shape of the
coronal structures are governed by magnetic fields that are anchored in the Sun. Courtesy of
G. Newkirk, Jr., High Altitude Observatory, Boulder, Colorado.

Due to the extremely high electrical conductivity of the solar plasma the magnetic
field lines can generally be considered to be "frozen" to the gas — the field and the
plasma move together as one single medium. Inside the Sun the field lines are passively
tangled up and amplified by the convective motions and differential rotation. Magnetic
flux tubes are highly buoyant and try to overcome their own tension forces that hold
them down, to float up to the surface. When they emerge into the photosphere they
form bipolar magnetic regions that can be observed. The corresponding field lines are
firmly anchored in the solar interior but arch into the corona to connect the opposite
polarities in the photosphere. When the polarity separation is sufficiently large the field
lines arch so high that they can be pulled out by the expanding corona. As the corona
is maintained at temperatures in the million degree range by various heating processes,
its thermal gas pressure is kept so high that it cannot be contained by gravitation. It
therefore has to expand into a supersonic wind that blows through the solar system,
much beyond the orbit of Pluto, before it is braked by the interstellar medium. In the
outer corona the solar wind pressure can overcome the magnetic tension forces and open
the magnetic arches to form coronal streamers.

In terms of their topological connections the coronal field can be classified in terms
of "open" and "closed" magnetic structures, which determine the temperature-density
structure of the corona as seen by X-ray telescopes (cf. Fig. 3). The closed loops form
magnetic "bottles", in which the plasma is trapped and where heat accumulates. They
appear as intensely bright structures in X-ray radiation. In the open, diverging magnetic
field regions, on the other hand, the plasma can freely escape as the solar wind. These
regions appear dark in X-rays and are the so-called "coronal holes".
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FIGURE 3. The X-ray emission from the corona is largely determined by the topology of the
magnetic field. While the bright regions correspond to closed magnetic "bottles" or loops, the
dark regions or coronal holes correspond to open magnetic fields, where the plasma can escape
into interplanetary space. Courtesy of Y. Uchida, University of Tokyo.

1.3. Dynamo generation of cosmic magnetic fields and the origin of the Sun's activity
cycle

Dynamo theory provides a general framework for understanding how macroscopic mag-
netic fields are produced in various cosmical objects, like in the Earth and planets, in the
Sun and stars, or in the Milky Way and other galaxies. Magnetic fields may be amplified
by induction effects in electrically conducting media (plasmas). Turbulent motions can
amplify the magnetic field on small scales, but to build up large-scale magnetic fields
one needs some large-scale ordering principle. This is provided by the Coriolis forces if
the medium is rotating. They break the left-right symmetry of the turbulent convection
and make it cyclonic, with opposite screw directions in the two hemispheres. It is thus
the interaction between magnetic fields, turbulence, and rotation that forms the basis of
dynamo operation. The planets, stars and galaxies are rotating and have turbulent and
electrically conducting regions. For the galaxies it is the ionized gas in the interstellar
medium that is turbulent and conductive, for the planets it is their semi-fluid iron cores
that are slowly convective.

Depending on the details of its operation, the dynamo can produce either a steady state
or an oscillating state. The Sun presents us with a unique astrophysics laboratory, in
which we can explore the dynamo processes in detail. The solar activity cycle can be seen
as the expression of a dynamo that oscillates with a period of 22 years, the magnetic "Hale
cycle" (which is twice as long as the sunspot activity cycle, since the magnetic polarities
reverse each 11 years). More specifically the Sun's global magnetic field oscillates between
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FIGURE 4. Maps of the circular polarization in a spectral line sensitive to the Zeeman effect are
called magnetograms, since they show the spatial distribution of the line-of-sight component of
the magnetic field. In the bright areas the field is directed towards the observer, in the dark
areas it is directed away. Heliographic north is at top, east is at left. The global pattern of
the magnetic fields evolve with the 22 yr Hale cycle. Courtesy of J.W. Harvey, National Solar
Observatory, Tucson.

a poloidal and a toroidal state. Starting with a poloidal, dipole-like field (which only has
components in meridional planes), the differential rotation of the Sun winds up the field
lines and thereby builds up a toroidal (azimuthal) field. When toroidal flux ropes float
up to the surface, they form bipolar sunspot groups. Cyclonic convection acting on the
toroidal field in a statistical manner induces contributions to a new poloidal field that
has opposite polarity with respect to the previous field. Through turbulent diffusion the
new poloidal field lines spread by a 3-D random walk process to become a new global,
dipole-type field that replaces the old one and has the opposite polarity. The resulting
complexity of the pattern of the surface magnetic fields is illustrated in Figs. 4 and 5. The
magnetic flux can be mapped through the use of the Zeeman effect, but it has a highly
intermittent structure, with "building blocks" or flux elements that are of small scales
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FIGURE 5. "Deep" magnetogram of a 280 x 280arcsec2 portion of the quiet Sun at the center
of the solar disk, obtained on July 1, 1998, by Jongchul Chae at Big Bear Solar Observa-
tory (BBSO). The opposite-polarity magnetic fluxes are represented by the brighter and darker
patches against a neutral grey background. Courtesy of BBSO / New Jersey Institute of Tech-
nology.

beyond the spatial resolution limit of current telescopes. The main diagnostic problem
is to determine the intrinsic properties of the spatially unresolved magnetic fields.

Since toroidal flux ropes are highly buoyant in the solar convection zone, it is now
believed that the solar dynamo primarily operates in the stably stratified overshoot region
just below the convection zone, where the dynamo-generated fields can be stored long
enough to be sufficiently amplified by the dynamo processes. Inversions of helioseismic
observations have shown that the Sun's angular rotation has a fairly abrupt transition
near the bottom of the convection zone, from being differential above to rigid below. The
large radial shear in the rotation rate is favorable for the generation of toroidal fields from
poloidal ones. For a more comprehensive introduction to solar physics we refer to the
book "The Sun" by Stix (1989).

2. Diagnostic techniques — An introductory overview
2.1. Remote sensing of the Sun: Statement of the inversion problem

The information about the physical conditions on the Sun and stars is encoded in the
radiation that we receive from them. The signatures of the different physical parameters
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are imprinted in subtle and non-linear ways on the profiles of the many spectral lines that
make stellar spectra so richly structured. The information is encoded not only in the
intensity but also in the state of polarization of the radiation as a function of wavelength.
The full state of polarization can be completely specified by the four Stokes parameters
/ , Q, U, and V, which will be defined below. Together they form a 4-vector. The task of
the observations is to record this 4-vector with the highest possible precision, spectral,
angular, and temporal resolution. From the observables measured in this way we want
to extract the entangled information and deduce the physical state of the remote region,
where the observed radiation originates. This is the inversion problem.

The direct problem of calculating synthetic Stokes spectra from a given model of a
stellar atmosphere is of course much simpler. The problem of remote diagnostics is
the inverse of this and is usually approached stepwise. First we use the observations
to select between rivaling models. The remaining models may be described in terms
of free parameters, which are constrained by the observations. With increasing quality
of the observational constraints increasingly realistic and sophisticated models can be
introduced, while keeping them sufficiently simple so that their free parameters can be
fixed in a unique way by the observations.

Since stellar surfaces are in general not resolved and the photon flux is smaller, the
models used to invert the observations must necessarily be crude in comparison with
those of solar observations, for which both the solar disk and the solar spectrum can be
resolved in great detail. The level of ambition for realism is therefore enormously much
higher in the solar than in the stellar case (cf. the monograph by Stenflo 1994).

2.2. Accessibility of different atmospheric layers

The interior of stars are opaque to electromagnetic radiation, which diffuses outwards
from the energy-producing core in a random-walk process of absorption and emission until
an outer region is reached, where the mean free path of the photons increases to infinity
and they can leave the star. The transition region where this occurs and which is the
region accessible to direct observation is what we call a stellar atmosphere. The photons
emitted from a certain depth in the atmosphere are attenuated by absorption by the factor
e~Tx, where r\ is the wavelength-dependent optical depth. The probability is highest that
the photons we see have come from optical depth unity. The corresponding geometrical
depth is highly wavelength dependent. While the continuous spectrum comes from the
deepest layers, the radiation in spectral lines emanates from different layers, depending
on the line strength, ionization and excitation potentials, position within the line profile,
temperatures, densities, etc. This has great diagnostic advantages. With combinations
of lines that are formed at different heights in the atmosphere we may reconstruct the
height variation of the physical parameters of the atmosphere. With combinations of
lines that are formed at the same heights but have different non-linear responses to
the various physical parameters we may remove ambiguities in the interpretation and
untangle the various parameters. In particular we can extract information beyond the
angular resolution limit in observations of solar Stokes spectra.

2.3. Tools and concepts of the measurement problem
2.3.1. Operational definition of the Stokes parameters

The Stokes parameters, which provide a complete description of a partially polarized
light beam, can be defined in a variety of ways, which are all equivalent but differently
suited for use in different contexts. Thus we can use definitions in terms of classical
electromagnetic theory or in terms of quantum theory. Here we will limit ourselves to
the conceptually simplest and most concrete definition, namely the operational one in
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FIGURE 6. Symbolic representation of the four idealized filters Fk used for the operational
definition of the four Stokes parameters.

terms of four idealized niters in a measurement process. This definition most directly
relates to the design and understanding of polarimetric observations.

The meaning of the four Stokes parameters / , Q, U, and V can be visualized by
considering the effect of four different, idealized filters, Fk- Here index k — 0,1,2,3 refers
to each of I, Q, U, and V, respectively. The filter properties are illustrated in Fig. 6.
While filter Fo represents empty space without any absorbing effects, Fi and F2 transmit
linear polarization with the electric vector at position angles 0 and 45°, respectively, and
1*3 transmits right-handed circular polarization. Since each of Fi, F2, and F3 block
the orthogonal polarization state, they reduce the intensity of an unpolarized beam by a
factor of two. The four intensity readings Ik transmitted by each filter uniquely determine
the full polarization state of the incident beam. In terms of the Stokes parameters,

Io = I >

h = \{I + Q),

h = \{I + V), (2.1)

Let us for
vector

convenience denote the four

/So'

r 5i

U,

Stokes parameters by Sk and form a Stokes

\ - \ Q \ (22)
\ = \ u \ - (22)

Their relation to the measurements with the four filters can be expressed as Sk — 2/fc—Io-
If we for Fi and F2 had instead chosen filters that transmit linear polarization at 90°
and -45°, and for F3 left-handed circular polarization, then the signs of Q, U, and
V would change. From this it follows that Stokes / represents the intensity, Stokes Q
the intensity difference between horizontal and vertical linear polarization, Stokes U the
intensity difference between linear polarization at + and -45°, Stokes V the intensity
difference between right- and left-handed circular polarization.

2.3.2. Physical meaning of partial polarization

Next let us introduce a set of orthogonal basis vectors e*i and e^ in a plane perpendicular
to the light beam. At any point in space the electric vector E can be decomposed as

E = Re{E1e1+E2e2), (2.3)

where

Ek=Eoke-i"t, A = 1,2, (2.4)

and EOk are complex amplitudes.
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Now we define the Jones vector J as

/=(£). (2.5)
Since each of the complex numbers E\ and E2 has a real and an imaginary part, the
Jones vector is, like the Stokes vector, characterized by a set of four parameters. There
is a fundamental difference, however. While the Stokes vector can represent partially
polarized light, the Jones vector can only represent 100% elliptically polarized light.
The reason is the following:

Each wave train (photon) is always 100 % elliptically polarized. In nature (except in
lasers) we are however dealing with ensembles of mutually uncorrelated photons with
different polarization states, since they have been created by stochastically independent
atomic processes. A linear superposition of Jones vectors still represents 100% elliptically
polarized light, since the superposition is coherent or phase-preserving. To describe
partially polarized light we need an incoherent superposition of the photons.

This is achieved by the superposition of bilinear products of Jones vectors for each
individual wave train. In a bilinear product the factor e~lut disappears. We can then
define the 2 x 2 coherency matrix D of the radiation field by

D = (Jft), (2.6)

where ft denotes the adjoint of J (transposition and complex conjugation of J), and the
bracket represents averaging over a statistical ensemble of uncorrelated photons.

The relation between the coherency matrix and the Stokes parameters is given by

iV\
u 2 \U-iV I-Q

2.3.3. Mueller calculus

Let us now consider a wave train t ha t enters a medium as Jones vector J and exits it
as J ' . T h e relation between them can be described by the complex 2 x 2 matr ix w:

f = wJ. (2.8)

w is a property of the medium, and does not depend on whether we make a coherent or
incoherent superposition of the many wave trains. Then the coherency matrix transforms
as

& = wDw*. ( 2 . 9 )

T h e t r a n s f o r m a t i o n o f t h e S t o k e s v e c t o r J b y a m e d i u m c a n b e d e s c r i b e d b y t h e 4 x 4
Mueller matrix M:

S' = MS. (2.10)

Using the relation between the Stokes parameters and the coherency matrix, we can
express the Mueller matrix in terms of the Jones matrix w. The resulting relation is

M = fwf'1, (2.11)

where the physical properties of the medium are contained in the matrix

Wl2Wv- H
n {2 W22Wn W22W12 I

\W21W21 ^21^22 ^22^2! W22W22 /

(the symbols ® and * denote tensor product and complex conjugation, respectively), and
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T is a purely mathematical transformation matrix without physical contents, given by
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The Mueller matrix is a very flexible tool that describes a linear transformation of the
Stokes vector in very general contexts. It is for instance used in the radiative transfer
equation for the Stokes vector, both as the 4 x 4 absorption matrix that contains the
Zeeman effect, and the scattering matrix that can include both coherent and incoherent
scattering, partial frequency redistribution, and the Hanle effect. The Mueller matrix is
also an important tool to characterize optical instruments. For an optical system, like a
telescope, spectrograph, liquid crystal modulator, etc., one obtains the total polarization
matrix M of the system through simple matrix multiplication of the Mueller matrices
Mi of each individual optical component:

M = M n M n _ i . . . M2Mi. (2.14)

The whole optical system can then be treated as a "black box" characterized by a single
4 x 4 matrix, which may be calibrated for instance by inserting polarizing filters in front
of the "black box", and measuring the Stokes vector at the exit of the system. For more
details, see Stenflo (1994).

2.3.4. Observational obstacles: Instrumental polarization, seeing, flat field, spatial,
spectral, and temporal resolutions, photon statistics

Using various types of polarization optics, including electrooptical polarization mod-
ulators, it is possible to measure the Stokes vector accurately. However, many spurious
effects that originate outside the polarimeter system may degrade the measurements.
Great care has to be taken to minimize these effects.

The aim is to have a polarimeter whose accuracy is only limited by photon statistics,
which represents the fundamental limit for a given telescope system. The main spuri-
ous sources of noise come from seeing in the earth's atmosphere and from pixel-to-pixel
sensitivity variations (gain table) in the detector. Since the seeing occurs at frequencies
below a few hundred Hz, we can avoid spurious seeing-induced polarization effects by
modulating the state of polarization in the kHz range. This demands that the detector
system is equipped with fast buffers, between which the images in the different polariza-
tion states can be shifted around at kHz frequencies. Such systems now exist even for
large-size CCD detectors (cf. Povel 1995). They allow the elimination of not only seeing
but also gain table noise in the fractional polarization images Q/I, U/I, and V/I, since
the identical pixels are used for the different polarization states. In this way it has been
possible to routinely obtain polarization accuracies of better than 10~5 in the degree of
polarization in combination with high spectral resolution (Stenflo & Keller 1996, 1997).
At this level of accuracy entirely new physical effects on the Sun are brought out, which
otherwise would be drowned by noise.

Spurious seeing-induced polarization signals can also be avoided without modulation
by using a polarizing beam splitter that gives two orthogonally polarized images, which
have identical seeing distortions since they are recorded simultaneously. Although the
fractional polarization obtained as the ratio between the difference and the sum image
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would then be free from seeing-induced features, it is affected by the gain table, which
cannot be determined by flat-field calibration to much better than 0.5%. Since solar
polarimetry almost always needs much higher precision, the measuring system should
not be dependent on how accurately the flat field can be determined.

It is possible to eliminate the gain-table problem with a beam splitter system by making
a second exposure in which the polarization states of the two images have been reversed
by a wave plate, and combine the four images in a certain way. For this technique to
work the two beams have to have identical distortions by the aberrations in the optical
system. Also one beam splitter and two separate exposures only give us Stokes / and
one of the other Q, U, or V parameters, but not all four of them. For Stokes vector
polarimetry it is therefore inferior to fast modulation systems.

The Stokes vector that is measured is further corrupted by the polarizing properties
of the telescope optics that precedes the optical package for polarization analysis. This
instrumental polarization leads to cross talk between the Stokes parameters in a way
that can be described by the Mueller matrix of the telescope. Unfortunately all of the
world's major solar telescopes have obliquely reflecting elements and produce large and
time-varying instrumental polarization. Real-time optical compensation has proven im-
practical for achieving the required precision, and telescope calibration with polarization
optics in front of the telescope is also hardly feasible for large-aperture telescopes. Deter-
mination of the instrumental cross talk is therefore usually done with a combination of
techniques, including calibration recordings in solar regions where the qualitative prop-
erties of the polarization signals (like their symmetries) can be assumed to be known and
therefore may be used to determine certain cross talk terms and place constraints on the
models of the telescope optical system.

Even if we overcome all these obstacles, we are fundamentally limited by the number
of photons received. It is a common misunderstanding that the Sun always provides
us with enough photons for our observations, in contrast to stellar observations, which
are photon starved. However, the surface brightness of a stellar disk is independent of
distance and depends only on the effective temperature of the surface. If we would barely
resolve a solar-type star with one angular resolution element, then we would receive from
that distant star the same number of photons as we receive from the nearby solar disk
within the same resolution element. The difference is that we can fit many angular
resolution elements on the solar disk, in contrast to stellar disks, for which very few have
been resolved at all.

We may characterize an observational program in terms of a 4-D parameter space,
spanned by the three resolutions (angular, spectral, and temporal), and the polarimetric
(or photometric) accuracy. In the design of observing programs we always make major
trade-offs between these four observing parameters, depending on the scientific objectives.
Even for the largest solar telescopes that will be built in the foreseeable future (the next
few decades) major trade-offs will still be necessary. Polarimetry with an accuracy of 10~5

requires according to Poisson statistics 1010 collected electrons, or, taking into account
the typical optical transmission and detector efficiency, on the order of 1012 photons per
spectral resolution element. This can only be achieved by making large trade-offs with
the temporal and spatial resolutions, as illustrated in Fig. 7.

2.4. Physical effects producing polarization signatures: Scattering polarization, Zeeman
effect, Hanle effect

Polarization is produced when the spatial symmetry is broken in the physical process
that generates the radiation that we observe. The symmetry breaking can be caused by
macroscopic magnetic and electric fields, by non-symmetrical components in a telescope
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FIGURE 7. Illustration of the polarimetric accuracy that can be reached (limited by photon
statistics), as a function of the diameter of the telescope aperture and the spatial resolution of
the observations, assuming a spectral resolution of 300,000. The best spatial resolution that
can be attained with a given aperture diameter is the diffraction limit given by the two thick,
slanted lines for the wavelengths 1.56 fj,m (upper line) and 5000 A (lower line). The thin, slanted
lines connect points with equal polarimetric accuracy 10~n, labeled by the parameter n. The
horizontal line marks the 100 km scale, which is approximately the pressure scale height and
the photon mean free path at the level of formation of the continuous spectrum. It is the next
crucial length scale that we need to resolve in solar physics. From Stenflo (1999).

(e.g. oblique reflection), or by an anisotropic excitation process (radiative or collisional).
Collisional excitation by directed particle beams would only occur in connection with
solar flares and may lead to so-called impact polarization. Scattering at free electrons
makes the white-light corona linearly polarized. Anisotropic radiative scattering also
occurs down in the photosphere due to the limb darkening of the solar disk. For symmetry
reasons such scattering polarization is zero at disk center and increases monotonically
as we move towards the limb. The whole solar spectrum, both lines and continuum,
is polarized by such scattering in the solar atmosphere, but only recently sufficiently
sensitive instrumentation (ZIMPOL, Zurich Imaging Polarimeter; cf. Povel 1995) has
been developed that allows us to explore this scattering polarization. An example of
what ZIMPOL reveals to us is seen in Fig. 8.

The appearance of the linearly polarized spectrum that is produced by coherent scat-
tering processes is entirely different from the ordinary intensity spectrum. It is as if the
Sun has presented us with an entirely new type of spectrum, and we have to start over
again to identify the structures that we see. This new spectrum is therefore generally
referred to as the "second solar spectrum", a name first introduced by Ivanov (1991).

An external magnetic field causes the atomic energy levels to split into different sub-
levels, and the emitted radiation gets polarized. This phenomenon is called the Zeeman
effect (cf. Fig. 9). When atoms in a magnetic field scatter radiation via bound-bound
transitions, the phase relations or quantum interferences between the Zeeman-split sub-
levels give rise to polarization phenomena that go under the name Hanle effect. Although
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FIGURE 8. The top panel shows the intensity (Stokes /) spectrum, the bottom panel the
simultaneously recorded degree of linear polarization (Stokes Q/I). The spectrograph slit has
been placed parallel to and 5arcsec inside the solar limb in a quiet region on the Sun. The
linear polarization is here exclusively due to coherent scattering processes. In this portion of the
spectrum the dominant contributors are molecules in the solar atmosphere, namely C2 (marked
by the thick, solid tick marks) and MgH (marked by the dashed tick marks). Due to its entirely
different appearance, the linearly polarized spectrum that is produced by coherent scattering is
called the "second solar spectrum".

Zeeman splitting of the atomic levels is a necessary requisite for the Hanle effect to occur,
the usual terminology is to let "Zeeman effect" refer, besides the splitting of the energy
levels, to the set of polarization phenomena that occur in the absence of coherence (or
quantum interference) effects, while "Hanle effect" (Hanle 1924; Moruzzi & Strumia 1991)
refers to the set of polarization phenomena that are produced by coherent scattering in
a magnetic field.

The ordinary Zeeman effect, without atomic coherences produced by scattering, man-
ifests itself in the circular polarization as the longitudinal Zeeman effect, which responds
to the line-of-sight component of the magnetic field, in linear polarization as the trans-
verse Zeeman effect, which carries information on the field component perpendicular to
the line of sight. From measurements of the full Stokes vector it is thus possible in
principle to derive both the strength and orientation of the field vector.

The Hanle effect occurs exclusively where there is scattering polarization. It represents
the modification of the scattering polarization by magnetic fields. It responds to magnetic
fields for which the ordinary Zeeman effect is insensitive or even "blind", like weak
magnetic fields or fields of mixed polarities within the angular resolution element. The
Hanle and Zeeman effects therefore complement each other in a rather ideal way.
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FIGURE 9. Energy level diagram for the excited magnetic sublevels involved in the formation
of the He I D3 5876 A line. Each line in the diagram is labeled by its (J,M) quantum numbers.
The blown-up portion shows the region where level crossings occur. In this Paschen-Back regime
the relation between splitting and field strength is no more linear. From Bommier (1980).

3. Zeeman-effect diagnostics
3.1. Observational signatures of the Zeeman effect: Stokes spectra with FTS and

imaging polarimeters

With modern imaging polarimeters it is now possible to record images of the full Stokes
vector as four images, one for each Stokes parameter. This can be done either via a
narrow-band filter, which gives monochromatic images showing the spatial morphology
at a selected wavelength, or via a spectrograph, showing the spectral dimension and
one spatial dimension. The overall spectral signatures can be seen clearly in such Stokes
images obtained in the spectral focus (cf. Fig. 10). The transverse Zeeman effect produces
line profile signatures in Stokes Q and U that are nearly symmetric around the line
centers. The a components appear in the blue and red line wings with equal signs, the
7T component at line center with opposite sign. In contrast, the longitudinal Zeeman
effect, which governs the appearance of the Stokes V images, has in first approximation
anti-symmetric line profiles, since the a components in the blue and red line wings have
opposite signs.

The shapes of the polarized line profiles can be studied in greater detail in spectral
recordings with a Fourier Transform Spectrometer (FTS), which provides spectrally fully
resolved spectra with high signal-to-noise ratio but at the expense of much reduced
temporal and spatial resolution (cf. Fig. 11). One striking feature of the Stokes V
spectra is that the profiles are not entirely anti-symmetric, but that in most cases the
blue wing lobe has a larger amplitude and area than the red wing lobe. This Stokes
V asymmetry varies with excitation potential, line strength and center-to-limb distance
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FIGURE 10. Example of Stokes vector spectro-polarirnetry showing the Zeeman-effect signatures
in the four Stokes parameters. The two strong spectral lines at 5890 and 5896 A are the Nai D2
and Di lines, which are formed in the lower chromosphere. The spectrograph slit is crossing a
large sunspot. While the longitudinal Zeeman effect gives anti-symmetric profile signatures in
Stokes V, the transverse Zeeman effect gives symmetric profile signatures in Stokes Q and U.
Prom Stenflo et al. (2001).

in ways that can be explained and modelled in terms of correlated spatial gradients of
the velocity field and the magnetic field. Observations with higher spatial and temporal
resolutions show large fluctuations of the Stokes V asymmetries, which are averaged
down when low resolution is used.

Another striking effect in the Stokes V spectra concerns the relative amplitudes of
the polarization in the different lines. Since the polarization signals seen outside active
regions are generally small, one might be led to believe that the magnetic fields there are
weak. If each of the a components is Zeeman-shifted by AA# to either side of the line
center, and we denote the signals in right and left circular polarization by I±, so that

I± = \{I±V), (3.15)

then for weak fields

7 ± ( A A ) « / O ( A A T A A / / C O S 7 ) , (3.16)

where IQ represents the intensity profile in the absence of magnetic fields, and 7 is
the angle between the field vector and the line of sight. Since for weak fields the line
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FIGURE 11. Stokes I and V spectra recorded in a strong plage near disk center with the FTS
polarimeter of the National Solar Observatory. i,From Stenflo et al. (1984).

broadening due to the Zeeman effect is insignificant, Io should be practically identical to
the observed Stokes / profile. A Taylor expansion then gives

V RJ - — A A t f COS7. (3.17)

Since
4.67xlO-13<?effA2B, (3.18)

where the field strength B should be given in G and the wavelength in A, we would
expect that the observed Stokes V amplitudes scale with geffdl/d\ in a solar region
with a given line-of-sight component B cos 7. The observations however show that this
is generally not the case.

The two iron lines Fel 5250.22 and and 5247.06 A are an example of such apparently
"anomalous" behavior. They have the same line strength and excitation potential, and
they belong to the same atomic multiplet. The only real difference is in their Lande
factors, 3.0 for the 5250 A line, 2.0 for the 5247 A line. One would then expect their V
amplitudes to be in proportion 3:2, but a glance at the FTS spectrum shows that the
observed ratio is much closer to 1:1. The reason for this discrepancy is the circumstance
that the magnetic fields are not spatially resolved, and that much of the unresolved
magnetic flux is not weak but clumped in a strong-field state. For weak fields the Stokes
V signal is proportional to the field strength, but when the Zeeman splitting becomes
comparable to the line width saturation sets in. The deviation from linearity sets in
earlier for lines with larger Lande factors. Therefore the V amplitude ratio between the
5250 and 5247 A lines is smaller than expected under the weak-field assumption. While
the V amplitudes scale with the magnetic flux integrated over the angular resolution
element, the amplitude ratio in this special case contains information on the intrinsic
field strengths of the unresolved, clumped field elements. This field strength can be
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orders of magnitude larger than the average field strength (flux divided by the area of
the resolution element).

Let us next compare the two iron lines at 5247.06 and 5250.65 A. Although the latter
line has a smaller Lande factor it has a larger Stokes V amplitude. This behavior cannot
be explained in terms of Zeeman saturation, which is small for both lines, but is the
result of different temperature sensitivities. The line weakening is more pronounced for
the 5247.06 A line because of its lower excitation potential (0.09 eV) as compared with
that (2.20 eV) of the 5250.65 A line.

Further differential effects can be found when comparing lines of different strengths,
which are formed at different heights in the atmosphere. The height of formation also
varies with wavelength within a single line profile.

All such differential effects in the spectrum are of tremendous diagnostic value, since
they provide us with a large set of qualitatively different model constraints, which allow us
not only to determine the physical parameters (magnetic fields, velocities, temperatures,
densities, etc.) as functions of height, but also how these parameters vary on small spatial
scales that are beyond the resolution of the telescopes.

3.2. Radiative transfer formulation

The basic theoretical tool for the quantitative interpretation of Stokes spectral obser-
vations is the polarized radiative transfer equation, which determines how the Stokes
vector spectrum that we see is formed in the solar atmosphere in the presence of a mag-
netic field. It was first formulated by Unno (1956), Stepanov (1958), and Rachkovsky
(1962a,b). It can be written as

—1 = (r}+ E)TV - Sv , (3.19)
drc

where /„ is the Stokes vector at frequency v, rc is the continuum optical depth, defined
by

drc = -K c ds (3.20)

(KC being the continuum opacity), Sv is the source function vector, which will be specified
later, E is the 4 x 4 unity matrix (for which the diagonal elements are unity, the off-
diagonal zero), and fj is the line absorption matrix, given by

Vi VQ Vu W

(3.21)
Vu ~Pv Vi n~ '

^Vv Pu ~PQ

For a normal Zeeman triplet

Vi,Q,u,v =
PQ,u,v = 2VOFQ,U,V • (3.22)

Here

Vo = KO/KC , (3.23)

where KoH(a, 0) is the line absorption coefficient at the center of the line. The Voigt
function H(a,v) is defined below. First we define if/,Q,f/,v by

Hi = HA sin2 7 + \{H+ + # _ ) ,

HQ — H& sin2 7 cos 2x,

Hv = HA sin2 7 sin 2%, (3.24)
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with

Hq=H(a,v-qvH), q = 0,±l,

| § #-)]• (3.25)

The corresponding expressions for F^Qtuy are obtained if we simply replace H by F.
The Voigt function H(a,v) is given by

H(a, v) = - [+°° e~V dl , (3.26)

which when integrated over v has an area of ̂ pii (so defined to make H(0,0) = 1). The
line dispersion function F(a, v) is given by

1 f+°° (v - v) e~y2 dv
F(a,v) = ± 7 V\e

2 ^ 7 • (3.27)
27r J-oo (v - y)2 + o

Further

v = (u0- v)/AvD,

qvH = &vH/AvD , (3.28)

while the damping parameter

a = 7/(4TTAI/D) . (3.29)

Here î o is the central frequency and Ai/£> the Doppler width.
To cover the case of anomalous Zeeman splitting we have to replace Hq and Fq with

the weighted averages of the n (for q = 0) and a (for q = ±1) components, with the
transition strengths between the respective magnetic sublevels (with AM = 0 for the TT,
AM = =pl for the a components) as the weights.

Let us next turn to the source function vector S,,. It can be written

Sv = SLff\ + Scl + Jcoh/Kc. (3.30)

Sc is the source function for the continuum (here assumed to be unpolarized), which
is usually treated in LTE (local thermodynamic equilibrium), in which case Sc — Bv,
the Planck function. The emission vector JCOh will be discussed later in connection with
the Hanle effect. When the line is assumed to be formed in LTE, then there is no
scattering at all, and the line source function Si is set equal to the Planck function Bv.
The assumption of LTE thus represents an enormous simplification of the problem and
works well for weak, photospheric lines, but is inadequate for strong lines, and excludes
the Hanle effect from the outset. Figure 12 gives an example of Stokes line profiles
calculated under the assumption of LTE.

The expression for Si depends on the atomic model used. The simplest and commonly
used non-LTE case is that of a 2-level model atom, which also provides some insight into
the difference between LTE and non-LTE. For the 2-level case

5 i = ^ . (3.31)

(3.32)

where Cut and Aue are the rate coefficients for collisional deexcitation and spontaneous
emission, respectively. The parameter s represents the contributions from incoherent,
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FIGURE 12. Numerical solution of the LTE transfer equations for the Fei 5250.2 A absorption
line at the center of the solar disk, using a quiet sun model atmosphere with a homogeneous
magnetic field of inclination 7 = 45° and azimuth \ = 0- The ten different curves correspond
to field strengths varying from 0.2 to 2.0 kG in steps of 0.2 kG. The Stokes parameters are
expressed in units of the intensity Ic of the local continuum. Note that the signal in Stokes U
is exclusively due to magnetooptical effects. ^From Solanki (1993).

non-polarizing scattering and is given by

s = ^- / di/'
4 y

H'QQV. H'VVV.), (3.33)

where 7C and JN represent the collisional and radiative (natural) damping constants,
respectively, and the integrations are done over all directions and frequencies (cf. Sten-
flo 1994). The first normalization factor is needed because the frequency integral over
H(a,v) equals T/K&VD-

^From the 2-level model expression for SL one can see that when e becomes » 1, then
we enter into the LTE regime, in which SL = BV. This condition is reached when the col-
lisional deexcitation rate dominates over the spontaneous emission rate. The collisional
rate scales with the density, which increases nearly exponentially with depth in the atmo-
sphere. LTE is therefore a good approximation in the lowest regions of the atmosphere
(lower photosphere), where the continuum and weak spectral lines are formed. In LTE
the source function is determined exclusively by the local temperature. For lines formed
at greater heights (upper photosphere, temperature minimum, chromosphere) the scat-
tering term s becomes increasingly dominant. It means that the source function becomes
decoupled from the local temperature and instead determined by the radiation field from
non-local sources. The non-local s term couples the 3-D atmosphere over distances on
the order of the photon mean free path (optical depth unity).
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3.3. Contribution and response functions. Stokes inversion

3.3.1. Contribution functions

The formal solution of the transfer equation can be written as

oo

1 = Jcr(Tc)dTc, (3.34)
0

where / is the Stokes vector that leaves the atmosphere (at rc), and Cj is the contribution

function for the total Stokes vector / . With the definition

Tc

L(TC) = exp [J(f)(r) + E) dr] , (3.35)
o

CT{TC) = L~l Sv . (3.36)

Cf however does not provide "clean" information on the height of line formation,
since the contributions from the line and the continuous spectrum are mixed. In the far
line wings these contribution functions mainly tell us where the continuum is formed,
not where the line is formed. To obtain something that is of practical use and which
exclusively tells us where the line Stokes parameters are formed we need to define the
line depression contribution functions (Grossmann-Doerth et al. 1988a; Sanchez Almeida
1992)

00

f= Jcr-(Tc)dTc, (3.37)
0

where the line depression r is related to Tv by

r = l-Tv/Ic. (3.38)

Ic is the continuum intensity. Let us define

Sr(Tc) = ffr(Tc)l-Sv(Tc)/Ic(Tc) (3.39)

and

Tc

U{TC) = exp[J(vr(T) dr] . (3.40)
0

It is then found that
C?(TC) = LZl §r . (3.41)

3.3.2. Response functions

While the contribution functions tell us where the spectrum is formed, it is of more use
for the inversion of Stokes data to determine how the emergent Stokes vector / responds
to perturbations of various physical parameters in the atmosphere. Let a = a(rc) be a
scalar physical parameter like temperature, density, velocity, field strength, field angle,
or microturbulent velocity. If we perturb a to a + Sa, where da is a function of rc, and
restrict ourselves to small perturbations so that only first-order terms in da, 8IV, dff,
and 5S,, need to be retained, the emergent Stokes vector gets changed to /y(0) +5Iv(0),
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where
oo

1 v = JRa{Tc) Sa(Tc) drc. (3.42)
oo

81 v

o

This defines the response function Ra for the Stokes vector /„ with respect to the pa-
rameter a (Landi Degl'Innocenti and Landi Degl'Innocenti 1977; Ruiz Cobo & del Toro
Iniesta 1992). One finds that

( 3 ' 4 3 )

We can likewise define a response function R?a for the line depression function f by
oo

= [R^SadTc (3.44)

oo

6r

o

(cf. Grossmann-Doerth et al. 1988a), with

r . K r . (3.45)
da da J

For practical purposes a more useful definition of the response and contribution func-
tions is in terms of x = logrc as an integration variable instead of rc, since x is more
closely related to the geometrical height scale and is the variable normally used for nu-
merical integrations of the transfer equations and for tabulations of model atmospheres.
The relation between these two definitions is

R(x) = (In 10) TC R(TC) (3.46)

for the response functions, and formally the same for the contribution functions (if we
substitute R by C).

3.3.3. Stokes inversion

The calculation of the emergent Stokes spectrum from a given model atmosphere is the
direct problem, which can be carried out at various levels of sophistication, depending on
the degree of realism introduced in the model (cf. the example in Fig. 13). The problem
that one really wants to solve is however the inverse one, since it is the emergent Stokes
spectrum that is observed, while the model atmosphere is the unknown to be deduced
from the Stokes observations.

The relation between the observables (the Stokes line profiles) and the model parame-
ters (the magnetic field and thermodynamic quantities as functions of height) is generally
highly non-linear without any analytical formulation. The inverse problem however be-
comes tractable if it is linearized, which is commonly done in the context of a least-squares
fitting procedure, as will be described next.

Let yi, i = 1,2,..., n be the observables with errors CT;, while Yi are the corresponding-
synthetic observables that are computed from the model. While there are n observables,
the model is characterized by m free parameters. The goodness of the model fit to the
observations is then governed by

n — m represents the number of degrees of freedom of the problem. If the model is good,
we expect that x2 is of order unity.
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FIGURE 13. Example of an axially symmetric model of a magnetic flux tube with a surrounding
convective velocity field. It has been used to successfully reproduce the observed center-to-limb
variation of the Stokes V area asymmetry. Left panel: Magnetic field lines and flow lines of the
velocity field. Right panel: 20 lines of sight at an angle of 70° with the vertical direction, used
for the radiative transfer calculations of the synthetic Stokes V spectra. The grid points for the
computations (filled circles) have been selected with an adaptive step size method. From Biinte
et al. (1993).

The least-squares fitting procedure consists of finding the parameter values for which
X2 has its global minimum. Let the free model parameters be at, k = 1,2,... , m. They
may represent any physical parameter at any location, e.g. the temperature gradient
at TC = 10~3, or the magnetic-field angle at selected depth points. Ideally the ak pa-
rameters, which may be described in terms of an m-vector a, should represent for each
relevant depth point all the physical parameters, i.e., a should fully describe the model
atmosphere. In practice, however, one needs to limit the number of free parameters and
select the set of observables with great care, to ensure stability and uniqueness of the
numerical inversion.

X2 is a function of a and is represented by a surface in the m-dimensional parameter
space. Our task is to find the minimum value of x2 on this surface, x2 n a s a local
minimum when

dak
= 0 (3.48)

for all allowed values of k. To find the location of this minimum we linearize the problem
by making a Taylor expansion to first order of the synthetic observables.

The location a of the x2 minimum is determined iteratively, starting with an initial
"guess" a0. From this starting point on the m-dimensional hypersurface we compute the
corrections Sa that should be applied to find the correct location. The new, improved
value for the location of the minimum is Oi = a0 + Sa, which serves as the starting point
for the next iteration. The iterations continue until convergence has been obtained. For
more details, see Socas-Navarro (2001).
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3.4. Diagnostics of spatially unresolved magnetic fields

With improved spatial resolution ever smaller magnetic features have been discovered
without an end in sight. One has therefore wanted to answer the question what the
intrinsic, resolution-independent magnetic structure of the solar atmosphere would be
if we could observe it with infinite resolution. It is possible to give at least partial
answers to this question by making use of the differential polarization effects in the solar
spectrum. The circumstance that the various spectral lines respond in a non-linear and
individual way to the different physical parameters can be used to extract information
on the intrinsic atmospheric properties on scales beyond what can be resolved, except
that the morphology of the unresolved structures remains undetermined.

3.4.1. Evidence for intermittency and the flux tube concept
Line-of-sight magnetograms of the Sun represent maps of the circular polarization

recorded in the wing of a spectral line sensitive to the Zeeman effect. The standard
calibration of such magnetograms is based on the weak-field assumption that the circular-
polarization signal is proportional to the line-of-sight component of the magnetic field (as
averaged over the spatial resolution element), with the proportionality factor determined
by the effective Lande factor and the gradient dl/dX of the intensity profile. There are
two main reasons why this calibration leads to incorrect values for the average magnetic
field: (1) The intensity profile / that is used for the calibration is representative of the
average Sun, and can be very different from the intensity profile in the magnetic flux
elements due to their very different thermodynamic structures. The intensity profile in
the flux elements cannot be used for calibration, since it is not a directly observable
quantity (the flux elements are not spatially resolved). (2) Due to the extreme clumping
or intermittency of the magnetic flux, the weak-field assumption is not valid. When the
Zeeman splitting starts to become comparable to the line width, the relation between
polarization and magnetic flux is no longer linear.

Already in the end of the 1960's one started to notice that there were apparent dis-
crepancies between the magnetic flux values measured with different spectral lines. One
can for instance record the circular polarization simultaneously in two different spectral
lines and make scatter plots of the apparent field strengths derived with the two lines.
As an example we illustrate in Fig. 14 such a scatter plot for the field measured simulta-
neously in the two Fei 5250.22 and 5247.06 A lines, which were shown in Fig. 11. They
both belong to multiplet no. 1 of iron and have the same line strength and excitation
potential. They should therefore be formed in the same way and in the same layers of
the atmosphere, and therefore be affected identically by the different thermodynamics.
Still the two lines give different values for the magnetic flux.

The only property that is different for this line pair is their Lande factors, 3.0 for the
5250.22 A line, 2.0 for the 5247.06 A line. This difference would however not cause a
discrepancy between the magnetic flux values unless the intrinsic magnetic field strength
is so large that we get Zeeman saturation, i.e., the relation between polarization and field
strength deviates from linearity. Since this deviation is larger for the line that has the
larger Lande factor, it is the 5250.22 A line that shows the smaller values of the apparent
field strengths. From the amount of the discrepancy the intrinsic field strength can be
determined and is found to be 1-2 kG, regardless of what the average field is (Stenflo
1973). Since the typical average field strengths on the quiet sun are on the order of 10 G,
the kG field strengths mean that the magnetic flux elements occupy typically only 1 %
of the solar surface.

If there were a distribution of intrinsic field strengths on the Sun rather than a strong
preference for the kG values, then the region between the regression line and the 45° line
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FIGURE 14. Scatter plot of the apparent field strengths B recorded simultaneously in the Fe I
5247.06 and 5250.22 A lines, for the data set used in Frazier & Stenflo (1978). The slope of
the straight regression line corresponds to an intrinsic field strength of 1 kG at the level of line
formation.

would be populated with points, which is not seen. This has led to the conclusion that it
is a good approximation to consider the flux tube properties as being "unique" (Frazier
& Stenflo, 1972, 1978). It means that whatever solar region we look at, the difference
between apparently strong and weak "observed" fields BObs is not due to variations of
the intrinsic properties of these flux regions, but is instead due to the filling factor or
number density of flux elements. These early conclusions based on "old-fashioned" mag-
netograph observations have later been confirmed by Stokesmeter and FTS polarimetric
observations with much smaller instrumental spread, although these observations have
also been done with low spatial and temporal resolution.

The nearly unique values of the field strengths and thermodynamic properties of the
magnetic flux elements and their small filling factors have been the basis for consistent
interpretations with a two-component model and the concept of magnetic flux tubes
representing strong-field regions embedded in non-magnetic surroundings. Accordingly
the flux tubes occupy on the order of 1 % of the photospheric volume, with the remaining
99 % being field free. This "standard model" has been extremely successful and led to
self-consistent interpretations of the Zeeman-effect observations with all their differential
effects throughout the solar spectrum (cf. Solanki 1993).

In more recent years polarimetry in the near infrared has allowed us to determine the
field strengths more directly. While the widths of spectral lines are to a first approx-
imation proportional to wavelength, the Zeeman splitting increases with the square of
the wavelength. Therefore the incomplete Zeeman splitting in the visible part of the
spectrum can become complete for certain lines in the infrared. When the splitting is
complete, the field strength can be read off directly from the wavelength separation of
the sigma components, regardless of the magnitude of the magnetic filling factor.

The near infrared region around 1.6 /im is of special interest, since the solar opacity has
a minimum at these wavelengths, which means that the radiation emanates from deeper
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FIGURE 15. Intrinsic field strength of the spatially unresolved magnetic flux tubes as a function
of the field strength averaged over the spatial resolution element of the observations. The data
are based on observations with the near infrared Fei 1.5649 ^m line, which has a particularly
large Zeeman splitting. In regions with magnetic filling factors larger than a few percent the
main contributions to the flux comes from flux tubes with field strengths in the kG range, and
there is little dependence on the filling factor or average field strength. In regions with little flux,
however, the intrinsic field strength drops to much lower values. From Solanki et al. (1996).

layers in the atmosphere than in any other part of the solar spectrum. This enhances
the Zeeman splitting still further, since the field strength increases with depth.

The infrared observations have confirmed the kG nature of much of the photospheric
magnetic flux, but have also shown the existence of weaker field elements. Except for
the smallest magnetic fluxes or filling factors the field strength is kG and increases only
slowly with filling factor. In regions of small filling factors, however, the field strengths
found are much weaker, which indicates that at the smallest scales the flux elements are
intrinsically weak (cf. Fig. 15).

Since the flux elements are spatially unresolved, a comparison between the measured
magnetic filling factor and the average field strength only gives an upper limit to the size
of the flux elements. Since we cannot determine the flux morphology we do not know
whether the given flux within the spatial resolution element is due to a single element or
to many smaller elements.

3.4.2. 3-D flux tube models and numerical simulations

The flux tube concept has provided a very useful interface between theory and obser-
vations. Theoretically the formation of the flux tubes can be explained in terms of the
mechanism of "convective collapse". Due to the inhibition of convective energy exchange
between the interior and exterior of a flux region because the plasma cannot flow freely
across the field lines, the interior is thermally shielded from the exterior, provided that
the photon mean free path in the direction perpendicular to the field lines is smaller than
the size of the flux element. In this case the motion within the element is more adiabatic
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FIGURE 16. Magnetohydrodynamic numerical simulation of the formation of magnetic flux
tubes in the solar atmosphere. The magnetic field lines after the formation process are shown.
The nearly horizontal wavy line near height zero marks the surface of optical depth unity. It
has a depression in the flux tube due to the partial evacuation that is needed to ensure lateral
pressure balance. From Grossmann-Doerth et al. (1998).

with a smaller temperature gradient than in the exterior region. This has the result that
an initially small downflow in the element leads to an adiabatic cooling with subsequent
collapse due to the higher gas pressure in the exterior region (cf. Parker 1978; Spruit &
Zweibel 1979).

Once a flux tube has been formed, it is in pressure equilibrium with the surrounding
plasma. To contain the large magnetic pressure inside by the external gas pressure, the
internal gas pressure must be drastically reduced, which is only possible if the flux tube
is partially evacuated. Almost nothing is known from observations about the further
fate of the concentrated fields. Their life times with respect to fragmentation by the
fluting instability depends on maintaining vortex flows around them. At scales below
about one hundred km the convective collapse mechanism will no longer be effective due
to radiative exchange, since the photon mean free path in the lower photosphere is on
the order of 100 km. Flux on such scales may therefore have intrinsically weaker field
strengths and might then not be able to withstand the tangling effect of the turbulent
motions. Smaller flux fragments may coalesce to larger structures, for which collapse
becomes possible, etc.

Self-consistent magnetohydrodynamic models of magnetic flux tubes at various levels
of sophistication have been constructed and used to compute synthetic Stokes spectra to
be compared with observations. When viewing the expanding, axially symmetric model
flux tubes from the side and simulating spatially unresolved observations, one has to solve
the polarized radiative-transfer problem along a large number of lines of sight that pierce
the flux tube at different places, and then average the computed spectra (cf. Fig. 13).
With Stokes inversion one can use the observed Stokes spectrum to determine the free
parameters of the MHD flux tube model. With the complex geometries and many lines
of sight, this can be a very demanding task with available computer resources.

Magneto-convection is the underlying process that is involved in most aspects of stellar
activity: the dynamo mechanism, flux amplification, transport, destruction, intermit-
tency, etc. Still we are far from a good theoretical understanding of magneto-convection
and turbulence in the gravitationally stratified stars. 3-D numerical simulations of
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FIGURE 17. Example of anomalous Stokes V profiles requiring more than one magnetic compo-
nent for their interpretation. Left panel: Observed (solid) and synthetic (dashed) Stokes V/Ic
spectrum with unusually looking profiles. Ic is the intensity of the continuous spectrum. A
model with two magnetic components has been used to fit the observations. Right panel: The
synthetic profiles of the Fe I 1.5649 pm line for each of the two magnetic components used for the
fit. They correspond to a field strength at height z = 0 of 1.70 kG (solid curve) and -1.05 kG
(dashed curve), respectively. From Riiedi et al. (1992).

magneto-convection in the outer layers of the Sun (cf. Nordlund & Stein, 1990) have been
successful in reproducing the observed properties of solar granulation, but the computa-
tional grid has been too coarse to properly describe such processes as convective collapse,
fluting instability, ohmic decay of current sheets, etc. The problem is very complex, since
so many length scales are involved, down to the ohmic diffusion scale (on the order of
lkm in the photosphere). Nevertheless considerable progress has been made in recent
years (cf. Fig. 16).

3.4.3. "Anomalous" Stokes profiles. Evidence for multi-component atmospheres.
Limitations of Zeeman-effect diagnostics

The two-component model with a strong magnetic (flux tube) component that has
a small magnetic filling factor and non-magnetic surroundings has in the past given
self-consistent interpretations of the wealth of high spectral resolution polarimetric data
obtained in particular with the FTS polarimeter but also with other Stokesmeters or
magnetographs. However, these earlier observations were made in the visible and with
relatively low spatial resolution (a few arcsec or worse). With the advent of polarimetric
observations in the infrared as well as Stokesmeter observations with high spatial and
temporal resolution, many instances have been found where the two-component model
is inadequate and in need for extension by adding an extra magnetic component, which
may have either the same or different polarity as compared with the main magnetic
component, but the field strength, Doppler shift, and temperature structure may be
different. The need for such an extension becomes obvious for "pathological" Stokes V
profiles with a multiple lobe structure (instead of the standard anti-symmetric profiles).
Such anomalous profiles are rare in the visible but are frequently seen in infrared Stokes
spectra, since the much larger Zeeman splitting in the infrared is able to better separate
the components that lie on top of each other in the visible (cf. Fig. 17).

FTS spectra (with low spatial resolution) show that the lobe in the blue wing of Stokes
V profiles is larger than the red wing lobe. More recent Stokesmeter spectra with high
spatial and temporal resolution show a large variation with frequent extreme values of
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these Stokes V asymmetries (Sigwarth et al. 1999). Thus it not only happens that
one of the Stokes V wing lobes disappears entirely, but many cases are found when
the two lobes have the same sign. It has been possible to theoretically show, in terms
of a single flux tube model, how such profiles can arise when the line-forming region
straddles both sides of a magnetopause or magnetic canopy separating magnetic and
non-magnetic regions with different flow fields and temperatures (Grossmann-Doerth et
al. 1988b, 2000). In principle such anomalous Stokes V profiles could therefore be used
as diagnostic signatures of various types of magnetopause structures (Steiner 2000).

With these amendments and extensions of the two-component model, the basic picture
that Zeeman-efFect observations have given us is a photosphere with only about 1 % of
the volume filled with strong-field kG flux tubes, with indications of many weak-field
magnetic elements of mixed polarity in between. The evolution of discrete clumps of
apparently weak mixed-polarity fields can be followed in "deep" magnetograms (with
long integrations) at scales down to a few arcsec, with hints of many more elements of
mixed polarities at smaller scales which presently are not seen, due to cancellation of
the opposite polarities within the spatial resolution element (cf. Fig. 5). Due to their
weakness or the small fluxes involved, their Zeeman-effect signals are small. Because of
the long integrations that are required, the observations are highly sensitive to smearing
by atmospheric seeing.

The concept of a two- or multi-component model with a major fraction of the atmo-
sphere being non-magnetic is of course a convenient idealization, which should not be
taken to imply that non-magnetic regions do exist on the Sun. The solar plasma has
an extremely high electrical conductivity and is in a turbulent state, which means that
small-scale magnetic fields are constantly generated by induction effects. In reality we
therefore expect the so-called non-magnetic, 99 % of the photosphere, to be fully magne-
tized and teeming with weak, mixed-polarity fields far smaller than the angular resolution
that we can reach. Even if we in some future could reach nearly infinite angular resolu-
tion, we would not be able to see mixed-polarity magnetic fields on scales much below
the photon mean free path (about 100 km) in the photosphere due to cancellations along
the line of sight over the line forming region when there are contributions of mixed signs
to the Zeeman effect.

The Zeeman-effect signals are weak if the Zeeman splitting is small as compared with
the spectral line width. In this weak-field regime the Zeeman effect only provides infor-
mation about the magnetic fluxes but not on filling factors and intrinsic field strengths.
The field of the magnetic flux tubes expands rapidly with height due to the almost expo-
nential drop of the external gas pressure, which means that the chromospheric magnetic
fields should be substantially weaker than the photospheric fields. We would like to find
out how much weaker. The few chromospheric lines that we have in the visible and near
infrared part of the spectrum are however much broader than the photospheric lines and
therefore much less sensitive as diagnostic tools for anything else than the magnetic flux.

In summary, the Zeeman effect observations are nearly "blind" to small-scale magnetic
fields of mixed polarity and is not a well suited diagnostic tool for weak magnetic fields
and fields above the photosphere. Fortunately there exists another diagnostic tool, the
Hanle effect, which has its best sensitivity in the above-mentioned regimes, where the
Zeeman effect performs poorly. The two effects are therefore highly complementary to
each other. In the following sections we will discuss the diagnostic possibilities offered
by the Hanle effect.
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4. Hanle diagnostics and coherency effects

4.1. Observational signatures of the Hanle effect with imaging polarimeters

Polarization can be produced by radiative scattering, when the incident radiation has
some degree of anisotropy. Down in the lower solar atmosphere when a local plane-parallel
stratification without horizontal inhomogeneities can be assumed, the anisotropy is due
to the limb darkening. For non-magnetic scattering the polarization at disk center is zero
for symmetry reasons, but it increases monotonically as we approach the solar limb. The
polarization is linear, and in the non-magnetic case the electric vector is usually, with
few exceptions, parallel to the nearest limb (perpendicular to the radius vector from disk
center).

While the intensity spectrum and the Stokes spectrum formed by the Zeeman effect
are governed by many different radiative transfer processes, the scattering polarization
is formed exclusively by radiative excitation followed by spontaneous emission. The
totality of ways in which the scattering polarization can be modified by the presence of
a magnetic field is covered by the term "Hanle effect" (cf. Trujillo Bueno 2001). The
magnetic field removes the degeneracy of the magnetic substates of the atomic levels. The
corresponding polarization effects depend on the degree of degeneracy removal, i.e., on
the ratio between the Zeeman splitting and the damping width (inverse life time) of the
atomic states. If these two quantities are comparable in magnitude, we are in the Hanle
regime in which the polarization effects depend both on the strength and orientation of
the field. For excited states of allowed atomic transitions this occurs for field strengths
typically in the 1-100 G range. For ground states of allowed transitions, which have
life times that are about two orders of magnitude longer, the Hanle field strength range
lies correspondingly lower, typically 0.01-1 G. When the Zeeman splitting is much larger
than the damping width, we are in the Hanle saturated regime, in which the polarization
effects depend on the orientation of the field but not on its strength. This is the situation
for coronal forbidden lines, due to the very long life times of their excited states. If we
can observationally separate the Hanle effects in the excited states and ground states
from each other, then we may have a tool for diagnosing magnetic fields of all strengths,
down to the lower mG range.

Figure 18 illustrates how the linear polarization produced by scattering and by the
transverse Zeeman effect have entirely different signatures. The spectrograph slit has
been placed parallel to and 2.5 arcsec inside the limb (at /i = 0.07, where n is the cosine
of the heliocentric angle), such that half the slit covers a small facular region, while
the other half lies outside it. In the facular region we see the characteristic signatures
of the transverse Zeeman effect in practically all the atomic lines, while outside it the
only significant signal is the scattering polarization in the Sr I 4607 A line and occurs
only in Q/I (linear polarization parallel to the limb). As we move closer to the facular
region, the amplitude of Q/I in the Sr I line decreases, which is a signature of Hanle
depolarization by magnetic fields. The Sri 4607A line has been used as a test case for
extensive radiative transfer calculations of Hanle depolarization (Faurobert-Scholl 1993;
Faurobert-Scholl et al. 1995).

Another observational example of Hanle-effect signatures is given in Fig. 19, which
shows the spatial fluctuations along the slit of the polarization amplitude in the Doppler
core of the Na i D2 5890 A line. While the variations in Q/I and U/I are due to the Hanle
effect, V/I is exclusively due to the longitudinal Zeeman effect. Note that the broad Q/I
polarization maxima in the wings of the D2 line are spatially invariant, in accordance
with theoretical expectations, since the Hanle effect only operates in the Doppler core
(cf. Stenflo 1994, 1998). Note also that there is practically no Q/I signal in the Di line,
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FIGURE 18. Example of the coexistence between scattering polarization (in Q/I in the Sri
4607 A line) and the transverse and longitudinal Zeeman effect. The recording was made with
ZIMPOL II at NSO/Kitt Peak on March 4, 2000, near the SW limb (at n = 0.07), where there
was some minor facular activity. ,̂From Stenflo (2001).

since it can only be produced by lower-level atomic polarization, which gets destroyed
by Hanle depolarization in magnetically active regions (see below).

It has long been a common belief that the Hanle effect is only observable in an annular
zone close to the limb, where the scattering polarization has sufficient amplitude to
be observable. According to this common view, the scattering polarization is largest
in the absence of a magnetic field, and the Hanle effect manifests itself by reducing
this polarization (depolarization) and rotating its plane. This situation pertains for
instance for 90° scattering, which is similar to the scattering geometry near the solar
limb. However, in forward scattering, similar to scattering at disk center, the non-
magnetic scattering polarization is zero, while a horizontal magnetic field would via the
Hanle effect give rise to significant linear polarization (Trujillo Bueno 2001). The Hanle
effect is thus not limited to a limb zone but may be used more or less all over the solar
disk. It would for instance be a more sensitive tool than the transverse Zeeman effect
for the mapping of horizontal magnetic fields in the solar chromosphere.
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FIGURE 19. Example of the spatially varying Hanle effect in the core of the Nai D2 line. Q/I
shows varying Hanle depolarization, U/I varying Hanle rotation of the plane of polarization,
V/I the longitudinal Zeeman effect. The recording was made with ZIMPOL II at NSO/Kitt
Peak on October 9, 1999, near the SE limb (at \x = 0.1). From Stenflo et al. (2001).

4.2. Complementarity between the Zeeman and Hanle effects. Magnetic parameter
domains and accessible atmospheric layers

The discovery that most of the magnetic flux that is recorded in magnetograms (circular
polarization maps) has its origin in kG fields with a magnetic filling factor that is typically
on the order of 1 % (Stenflo 1973) has led to the concept of discrete kG magnetic flux tubes
embedded in a non-magnetic atmosphere. The flux tubes are believed to be formed by
convective collapse (Parker 1978; Spruit & Zweibel 1979) and are expected to expand with
height to form magnetic canopies that are overlying the field-free atmosphere (Giovanelli
1980; Giovanelli & Jones 1982; Jones & Giovanelli 1983).

This view however has serious deficiencies. No plasma physics theory would ever
predict the existence of truly field free regions in such a highly electrically conductive
medium as the solar atmosphere, since any initial seed field would immediately be tangled
up and amplified by the motions in the solar atmosphere. The absence of observable
magnetic flux through a spatial resolution element does not at all imply the absence of
magnetic flux, since the Zeeman-effect signals cancel each other for a tangled field. Other
deficiencies are that convective collapse is not (yet) an observed phenomenon (cf. Collados
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2001), and the canopy concept is based on observations of magnetically active regions
(including strong network regions) but has not been verified for very quiet regions.

The reason for this state of affairs is that the Zeeman effect fails to deliver much
information about 99 % of the photosphere. Almost all Zeeman-effect diagnostics, with
few exceptions, is done with photospheric spectral lines. In chromospheric lines the
Zeeman splitting is generally much smaller than the line width and provides information
that is mainly limited to magnetic flux. The Zeeman effect is insensitive to magnetic
fields that are weak, like the fields between the flux tubes or the fields in the higher layers
of the solar atmosphere. It is also nearly blind to magnetic fields of mixed polarities,
when the mixing occurs on scales that are smaller than the angular resolution of the
observations. Since much of the solar plasma is in a turbulent state, we expect such
mixed-polarity magnetic fields to be ubiquitous. Much of the volume between the flux
tubes could be filled with such a field, but Zeeman-effect observations are unable to tell.

The Hanle effect on the other hand is practically blind to the flux tube field, since this
field has such a small filling factor, and the Hanle effect is insensitive to vertical magnetic
fields when the illumination of the scattering particles is axially symmetric. Almost the
entire contribution to the Hanle effect comes from the 99 % of the volume to which the
ordinary Zeeman effect is almost blind. The Hanle and Zeeman effects therefore ideally
complement each other.

Since the flux tube field strength has been found to have an almost unique value of
about 1.5 kG in quiet network regions (at the level in the solar atmosphere where the
continuum at 5000 A outside the network is formed), it has been natural to believe that
the conjectured turbulent, space-filling magnetic field between the flux tubes should also
have a unique field distribution with an rms field strength that is uniquely determined
by the kinetic energy spectrum of the solar granulation. This is however not the case.
Instead it is found that the appearance of the second solar spectrum changes greatly
both spatially and with the phase of the solar cycle (Stenflo et al. 1998) because of large
variations in the magnitude of the Hanle effect. This implies that the properties of the
field that fills the space between the flux tubes vary and need to be mapped.

Although the Hanle effect opens new diagnostic possibilities that are not available with
the Zeeman effect, it has the disadvantage that it does not lend itself to direct mapping of
the magnetic field but instead constrains the field properties in more convolved ways. A
fundamental reason for this is that the Hanle effect shows up in two observed parameters,
Q and U, while the magnetic field vector needs three parameters to fully constrain its
three vector components. The field vector is therefore not uniquely constrained by Hanle
observations alone, but needs some additional constraint, either from theory or other
types of observations (e.g. from the longitudinal Zeeman effect in Stokes V). The
Zeeman effect on the other hand can in principle constrain the full vector, the line of
sight component from Stokes V, the two transversal components from Q and U (in the
case of spatially resolved fields).

4.3. Extraction of the Hanle depolarization and rotation from the data. Hanle
histograms

Strong resonance lines like the Ca I 4227 A line that is shown in Fig. 20 most often have
scattering polarization (Q/I) profiles that are characterized by a narrow polarization
peak in the Doppler core of the line and by broader polarization maxima in the line
wings. According to theory the Hanle effect can only operate in the Doppler core, and
vanishes in the wings (cf. Stenflo 1994,1998). The U/I profiles in Fig. 20, which are non-
zero due to Hanle rotation of the plane of polarization, therefore only have contributions
in the line core, while the wings remain zero.
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FIGURE 20. Examples of Stokes /, Q/I, and U/I profiles of the Cai 4227 A line, a Stokes /
profile at disk center, b Q/I profiles averaged over a sequence of n windows, to illustrate the
center-to-limb variation, c U/I profiles averaged over four of the /i windows that were used in
the Q/I panel. Only profiles with core amplitudes in excess of 0.05 % have been included in
these averages. Prom Bianda et al. (1999).

While the presence of a U signal reveals the presence of Hanle rotation, it cannot be
directly concluded from inspection of the Q/I profile whether Hanle depolarization is
present or not. To determine the amount of Hanle depolarization we need to refer to
the polarization amplitude that we would have in the absence of magnetic fields. Since
theoretical determinations of the non-magnetic polarization in the line core would need
to be based on the not well developed theory of polarized partial redistribution and
therefore would not provide reliable non-magnetic reference levels for the polarization,
we choose to approach the problem empirically in a statistical or differential manner.

The statistical approach is illustrated in Fig. 21, where we present scatter plots of the
values read off from the Q/I maxima in the red and blue line wings and in the line core.
While the red and blue Q/I wings are highly correlated, the line core values exhibit a
large scatter. Such a behavior is expected from Hanle-effect theory, since only the line
core is affected by the magnetic fields, not the wings. As the magnetic fields vary from
place to place on the solar disk, a scatter in the amount of Hanle depolarization results.

Since we do not know the non-magnetic Q/I reference level from theory, we may use
the envelope to the points in the scatter plot diagram as the best empirical estimate of
this reference level. As the choice of this envelope is somewhat subjective and affected
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FIGURE 22. Hanle histograms for the Cai 4227 A line, showing the distribution of the observed
parameters representing Hanle rotation (panels a and b) and Hanle depolarization (panel c).
The solid histograms are based on the lower (solid) Q/I envelope in Fig. 21b, the dotted his-
tograms on the upper (dotted) Q/I envelope in Fig. 21b. From Bianda et al. (1999).

by the presence of some instrumental scatter, two possible choices of envelopes have been
drawn in Fig. 21. The wing polarization depends uniquely on the center-to-limb distance
or fi (cosine of the heliocentric angle), so the abscissa in Fig. 21 may be translated into a /J,
scale. The height of the envelope for a given /z (or wing polarization) thus represents the
non-magnetic reference value with which our observed Q/I and U/I may be normalized,
to allow comparison with theoretical predictions for the depolarization and rotation of
the plane of polarization.

The distributions of the observed Hanle-effect signals can be represented in the form
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of Hanle histograms as in Fig. 22 for the Cai 4227 A line. The histograms of the observed
\U\/I and Q/I, normalized to the reference (envelope) values, are shown in the left and
right panels, while the middle panel shows the histogram for the ratio \U\/Q, which
equals | tan2/3|, where (3 is the rotation angle. Such histograms contain information that
constrains the intrinsic distributions of the magnetic field vectors on the Sun. However,
to limit the degrees of freedom of the problem one needs to introduce some assumptions
concerning the shapes of the angular and field strength distributions, and the extent to
which the fields are spatially resolved by the observations or not. These assumptions are
however not quite ad hoc, since their self-consistency may be constrained and tested.

The histogram for the depolarization values in Fig. 22c is for instance consistent with
an isotropic angular distribution of a 5-10 G field. If the field strength were larger, the
distribution would crowd more to the right in the diagram. The width of the distribution
depends not only on the angular distribution but also on the spread in the field strength
values. If we make this spread large, the distribution would become wider than observed.

Hanle depolarization can occur both for spatially resolved and unresolved fields, since
the depolarization values for opposite-polarity fields do not cancel each other. The ob-
served non-zero values of U/I, as seen in Figs. 22a and b, however cannot occur for
spatially unresolved fields with random angular orientations within the resolution ele-
ment, since U/I is subject to cancellation effects from fields of opposite directions. The
circumstance that U/I signals (due to Hanle rotation) are frequently observed implies
that the fields have a net orientation within the spatial resolution element, i.e., the fields
are partially resolved.

4.4. Multi-line approach: Differential Hanle effect

Interpretations that are based on observations with a single spectral line are sensitive to
the model used for the solar atmosphere and the atomic physics, and they need a statis-
tically determined "non-magnetic" reference level as described in the previous section.
As in Zeeman-effect diagnostics one can however suppress such model dependence by
using the differential rather than the absolute polarization effects, which are found from
combinations of lines with different sensitivities to the Hanle effect.

Figure 23 provides examples of spectra for the 4886 and 4934 A wavelength ranges.
The top panels show the usual intensity spectra, which hardly vary from region to region
on the Sun (as long as the limb distance is kept fixed), while the panels below show the
"second solar spectrum" for two solar regions that differ greatly in Hanle depolarization.
Inversions with a simplified Hanle-effect model assuming a spatially unresolved turbulent
magnetic field with an isotropic angular distribution give turbulent field strengths Bt of
4 and 30 G, respectively, for these two regions.

Regardless of whether one trusts these quantitative values or not, it is apparent from
direct visual inspection of the Q/I spectra that the polarizations in the bottom panels are
subject to much more Hanle depolarization than the Q/I spectra of the middle panels.
One may therefore immediately draw the qualitative conclusion, without any modelling
or special assumptions, that the turbulent fields of the solar region that is represented
by the bottom panels are much stronger than those of the region that is represented by
the middle panels. The inversions merely try to quantify this direct conclusion in terms
of G units.

Because of uncertainties in the atomic and radiative transfer physics and in the colli-
sional rates, the effective decay rate to use for a given line transition for computing the
Hanle response to different magnetic fields is often not well known and may for many
lines need to be treated as a free parameter. The non-magnetic polarization amplitude
is in general also unknown. However, even with this many free parameters, the number



90 J.O. Stenfio: Polarized Radiation Diagnostics

- Bt=4 G

•: B t =30 G

4835 4886 4887
Wavelength (A)

4932 4933 4934 4935
Wavelength (A)

4936

FIGURE 23. Examples of varying Hanle depolarization on the solar disk. For each of the
wavelength ranges 4885-4888 A and 4932-4936 A the top panel shows the intensity / (normalized
to the local continuum intensity Ic) with line identifications and multiplet numbers, while the
two lower panels show the fractional linear polarization Q/I for two solar regions (which are
the same for the two wavelength ranges), one with little (middle panel) and one with much
(bottom panel) Hanle depolarization. No attempt has been made here to fix the zero point of
the polarization scale, which is thus arbitrarily chosen, but it is unimportant for the qualitative
comparison of the two solar regions. According to inversions with idealized models the turbulent
field strength Bt has a value of 4 and 30 G for these two regions, which were recorded respectively
on 4-5 April 1995 and 15 September 1996 with the spectrograph slit 5arcsec inside the limb
at the position angle of geographical north, using ZIMPOLI at the McMath-Pierce facility of
NSO/Kitt Peak. From Stenflo et al. (1998).

of independent observables increases faster than the number of free parameters when
we increase the number of simultaneously used spectral lines with different Hanle sensi-
tivities, and combine recordings made in solar regions with different magnitudes of the
Hanle effect. In the general case we need to sample at least three different solar regions
with at least three different spectral lines to allow an inversion of the observational data
(Stenflo et al. 1998). With more lines and solar regions the problem can be further
constrained, which in principle would allow us to introduce more free parameters, e.g. to
further constrain the shapes of the intrinsic distribution functions for the magnetic field.

4.5. Superposition of a polarized continuum. Separation of depolarization and intrinsic
line polarization

Note in Fig. 23 that when we have much Hanle depolarization, the polarized spectrum
that otherwise looks like an emission spectrum changes appearance and becomes more
similar to an absorption-line spectrum, since many lines now partially depolarize the
continuum polarization.

Figure 23 illustrates a fundamental problem when trying to extract the intrinsic line
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polarization: For most spectral lines the continuum polarization is often of the same
order of magnitude as the line polarization that we want to determine, except for strong
lines like Cal 4227 A, Nal D2-Di, and a few other lines. The partially polarized contin-
uum opacity combines with the partially polarized line opacity in a complex way that
depends on the relative heights of formation of the line and the continuum. Radiative-
transfer calculations (Fluri & Stenflo 2001) for instance show that lines formed above
the continuum layer do not depolarize in Q/I, while when the line and continuum for-
mation regions overlap, the continuum level in Q/I may be suppressed (in relative units)
even more than the suppression of Stokes I by the same absorption line in the intensity
spectrum. The interplay between the continuum and line opacities in Q/I needs to be
further explored to clarify the proper procedure for extracting the line polarization from
the observed polarized spectra.

Another major complication in the quantitative extraction of the intrinsic line polar-
ization is the unknown zero point of the Q/I polarization scale due to instrumental cross
talk from Stokes I (instrumental polarization) as well as slight asymmetries in the de-
modulation process in the detector. Usually the zero point is fixed by globally shifting the
Q/I data until Q/I in the continuum agrees with the Q/I that is theoretically predicted
from the theory of Fluri & Stenflo (1999). This procedure may however be affected both
by deficiencies of the theory and by inaccuracies of the /x value (center-to-limb distance).

5. Extension of the diagnostic range through multi-level effects
5.1. Evidence for lower-level atomic polarization from differential effects in atomic

multiplets

In the standard view of scattering polarization the emitted radiation gets polarized be-
cause of the atomic polarization (alignment) that has been induced in the excited state
due to the anisotropy of the incident radiation field. There is however another effect,
which has been found to play a fundamental role on the Sun. The spontaneous emission
process transfers some of the alignment to the lower state. With many such processes a
statistical equilibrium with a polarized lower level is reached. The lower level has thus
been optically pumped into an aligned state. Scattering from a polarized initial state
produces very different polarization in the emitted radiation as compared with scattering
from an unpolarized state.

Our next question is therefore how we can distinguish whether the observed polariza-
tion and its accompanying Hanle effect is due to atomic coherences in the excited state
or in the ground state. The answer to this question is of greatest significance, since the
lower and upper states are sensitive to magnetic fields in entirely different parameter
regimes (0.01-1 G and 1-100G, respectively). To diagnose the magnetic field we need to
identify the physical effect that we are dealing with.

For atomic transitions for which lower-level polarization can be neglected the intrinsic
polarizability of a scattering transition is determined by the total angular momentum
quantum numbers (J, or in the case of hyperfine structure splitting, F) of the lower
and upper levels. The observed polarization amplitude should be proportional to this
intrinsic polarizability, which is governed by the quantum mechanics of the atom. To
test if this is really the case we may compare the observed polarization amplitudes for
lines that belong to the same atomic multiplet but have different intrinsic polarizabilities
because the total angular momentum quantum numbers are different for the different
members of the multiplet.

An example is given by Fig. 24, which shows the three members of multiplet no. 2 of
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FIGURE 24. Evidence for lower-level atomic polarization in terms of the relative polarization
amplitudes of the three strong Mgi lines. Note the prominent polarization peaks due to the
molecular MgH lines. The recording was made 5arcsec inside the solar limb (at \i = 0.1) near
the solar north pole on April 4, 1995, with ZIMPOL at NSO/Kitt Peak. .̂From Stenflo et al.
(2000b).

Mgi. They have a common upper level with J — 1, while for the lower levels J varies
from 0 to 1 to 2 when we go from the left to the right diagram in Fig. 24. According to the
intrinsic polarizabilities the amplitude of the 5184 A line should be smaller by between
one and two orders of magnitude (when accounting for not only the resonant but also
for the fluorescent transitions) as compared with the amplitude of the 5167 A line, but
the observations show that the amplitudes are instead of similar magnitudes. There is
no possibility to account for this order-of-magnitude effect by playing around with free
parameters in radiative transfer modelling. If one however takes into account lower level
atomic polarization produced by optical pumping, then the observed amplitude ratios
within the multiplet are reproduced without the need to adjust free parameters (Trujillo
Bueno 2001). This result provides convincing evidence for the existence of lower-level
atomic polarization and demonstrates that the relative polarization amplitudes within
multiplets can be used to unambiguously distinguish it from other physical effects that
have entirely different polarization signatures.

Multiplet no. 3 of Cai (6103, 6122, and 6162 A) has the same quantum number struc-
ture as multiplet no. 2 of Mg I. The relative polarization amplitude ratios for the three
members of this multiplet are indeed observed to be the same as for the Mg I case that
we have discussed.

A multiplet with an entirely different quantum-number structure is the Call infrared
triplet at 8498, 8542, and 8662 A. Also here the predicted amplitude ratios based on
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FIGURE 25. Evidence for optical pumping from the relative polarization amplitudes of the Can
infrared triplet, observed at /i = 0.1 near the solar north pole with ZIMPOL at NSO/Kitt Peak
on November 17, 1994. ^From Stenflo et al. (2000b).

quantum mechanics neglecting optically pumped lower-level coherences deviate from the
observed ratios (seen in Fig. 25), not subtly but by order-of-magnitude effects. Inclusion
of the optically pumped coherences however again lead to agreement with the observa-
tions (Manso Sainz k Trujillo Bueno 2001).

5.2. Evidence for lower-level atomic polarization from Nal D\ 5896 A and Ball 4934 A

The scattering polarization across the Nai D2 and Di lines that we showed in Fig. 19 has
long remained enigmatic and a fascinating challenge for quantum and radiative-transfer
theory. The thin solid curve in the Q/I diagram of Fig. 26 shows a recording made with
ZIMPOL in April 1995 in a very quiet limb region (with the slit parallel to and 5arcsec
inside the limb) near the Sun's north pole (Stenflo & Keller 1996, 1997). While the D2

line transition according to its J quantum numbers should have an intrinsic polarizability
W2 = 0.5, the Di line, being a J = | —>• | transition, should be intrinsically unpolarizable
(W2 = 0). The observations however show a pronounced narrow polarization peak in the
Di line core. This peculiar profile shape is not limited to a narrow limb zone but can be
seen over a wide range of limb distances (Stenflo et al. 2000a).

The shape of the polarization profile in the line wings, with the remarkable sign reversal
of the polarization between the D2 and Di lines, could be explained already two decades
ago (Stenflo 1980) in terms of quantum-mechanical interference between the two excited
states of different total angular momentum quantum numbers J = | and | , as illustrated
by the thick solid curve in Fig. 26. When the quantum interference term is removed,
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FIGURE 26. The scattering polarization observed in April 1995 with ZIMPOL across the Nai D2
and Di lines (thin solid curves) is modelled taking quantum interference between the J = | and
I excited states into account (thick solid curve), while the dashed curve shows what happens
when the interference term is omitted (Stenfio 1997). While this model, which ignores hyperfine
structure splitting and lower-level atomic polarization, can reproduce the wing polarization very
well, it is unable to account for the narrow polarization peaks in the Doppler cores.

one gets the dashed curve without sign reversal. This model however always gives zero
polarization at the center of the Di line.

Recently a way was found to obtain scattering polarization in the Di line core through
a combination of hyperfine structure splitting and optical pumping (Landi Degl'Innocenti
1998, 1999). The J = \ ground state is not polarizable in principle, even with optical
pumping, but when the ground state is split due to coupling between the nuclear spin
and the electronic angular momentum, we get a hyperfine structure multiplet with levels
that have new total angular momentum quantum numbers (F) and are polarizable by
coherency transfer from the excited state (optical depopulation pumping).

Details of the observed shape of the Q/I profile in the Nai Di line are shown in
Figs. 27 and 28. The polarization peak in the line core can only be explained in terms
of lower-level atomic polarization. A very similar profile shape with a core peak and
surrounding minima is found for the Bail 4934A line (Stenfio et al. 2000b), which has
the same quantum numbers, including hyperfine structure splitting, as the Nai Di line.
Also here the observed line polarization could not be explained without lower-level atomic
polarization.

With ZIMPOL 11 we are now in a position to collect a wealth of spatially varying
Hanle effect signatures. An example was given in Fig. 19, which shows the spatial
fluctuations along the slit of the polarization amplitude in the Doppler core of the Na 1
D2 5890 A line. While the variations in Q/I and U/I are due to the Hanle effect, V/I is
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FIGURE 27. 2-D spectra of Stokes / and Q/I for Nai Di at /i = 0.05. Darker areas mean
stronger polarization (in the positive direction), lighter areas weaker or negative polarization.
The slit is parallel to the limb. While there is some spatial variation of the polarized core peak
maximum, the wing polarization remains spatially invariant.
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FIGURE 28. Upper panel: 1-D spectrum of Stokes Q/I for Nai Di at fi = 0.05, obtained from
the corresponding 2-D spectrum in Fig. 27 by averaging along the slit. The horizontal dashed
line represents the level of the continuum polarization. Lower panel: The corresponding profile
for fi = 0.10.
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exclusively due to the longitudinal Zeeman effect. Note that the broad Q/I polarization
maxima in the wings of the D2 line are spatially invariant, in accordance with theoretical
expectations, since the Hanle effect only operates in the Doppler core (cf. Stenflo 1994,
1998). Note also that there is practically no Q/I signal in the Di line, since it can
only be produced by lower-level atomic polarization, which gets destroyed by Hanle
depolarization in magnetically active regions.

When one compares the linear polarization fluctuations in the cores of the D2 and
Di lines, one finds that they are uncorrelated to a degree that one would expect if the
polarizations in the two lines are formed in two entirely different Hanle regimes (Stenflo et
al. 2001). This leads us to conclude that while the Hanle effect for the Di line is governed
by the life time of the ground state and therefore is sensitive to fields of typically 0.01-
1 G, the Hanle effect in the D2 line is governed by the life time of the excited state and
therefore responds to fields in the 1-100 G range. In this higher field-strength range the
Di polarization belongs to the Hanle saturated regime, which is the regime that applies
to coronal forbidden lines.

5.3. Implications for the structure of solar magnetic fields

In the preceding subsections we have seen how the presence of lower-level atomic polar-
ization has been expressed in the form of the observed relative polarization amplitudes
in the multiplets of Mgi at 5167-5184A, Cai at 6103-6162A, and the Call infrared
triplet, as well as in the form of the observed polarization peaks in the Nal Di and Ball
4934 A lines, which would not polarize in the absence of optical pumping. We therefore
now have an array of unambiguous observational signatures of lower-state atomic polar-
ization. However, these signatures are only seen in very quiet regions on the Sun. As
soon as we go to magnetically active regions they vanish, which shows that the atomic
polarization in the lower level does not survive depolarization by the Hanle effect in these
magnetic regions.

Solar magnetic fields are however ubiquitous, even in the most "quiet" solar regions.
The convincing observational evidence that we now have for the existence of lower-level
atomic polarization in quiet regions provides important constraints on the magnetic field
structure there, at height ranging from below the temperature minimum region (Cai),
throughout much of the chromosphere (Ball, Mgi, Nai Di, Call infrared triplet). If the
magnetic field in these regions were stronger than about 0.01 G, then the signatures of
lower-state atomic polarization would be severely suppressed, unless the magnetic field
everywhere (i.e., with filling factors near unity) throughout the sampled quiet regions
is oriented fairly close to the vertical direction. Since we have other grounds to believe
that the chromospheric magnetic fields are stronger than milligauss, we are led to the
conclusion that the magnetic field in quiet regions is much more vertical than horizontal,
at least up to the chromospheric heights where the cores of the Can infrared triplet lines
are formed. This means that magnetic canopies do not exist there, in contradiction with
the previous prevailing view of the Sun's magnetic field.

5.4. Last scattering approximation and idealized modelling

A most useful conceptual tool for thinking about and understanding scattering polariza-
tion is the concept of the "last scattering approximation". In an optically thick atmo-
sphere we have many absorption and emission processes, but regardless of the number of
scattering events, one of them must be the last one before the photon leaves the Sun to
travel to the observer. The dominating factor determining the scattering polarization is
the degree of anisotropy of the incident radiation field seen by this last scatterer, as well
as the external magnetic field at the location of that particle. Although the polarization
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of the incident radiation influences the polarization of the emitted light, it is a second-
order effect, so to a good approximation one can think of the incident radiation field as
being unpolarized.

Conceptually one can therefore think in terms of a single scattering event that produces
polarization that scales with the intrinsic quantum-mechanical polarizability, diluted by
a geometric factor (depending on the anisotropy of the incident radiation field and the
scattering angles). In addition we have dilution of the line polarization by continuum
photons, which have another degree of polarization. This dilution scales with the relative
contributions of the line and continuum opacities to the total opacity, and it is therefore
highly wavelength dependent. In this way we can, without the use of radiative transfer,
meaningfully model for instance the observed polarization in the Nai D-2 and Di lines, as
illustrated in Fig. 26. Since the intrinsic polarizability used in this particular model does
not account for lower-level atomic polarization, it cannot reproduce the core peak in the
Di line, but it gives an excellent fit to the wing polarization (although it also neglects
the hyperfine structure splitting).

In this highly idealized model the grossly simplifying assumption has been made that
the degree of anisotropy of the incident radiation is independent of wavelength within
the line, which is certainly invalid for strong non-LTE lines, for which the effects of
opacity and partial frequency redistribution (PRD) play major roles. Radiative-transfer
calculations for instance indicate that the triplet structure of the D2 polarization is largely
a consequence of PRD effects (Fluri, private communication).

What naturally emerges from concepts and modelling based on the last scattering
approximation is the degree of polarization Q/I and not Q alone (or Q/Ic, normalized to
the local continuum intensity Ic). Q/I is the appropriate quantity to plot and think in
terms of. If we would transform Q/I to Q/Ic, the profile shape would be largely dictated
by the particular shape of the Stokes / profile, which is due to radiative-transfer effects
that have little to do with the processes responsible for Q/I. Furthermore, Q/I is the
directly observed quantity that is free from flat-field effects in the detector and spectral
features caused by / —> Q instrumental cross talk, which is not the case for Q/Ic-

5.5. Outlook

The magnetic fields leave their "fingerprints" in subtle ways in the polarized spectrum.
It is our task to properly meaure and interpret these fingerprints. Since it was first intro-
duced in solar physics by Hale (1908), the Zeeman effect has provided us with powerful
diagnostic tools to explore the Sun's magnetic field. With the advent of imaging po-
larimeters of unprecedented polarimetric sensitivity, the "second solar spectrum" that is
produced by scattering phenomena has become accessible to observations. The magnetic-
field imprints left in the second solar spectrum via the Hanle effect provide us with a
novel diagnostic window to explore hitherto hidden aspects of the Sun's magnetic field.

The observational programs for the scattering polarization, including all the magnetic-
field effects that result from the Hanle effect in both the upper and lower atomic states, are
still in an exploratory phase. The scattering polarization is however gradually maturing
into a powerful tool for magnetic-field diagnostics in regimes that are only poorly, if at all,
accessible by Zeeman-effect observations. Examples are diagnostics of the magnetic field
in the solar chromosphere, or of the weak and tangled magnetic fields that fill most of the
photospheric volume. The polarization signatures of the Hanle effect in the mG regime
(lower-level atomic polarization) and the 1-100 G regime can now be unambiguously
distinguished from each other, and they are entirely different from the signatures of the
Zeeman effect. A recent atlas of the second solar spectrum (Gandorfer 2000, 2001) will
help guide us in the selection of suitable line combinations. For overviews of the most
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recent progress on the topic of solar polarization we refer to the proceedings edited by
Nagendra & Stenflo (1999) and by Sigwarth (2001).

As the diagnostic applications of the scattering polarization require polarization ac-
curacies of at least 1CT4, we need large photon-collecting telescopes to avoid to have to
make too restrictive trade-offs with the spatial, temporal, and spectral resolutions. Since
the magnetic field is structured on all spatial scales, we want to push for the highest pos-
sible spatial resolution, in future with the help of adaptive optics, to be able to explore
the evolution and morphology of the small-scale structures. At this high-resolution end
we have to compromise the polarimetric accuracy that can be reached. At the same time,
there will always remain an important unresolved tail of the size distribution, which can
only be explored by indirect techniques, like multi-line Zeeman observations or Hanle
diagnostics, which require much higher polarimetric accuracies and therefore necessitate
trade-offs with the angular and temporal resolutions. A comprehensive picture of solar
magnetic fields is built from a combination of these various direct and indirect diagnostic
methods.
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Polarized Radiation Diagnostics of Stellar
Magnetic Fields

By Gautier Mathys

European Southern Observatory, Casilla 19001, Santiago 19, Chile

The main techniques used to diagnose magnetic fields in stars from polarimetric observations
are presented. First, a summary of the physics of spectral line formation in the presence of a
magnetic field is given. Departures from the simple case of linear Zeeman effect are briefly con-
sidered: partial Paschen-Back effect, contribution of hyperfine structure, and combined Stark
and Zeeman effects. Important approximate solutions of the equation of transfer of polarized
light in spectral lines are introduced. The procedure for disk-integration of emergent Stokes
profiles, which is central to stellar magnetic field studies, is described, with special attention to
the treatment of stellar rotation. This formalism is used to discuss the determination of the
mean longitudinal magnetic field (through the photographic technique and through Balmer line
photopolarimetry). This is done within the specific framework of Ap stars, which, with their
unique large-scale organized magnetic fields, are an ideal laboratory for studies of stellar mag-
netism. Special attention is paid to those Ap stars whose magnetically split line components are
resolved in high-dispersion Stokes I spectra, and to the determination of their mean magnetic
field modulus. Various techniques of exploitation of the information contained in polarized spec-
tral line profiles are reviewed: the moment technique (in particular, the determination of the
crossover and of the mean quadratic field), Zeeman-Doppler imaging, and least-squares decon-
volution. The prospects that these methods open for linear polarization studies are sketched.
The way in which linear polarization diagnostics complement their Stokes / and V counterparts
is emphasized by consideration of the results of broad band linear polarization measurements.
Illustrations of the use of various diagnostics to derive properties of the magnetic fields of Ap
stars are given. This is used to show the interest of deriving more physically realistic models of
the geometric structure of these fields. How this can possibly be achieved is briefly discussed.
An overview of the current status of polarimetric studies of magnetic fields in non-degenerate
stars of other types is presented. The final section is devoted to magnetic fields of white dwarfs.
Current knowledge of magnetic fields of isolated white dwarfs is briefly reviewed. Diagnostic
techniques are discussed, with particular emphasis on the variety of physical processes to be
considered for understanding of spectral line formation over the broad range of magnetic field
strengths encountered in these stars.

1. General framework

1.1. Introduction

The basic physics of the generation of polarized radiation in stars by a magnetic field
is studied in the series of lectures presented at this Winter School by Egidio Landi
Degl'Innocenti. The way in which it is applied to diagnose stellar magnetic fields has a
lot in common with its use for measurements of solar magnetic fields, which is described
in the course given here by Jan Stenflo. Many relevant aspects of the instrumentation
used for stellar magnetic field studies are covered in Christoph Keller's presentation. The
reader is warmly encouraged to refer for additional information to the contributions of
these authors appearing in this volume. Yet, the diagnosis of magnetic fields in stars also
involves specific aspects which are not addressed by other lecturers. Emphasis in this
course is laid on introducing them, and on giving an overview of our current knowledge
of stellar magnetism as obtained from (mostly) polarimetric studies.
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Studies of stellar magnetic fields have so far been limited by the fact that the disks of
the considered stars are not spatially resolved in the observations from which the field
is diagnosed. While the progressive development of techniques of optical interferometry
opens prospects of overcoming to some extent this limitation, we are nowhere near being
able to resolve spatially stellar features of sizes comparable to those of the largest mag-
netic features of the solar photosphere, the sunspots. Accordingly, a primary difficulty
in the interpretation of stellar observations in terms of magnetic fields comes from the
fact that the observed signal is integrated over the whole visible stellar hemisphere (or
in future interferometric works, a large fraction of it). Of course, this is to some extent
true for the observational determination of all the physical parameters of stars (such as
temperature, elemental abundances). But while these parameters are scalars and, most
often, in good first approximation, do not vary much from place to place on the star, the
magnetic field is a vector, whose direction and intensity may typically be very different at
different points of the stellar surface. Accordingly, a specific, complex and fundamental
aspect of stellar magnetic field studies is to find ways of extracting physically meaningful
constraints about the field from disk-integrated observational data.

As an indirect consequence of the disk-integrating process, Doppler effect due to stellar
rotation adds its contribution to the observable signal. In some cases, this may ham-
per the diagnosis of the magnetic field, while in others, this may actually enhance the
diagnostic contents of the observations.

Finally, atmospheres of various types of stars are characterized by a wide variety
of physical conditions (temperature, density, . . . ) and of chemical compositions. Not
surprisingly, the same magnetic field diagnostics cannot be used in all kinds of stars.
This also implies that different field determination methods may have to be applied for
stars of different types.

1.2. Zeeman effect

The primary physical mechanism leading to observable manifestations of magnetic fields
in stars is the Zeeman effect. Let us consider an atomic level defined by its energy (in
the absence of external perturbation) EQ, its angular momentum quantum number J,
and its Lande factor g. In the presence of a magnetic field H, this level is split into
(2 J + 1) states, characterized by their magnetic quantum number M (M = - J, - J + 1,
. . . , J - 1, J). They have equally spaced energies E(M) given by:

= Eo+gMhojh, (1.1)

where WL = eH/(2mec) is the Larmor frequency (me is the electron mass).

1.3. Transfer equation

Interpretation of (spectro)polarimetric observations in terms of magnetic fields is based
on the solution of the equation of transfer of polarized light in spectral lines:

HdS/dT = (I + ri)[S-B{vo,T)J\. (1.2)

The state of the radiation is described by the Stokes vector S = (I,Q,U,V)r. This
form of the equation corresponds to a plane-parallel atmosphere, in LTE. The optical
depth is denoted by r; n is the cosine of the angle 6 between the direction of propagation
of the light and the normal to the stellar surface. B(vo,T) is the Planck function at
temperature T and at the frequency v§ of the transition; I is the 4 x 4 unit matrix and
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J = (l,0,0,0)T. The Mueller matrix 77 has the usual form:

with
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The transition probability between the atomic levels responsible for the line under con-
sideration is accounted for by:

4?T
- exp(-hvo/kT)] B12, (1.5)

where KC is the continuum absorption coefficient at the wavelength Ao of the line (which
is used to define the optical depth scale), B\2 is the Einstein coefficient of absorption
between the lower level 1 and the upper level 2, and N\ is the population of the lower
level. The angle between the magnetic field and the line of sight is denoted by 7, and
X is the azimuth of the magnetic vector with respect to the positive Q direction. Using
the notations Hz to represent the component of H along the line of sight, and HQ and
HQ+n/2 for the components of H resp. parallel and orthogonal to the positive Q direction
in the plane perpendicular to the line of sight, one has:

cos-y = Hz/H, (1.6a)
sin2 7 cos 2X = {H2

Q - H2
Q+7r/2)/H

2 , (1.6b)

sin2 sm2X = 2 HQHQ+n/2/H
2. (1.6c)

The form of the expressions in the right-hand sides of Eqs. (1.4) reflects the selection
rule that only transitions between states with magnetic quantum numbers such that
Mi - Mi = 0 (known as IT components) or M\ - M2 = ±1 (a± components) are allowed.
These transitions are described by the coefficients (q = 0, ±1):

Vq(\)= J2 5?(M1,M2)V[A-Ao-AA(M1,M2)], (1.7a)
Mi,M2

which represent absorption and emission processes, and

Pq(X)= J2 Sq(M1,M2)<P[X-\0-A\(MuM2)), (1.7b)
Mi:M2
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which account for anomalous dispersion effects. The relative strengths of the individual
line components are normalized to unity for each set of components corresponding to the
same value of q:

J2 Sq(MuM2) = l (<7 = 0 , ± l ) . (1.8)

Their expression is:

Ji
Ml -M2 - , ' ' W

from which one sees that Sq(Mi, M2) ^ 0 only if Mi - M2 = q. It is worth noting that
the number and relative strengths of the individual magnetic components of a transition
depend only on the angular momentum quantum numbers of the levels between which it
takes place. Their shifts with respect to the nominal wavelength of the line, by contrast,
depend on the Lande factors of the involved levels:

AA(Mi,M2) = (giMi - g2 M2) AAZ H , (1.10)

where AAz = fcAg with k = e/(4irmec
2) = 4.67 10~13 A ^ G " 1 . It is important to note

that all the line components corresponding to the same value of q have the same effect
on the polarization of the light. On the other hand, all the line components have the
same absorption (%[)) and anomalous dispersion (<fi) profiles. The absorption profile is
normalized to unity:

r+oo
-X0)dX = l, (1.11)

and 4>(\ - Ao) is the corresponding anomalous dispersion profile (see e.g. Mathys 1989
for more details).

The set of relative line strengths 59(Mi,M2) and wavelength shifts AA(Mi,M2) of
the components of a transition split by a magnetic field defines its Zeeman pattern.
Precise determination of stellar magnetic fields depends critically on the knowledge of
the correct Zeeman patterns of the diagnostic lines. The main source of uncertainty
lies with the Lande factors. While it may be possible to compute them through sim-
ple arithmetics from some subset of quantum numbers of the levels between which the
transition takes place, such calculations rest on the assumption that those levels pertain
to some (almost) pure coupling scheme (LS coupling is most frequent). In practice,
though, it fairly often happens that this approximation is not particularly good, and
the values of the Lande factors that it yields may on occasion be quite poor. As a
rule of thumb, experimental values obtained in laboratory studies should be preferred
whenever available. When this is not the case, the best alternative is provided by val-
ues derived from detailed model atom calculations. In particular, values given in Ku-
rucz's (http://cfaku5.harvard.edu/LINELISTS.html) line lists often prove very good
(Mathys 1990b), and their use is recommended (note that for levels for which an exper-
imental value exists, Kurucz gives this value, not a calculated one). Note that, although
the issue of availability of correct Lande factors is in principle relevant in both the solar
and stellar cases, the problem is exacerbated in the latter context because one is led to
consider a wider variety of diagnostic lines, and in particular, may in some instances
have no choice but dealing with fairly "exotic" transitions, not necessarily well studied
in laboratory or theoretical works.

1.4. Departures from linear Zeeman effect

Equation (1.1) describes the linear Zeeman effect. It is valid provided that
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(a) quadratic Zeeman effect is negligible;
(b) J is a "good" quantum number.

The first approximation is always valid for the magnetic field strengths encountered in
non-degenerate stars, but the contribution of quadratic Zeeman effect has to be taken
into account (and may be dominant) for certain magnetic white dwarfs (see Sect. 5.2 for
further discussion).

1.4.1. Partial Paschen-Back effect
The second condition implies in particular that the magnetic splitting of the level is

small with respect to the fine structure separation within the spectroscopic term to which
this level belongs. Departures from this approximation occur in a number of transitions
of great astrophysical interest, such as Fe n A 6149, an important diagnostic line for stellar
magnetic fields (see Sect. 2.4), or the Li I A 6708 doublet. Splitting of one (at least) of
the levels involved in such transitions occurs in a regime of partial Paschen-Back effect:
to calculate this splitting, one must take simultaneously into consideration the various
levels belonging to the same spectroscopic term. An example of such a calculation is
given in Mathys (1990a). The dependence on the magnetic field strength of the energy
shifts AE(Mi) of the magnetic states with respect to the unperturbed level is no longer
linear, and in most cases, AE(-Mi) ^ -AE(Mi). The expressions of the coefficients
r]q and pq remain formally the same as in Eqs. (1.7), but the relative line strengths
now depend on the magnetic field intensity. In general, one only of the levels between
which the transition takes place belongs to a term for which the fine structure is not
large with respect to the Zeeman effect. For illustration, let us consider a transition
whose lower level belongs to such a term. We assume that this term comprises n levels,
which in the absence of a magnetic field, correspond to values J^l\ J(2' = J^1' + 1,
... , j(") = J^1) + n — 1, of the angular momentum quantum number. The relative
strength SqJ(i){Mi, M2) of the line component corresponding to the transition between
magnetic state Mi of level J^ (-J^ < Mi < jW) and magnetic state M2 of some
upper level (formed in pure Zeeman regime) of angular momentum quantum number J2

can be written as:
-i 2

h 1
M2 -q

,(M1,M2) = (1.12)

with the normalization condition:

Y, [ajWjW{MuH)f = 1. (1.13)
J W = | M I |

The strengths of the components corresponding to M\ — M2 = ±1 generally differ from
each other. This, combined with the above-mentioned lack of symmetry of the split
energy states with respect to the unperturbed level, implies that, in contrast with the
Zeeman patterns, the partial Paschen-Back regime line patterns are asymmetric. An
example of such a pattern is shown in Fig. 1 for various magnetic field strengths.

1.4.2. Hyperfine structure
Some of the most interesting questions in stellar magnetism require the consideration

of diagnostic lines with considerable hyperfine structure. This happens, in particular, in
studies of Ap stars, whose spectra abound in strong rare earth lines, and may on occasion
be so dominated by such lines that the latter become the only usable diagnostics of stellar
properties (see e.g. Cowley & Mathys 1998). Most often, the energy perturbations due
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FIGURE 1. Splitting pattern of the line Fe II A 6149.2 in magnetic fields of various strengths.
The conventional representation of Zeeman patterns is used, with the line components shown
along a wavelength (horizontal) axis as vertical bars of lengths proportional to their relative
strengths. Bars above the wavelength axis correspond to ir components; bars below it to a
components. The patterns that would be obtained in pure Zeeman effect appear as dotted lines,
and the realistic patterns accounting for partial Paschen-Back effect, as solid lines (for a field
strength of 5000 G, the two are indistinguishable at the scale of this plot).

to hyperfine structure and to typical magnetic fields are of comparable magnitude, so
that they have to be considered simultaneously: the situation is analogous to the partial
Paschen-Back effect case discussed in the previous section.

In the presence of hyperfine structure, the total angular momentum of the atom F
is defined through vectorial addition of the electronic angular momentum J and of the
nuclear spin / . The magnetic quantum number / is the projection of F on the direction of
the magnetic field. The selection rule M1—M2 — 0, ±1 is replaced by /1 - /2 = 0, ±1, with
7T and a components defined accordingly and playing for polarization the same role as in
the absence of hyperfine structure. The differences with respect to the latter case come in
through the expressions of the wavelength shifts and relative strengths of the individual
line components. These expressions, which have been derived by Landi Degl'Innocenti
(1975), are significantly more complex than their counterparts of Eqs. (1.10) and (1.9),
due to the fact that the hyperfine levels corresponding to different values of F cannot be
treated independently from each other (in much the same way as, in the partial Paschen-
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Back situation, the various levels of a given spectroscopic term could not be considered
individually).

1.4.3. Combined Stark and Zeeman effects

In some stars (in particular, fast rotators) hydrogen Balmer lines are the best (or
even only) diagnostics of magnetic fields. The physical basis of the interpretation of
observations of these lines in terms of properties of the stellar magnetic field is complex,
because they are subject to strong linear Stark effect.

Hydrogen atoms in stellar atmospheres permeated by a magnetic field H are subject
to external perturbations of three types:

(a) linear Stark effect due to interactions with the surrounding charged particles (ions
and electrons) of the stellar plasma. The shifts in the energies of the atomic states
induced by this effect are of the order of (in cgs units):

AES = 1.875 1(T9 n (n - 1) e a0 iVe
2/3 , (1.14)

where n is the principal quantum number of the upper level of the transition, a0 is the
Bohr radius, and Ne is the electronic density (in cm"3).

(6) Zeeman effect due to the magnetic field (assumed to be in the linear regime), whose
contribution is of the order of:

AEZ = (n-l)hu>h. (1.15)

(c) Lorentz effect due to the electric field "seen" by the hydrogen atom as a result of
its (thermal) motion in the magnetic field. The order of magnitude of the corresponding
energy displacements is:

AEh = 6.435 1(T7 T1/2 H, (1.16)

where T is the temperature.
The relative contributions of these three effects are shown in Fig. 2 (after Brillant, Mathys
& Stehle 1998). For conditions typical of the atmospheres of non-degenerate stars per-
meated by a magnetic field, their orders of magnitude are comparable, so that in general,
all three of them need to be taken simultaneously into account in the calculation of the
atomic states.

This introduces rather severe complications in the expression of the transfer coeffi-
cients. While the general form of the Mueller matrix given in Eq. (1.3) remains valid,
its elements are no longer given by Eqs. (1.4). Indeed, the plasma and motional elec-
tric fields break the cylindrical symmetry about the magnetic field direction, so that
the quantum number M is no longer appropriate to characterize unambiguously atomic
states within a level (in other words, the hamiltonian of the atom is not diagonal in M).
As a consequence, the selection rule AM = 0, ±1 is not applicable anymore.

Let us open here a parenthesis and note that the situation currently under consideration
is quite distinct from the partial Paschen-Back and hyperfine structure cases discussed in
Sects. 1.4.1 and 1.4.2. In these two cases, the direction of the magnetic vector defines a
privileged direction on which the atom's total angular momentum is projected to define
a magnetic quantum number which obeys a selection rule such that its value can only
change by 0, +1 or —1 in a radiative transition. The difference between those cases and
the "standard" Zeeman case rests with the definition of the total angular momentum
itself. The Zeeman effect corresponds to transitions between levels for which the total
angular momentum of the atom J is the vectorial sum of the electron orbital momentum
L and of the electron spin S; M is the projection of J on the magnetic field direction.
In the partial Paschen-Back case, one at least of the levels involved in the transition
cannot be characterized by a single value of J, but the hamiltonian of the atom remains
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FIGURE 2. Loci of equal Zeeman and plasma Stark effects (solid line) and of equal motional and
plasma Stark effects (dashes), for a temperature of 104 K and for a principal quantum number
n equal to 2.

diagonal in M: the corresponding atomic states can be expressed as linear combinations
of states of different J, but the same M. When hyperfine structure is significant, the
hamiltonian is diagonal in / , which is the projection on the magnetic field direction of
the total angular momentum of the atom, F = I + J. By contrast, for the hydrogen
atom in a magnetized plasma, there is no possibility to define, by projection of the total
angular momentum of the atom on a specific direction, a "magnetic" quantum number
in which the hamiltonian of the atom is diagonal (hence for which a selection rule can
be established).

Further complication comes from the existence of a coupling between the Lorentz
effect and the thermal Doppler broadening of the line, through the contribution to both
of them of the thermal velocity of the atom. As a result, one cannot, in general, apply the
"standard" approach, by which the line profiles are first computed for an atom at rest,
before being convolved with a velocity distribution function to account for the Doppler
effect.

Finally, for levels of astrophysical interest (in particular, the lower level n = 2 of
the lines of the Balmer series), the order of magnitude of fine structure is not much
smaller than the external contributions under consideration. For instance, for n = 2, fine
structure splitting is of the order of 0.365 cm"1 (Bethe & Salpeter 1977); a similar AEz
is obtained for a magnetic field of ~ 8 kG.

Further discussion of the theoretical derivation of the expressions of the transfer coef-
ficients entering the Mueller matrix expression of Eq. (1.3) is beyond the scope of these
lectures. The most most comprehensive study so far is presented in recent papers of
Brillant, Mathys & Stehle (1998) and of Stehle, Brillant k Mathys (2000). The new im-
pulse that the work of these authors has given to the subject holds the promise of having
soon all the tools necessary to proper interpretation of spectropolarimetric observations



Gautier Mathys: Polarized Radiation Diagnostics of Stellar Magnetic Fields 109

of hydrogen lines in stellar atmospheres permeated by magnetic fields. Preliminary con-
clusions about magnetic field determinations based on the consideration of such lines will
be reported in Sect. 2.3.2.

1.5. Global description of the Zeeman pattern

For application of some stellar magnetic field diagnostic methods, it proves advantageous
to replace the "natural" description of the Zeeman patterns of the transitions in terms of
the relative strengths SQ(Mi,M2) and wavelength shifts AA(Mi,M2) of their individual
components by a global description that we shall present below.

The centre of gravity of the q components (q = 0, ±1) of a transition is denned as:

Sq(M1,M2)AX(M1,M2). (1.17)

In particular, the wavelength of the centre of gravity of the TT components is the nominal
wavelength of the transition in the absence of external perturbations, Ao. The shift with
respect to it of the centre of gravity of the <r+ components can be written under the form:

A+-Ao = ffAAz#. (1.18)

The notation g represents the effective Lande factor of the transition. Its expression in
terms of the total angular momentum quantum numbers and of the Lande factors of the
levels between which the transition occurs can be derived from Eqs. (1.9) and (1.10):

g = 0.5 (5i + g2) + 0.25 (gi - g2) [Jx (Ji + 1) - J2 (J2 + 1)]. (1.19)

The moment of order n of the q components of the transition with respect to their centre
of gravity is then defined as:

^n)= E (9iMl-g2M2-qg)n. (1.20)

Mi — M% = <3

Mathys & Stenflo (1987) have shown that the absorption coefficients rjq(X) can be
Taylor expanded as:

n=0

with

(1.22)

provided that the series (1.21) converges. Then, through application of Eqs. (1.4), one
can derive expressions for the elements of the Mueller matrix of transfer:

— = j E [C2n s i n 2 7 + cin C1 + c o s 2 7)] (AAz H)2n j^^(x - Ao), (1.23a)
' n=0

1 "

2
^ = | sin2

 7 cos 2X E [C2n " C2n J (A Az H)2n ^ ^ - Ao), (1.23b)
7 1 = 1

— = ^ sin27 sin2x E [C2n ~ C2n] (A Az H)2n ^ ^ ^ ( A - Ao), (1.23c)

oo

^ = C 0 S 7
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Similar expressions can be obtained for pq and PQ,U,V- The numerical values of the
coefficients C« can be computed from the Lande factors and total angular momentum
numbers of the levels involved in the transition using formulae given by Mathys & Stenflo
(1987).

1.6. Approximate solutions of the transfer equation

In the most general case, the transfer equation (1.2) must be solved numerically. Various
methods have been developed to obtain such solutions. They will not be discussed
here: for a good starting point for more information, see Kalkofen (1987). Hereafter,
two approximate analytical solutions of great practical interest are briefly introduced.
Both are based on a so-called Milne-Eddington atmosphere, that is, on the following
set of assumptions: lines are formed in LTE; the magnetic field is constant in the line
formation region; scattering is neglected; the ratio of the line transfer coefficients rjq

and pq to the continuous absorption KC are constant in the line formation regionf; the
radiation at the bottom of the atmosphere is continuous and unpolarized; and the source
function B(vo,T) depends linearly on the optical depth:

B = BO(1 + POT), (1.24)

where BQ and /?o are constant. Under these assumptions, a general analytical solution of
Eq. (1.2) can actually be obtained, in which the Stokes parameters of the light emerging
from the atmosphere are expressed in terms of Bo, @o, and the absorption and anomalous
dispersion coefficients, r/i^Q^y and PQ,U,V (e-g-; Landi Degl'Innocenti 1982). The ap-
proximate solutions introduced below are derived from this general solution, as described
by Mathys (1989). In all cases, in the continuum, the emerging radiation is unpolarized:
the only nonzero Stokes parameter is /, for which the solution of the transfer equation
is:

/C(T = 0,/*) = Bo [1+A)/*(!-»?/)]• (1-25)

1.6.1. The weak line limit

For weak lines, i.e., for lines for which r\i -C 1, the Stokes parameters of the light
emerging from the stellar atmosphere are:

I(T = 0, n) « Bo [1 + A, n (1 - m)], (1.26a)
(1.26b)
(1.26c)
(1.26d)

In other words, the line depressions in the various Stokes parameters are proportional to
the corresponding absorption coefficients 7y/,Q,c/,v-

1.6.2. The weak field limit

For weak magnetic fields, that is, when the magnetic splitting of the line is small with
respect to its intrinsic width in the absence of a magnetic field, the emergent Stokes
profiles from the general solution can be replaced by approximate expansions limited to
the first order in H, based on Eqs. (1.23):

^ ] (1.27a)

f Thus, implicitly, the considered solutions are valid only provided that ??, and pq are defined:
this excludes the case of the hydrogen lines discussed in Sect. 1.4.3.
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Q ( T = O , A O « O , (1.27b)

[/(r = O , / z ) « O , (1.27c)

Hz^-. (1.27d)

In other words, for weak fields, V is to the first order the only Stokes parameter to
depend on the magnetic field. For / , Q, and U, the contribution of the magnetic field
to the line profile is a second-order effect. Analytic expressions of the expansions of the
four Stokes parameters up to terms of the second degree in H can be found in Mathys
(1989).

1.7. Disk integration: the contribution of rotation

Let us introduce the line depression in the Stokes parameter X (X = I, Q, U, V):

rrx = (Fxc - Tx)l?u • (1-28)
The notations Tx and Tx* represent the integral over the visible stellar disk of the
emergent intensity in the considered Stokes parameter, resp. in the line and in the
neighbouring continuumf:

Tx=f dx j X(r = 0,x,y)dy, (1.29a)
J-i JSJ-^?

and

TXc= f dx j Xc(T = 0,x,y)dy, (1.29b)
J-l J-s/T^X^

where x and y are the coordinates of a point on the visible stellar disk, in a reference
system where the z axis is parallel to the line of sight, the y axis lies in the plane defined
by the line of sight and the stellar rotation axis, the origin is the centre of the star, and
the unit length is the stellar radius. The use of such a cartesian system is particularly
appropriate for the treatment of stellar rotation. The latter can generally be neglected for
the continuum; for the lines, it can be introduced in Eq. (1.29a) by specifying explicitly
the dependences of the integrand, as follows:

X[T = 0;x,y;X-Xo- AXnx; H(x,y)] dy . (1.30)

In this equation, AA^ = Ao (ve/c) sin i, where ve is the projected equatorial velocity of the
star, and i, the angle between its rotation axis and the line of sight. Equation (1.30) will
be extensively used as a starting point for discussion of stellar magnetic field diagnostic
methods in the rest of this course.

2. Ap stars: an ideal laboratory for stellar magnetic field studies
2.1. Introduction to Ap stars

Ap and Bp stars (hereafter referred to collectively as Ap stars) are main-sequence A and
B stars in the spectra of which lines of a number of elements (such as He, Si, Sr, and
lanthanide rare earths) appear abnormally strong or weak with respect to the bulk of
"normal" dwarf stars of the same temperature. These peculiarities reflect the existence
of departures from the solar abundance pattern in the chemical composition of the stel-
lar surface. It is widely accepted that these abundance anomalies, which may be quite

f Note that, in practice, for non-degenerate stars, Txc does not, in general, differ significantly
from 0 for the Stokes parameters Q, U and V.
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extreme (up to 5-6 dex), are confined to the stellar outer layers. Thus the observed com-
position does not represent the outcome of the nuclear processing within the star of the
original interstellar mix from which it formed. Rather, the non-solar abundances result
from elemental segregation produced by the action of various competing hydrodynamic
processes. In fact, they are one of the most readily observable manifestations of the
latter, and as such a powerful tool for improved understanding of stellar hydrodynamics
— an essential but still poorly known part of stellar physics.

Most Ap stars also have large-scale organized magnetic fields of kG order. Moreover,
they exhibit variations of brightness, spectral line intensities and magnetic field. These
variations all occur with the same periodicity, and are interpreted within the framework
of the oblique rotator model. According to the latter, the magnetic field has a structure
which in first, gross approximation, resembles a single dipole at the scale of the whole
star. The axis of this dipole makes a nonzero angle with respect to the stellar rotation
axis. The magnetic field induces inhomogeneities of brightness and of abundances of
various elements over the star's surface, whose distribution is somehow related to the
field structure, hence which are not symmetric about the rotation axis. The changing
aspect of the visible portion of the surface of the star as it rotates is responsible for the
observed photometric, spectroscopic and magnetic variations. Accordingly, the period of
these variations is the period of rotation of the star. Rotation periods of Ap stars range
from half a day to over 70 years (the longest ones have not been observed over a full
cycle yet). On the other hand, no intrinsic variations of the magnetic fields of Ap stars
have so far been detected, although some of them have been studied for about 50 years.

One of the interests of the study of Ap stars is that, apart from the sun, they are
the stars whose magnetic field is most readily accessible to observation. As a matter of
fact, until a few years ago, they were the only non-degenerate stars in which magnetic
fields had been definitely observed through spectropolarimetry. This privileged situation
makes them uniquely suited to study the effect of a magnetic field on stellar atmospheres
other than the sun's.

2.2. First stellar magnetic field detection
Babcock (1947) reported the first detection of a magnetic field in a star other than the
sun. His discovery was based on the observation of a shift between the wavelengths of
the spectral lines of the Ap star 78 Vir between spectra simultaneously recorded in right
circular polarization (RCP) and left circular polarization (LCP). In hindsight, Babcock's
work was remarkably representative of major trends that would predominate in most
studies of stellar magnetic fields over the next half century. Indeed, the majority of de-
terminations of stellar magnetic fields achieved to this date are still based on observations
of circular polarization in spectral lines. Until a few years ago, the only non-degenerate
stars in which the presence of magnetic fields had been undisputedly established were
Ap stars. Today still, Ap stars represent the vast majority of the stars where magnetic
fields have been measured. Yet, while nowadays, we find logical to expect Ap stars to
harbour strong magnetic fields because we assume that such fields must play a key role in
the generation of their anomalous abundance patterns, Babcock's selection of candidate
targets for his attempts to detect stellar magnetic fields was driven by other assump-
tions, which have since been disproved: namely, that sharp-line A stars must be fast
rotators seen almost pole-on, therefore lending themselves best to detection of magnetic
fields, the presence of which he believed to be related with fast rotation. Babcock would
subsequently contribute to correcting these early misconceptions and establishing the
foundations of our current understanding of magnetism in Ap stars, through his exten-
sive and systematic programme of observations of stellar magnetic fields. In particular,
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his catalogue of magnetic field measurements (Babcock 1958) still remains a primary
source of data of this type.

2.3. Mean longitudinal magnetic field

For a long time, almost all works about magnetic fields of Ap stars have been devoted
to the derivation of their mean longitudinal magnetic field. Almost all determinations
of this parameter have been achieved through application of either of two polarimetric
methods, which will be described in this section.

2.3.1. The photographic technique

The photographic technique of stellar magnetic field diagnosis draws its name from the
fact that, historically, it was developed for the interpretation of observations recorded on
photographic plates. In this approach, spectra corresponding to incoming stellar light of
opposite circular polarizations are recorded simultaneously on a detector. In the past,
this detector was a photographic plate; today, CCDs are used.

Let us denote by rj:R (rj?L) the depression of a line in the RCP (LCP) spectrum,
denned as:

, (2-31)

where TR and TRO are the disk-integrated emergent intensities in RCP, resp. in the line
and in the neighbouring continuum. By definition of the Stokes parameter V, one has:

(2.32a)

TL = (Tj - JV)/2 (2.32b)

and, if the continuum is unpolarized,

TRc=TLc=Thl2. (2.32c)

The wavelength XR of the centre of gravity of the line in the RCP spectrum is denned
as:

a similar definition holds for the wavelength A/, of the centre of gravity of the line in the
LCP spectrum. The integrals, in this equation, extend to the whole line (i.e., in theory,
they range from —oo to +oo; in practice, the integration range is limited by the finite
signal-to-noise of the data and by the neighbouring lines).

We shall assume that the local emergent V profile at any point of the stellar surface
is antisymmetric about its centre. Landi Degl'Innocenti & Landi DeglTnnocenti (1991)
have shown that this is true in fairly general conditions. However, departures from
antisymmetry can be observed in some cases of practical interest, including those of the
lines formed in the regime of partial Paschen-Back effect or with significant hyperfine
structure. For a more detailed discussion, see Mathys (1995a). Under this assumption,
one has:

rTR (A) dX = J rTh (A) dX = j rTl (A) dX = Wx , (2.34)

where W\ denotes the equivalent width of the line. Accordingly, the wavelength shift of
the centre of gravity of the line between RCP and LCP can be written as:

f
J

Tv{X)Xd\, (2.35)
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or, more explicitly, by application of Eq. (1.30):

2 f+1 r+Vi-x* r
XR - XL = - / dx dy V[T = O;x,y;X-Xo-AXRx;H(x,y)]XdX.

(2.36)
Performing the change of variable A -> A+AA# x, one can see that, thanks to the assump-
tion that V is antisymmetric about its centre, the expression of XR - XL is independent
of stellar rotation.

At this stage, two approximations are made:
(a) the weak line approximation: the emergent V is give by Eq. (1.26d);
(b) that the thermodynamic structure of the stellar atmosphere and the distribution of

the element responsible for the considered line are homogeneous over the stellar surface:
thus the quantities Bo, /30, and m are constant over the star.
Then, V can be expressed as:

V[x,y;X-X0;H(x,y)]

3 " ' - ^~^~n ~ yK-X-iHfayMcos-vfay). (2.37)

Taking into account the definition of the effective Lande factor [Eq. (1.18)] and the
expression of the line of sight component of the magnetic field Hz [Eq. (1.6)], one finally
finds:

XR-XL=2gAXz{Hz), (2.38)

where the mean longitudinal magnetic field (Hz) (also referred to, in short, as the longi-
tudinal field) is the average over the visible stellar disk of the component of the magnetic
vector along the line of sight, weighted by the local emergent line intensity:

(2.39)

Equation (2.38) is the cornerstone of a vast fraction of the published measurements of
magnetic fields of Ap stars.

Let us point out that the photographic method of determination of the mean longitudi-
nal magnetic field is qualified as an integral method, because it relies on the consideration
of observational quantities (the wavelengths of the centres of gravity of the lines) which
are obtained by integration over the whole line profile.

In practice, the wavelength shift A# - XL is determined for a sample of lines of the
studied star, and a least-squares fit (forced through the origin) of these differences as
a function of 2g AAz is performed to derive (Hz). The standard error a((Hz)) of the
longitudinal field that is derived from this least-squares analysis is used as an estimate of
the uncertainty affecting the obtained value of (Hz) (assuming that systematic errors are
negligible — this point will not be discussed here, since it depends on the characteristics of
the instrumental configuration used to record the polarized spectra). This approach can
be refined to take into account the fact that XR — XL can be more accurately determined
for some lines than for others (e.g., depending on their profiles). To achieve this, the fit
of XR — XL VS. 2 g AAz is weighted by the inverse of the mean-square error of the XR — XL
measurements for the individual lines, 1/CT2(A/J - XL). The way in which O-(XR - XL) is
evaluated has been described by Mathys (1994).

An illustration of the relation actually observed between A .̂ - XL and g AAz is shown
in Fig. 3. The error bars correspond to ±a(XR - XL), and the dashed line is the weighted
least-squares fit described above. One can see that the linear dependence predicted by
Eq. (2.38) is indeed observed, and that the scatter of the individual measurements of
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FIGURE 3. Wavelength shift XR — \L between observations in opposite circular polarizations of
spectral lines of the Ap star HD 201601, plotted against 2 g AAz- The dashed line is a weighted
least-squares fit to the data by a straight line forced through the origin. The longitudinal field
derived through this procedure is (Hz) = (—980 ± 39) G.

XR - XL about the best fit straight line is consistent with the size of the error bars. One
can check that the residuals with respect to the fit show no dependence on the equivalent
width. This is a good indication of the quality of the weak line approximation for the
type of analysis performed.

2.3.2. Balmer line photopolarimetry

While, as shown in the previous section, determinations of the mean longitudinal field
through the photographic method are, in principle, independent of stellar rotation, in
practice, the method is not suitable for stars that rotate too fast. Indeed, with increasing-
rotation, stellar lines become too wide and too shallow for accurate measurement; fur-
thermore, blending with neighbouring lines quickly becomes an insuperable limitation.
A workaround is to use hydrogen Balmer lines as magnetic field diagnostics. Indeed, the
intrinsic width of these lines is typically much larger than their rotational broadening,
even in fairly fast-rotating stars. These considerations are at the origin of the use of
Balmer line photopolarimetry to determine the mean longitudinal field.

The technique was first introduced by Angel & Landstreet (1970) to diagnose magnetic
fields in white dwarfs. It was subsequently adapted by Landstreet et al. (1975) for
application to studies of non-degenerate stars, and in particular of Ap stars, for which
it is the second widely used method, beside the photographic technique. In practice,
portions of the wings of a Balmer line of hydrogen (most often H/3) are observed through
a narrow band interference filter, alternatively in RCP and in LCP. The sum and the
difference of the intensities observed in both polarizations, which are recorded with a
photoelectric photometer, are formed to obtain the observed values in the considered
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part of the line of the disk-integrated emergent intensities in the Stokes parameters /
and V, Ti and Tv-

The interpretation applied to derive the mean longitudinal magnetic field from these
quantities, which has been originally presented by Landstreet (1982), is described here-
after. It rests on the weak field approximation to the solution of the radiative transfer
equation. Integrating Eq. (1.27d) over the visible stellar disk, one gets:

Fv(X)=gAXz f dx j ^ Hz(x,y)

d I • — —
x -rrip[X — Ao — AXR(X, y)] \Jl — (x2 + y2) dy. (2.40)

dX

For Balmer lines, it is generally a good approximation to consider the rotational Doppler
effect as small with respect to the intrinsic width of the lines, hence that tp[X - Ao -
AXji(x,y)] RS ip[X — Ao]. Assuming furthermore, as in the photographic technique, that
BQ, Po, and m are constant over the stellar surface, one can rewrite Eq. (2.40) under the
form:

Tv = -gAXz(Hz) —j-, (2.41)

with the expression of the mean longitudinal magnetic field (Hz) given in Eq. (2.39).
All the measurements of circular polarization in the wings of Balmer lines of hydrogen

obtained so far have been interpreted in terms of stellar longitudinal magnetic field
by application of Eq. (2.41). Since this interpretation rests on the consideration of
the derivative of Ti with respect to the wavelength, the method is called differential.
However, it has some shortcomings. The most fundamental one rests with the use of
the weak field solution (1.27) as a starting point, which as mentioned in Sect. 1.6, is not
valid for hydrogen linest-

Preliminary results of work in progress towards defining a more correct interpretation
of the Balmer line photopolarimetric measurements have recently been published by
Mathys et al. (2000). They are based on calculations performed using recent theoretical
developments on the formation of hydrogen lines in dense magnetized plasmas (Brillant,
Mathys & Stehle 1998; Stehle, Brillant & Mathys 2000), however provisionally neglecting
the contributions of the Lorentz effect and of the fine structure. In these conditions, V
is still found to be proportional to dl/dX in the near wings of the hydrogen lines, but
Eq. (1.27d) must be replaced by:

dl
V(T = 0,u) = -0.8gAXzHz — . (2.42)

dX

The numerical value 0.8 of the "corrective" factor introduced in this equation results from
the physics of the combined Stark and Zeeman effects. It could have been different if the
other relevant effects had been included; in particular, as a result of the Lorentz effect,
it might depend on the magnetic field itself. The fact that the nature and magnitude
of differences between the longitudinal field values obtained through the photographic
technique and through Balmer line photopolarimetry [using Eq. (2.41)] vary from star to
star may possibly be regarded as supporting this latter suggestion.

f However, it should be emphasized that, while values of the longitudinal field derived through
Balmer line photopolarimetry are, often, not exactly equal to those derived with the photo-
graphic technique, both are of the same order of magnitude.
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2.4. Resolved magnetically split lines in Ap stars

Locally, at a given point of the surface of an Ap star, the profile of a spectral line is split
into several magnetic components. Due to rotational Doppler effect, those components
are broadened in disk-integrated observations, often to the extent that they can no longer
be distinguished from each other. However, a minority of stars have a slow enough pro-
jected equatorial velocity, so that the splitting of some at least of their spectral lines can
be resolved in high-dispersion spectra. Such cases are particularly interesting because
they offer an opportunity to obtain a qualitatively different kind of information about
the magnetic fields of the Ap stars, and because, for some lines at least, this information
can be derived in a very straightforward and mostly approximation-free manner. While
it is in principle possible to exploit this advantageous situation for observations in all 4
Stokes parameter, the additional diagnostic potential allowed by individual line compo-
nent observations has been exploited only for Stokes / . In this section, we shall discuss
the interpretation of such observations. Even though this method of magnetic field di-
agnosis is not, strictly speaking, polarimetric, its presentation within the framework of
these lectures appears justified by its great practical importance and the impact that it
has had on our current understanding of the magnetic fields of Ap stars.

2.4.1. The mean magnetic field modulus

Best advantage of the possibility to resolve magnetically split lines can be taken for
lines that have specific, simple Zeeman patterns. Two configurations are particularly
interesting:

• the Zeeman triplet,
• the Zeeman doublet.

Zeeman triplets, also known as normal Zeeman patterns, arise from transitions between
two levels having the same Lande factor, or between a split level and a level for which
J = 0. Zeeman doublets are the simplest type of anomalous Zeeman pattern. Such a
pattern is observed for transitions which split into two n components, one <r+ component,
and one o- component, where the shift of each of the a± components with respect to
the line centre is equal to the shift of one of the ir components. Such a transition can
occur only between two levels having both J = 1/2, one of which has a zero Lande factor.
Among the LS coupling terms, the only level with J = 1/2 and g = 0 is 4Di/2~ this
strongly restricts the number of existing doublets.

The observed splitting of a triplet or of a doublet can be interpreted in terms of stellar
magnetic field in a virtually approximation-free manner. Here we illustrate this for the
case of the doublet, which has been, by far, most used in practice. The developments,
for a triplet, are rather similar: for details, see Mathys (1989).

For a fully split doublet, radiative transfer occurs independently in each of the two
components, to which, for simplicity, we shall refer to as + and - . The absorption
coefficient in the IT component, r)o, can be separated into two contributions, ?7o,+ and
J7o,-, with self-explanatory notations. The + component of the line results from the
transfer of radiation in the superimposed a+ and n+ components. The Mueller matrix
of transfer in this component can be written as:

(I 0 0 cos 7
0 1 0 0
0 0 1 0

ycos7 0 0 1



(2.43)

118 Gautier Mathys: Polarized Radiation Diagnostics of Stellar Magnetic Fields

/O 0 0 0 \
0 0 COS7 0
0 - cos7 0 0

\O 0 0 0/

One can see that, in this case, the transfer in the Stokes parameters / and V is uncoupled
from the transfer in the Stokes parameters Q and U. For the former two parameters, only
the first term of the right-hand side contributes to the transfer. This term appears as the
product of a factor symmetric about A+ and of a factor independent of the wavelength.
Accordingly, under the usual assumption of continuous, unpolarized radiation at the
bottom of the atmosphere, the emergent profiles of the + component in Stokes / and
V are symmetric about A+. (Under the same assumption, Q = U = 0 in the emergent
line.)

Let (A+) be the observed wavelength of the + component:

where

rr+W = !Fl'~^+W (2-45)

is the observed profile (in the Stokes parameter /) of the relative depression of the +
component of the line. The integral in Eq. (2.44) extends to the + component. Assuming
that ve sini = 0 (which is reasonable in the situation under consideration), one can
express J-+ as:

F+(\)= [ dx f I+[T = 0;x,y;X-\+;H(x,y)]dy. (2.46)
J— 1 J — \f\-x1

The same reasoning can be made for the — component of the line, so that, through
application of Eq. (1.18), one finds that:

<A+)-(A_) = 2gAAz<ff), (2.47)

where

+1dx f+ X * H{x,y)dy

x J {/C(T = 0,x,y) - I+[T = 0;x,y;X- \+;H(x,y)}} dX, (2.48)

or the equivalent expression in terms of the - component. (H) is the mean magnetic field
modulus (or, in short, field modulus), that is, the average over the visible stellar disk of
the modulus of the magnetic vector, weighted by the local emergent line intensity. It may
be noted that its expression, as given by Eq. (2.48) is more general than the expression
of the mean longitudinal magnetic field in Eq. (1.6). Indeed the latter reflects, in partic-
ular, the specific properties of the Milne-Eddington atmosphere, while the field modulus
was obtained under much less restrictive assumptions. Actually, the only assumptions
underlying its derivation are that rotational Doppler effect is small with respect to the
intrinsic width of the (local) line components, and the general approximation of LTE,
introduced in Sect. 1.3. These are hardly restrictive at all in practice, so that the value
of the mean field modulus derived in the described manner appears as a very reliable
and accurate measure of the stellar magnetic field.
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6146 6150

FIGURE 4. Portion of the spectra of HD 133792 (shifted in intensity by 0.5; unresolved lines)
and of HD 94660 containing the lines Cr II A 6147.1, Fe U A 6147.7, and Fe II A 6149.2, and
Zeeman patterns of those lines. For the sake of clarity, the wavelengths in the stellar spectra
have been reduced to the laboratory reference frame.

2.4.2. Observations of Ap stars with resolved magnetically split lines
The first star where resolved magnetically split lines have been observed is HD 215441,

also known as Babcock's star (Babcock 1960). This star still has nowadays the strongest
mean magnetic field modulus observed in an Ap star. Although one cannot exclude the
presence of magnetic fields of comparable strength in some fast-rotating Ap stars (where
splitting is smeared out by rotational Doppler effect), HD 215441 no doubt stands as one
of the most strongly magnetized Ap stars. By 1972, a total of nine stars Ap with magnet-
ically resolved lines were known. The field modulus of four of them had been repeatedly
measured throughout their rotation period (Preston 1971 and references therein; see also
Huchra 1972); the total number of published measurements of (H) was close to 80. These
stars received little further attention until the end of the 1980 decade. By that time,
resolved magnetically split lines had been observed in three additional Ap stars: these
findings were mostly serendipitous, and without follow up. Ten years later, the situation
has changed dramatically. At the time of writing, 45 Ap stars with magnetically resolved
lines are known, and more than 1000 measurements of their mean field moduli have been
obtained. This breakthrough results primarily from a large coordinated project of exten-
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HD 116114 (6.0 kG) 134214 (3.2 kG)

HD 126515 (15.9 kG) HD 187474 (5.0 kG)

0.1

6146 6148
A (A)

6150 6146 6148
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FIGURE 5. Same spectral region as in Fig. 4, for four Ap staxs identified next to each tracing.
The mean magnetic field modulus at the plotted phase is indicated between parentheses. Note
the profile difference between the blue and red components of the line Fe II A 6149.2, and the
asymmetry of the latter. Compare with the computed splitting patterns of Fig. 1. (For the sake
of clarity, the wavelengths in the stellar spectra have been reduced to the laboratory reference
frame.)

sive and systematic search and study of such stars. This project, and its results obtained
until August 1995, are described by Mathys et al. 1997. Its outcome, which represents a
vast fraction of all the measurements of magnetic fields of Ap stars, and one of the largest
sets of homogeneous data of that type, is an essential complement to the polarimetric
observations of these stars, of which it enhances considerably the diagnostic potential.

All the measurements of (H) in this project (hence the vast majority of all published
(H) data) are based on consideration of a single line, Fe n A 6149.2. The main interest
of this line lies in the fact that it has a doublet pattern, in which the split level has a
large Lande factor, 2.70. This is illustrated in Fig. 4, where the line, as observed in the
Ap star HD 94660, is shown together with neighbouring lines Fe n A 6147.7 (a pseudo-
quadruplet) and Cr II A6147.1 (a pseudo-triplet). The Zeeman patterns of all three
lines is also represented, as well as, for comparison, the same portion of the spectrum
of HD 133792, an Ap star with sharp, unresolved lines. Additional advantages of the
line Fe II A 6149.2 include the facts that it is observed in almost all Ap stars, generally
without too strong blends, and that the distribution of iron over the surface of Ap stars is
usually rather homogeneous. Although Eq. (2.48) is valid even in case of inhomogeneous
distribution of the element responsible for the diagnostic line over the stellar surface, a
(fairly) homogeneous distribution ensures that the derived value of (H) is representative
primarily of the distribution over the star of the magnetic field, rather than of the element
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abundance distribution, which enters as a weighting function in the mean field modulus
definition.

A drawback of the line Fe n A 6149.2 is that, for magnetic field strengths typical of
Ap stars, it is not formed in a regime of pure Zeeman effect, but rather in a regime of
partial Paschen-Back effect. Indeed, the separation between its lower level, 64D1/2, and
the next level within the b4D term of Fe II, biD3/2, is only 4.01 cm"1. For a magnetic
field of 10 kG, the energy difference between two contiguous magnetic states of the latter
level would be 0.56 cm"1 in the pure Zeeman case. This difference is not negligible
with respect to the fine structure separation between the levels bAD1/2 and b4D3/2- The
impact on the splitting pattern of the line Fe II A 6149.2 has been illustrated in Fig. 1.
Consistently with this theoretical result, observations show that the two components of
the split doublet are different: the blue one is sharper and deeper, while the red one is
broader and asymmetric, with a steeper blue edge and a more extended wing on the red
side. This is particularly visible in the stars where the magnetic field is stronger; some
examples are shown in Fig. 5. However, the impact of this departure from pure Zeeman
effect on measurements of the mean field modulus is small: as shown by Mathys (1990a),
for fields up to a few tens kG, Eq. (2.48) keeps giving an excellent approximation of the
wavelength separation of the split components.

3. Exploitation of line profile information

Early studies of stellar magnetic fields were based on spectra recorded on photographic
plates. Because only limited signal-to-noise ratio was achievable, magnetic field diagnosis
was to a large extent restricted to consideration of those quantities that could be derived
from measurements of wavelengths of entire lines (or line components): this explains the
historical importance of mean longitudinal field and mean field modulus determinations.
Yet, several authors had already realized that a lot of additional valuable information
was contained in the line profiles (some examples are mentioned below). Exploitation
of this information became feasible with the advent of CCDs as astronomical detectors.
This led to the development of new diagnostic techniques, which are reviewed in this
section.

3.1. The moment technique

The moment technique allows one to determine moments of the magnetic field over the
stellar disk from consideration of the observed moments of line profiles recorded in the
various Stokes parameters, under certain approximations. It has originally been devel-
oped for intensity and circular polarization (Mathys 1988), and subsequently generalized
for application to all four Stokes parameters (Mathys 1989).

Let A; be the wavelength of the centre of gravity of a spectral line observed in the
Stokes parameter / . The moment of order n of this line about its centre, in the Stokes
parameter X (X = I, Q, U, V), is defined as:

i&n) (A,) = - L I rrx (A - A,) (A - A,)" d\ . (3.49)

The integral extends to the whole observed line: the limits must be far enough in the
line wings with respect to the largest wavelength shift of any line component as a result
of the combination of the Zeeman effect and of the rotational Doppler effect at any point
of the visible stellar hemisphere (see Mathys 1988 for details). Applying Eq. (1.30) and
performing the change of variable A -» A 4- AA/ja; in the wavelength integral, one can
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write a more explicit expression of R^'(\i):

®M=wk t (:
m=0

oj dX. (o.oU)

This equation is valid quite generally. In the moment technique, interpretation of the
observed line profile moments in terms of moments the stellar magnetic field rests on the
following two approximations:

(a) the weak-line approximation (see Sect. 1.6.1): thus the emergent X is assumed to
be proportional to r]x, the absorption coefficient in the Stokes parameter A';

(6) that the distribution of the element responsible for the considered line and the
thermodynamic structure of the atmosphere are not significantly inhomogeneous over
the stellar surface. Thus T]X only depends on the coordinates x and y through the
magnetic field, and the coefficient of proportionality linking X and rjx is the product of
a constant (independent of x and y) and of the limb-darkening factor.
Then, through application of Eqs. (1.26) and (1.23), one obtains, after some lengthy but
straightforward algebra, the following expressions of the n-th order moments about the
line centre A/ of the line profiles in the various Stokes parameters:

= n\

xm He) + De {xm He~2 H2x {Si (xm He) + De {xm Hl~2 H2)) , (3.51a)
n i i (_l\n—m A \ ™ m \T/(n—m—I) (\ \

n^o 4 ml £^Q {n-m-e)\ z

xD,(xm^-2(^_^W2)), (3.51b)

xDe(x
mHe-2HQHQ+n/2), (3.51c)

Rv (A/) -n! ^ - ^ p L („_„,_«)! AA^
m=0 «=0 v '

x C(
e~

1] (xm H1-1 Hz), (3.51d)

where

5£ = C(~l) + Cf], (3.52a)

Dt = C^"1} - C{o) , (3.52b)

and \I/'fc)(Ao) is the moment of order k about Ao of the absorption profile i/>(A — Ao):

= f V(A - Ao) (A - AQ)* dX. (3.53)

Equations (3.51) show that, in the weak line limit, the moments of the line profiles ob-
served in the four Stokes parameters can be expressed as linear combinations of moments
of various orders (m > 0) about the plane defined by the line of sight and the stellar
rotation axis, of products of powers (£ > 0) of the local magnetic field modulus H by
powers (0 < k < 2) of its components parallel or perpendicular to the line of sight Hj
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(where j stands for any of z, Q, or Q + n/2):

xmHe
z(x,y)H*(x,y) y/l - (x*+y*)dy. (3.54)

In the stars where AAR = 0, only the zero-order moments (in other words, the disk
averages) of the powers of the magnetic field can be determined from observation. Explicit
expressions of the moments of the line profiles up to fourth order, in the four Stokes
parameters, are given in Table IV of Mathys (1989). One can note that the explicit form
of Eq. (3.51) for the first order moment of the line profile observed in Stokes V is in fact
equivalent to Eq. (2.38), which is used to derive the mean longitudinal magnetic field from
the wavelength shift of lines between RCP and LCP. In other words, the photographic
technique of determination of the mean longitudinal field appears as a particular case of
the more general moment technique of stellar magnetic field diagnosis.

In practice, Eqs. (3.51) appear idealized and unrealistic. Indeed, *'fc'(A0) should
account for all the effects contributing to the observed line profile, besides those of the
magnetic field and of stellar rotation, which have been explicitly treated to establish
those equations. Yet, even in cases when the lines under study are sufficiently weak
to fully justify the weak-line approximation, there are some such contributions, always
present in the observations, that are not adequately represented by expression (3.53) of
'f'fc'(^o)j in terms of only the intrinsic absorption profile ip(\ — Ao). These include:

• local (as opposed to rotational) Doppler effect due to thermal motion (and possibly,
other velocity fields, such as microturbulence);

• convolution with the instrumental profile.
These contributions can be taken into account by replacing in Eqs. (3.51) the moments
\p(fc)(Ao) of the absorption profile ip(\- Ao) by moments <l>0 '(Ao) of more realistic profiles
corresponding to the convolution of i/)(\- Ao) with functions describing the local Doppler
broadening and the instrumental profile. These functions are, generally, symmetric with
respect to the line centre to a very good approximation, and so is the absorption profile
ip(X - Ao). Accordingly, only the moments of even order are non-zero, and they can be
expressed as (Mathys 1988):

3=0

In this equation, T^ (Ao) represents the moment of order k of the instrumental profile at
wavelength Ao, and AA# = (Co/c) Ao, where Co is the most probable line-of-sight velocity
of the ion responsible for the considered line, in a reference frame co-rotating with the
star. In addition to thermal motion, it may contain a contribution from microturbulence.

As can be seen, in the moment space, the contribution of various broadening agents is
accounted for via a linear combination of a number of terms. This suggests that it may
be possible to generalize the approach to include other contributions, possibly of effects
that are not a priori identified, by replacing *(fc)(Ao) in Eqs. (3.51) by:

R(k) S(r)

*<*>(Ao) = *<*>(Ao) + 4f c ) + E E <#> Q'r • (3-56)
r=l s=l

In this expression, the quantities denoted by Qr can be any parameter, or combination of
parameters, characterizing the observed line and the transition from which it originates,
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such as e.g. the equivalent width, the excitation potential of the lower level, the product of
both, etc. The notations a^ and oj-s represent numerical coefficients, to be determined
as a result of the analysis of the observed lines profiles. How many and which parameters
Qr should be used to achieve the best description of the behaviour of the moments of
the observed line profiles is then determined semi-empirically by trials and errors, from
the analysis of a statistical sample of lines. This approach, which is inspired from the
one originally used by Stenflo & Lindgren (1977) to study the magnetic field of the sun,
is illustrated below in Sect. 3.1.2. Note that it also allows one to deal with departures
from the weak-line approximation, through study of possible dependences of the observed
moments on the line equivalent width.

Hereafter, we shall discuss the application of the moment technique to the analysis of
the second order moments in Stokes V and / , the two cases of greatest practical impor-
tance (leaving aside the determination of the longitudinal field through the photographic
technique).

3.1.1. Crossover

One can note that Ry\\[) is, except for a multiplicative factor, the difference of
between the second-order moments of the RCP and LCP line profiles about their centre of
gravity. The latter, by analogy with the statistical variance, can be seen as characterizing
the spread of the RCP and LCP line profiles about their respective centre. Accordingly,
their difference appears as a measurement of the difference in the width of a spectral
line as observed in RCP and LCP. That such width differences between spectral line
observations in opposite circular polarizations exist has long been recognized. The effect
had already been seen in photographic spectra of Ap stars. It was first detected in
HD 125248 by Babcock (1951), who called it the crossover effect. The name comes from
the fact that the effect is usually largest close to the phases when the mean longitudinal
field reverses its sign, or "crosses over" from one polarity to the other.

The explicit form of Eq. (3.51d) for n = 2 is:

Hz). (3.57)

Through application of this relation, one can derive the crossover, ve sini (xHz). If
ve sin i has been determined independently, one can then obtain the mean asymmetry of
the longitudinal magnetic field, (xHz). The latter is the first-order moment about the
plane defined by the stellar rotation axis and the line of sight of the component of the
magnetic vector parallel to the line of sight.

The difference of line width between opposite circular polarizations that is measured
by the second-order moment of line profiles in Stokes V finds its origin in a correlation
between the rotational Doppler shift of the contributions to the observed (disk-integrated)
line coming from different parts of the stellar disk and the different Zeeman shifts of
their RCP and LCP components, corresponding to the local magnetic field strength and
orientationf. In other words, from the point of view of the radiative transfer at a given
point of the stellar surface, the relevant effect to be interpreted is the global shift of a line
between RCP and LCP (as opposed to differences in the profile of the local emergent line
as observed in opposite circular polarizations), that is, the same effect as sampled by the

f Inhomogeneous distribution of the element responsible for the observed line may further-
more contribute, but such inhomogeneities are not required to generate crossover. If they exist,
they do, actually, complicate the interpretation of the observations, as it becomes necessary to
untangle their contribution from that of the magnetic field structure. This problem has, so far,
not been addressed within the framework of the moment technique (but there is no fundamental
reason why this could not be done).
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first-order moment of the Stokes V line profile. Accordingly, the level of approximation
in the interpretation of Rv' (A/) is the same as for Rv'(Xi) (for more details, see Mathys
1995a).

In practice, the derivation of the value of the crossover from the observation is quite
similar to that of the mean longitudinal magnetic field. The second-order moment in
the Stokes V parameter is measured for a sample of lines. Then, in application of
Eq. (3.57), ve sini (xHz) is determined from a least-squares fit of Ry (A/) as a function
of 2g AAz (Ao/c), forced through the origin. This fit is weighted by the inverse of the
mean-square error of the Rv (A/) measurements for the individual lines, l/a2[Rv (A/)].

3.1.2. The mean quadratic magnetic field

The second-order moment of line profiles in the Stokes parameter / characterizes the
line widths in unpolarized light. Overall line width is denned by the combined effect of
various physical processes. One of them is magnetic broadening, which differs from line to
line, according to their Zeeman pattern. The first attempt to exploit differential magnetic
broadening of spectral lines in the Stokes parameter / to diagnose stellar magnetic fields
has been made by Preston (1971). Line width differences between selected spectral lines
of high and low magnetic sensitivity, measured in Ap stars with resolved magnetically
split lines, were used to establish an empirical relation between mean field modulus and
differential line broadening. This relation was then applied to diagnose the magnetic field
modulus of stars in which spectral line splitting was not resolved (because their field was
weaker and/or because they were rotating somewhat faster). As a matter of fact, we shall
see below that the quantity that can be derived from consideration of differential line
broadening is not the mean field modulus, but the mean quadratic magnetic field. But
at the level of accuracy achievable from spectra recorded on photographic plates (such
as used by Preston), the difference between these two quantities is hardly significant for
most Ap stars.

Application of Eq. (3.51a) to the specific case n = 2 yields:

Rf (A7) = $<2> (Ao) + A\2
R/5 + AAl (S2 (H

2) + D2 (H
2)). (3.58)

By application of this equation, one should in principle be able to derive two moments of
the magnetic field, the mean square field modulus (H2), and the mean square longitudinal
field (H2). However, in a typical sample of lines, most transitions do not have very
anomalous Zeeman patterns, so that there is in general a fairly strong correlation between
S2 and £>2- Therefore, in most cases, the contributions of (H2) and (H2) cannot be
untangled. The following workaround (Mathys 1995b) proves to work well in practice:
one assumes that

(H2) = (H2)/3, (3.59)

and one applies Eq. (3.58) to derive a single quantity, the mean square magnetic field,
(H2) + (H2), or its square root (which has the dimension of a magnetic field), the mean
quadratic magnetic field. The assumption (H2) = (H2)/3 corresponds to a random ori-
entation of the field vector over the visible stellar hemisphere. It is intermediate between
the extreme (and very improbable) configurations (H2) = (H2) (purely longitudinal
field) and (H2) = 0 (purely transversal field), and should accordingly be closest to any
real field configuration. In all the cases treated so far, the difference between the value
of the mean quadratic magnetic field derived under the assumption of random field, on
the one hand, and of either purely longitudinal or purely transversal field, on the other
hand, is smaller than the uncertainty of these determinations.

Let us note in passing that the mean square magnetic field (H2) + (H2) is always greater



126 Gautier Mathys: Polarized Radiation Diagnostics of Stellar Magnetic Fields

0.003

FIGURE 6. Contribution of the intrinsic part of profiles of the lines of Cr II observed in HD 94660
to their second-order moment about their centre (see text). The dashed line is the term of the
least-squares fit of the observations corresponding to that contribution. The relative weights of
the different lines in the regression analysis yielding this best fit are illustrated by the sizes of
the dots representing them. The abscissa scale corresponds to the following choice of units: W\
in mA, Ao in A, and c in kms"1.

than the sum of the squares of the mean field modulus and of the mean longitudinal
field, (H)2 + (Hz)

2). This results from the fact that, quite generally, (H)2 < (H2)
and (Hz)

2 < (H2). The difference between both sides of these inequalities reflects the
dispersion of the values of the modulus (resp. of the component along the line of sight)
of the field vector across the stellar disk. This dispersion is generally small for the field
modulus (see Sect. 4.1). But it can be considerably larger for the line-of-sight component,
as the field can reverse its polarity over the visible stellar hemisphere.

The form of &2)(\0) can be derived from Eqs. (3.56) and (3.55)
R(2) S(r)

$<2>(A0) = AA2
D/2 + a0 Qs

r . (3.60)
r=l s=l

Mathys & Hubrig (in preparation) have analyzed sample of lines of several ions in
various Ap stars to determine their mean quadratic magnetic field through application of
Eq. (3.58), together with Eqs. (3.59) and (3.60). In the latter, they have tried to introduce
various parameters or combination of parameters Qm, such as W\, W\ A0/c, Xe, Xe W\,
Xe W\ Ao/c,... (xe is the excitation potential of the lower level of the transition). They
finally concluded that the best representation of the observed behaviour of R) (A/) is
given by an equation of the following form:

a3

x4
T2 A O (3.61)

1 \2 1

ILT ( A / J — Qi\ — —r" ~r (1*2 — 1^2 ~r - ^ 2 / " J ^ '

5 r 4
It should not a priori be expected that this relation is the best one for the analysis of
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FIGURE 7. Contribution of the Doppler part of the profiles of the lines of Cr II observed in
HD 94660 to their second-order moment about their centre (see text). The dashed line is the
term of the least-squares fit of the observations corresponding to that contribution. The relative
weights of the different lines in the regression analysis yielding this best fit are illustrated by
the sizes of the dots representing them. The abscissa scale corresponds to the following choice
of units: Ao in A, and c in kms"1.

observations of any type of star obtained with any instrument. But it has so far proved
adequate in all cases in which it has been applied, that is, for Ap stars over a wide range
of temperatures, observed with several different instrumental configurations, so that it
appears rather robust.

In practice, R\ (A/) is measured for a sample of lines, and the coefficients oi, 0,2,
and a3 are determined through a linear regression of these measurements as a function
of the parameters appearing in the various terms of the right-hand side of Eq. (3.61).
This regression is weighted by the inverse of the mean-square error of the R\ (A/) mea-
surements for the individual lines, 1/<T2[RJ (A/)]. It is forced through the origin: there
is no constant term, say a0, in Eq. (3.61). This is another empirically derived result:
observation has shown that, in practical applications carried out so far, if a free a0 term
is introduced in the regression equation, its derived value never significantly differs from
zero.

The results of the above-described regression analysis can be used to illustrate each
of the dependences appearing in Eq. (3.61), by plotting the difference between R) (A/)
and the best-fit values of two of the terms of the right-hand side against the independent
variable of the third term. This is done in Figs. 6 to 8, which show respectively the
intrinsic, Doppler (and related), and magnetic contributions to the second-order moment
of the lines in the Stokes parameter /. The same ordinate scale has been used for all
three figures, so as to allow the reader to visualize readily the relative importance of
each contribution. In the considered case of a very slowly rotating star (the rotation
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FIGURE 8. Contribution of the magnetic part of the profiles of the lines of Cr u observed in
HD 94660 to their second-order moment about their centre (see text). The dashed line is the
term of the least-squares fit of the observations corresponding to that contribution. The relative
weights of the different lines in the regression analysis yielding this best fit are illustrated by
the sizes of the dots representing them. The units on the abscissa scale are A2 G~2.

period is approximately 7.7 years), the main broadening agent is the magnetic field. It
is particularly significant that the term proportional to the squared equivalent width,
which accounts for departures from the weak-line approximation, is small compared
to the magnetic term: this demonstrates that the error on the derived magnetic field
introduced by the use of this approximation must be small. That it is small for Stokes
/ implies that it must be even smaller for the other Stokes parameters, where it can be
expected to cancel out to a large extent when taking the difference between two mutually
orthogonal polarization states.

3.2. Zeeman-Doppler imaging

The purpose of the Zeeman-Doppler imaging (ZDI) method is to take advantage of the
enhancement of detectability and diagnostic contents of magnetic signatures in polarized
line profiles resulting from differential wavelength shifts due to rotation Doppler effect
of contributions to the observed lines coming from various locations of the stellar disk,
characterized by different magnetic field strengths and orientations. This approach is
particularly useful for stars with tangled fields, such as late-type stars, where in the
absence of rotation, the net circular polarization signal in spectral lines would be zero
due to mutual cancellation of the contributions of regions of opposite field polarity. But
as has been seen in Sect. 3.1.1, correlations between Doppler and Zeeman effects on the
surface of Ap stars also allows one to derive constraints about the structure of their
magnetic fields, and ZDI is one of the methods that can be used for that purpose.

Ultimately, ZDI, which has been developed originally developed by Semel (1989), is
a field mapping technique. However, it is also a powerful magnetic field detection tool,
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which has indeed been successfully used to detect e.g. weak magnetic fields on Ap
stars (Donati, Semel & del Toro Iniesta 1990) or magnetic spots on active late-type
stars (Donati et al. 1990). The present description is restricted to the basic principles
underlying the ZDI method.

The interpretation of observations of spectral line profiles through ZDI rests on the
weak-field solution of the radiative transfer equation. From Eq. (1.27a), one can see
that, in this approximation, the Stokes / line profile emerging at any point of the stellar
surface is unaffected by the magnetic field. Furthermore, one can rewrite Eq. (1.27d) in
the form:

Hzfx^^-, (3.62)

where IQ = I(T = 0, /z = 1) is the local emerging intensity in the direction normal to
the star's surface. Under the assumption that 70 is the same at all points of the stellar
surface, the following expression of the observed line profile in the Stokes parameter V
can be derived through application of Eq. (1.30):

y-/c LIAR j _ 1 ax
f X

^-I0(X-X0-AXRx)dx f ^(x,y)Hz(x,y)dy. (3.63)
ax J^^z

Contributions to the observed line profiles of points of different abscissae x undergo
different Doppler shifts: this can be reflected by performing the change of variables
x -> AA/AAfl. Then r?v can be rewritten as a convolution:

rFvW = 4-$ir f " Hz(AX)^-I0(X-X0-AX)dAX, (3.64)
Tjc L\XR J_AXR "A

f_AXR
where HZ(AX) dAX is the magnetic flux along the line of sight, integrated over all points
of the stellar surface with rotational Doppler shift between AA and AA + dAX:

HZ(AX)= f R_ v(-^>y) Hz (-TT->y) dv- (3-65)
i-v/l-fAA/AAH)2 \AAfl J \AXR )

The emergent line profile in the Stokes parameter / can similarly be expressed as a
convolution:

i Z '+AAR

(3.66)

where A(AA) is the projected fractional area of the region of the star where the rotational
Doppler shift is between AA and AA + dAA:

1 /-+AAH

, (A) = _ . . / A(AX) Jo (A - Ao - AA) dAX,
•ric A A R y_AAH

/.+ N/l-(AA/AAR)2 / AX x
= / ii -—,y)dy. (3.67)

J-,/I-(AA/AAR)2 \&AR J

Then the expression of the Fourier transform of r^v (A) is:
f+OO

eiuX rTv (A) dX

z(u)I0(u), (3.68)

where Hz and 1$ are the Fourier transforms of, resp., Hz and IQ. Similarly, the Fourier
transform of r?, (A) can be written:

> () \
J-]c AA/{

A(u) Io («), (3.69)
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with evident notations. Combining Eqs. (3.68) and (3.69), the Fourier transform Hz(u)
can be derived:

^ ^ , (3.70)

and from there, the magnetic flux in any band (AA, AA + dAA) of the visible stellar disk,
HZ(AX) dAX. One can, of course, achieve better precision by combining the information
from several lines, possibly with some appropriate weighting.

3.3. Least-squares deconvolution

Both the ZDI method and the moment technique (and, before it, the photographic tech-
nique of mean longitudinal magnetic field determination) rely on the analysis of the
profiles of limited samples of selected lines. While these approaches have definite advan-
tages, they use only (an often small) part of the diagnostic information contained in the
observations. They are, therefore, not ideal to achieve the ultimate limit in the detection
of weak magnetic signatures. For the latter purpose, one would of course wish to exploit
the information contents of the observations as completely as possible. As has since
long been realized, this can be achieved by application of cross-correlation techniques.
Early steps towards this for stellar magnetic field studies include the development of the
MSHIFT method by Weiss, Jenkner & Wood (1978) for the analysis of RCP and LCP
spectra of Ap stars recorded on photographic plates, and the use of a modified version
of the radial velocity spectrometer CORAVEL in attempts to detect magnetic fields in
late-type stars by Borra, Edwards & Mayor (1984). These had, until recently, remained
isolated efforts. However, in the last few years, a new approach, least-squares deconvo-
lution (LSD), has been developed (Donati et al. 1997), and has started to be applied
to various stellar contexts, showing considerable promise, in particular, for systematic
investigation of the occurrence of stellar magnetism across the Hertzsprung-Russell dia-
gram.

The weak-field solution of the transfer equation for Stokes V, from Eq. (1.27d), can
be rewritten in terms of the velocity coordinate v = c(A — Ao)/Ao:

V(T = O,n,v) = -gk\ocHzLi^~- (3.71)
dv

The LSD approach rests on the assumption that, in Stokes / , all the spectral lines in
the considered stellar spectrum have the same shape h(v), hence that the expression of
Io{v) takes the form:

I0(v)=dh(v), (3.72)
where d is the local line central depth (which is generally different from line to line, but
does not depend on v). Then one can write:

V{T = 0,ft,v) = -g\odliKH(v), (3.73)

where KM(V) is a line-independent proportionality function. Applying Eq. (1.30) to carry
out the disk integration, one gets:

rrv(v)=g\QdZ(v), (3.74)

where the mean Zeeman signature (or LSD profile)

Z(v) = -^- [ dx [ n(x,y)KH[v-vR(x);Hz(x,y)}dy (3.75)

is the same for all the lines. In this equation, va{x) = x AXR/XQ. Let us introduce
the (line-dependent) scaling factor w = g AQ d. If we consider a sample of N\me lines
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(characterized by the index i = 1 , . . . , iViine), the corresponding line pattern function is
defined as:

Wline

i5{v-vi), (3.76)

where Vi is the position, in the velocity space, of spectral line i of this sample. Then
the Stokes V spectrum can be described by a linear system of equations (the index
j = 1, . . . , iVpixei refers to the pixels in the observed spectrum):

or, in matrix form:

V = MZ. (3.78)

This involves the implicit assumption that line intensities add up linearly. This is, of
course, wrong, especially in the case of strongly saturated lines. To avoid inconsistencies,
in practical applications, one imposes the condition that the sum of normalized depths of
neighbouring lines does not exceed 1. From the observed spectrum V and the reference
line pattern (or line mask) M, one then derives the mean Zeeman signature Z by a
least-squares solution (deconvolution). This can be written as (e.g., Press et al. 1992):

Z = (M T S 2 M) - 1 M T S 2 V, (3.79)

where S denotes a diagonal matrix whose element Sjj is the inverse standard error of
pixel j of the spectrum, l/o~j (OJ can be determined as part of the procedure of extraction
of the spectrum).

Note that in the right-hand side of Eq. (3.79), MT S2 V represents the (weighted) cross-
correlation of the observed spectrum with the line mask: thus the LSD technique is in its
principle very similar to cross-correlation methods previously used for magnetic field di-
agnosis. In practice, the line mask is built by computation of a synthetic spectrum based
on a model atmosphere corresponding approximately to the temperature of the studied
star. One can at will build masks for various selected line subsamples. This is useful,
e.g., in studies of Ap stars where different chemical species have different inhomogeneous
distributions over the stellar surface: by using masks corresponding to lines of differ-
ent chemical elements, one samples the magnetic field in a different manner, hence once
gains insight into its spatial structure, and the correlation of the latter with abundance
inhomogeneities.

3.4. Multiline techniques: two different philosophies

The moment technique and the LSD method are both based on the simultaneous con-
sideration of a multiline sample for enhanced magnetic field diagnostic potential. Yet,
besides the fact that they rely on somewhat different sets of assumptions and approxi-
mations, they also reflect quite different measurement philosophies, which will be briefly
reviewed below.

In a way, both methods can be regarded as applying a filter to the observations so
as to overcome the limitation of the observational noise affecting profiles of individual
lines. In LSD, filtering is achieved simply by adding up signals from a large number
of lines. This is, of course, very effective to get rid of random noise. The drawback,
though, is that any intrinsic line-to-line difference is also wiped out in the process. In
particular, all transitions are treated as if they had the same Zeeman pattern. This
introduces some degree of uncertainty in the interpretation of the LSD profile. This
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profile, in first approximation, resembles that of a single line in the presence of a magnetic
field: but which atomic parameters should be used to translate it into a magnetic field
measurement? Numerical simulations (Landstreet, private communication) suggest that
careful definition of an "average transition" may allow one to achieve reliable results in
the analysis of Stokes V spectra — but interpretation of Stokes Q and U observations
may be much less straightforward (see Sect. 3.5).

By contrast, the moment technique combines noise filtering at two levels. First, by
characterizing line shapes by low-order moments, one effectively filters out high frequency
noise in individual profiles. Then, in the simultaneous consideration of several lines, fur-
ther noise reduction is achieved. Contrary to LSD, combination of information from
several lines is not carried out by averaging, but via regression analysis. In this way, the
specific properties of each transition (in particular, the Zeeman pattern) are still fully
taken into account (through independent variables in the regressions). This does also, to
some extent, allow one to overcome in an empirical manner, the limitations of the approx-
imations made for the treatment of the radiative transfer (as illustrated in Sect. 3.1.2).
Furthermore, deviating behaviours, such as due e.g. to mistaken line identifications or
wrong atomic parameters, can be readily identified. Accordingly, the derivation of con-
straints about the stellar magnetic field properties through the moment technique rests
on a well defined and, mostly, physically sound description of the diagnostic transitions.

On the other hand, the moment technique cannot properly handle line blends (which
translate into non-matching behaviours in the regression analysis). Thus, while rota-
tional Doppler effect is duly taken into account in the interpretation of the observations,
the technique can only be applied to stars with moderate rotation (otherwise, Doppler
broadened line all tend to blend with each other). This restriction does not exist for LSD,
which deals naturally with blends as part of the line pattern function. This implies that
studies based on LSD can generally use (many) more diagnostic lines than works relying
on the moment technique: hence the former are better suited to pushing the detection
limit as far as possible.

In summary, LSD is the method of choice for detection of weak magnetic signatures,
while the moment technique generally lends itself better to physically meaningful di-
agnosis of stellar magnetic properties. This tendency is strengthened by the fact that
the assumptions underlying LSD include the weak-field approximation, which is not a
significant restriction for detection work, while strong magnetic fields can be properly
handled through the moment technique.

3.5. Linear polarization
Circular polarization in spectral lines is primarily determined by the component of the
magnetic field along the line of sight. Accordingly, observations in linear polarization are
necessary to derive constraints about the field components in the plane perpendicular to
the line of sight. Yet, to first order in the field strength, only Stokes V is sensitive to
the effect of a magnetic field [see Sect. 1.6.2, and also Eqs. (1.23)]. Linear polarization
is a second order effect in the magnetic field: in practice, this implies that magnetic
signatures in Stokes Q and U are considerably smaller than in Stokes V. This is further
strengthened by the fact that mutual cancellation of the polarization contributions from
different regions of the stellar surface is much more effective for linear than for circular
polarization: it occurs in Stokes Q and U for field elements with azimuth angles differing
by 90°, while for Stokes V, polarization contributions subtract out only between opposite
field polarities.

As a result, until recently, spectropolarimetric studies of stellar magnetic fields had
been almost exclusively restricted to Stokes V. Only within the last few years have new
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state-of-the-art instrumentation and developments of analysis methods finally started to
make possible systematic exploitation of Stokes Q and U signals in spectral lines towards
magnetic field diagnosis. Studies based on observations in linear spectropolarimetry hold
the promise of bringing a major breakthrough in our knowledge of stellar magnetic fields.
Yet, at present, this area of research is still very much in its infancy. Here, we shall just
outline the main directions in which work has so far developed.

Let us also point out that, until now, direct detection of linear polarization Zeeman
signatures in individual lines has been achieved only in very high signal-to-noise ratio
(typically > 400) spectra of strong, magnetically sensitive lines of a very small number
of strongly magnetic Ap stars (Wade et al. 2000). In other words, such detections still
remain exceptions. In general, to detect linear polarization of magnetic origin, the use
of advanced analysis procedures and tools is required.

3.5.1. Broad-band linear polarization

In view of the difficulty of detecting linear polarization in spectral lines, it has in some
cases proved advantageous to use an alternative approach based on the measurement of
linear polarization through broad band filters, or broad band linear polarization (BBLP).
The technique has been successfully applied to a number of Ap stars, mostly by J.-L.
Leroy and his collaborators (see Leroy 1995 and references therein).

Magnetic fields of Ap stars are not strong enough to generate any significant amount
of continuum polarization. What BBLP measurements detect, instead, is the cumula-
tive effect of differential magnetic intensification of all the spectral lines contained in the
filter passband. The net linear polarization of weak lines is zero. But for stronger lines,
desaturation by a magnetic field is different for the n and a components. This differen-
tial effect is, qualitatively, similar for all lines, so that in broad band observations, the
contributions of all the lines add up. The observed values of Q/I and U/I may typically
reach up to a few 10~4. Although these are very small degrees of polarization, the pre-
cision required to detect them can be achieved in broad band observations thanks to the
high throughput allowed by integration of the signal over a wide passband, compared to
high-resolution spectra.

The interpretation of the observations is not straightforward. Landolfi et al. (1993)
have developed a canonical model that provides reasonably simple analytical results.
The absolute value of the polarization degree depends on a number of poorly defined
parameters, such as the line density and the average line strength in the spectral range
of interest. Accordingly, it is an ill-suited diagnostic. By contrast, its relative variation as
the star rotates, as well as the variation of the direction of polarization, lend themselves
much better to the derivation of meaningful constraints. For this purpose, it is convenient
to build a polarization diagram from the observational data, by putting in the {Q/I, U/I)
plane the points corresponding to linear polarization measurements performed at various
phases of the rotation cycle of the star, and connecting them in phase order, to draw the
path that the star describes. These paths may have very diverse shapes, from one single,
almost circular loop, to a complex path intersecting itself in various places. An example
is shown in Fig. 9.

In practice, constraints on the magnetic field properties are derived from such obser-
vational data is based on the following considerations (Bagnulo, Landi Degl'Innocenti &
Landi Degl'Innocenti 1996). The observed broad-band linear polarization can be writ-
ten:

Q = Q0 + QP, (3.80a)

U = U0 + UF, (3.80b)
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FIGURE 9. Linear polarization measurements of the Ap star HD 118022 in the B band, shown in
the {Q/I, U/I) plane. The individual measurements are represented by error boxes labeled with
the rotation phase at which they have been obtained (fraction of the rotation cycle multiplied
by 100). The solid curve represents the path that the star describes in the plane; it is based on
fits of the curves of variations of Q/I and U/I against phase by third-order Fourier expansions.
(From Leroy 1995.)

where

and

Qo oc (HQ - HQ+W/2) ,

Uo OC (2 HQ HQ+7I/2) ,

(3.81a)

(3.81b)

Q+v/2Hz), (3.82a)

UFoc((H2
Q-H2

Q+n/2)Hz). (3.82b)

One can note that, not too surprisingly, Qo and Uo are sensitive to the same moments of
the magnetic field as the second-order moments of line profiles in the Stokes parameters Q
and U [see Eqs. (3.84) below]. By contrast, QF and UF have no equivalent in the moment
technique. This comes from the fact that these contributions to the BBLP correspond
to the anomalous dispersion effects. Due to the weak-line approximation underlying the
moment technique, these effects do not contribute to the moment expressions. Yet, they
are significant for strong lines, and it is important to take them into account in the BBLP
method, since the fact that this method works at all is due to line saturation.

3.5.2. Linear polarization in spectral lines

Even though linear polarization signatures may not be detectable in individual lines, it
is generally possible to detect them, and to extract valuable diagnostic information from
them, through application of multiline techniques. The same multiline techniques that
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are used for circular polarization data analysis can be and have been applied in linear
polarization works: LSD and the moment technique.

The LSD approach is still based on the weak field solution of the radiative transfer
problem. Yet, since Stokes Q and U are not sensitive to the magnetic field to first order,
the solution must be expanded to the second order. One can describe the Stokes Q and
U spectra by expressions similar to Eq. (3.77):

where the scaling factor is now w^ = w^ = g1 \\d (Wade et al. 2000). The weakness
of this approach lies in the fact that the approximation that a mean Zeeman signature
adequately represents all the lines is much less good for linear than for circular polariza-
tion, as demonstrated by numerical simulations (Landstreet, private communication). As
a consequence, the signal-to-noise ratio amplification by cross-correlation is significantly
less effective for Stokes Q and U than for Stokes V, and the interpretation of the LSD
profiles in terms of magnetic field properties is more ambiguous.

The first non-zero moments of the line profiles in Stokes Q and U are those of second-
order. Their expression can be derived from Eqs. (3.51):

B§\\,) = -AAl D2 (H
2
Q - H2

Q+n/,), (3.84a)

R^(Xj) = -AAl i?2 (2HQHQ+7r/2). (3.84b)

However, this form proves not to be ideally suited to the analysis of real data. An
equivalent, but more appropriate to practical applications, set of equations is:

+ [42)(A/)]2 J = AAl D2 (Hi), (3.85a)

^iXi) = tan(2 <X» , (3.85b)

where (H\)ll2 is the mean transverse magnetic field. Its square is defined by an expres-
sion similar to Eq. (3.54), where the magnetic term in the integrand is (HQ + HQ+n,2)-
The second quantity which is derived, (#), is called the mean angle of the transverse
magnetic field.

4. Magnetic geometries and structures
4.1. Magnetic fields of Ap stars: general properties

Exploitation of the diagnostics described in Sects. 2 and 3 allow one to derive a number of
conclusions about the generic properties of the magnetic fields of the Ap stars. A number
of these properties are reviewed below, with emphasis on how they are established. This
presentation is not intended to give an exhaustive review of our current knowledge of Ap
star magnetic fields. Rather, its primary purpose is to illustrate the use of the diagnostic
methods previously introduced.

From consideration of the measurements of (Hz) and (H) in Ap stars, one can derive
a general overview of the properties of their magnetic fields.

As can be seen in Fig. 5, the resolved components of magnetically split lines are sharp
and well defined: this implies that the range of field strengths at the stellar surface
is fairly narrow. Furthermore, when the splitting is sufficient, the profile of the line
Fe II A 6149.2 goes back all the way to the continuum between the two components: this
shows that the magnetic field covers the entire stellar surface. This conclusion receives
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further support from the fact that, in all Ap stars where a magnetic field is detected, it
is observed throughout the whole rotation cycle.

The mere fact that non-zero longitudinal fields are observed at all indicates that the
magnetic fields of Ap stars have a fairly simple large scale organization, in strong contrast
with the magnetic field of the sun. The latter is intermittent, confined in many small
elements of alternating polarity, so that the polarization that these elements induce
locally mostly cancels out in disk-integrated observations.

Various considerations converge to support the view that, to first order, magnetic fields
of Ap stars must include a sizeable dipole-like contribution. On the one hand, the polar-
ization generated by toroidal fields, or multipolar fields of higher orders, cancels out to a
large extent in the disk-integration process. Therefore, a roughly dipolar structure is the
only one that can account for longitudinal fields of the observed order of magnitude with-
out implying values of the mean field modulus so high that they would generally distort
the Stokes / line profiles well beyond the limits allowed by observation. For instance, the
order of magnitude of the ratio between the extrema of the mean longitudinal field and
of the field modulus is typically (HZ)/(H) ~ 0.3 for a dipole, and (HZ)/(H) ~ 0.05 for a
quadrupole (assuming in both cases that the multipole is at the centre of the star).

On the other hand, the curve of variation of the longitudinal field with rotation phase
is in most cases closely sinusoidal (see e.g. Mathys 1991). The simplest model consistent
with such variations is one in which the stellar field has a purely dipolar structure, with
its centre at the centre of the star, and its axis inclined at some angle with respect to
the stellar rotation axis.

However, this model does not stand closer scrutiny. For a fraction of the Ap stars, the
extrema of the longitudinal field are of opposite sign. This implies that both magnetic
poles of these stars alternatively come into view. If their magnetic field was a centred
dipole, their field modulus should have two maxima and two minima per rotation cycle
(since for a centred dipole, magnetic field strength is maximum at the magnetic poles
and minimum at the magnetic equator). However, of all the Ap stars with resolved
magnetically split lines for which (H) has so far been repeatedly determined throughout
a rotation cycle, only for one does the curve of variation of this field moment show
two maxima and two minima (Mathys et al. 1997). This represents a strong statistical
evidence that the magnetic fields of Ap stars are generally not centred dipoles, since one
expects the fraction of stars with reversing {Hz) to be considerably higher. This view
receives further support from a recent systematic study of the longitudinal fields of Ap
stars with magnetically resolved lines (Mathys, Manfroid & Wenderoth, in preparation).
To the extent that the variations of both (Hz) and (H) can be adequately represented by
sinusoids with their extrema in phase, models such as a dipole offset from the star centre
along its axis, or the superposition of a centred dipole and centred quadrupole with the
same axis, prove convenient. Indeed, they provide a good match between the number of
independent observables (four: the maximum and minimum of (Hz), and the maximum
and minimum of (H)), and the number of free parameters:

• for the decentred dipole: the angle i between the rotation axis and the line of sight,
the angle (3 between the magnetic and rotation axes, the polar field strength H<\, and
the offset a (expressed as a fraction of the stellar radius);

• for the superposition of collinear centred dipole and quadrupole: i, f3, and the
polar field strengths H^ and Hq corresponding resp. to the dipolar and quadrupolar
components.
Such models, have accordingly, been popular in a number of past studies. Actually, one
can show that they are equivalent for small departures from a centred dipole (i.e., for a
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or Hq/Hd small compared to 1). For more details on this subject (mostly of historical
interest), see e.g. Landstreet (1980).

The possibility to extract line profile information is, of course, providing additional
constraints, which lead to further refinement of our knowledge of the structure of Ap
star magnetic fields. Full exploitation of state-of-the-art observational data requires the
use of elaborated modelling techniques, involving considerable amounts of numerical
computation, the principles of which will be briefly described in Sect. 4.2. Development
of the relevant methods and tools has been going on for a few years. A number of
magnetic field maps have been derived. But for the time being, these results are mostly
limited to a few individual stars. It may still take a while before enough stars have
been analyzed to allow general conclusions to be drawn. Ability to derive as detailed
and realistic information as possible of the structure of magnetic fields of some stars
is only one approach to achieve progress in our understanding of the origin and of the
physics of magnetic Ap stars. But focusing attention on the detailed properties of each
tree does not necessarily reveal the overall layout of the forest. Important insight can
also be gained from consideration of statistical samples of stars, whose properties may
possibly be diagnosed only in a more approximate manner, through application of simpler
methods.

An illustration of the potential of such an approach is given by the recent work of
Landstreet & Mathys (2000). These authors have shown that a simple model consisting
of the superposition of a dipole, a quadrupole, and an octupole, all centred at the centre
of the star and with the same axis, can generally give an adequate, though not exact,
description of the variations of the longitudinal field, the crossover, the quadratic field
and the field modulus. This model is, obviously, a generalization of the long popular
dipole plus quadrupole model. While the dipolar component accounts primarily for the
longitudinal magnetic field and the quadrupole gives the field strength contrast between
the magnetic poles, the octupole allows one to adjust the equator-to-pole contrast of
the field strength. Deriving such models for a sample of stars, Landstreet and Mathys
showed that in Ap stars with rotation periods longer than approx. one month, the angle
P between the magnetic and rotation axes is generally small, unlike stars with shorter
periods, where this angle is predominantly large. Another indication of correlation be-
tween magnetic properties and stellar rotation had been found by Mathys et al. (1997).
Namely, no stars with rotation period in excess of 150 d have a mean magnetic field
modulus in excess of 7.5 kG, whereas among stars with shorter rotation periods, more
than 50% have a field modulus larger than that value. Mathys et al. also reported that
there apparently exists a sharp cutoff a the low end of the distribution of (H): no star
with a field modulus (averaged over the stellar rotation period) smaller than 2.8 kG has
been found so far. This does not appear to be due to an observational bias: there are
strong arguments supporting the view that weaker fields should be easily detectable with
observations of the resolution and quality achieved in the published studies of Ap stars
with magnetically resolved lines.

Currently, it is widely accepted that the magnetic fields of Ap stars are fossil, that
is, that they have been acquired by the stars at the time of their formation. However,
many details remain unclear, such as the exact origin of the fields, and how and when
they become observable at the stellar surface. Progress in the theoretical understanding
of these aspects depends critically on the availability of additional observational con-
straints. Therefore, results of statistical nature about the strength and structure of Ap
star magnetic fields, such as those sketched about, are particularly valuable. At present,
their implications have not been fully worked out yet, but they undoubtedly open new
perspectives for our understanding of the origin and evolution of these fields.
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FIGURE 10. Mean longitudinal magnetic field (top left), crossover (top right), mean quadratic
magnetic field (bottom left), and mean magnetic field modulus (bottom right) of the Ap star
HD 142070, against rotation phase. Curves are fits of the data by a sine wave and its first
harmonic.

Yet, it has become increasingly evident in recent years that, beyond their first-order
dipole-like structure, magnetic fields of Ap stars have geometries significantly more com-
plex than had long been believed. In particular, departures from cylindrical symmetry of
the magnetic field about an axis passing through the centre of the star (though inclined
with respect to the rotation axis), which in the past could seem to be restricted to a
small number of particularly exotic objects, are now recognized as a common property
of the majority of Ap stars. This is indicated in particular by the observation that, in
most stars, one at least of the curves of variation with phase of (Hz), (xHz), ((H2))1/2,
or (H) does not show mirror symmetry about some phase (Mathys 1993). An example of
typical variation curves of the various field moments is shown in Fig. 10. In this specific
case, the curves of variation of (Hz) and (xHz) depart only marginally from sinusoids,
but the variations of ((H2))1/2 and (H) are strongly asymmetric. Precise modelling of
such magnetic fields requires the application of the methods sketched in the next section.

4.2. Numerical mapping of stellar magnetic fields

4.2.1. Full numerical inversion of line profile

Ultimately, one would wish to be able to derive from observations a map of the magnetic
field over the stellar surface, with as little a priori assumptions as possible. The formal
description of this problem is straightforward. Let us assume that spectra of a star have
been obtained in all four Stokes parameters at Nphase rotation phases <pi. These spectra
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can be used to build an observation matrix:

<pi)}, (4.86)

where the index j = ( 1 , . . . , A^pixei) refers to the individual wavelength bins (pixels) of
the observed spectra.

Let H(xm, yn) (m = 1,. . . , Nx; n = 1,. . . , Ny) represent the magnetic vector at a grid
of points over the stellar surface (the coordinates x and y are defined in some suitable,
generally non-cartesian, reference system). For some assumed magnetic field distribution
H(xm,yn) (and for a given model atmosphere), one can solve the radiative transfer
equation to derive a computed spectrum in the four Stokes parameters. Repeating this
calculation at the Nphase rotation phases tpi, one can build a computed matrix C(\j,ipi),
with a structure similar to the observation matrix O(\j,tpi).

In principle, determination of the geometrical structure of the stellar magnetic field
should be achieved by identifying the distribution H(xm,yn) such that the computed
matrix C(\j,ipi) is the best fit to the observation matrix O(\j,tpi). In practice, this
inversion problem is ill-posed: its solution is non-unique. In order to guarantee that a
unique solution can be derived, a so-called regularization condition must be imposed. The
choice of this condition is arbitrary and it does in fact reflects an implicit assumption
about the magnetic field structure. For instance, a frequently used approach involves
maximizing some adequately denned entropy function (e.g., Brown et al. 1991). This,
in practice, corresponds to looking for the "smoothest" magnetic field structure. As
another example, the poster paper prepared for this Winter School by one of the students,
0. Kochukhov, presents a mapping approach in which the regularization criterion requires
the magnetic field structure to be as close as possible to a superposition of multipoles.
Other choices exist in the literature; their presentation as well as further discussion of
the details of the numerical inversion techniques are beyond the scope of these lectures.

4.2.2. Generalized multipolar model

For Ap stars, an approach intermediate between the semi-analytical, axisymmetric
models described in Sect. 4.1 and the full numerical inversion of line profiles introduced
above has been developed in recent year by S. Bagnulo and collaborators. The gen-
eral formalism underlying it is presented in Bagnulo, Landi Degl'Innocenti & Landi
Degl'Innocenti (1996).

In all applications of this method that have been published until now, it is assumed
that the magnetic field of the studied stars can be represented by the superposition of
a dipole and of a non-linear quadrupole, located at the centre of the star. The best
such model is derived through an inversion procedure based on x2 minimization of differ-
ences between values of selected observables predicted and observed at phases distributed
throughout the stellar rotation period. The observables that have been considered so far
are (Bagnulo, Landolfi & Landi Degl'Innocenti 1999):

• the mean longitudinal magnetic field,
• the crossover,
• the mean quadratic magnetic field,

and, more recently (Bagnulo et al. 2000):
• the mean magnetic field modulus,
• and the broad-band linear polarization.
Frequently, through this method, it is impossible to derive a unique best model. In-

stead, there are often two or, more rarely, a small number of models, with fundamentally
different geometries, that fit equally well the observables. It may, in the future, be pos-
sible to solve this ambiguity by fitting simultaneously additional observables. Obvious
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candidates are the magnetic moments derived from higher order moments of the line
profiles in the Stokes parameters / and V, as well as information extracted from study of
the line profiles observed in linear polarization. Yet, it must be noted that some of the
models derived so far have been used to compute synthetic spectra in all four Stokes pa-
rameters. These synthetic spectra have been compared to observed spectra (independent
from those on the basis of which the model had been established). In some cases at least,
a reasonable match between both was observed, even for the Q and U spectra, although
none of the original observables used as input for the model had been derived from these
spectra (Bagnulo et al. 2001). This suggests that the addition of new observables may
not always be sufficient to fully constrain the models.

On the other hand, a common feature of most models derived so far is that they involve
strong gradients of the magnetic field on the part of the stellar surface that never comes
into view. Statistically, it is very improbable that the geometry of observation of all
those stars is such that, by coincidence, we never see the regions of their surface where
the variation of the magnetic field is steepest. It appears much more plausible that the
systematic existence of strong field gradients on the hidden part of the stellar surface
reflects an intrinsic weakness of the models. One possible way to try to improve them
may be to add to it a non-linear octupolar component.

4.2.3. Modelling techniques: two different approaches

Let us briefly discuss the respective advantages and drawbacks of the modelling tech-
niques introduced in the previous two sections.

An obvious limitation of the generalized multipolar model is that, since its observables
are derived from consideration of low-order moments of line profiles (or use no line pro-
file information at all, in the case of BBLP measurements), the information contained
in the observed spectral line shapes is generally not fully exploited. By contrast, direct
numerical inversion uses all the available line profile information. In principle, the latter
is advantageous, since it should allow one to derive the most complete constraints on
the magnetic field structure. In practice, though, it also implies that any noise in the
observations is used as input to the model. Unavoidably, the numerical inversion pro-
cedure tries to fit this noise as well as the actual signal. This may, and does, lead to
numerical instabilities. Instabilities may also result from insufficient wavelength or phase
sampling of the data. Accordingly, numerical line profile inversion is very demanding in
terms of signal-to-noise, spectral resolution and phase coverage of the observations, un-
like the generalized multipolar model method. The latter is particularly well suited to
the analysis of fairly noisy data recorded at mild resolution, thanks in particular to the
fact that use of line profile moments quite effectively filters out the observation noise (see
Sect. 3.4).

On the other hand, its basic assumption that the stellar field can be represented by
a generalized multipolar model implies that it is applicable to Ap stars (and, possibly,
white dwarfs), but that it is generally not appropriate for other stars (in particular,
active late-type stars). By contrast, direct inversion of line profiles does not assume any
a priori field geometry — at least, explicitly: the regularization criterion does to some
extent involve an implicit assumption on the field structure, and different regularization
conditions may be better suited to different types of stars.

From a practical point of view, one can also note that line profile inversion involves
much heavier, more time-consuming numerical computations than the generalized mul-
tipolar model method. This suggests that it may in some cases be advantageous to take
the latter (or, as a matter of fact, one of the simple semi-analytical models discussed
in Sect. 4.1) as a first approximation of the actual models, and to use this approxima-
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FIGURE 11. Simulated SPIN Stokes V observations of a slowly rotating star with a centred,
dipolar magnetic field, with i = /3 = 90°. The phases illustrated correspond to those when
the magnetic field is seen pole-on (left) and equator-on (right). (From Rousselet-Perraut et al.
2000.)

tion to restrict the space of free parameters allowed for full numerical inversion. While
apparently promising, this approach does not seem to have ever been tried.

4.2.4. The future: spectropolarimetric inter-ferometry

A promising prospect to gain additional insight into the structure of stellar magnetic
fields should come from the use of a spectropolarimeter in combination with an optical
interferometric system (such as ESO's VLTI). The potential of this technique, called
SpectroPolarimetric INterferometry (SPIN) is under study (see Rousselet-Perraut et al.
2000). As an illustration of these theoretical predictions, a simple example is shown
in Fig. 11: that of a centred magnetic dipole in a slowly rotating star, with i = /3 =
90°, observed in Stokes V. One can note that the magnetic field is detected not only
when it is seen pole-on, but also when it is seen equator-on, by contrast with standard
spectropolarimetry, where no magnetic signature is seen in Stokes V in the latter case.
The technique also has the potential to resolve ambiguities which affect models based on
standard spectropolarimetric observations. The first observations applying this technique
are planned to take place in 2001 with the GI2T interferometer.

5. Polarimetric diagnostics of magnetic fields in non-Ap stars
5.1. Non-degenerate stars

For more than three decades, Ap stars have remained the only non-degenerate stars (be-
sides the sun) in which the presence of magnetic fields was unquestionably established
through direct observation, in spite of many attempts to detect such fields in stars of
various types. A breakthrough was achieved in 1980 when Robinson, Worden & Har-
vey (1980) convincingly detected a magnetic field in the late-type dwarfs £ Boo A and
70 Oph A. This generated renewed interest in the search for magnetic fields in active
late-type stars, and success was met in a significant number of them in the following
years. Yet, all those detections, like the original one of Robinson, Worden & Harvey,
were based on observation of differential magnetic broadening of spectral lines in Stokes
/ spectra. It still took a decade until the first spectropolarimetric diagnosis of a magnetic
field in a non-Ap star: a Stokes V magnetic signature was repeatedly observed on the
active K component of the RS CVn system HR 1099, which was interpreted, using ZDI,
as due to a localized, largely monopolar magnetic spot (Donati et al. 1990). The next
major step carne with the introduction of the LSD technique, and its application to an
extensive search for magnetic fields in active stars of various types (Donati et al. 1997).
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FIGURE 12. LSD Stokes V (top) and / (bottom) profiles observed in the weak-lined T Tauri
star V410 Tau. Note the several sign reversals of the V profile, which reflect the complexity of
the magnetic field structure on the stellar surface. (Prom Donati et al. 1997.)

This work definitely established LSD as the technique of choice for detection of (weak)
stellar magnetic fields. It has since been used to establish the presence of such fields in
stars of a variety of types, over a wide range of temperatures. A brief overview of the
results recently obtained is given below.

5.1.1. Pre-main sequence and late-type active stars

Pre-main sequence and late-type stars have long been known to show activity phenom-
ena qualitatively similar to those observed on the sun, but with different strengths and
variability timescales. It is quite natural to attribute them to dynamo mechanisms at
work in the convective outer layers of those stars. The most active of them appear there-
fore as prime candidates for attempts at achieving direct detections of stellar magnetic
fields.

Donati et al. (1997) have conducted a systematic survey of such stars, as a result of
which the presence of a magnetic field has been definitely established in one or several
stars of the following types:

• weak-line T Tauri stars,
• pre-main sequence binaries,
• Herbig Ae stars,
• cool stars on the ZAMS,
• dwarf flare stars,
• RS CVn stars,
• FK Com stars.
Stokes V magnetic signatures in these stars are often complex, with several sign rever-

sals throughout the line profile. An example is shown in Fig. 12. This indicates that the
field structure is complex, with several small-scale magnetic regions of opposite polarities
over a stellar hemisphere.

For some of those stars (e.g., the ZAMS star AB Dor and the RS CVn system HR 1099),
observations sampling one or several rotation cycles have been obtained, and they have
been used to build maps of the magnetic field over the stellar surface.
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5.1.2. Hot stars

Over recent years, an increasing number of observations of hot stars have been ob-
tained, which provide increasing indirect evidence that they must have magnetic fields.
Such observations include, for instance, rotationally modulated winds in 0 stars, X-ray
emission in Be stars, and transient features in the profiles of absorption lines in the visi-
ble spectrum of Be stars. Such features can be best explained theoretically by assuming
that those stars have a (generally moderate) magnetic field. Other attempts to interpret
them without introducing the effect of a such a field must call to exotic combinations of
processes and circumstances, which overall seem much less plausible than the presence
of a magnetic field.

However, direct detection of magnetic fields in hot stars is particularly challenging,
because the density of their spectral lines is much lower than in cooler stars, and because
the line profiles are often strongly broadened by fast rotation and other mechanisms,
making them difficult to measure accurately. The low line density implies, in particular,
that the gain in detection efficiency allowed by use of the LSD technique is much lower
than in late-type stars.

Yet, the only definite detection of a magnetic field in a hot star published so far has
been achieved through application of LSD. Henrichs et al. (2000) have indeed reported
the presence of a field in (3 Cep, a somewhat unusual member of the Be star group,
since its projected radial velocity is low: ve sini = 25 kms"1. This represents a very
favourable circumstance for the detection of a magnetic field. Henrichs et al. measured
a mean longitudinal magnetic field varying quasi-sinusoidally, with a semi-amplitude of
96 G about a mean value of —10 G, over a period of 12 days. This is also the period of
variation of the UV spectral lines of the star. It is interpreted as being its rotation period.
In other words, the observed magnetic field variations of {3 Cep can be satisfactorily
interpreted within the framework of the oblique rotator model, and it appears plausible
that this Be star has a magnetic field roughly similar to that of the Ap stars.

If the field strength of (5 Cep is representative of the magnetic fields of Be stars, and
of other hot stars, field detection in most of those will be very challenging, given their
very high average rotational velocity.

5.2. White dwarfs

5.2.1. Magnetic fields in white dwarfs: overview

In 1970, Kemp et al. (1970) reported the first detection of circularly polarized light
from a white dwarf, Grw +70°8247. While the details of the processes responsible for
generating the circular polarization were not understood at the time, the observation was
correctly interpreted as a convincing indication for the presence of a strong magnetic field.
Further discoveries of white dwarfs showing circular polarization in their spectra soon
followed, so that after Ap stars, white dwarfs became the second group of stars (other
than the sun) where the presence of magnetic fields was definitely established.

Before discussing the techniques used to diagnose magnetic fields in white dwarfs, we
shall present a brief overview of our current knowledge of their properties. For more
detail, the reader should refer to the recent, comprehensive review of Wickramasinghe &
Ferrario (2000).

Two types of magnetic white dwarfs are distinguished: isolated ones, of which 65 are
currently known, and white dwarfs in magnetic cataclysmic variables, in similar number.
The properties of magnetic white dwarfs in cataclysmic variables are affected by the
interactions with their companion in the binary system, so that their study involves a
number of specific issues which are outside the scope of these lectures. Accordingly,
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we shall not consider them any further, and we shall discuss only the properties of the
isolated magnetic white dwarfs. The latter are estimated to comprise about 5% of all
white dwarfs. Observed magnetic field strengths range from 3104 G (comparable to the
highest fields of magnetic Ap stars) to 109 G. The majority of the isolated magnetic white
dwarfs are of type DA (i.e., their spectra only show hydrogen lines). The magnetic fields
of a fraction of them are found to vary periodically. These variations are interpreted as
resulting from stellar rotation, through the same oblique rotator model as for Ap stars.
The white dwarfs where no field variations have been observed must either have very
long periods (in excess of 100 y), or their magnetic field must be symmetric about their
rotation axis. When rotational modulation is present, it can be used to derive constraints
about the geometrical structure of the magnetic field. In a first approximation, fields may
often be represented by a dipole offset from the centre of the star, along the dipolar axis,
but there is strong evidence that more complex structures must be invoked to reproduce
adequately the details of the observations. The parallel with the situation for Ap stars
is striking. This supports the view that magnetic Ap and Bp stars are the progenitors of
the magnetic white dwarfs, since the distribution of the magnetic field strengths in the
latter can then be explained as the result of magnetic flux conservation in the post-main
sequence evolution of the former. This picture is also consistent with the good match
between the rate of occurrence of Ap stars (relative to normal A and B stars), on the
one hand, and of magnetic white dwarfs (compared to the whole class of white dwarfs),
on the other hand.

5.2.2. Magnetic field diagnosis in white dwarfs

The diagnosis of magnetic fields in white dwarfs represents a significantly more complex
challenge than for non-degenerate stars. In the latter, as we have seen in the previous
sections, the effect of the magnetic field on line formation is generally quite satisfactorily
described within the framework of the theory of the linear Zeeman effect. Exceptions to
this rule correspond to the use of diagnostic transitions for which, for some reason, other
effects reach an order of magnitude comparable to that of the linear Zeeman perturbation.
They are not related to any particular characteristic of the magnetic field (or of other
physical properties) of some specific star(s). Typically, use of the considered spectral lines
for magnetic field diagnosis in any non-degenerate star would involve the same physics.

By contrast, interpretation of the (polarized) spectra of magnetic white dwarfs requires
the consideration of vastly different physical processes in different stars, depending on
the strength of their magnetic field. Furthermore, in most regimes, the behaviour of the
energies of the atomic states, and the related radiative transfer processes, can be dealt
with only numerically, and not through the use of (approximate) analytical expressions.
As a matter of fact, at the high end of the field strength distribution, the physics of
the atoms is still rather poorly understood. Finally, a non-negligible fraction of the
magnetic white dwarfs have short rotation periods, ranging from 12 minutes to a couple
of days. Since, on the other hand, these stars are intrinsically faint, their observation
often requires rather long integration times. The latter can represent a non-negligible
fraction of the rotation period, so that the resulting spectrum does not give a snapshot
picture of the star's surface (and in particular, of its magnetic field) at a given instant,
but rather some average image of the changing aspect of the visible stellar hemisphere
as it drifts in and out of the observer's view during the observation. This obviously adds
intricacies to the extraction of constraints on the magnetic field from the observations.
Note however that the advent of the new generation of 10-m class telescopes allows one
to overcome this limitation to a large extent.

Here, we shall just briefly introduce the general principles underlying the measure-
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FIGURE 13. Stokes I and V spectra of the magnetic white dwarf PG 1658+441. Note the typical
S-shape of the Stokes V line profiles, which is similar to that observed in non-degenerate (Ap)
stars. The bottom panel shows the wavelength dependence of the line components on magnetic
field strength. The splitting is to first order, similar to a linear Zeeman pattern, with systematic
wavelength shifts due to the quadratic effect, increasing for the higher members of the Balmer
series. (From Putney 1997, by permission of the AAS.)

ments of white dwarf magnetic fields in different strength ranges. For a more detailed
presentation of the physical processes involved, see Wickramasinghe & Ferrario (2000).

For classification of the effects of a magnetic field on atomic structure at various field
strengths, it is convenient to refer to the parameter (3 = H/4.7109 G. For /? <C 1, that is,
approximately, for fields not exceeding 1 MG, line formation in white dwarfs is governed
by the same physics as in non-degenerate stars, that is, it occurs primarily in a regime
of linear Zeeman effectt. Towards the high field end of that range, quadratic Zeeman
effect becomes increasingly significant, but its contribution is still a perturbation to the
global effect. Accordingly, in first approximation at least, the methods that are used
for non-degenerate stars can still be applied to the determination of magnetic fields in

f Strictly speaking, for the lines of hydrogen, which are most often observed in white dwarfs,
this is a regime of complete Paschen-Back effect, since for the field strengths of interest, the
magnetic perturbation largely exceeds the fine structure splitting. This implies that the magnetic
quantum number M referred to in the selection rule AM = 0, ±1 is the projection on the field
direction of the orbital quantum number L, not of the total angular momentum quantum number
J, but it has otherwise no impact on the present discussion.



146 Gautier Mathys: Polarized Radiation Diagnostics of Stellar Magnetic Fields
10"

1Q-3 10-2

FIGURE 14. Computed wavelengths of hydrogen transitions as a function of magnetic field
strength (characterized by the parameter (5 = if/4.7109 G). (From Ruder et al. 1994.)

white dwarfs in that field strength range. In particular, one may note that the Balmer
line photopolarimetric technique was originally developed to study white dwarf magnetic
fields (Angel & Landstreet 1970). Until very recently, the linear Zeeman effect regime
was the only one for which the effect of the magnetic field could be adequately taken
into account for line of other elements than hydrogen. Figure 13 shows, as illustration,
the Stokes / and V spectra of a white dwarf in this regime.

Contrary to linear Zeeman effect, quadratic Zeeman effect cannot generally be treated
analytically. Furthermore, at higher field strengths (for f3 ~ 1), it becomes comparable
to the separation between levels of different principal quantum numbers. Finally, when
/3 significantly exceeds 1, the magnetic term is the dominating one in the hamiltonian
of the atom. In those regimes, heavy numerical computation is required to determine
the energies of the atomic states. Their dependence on the magnetic field strength is
intricate, with virtually no systematic structure. This is illustrated in Fig. 14, where the
wavelengths of the allowed transitions are shown as a function of /?. Note that some of
the line components are dramatically shifted in wavelength: e.g., transitions ascribed to
the Paschen series at low field strengths (thus occurring in the infrared) end up in the
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FIGURE 15. Stokes / and V spectra of the magnetic white dwarf Glll-49 (top two panels).
The third panel shows the wavelength dependence of the line components on magnetic field
strength. Note the correspondence between (fairly) narrow features in the Stokes V spectrum
and stationary wavelengths of components for field strengths of the order of 100 MG. The bottom
two panels show the Stokes V spectra of two other magnetic white dwarfs: Grw +70°8247 and
G227-35. (From Putney 1997, by permission of the AAS.)

far ultraviolet for /3 ~ 1 or greater. Accordingly, mere identification of the transition
responsible for an observed spectral feature in a magnetic white dwarf may turn into
a major challenge. This is even more so because, as usual, the observable spectrum
is the result of the disk-integration of local contributions corresponding to a range of
magnetic field strengths and orientations. The fact that, in most cases, component
wavelengths vary very strongly with the field intensity makes this averaging process
much more critical than in non-degenerate stars (in particular, Ap stars), and the final
outcome is often very broad features which do not stand out from the continuum nor can
be distinguished from each other. However, it is important to note in Fig. 14 that there
are field strengths at which the wavelength variation of some o+ components reverses its
slope, so that the wavelengths of these components remain quasi-stationary over a range
of field strengths around these turning points. Such line components will tend to appear
as (fairly) sharp and well defined features in spectra of white dwarfs with magnetic fields
in the corresponding range, and can thus very advantageously be used as diagnostics of
the field intensity. A practical application of this method is illustrated in Fig. 15.
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Many of the studies of white dwarf magnetic fields so far rely almost only on Stokes
I observations. On the one hand, the magnetic effects are large enough so that they
can almost always be detected in unpolarized light. On the other hand, the fact that
polarization is at most a (fairly small) fraction of the Stokes I intensity, hence that reliable
measurements require high quality, low noise data, combined with the typical faintness of
the sources, makes spectropolarimetric observations challenging. Yet, spectropolarimetry
is definitely advantageous, or even required, for a number of purposes:

• to detect fields too weak to produce resolved line splitting in Stokes /;
• to derive effective constraints about the geometric structure of the stellar field;
• to detect and measure magnetic fields in binaries where the contribution of the white

dwarf to the Stokes / spectrum is masked by unpolarized sources of radiation (such as
gas streams in the system).
Examples of Stokes V spectra can be seen in Figs. 13 and 15. Linear polarization observa-
tions are still scarce in the literature. Predictably, the acquisition of spectropolarimetric
observations of white dwarfs in the coming years should be boosted by the possibility to
take advantage of the collecting power of the 10-m class telescopes.
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Polarization Insights for Active Galactic
Nuclei

ByROBERT ANTONUCCI1

'Department of Physics, University of California, Santa Barbara, CA 93106-9530, USA

Optical spectropolarimetry and broadband polarimetry in other wavebands has been a key to
understanding many diverse aspects of AGN. In some cases polarization is due to synchrotron
radiation, and in other cases it's due to scattering. Recognition of relativistically beamed optical
synchrotron emission by polarization was vital for understanding blazars (BL Lacs and Optically
Violently Variable quasars), both physically and geometrically. Radio polarimetry of quiescent
AGN is equally important, again for both purposes. Scattering polarization was central to
the Unified Model for Seyferts, Radio Galaxies and (high ionization) Ultraluminous Infrared
Galaxies. It provides a periscope for viewing AGN from other directions. Finally, if we could
understand its message, polarization would also provide major insights regarding the nature of
the AGN "Featureless Continuum" and Broad (emission) Line Region.

I point out that high ionization ULIRGs have all the exact right properties to be called
Quasar 2s. Mid-IR observations generally don't penetrate to the nucleus, greatly reducing
their ability to diagnose the energy source. In particular, LINER ULIRGs aren't necessarily
starburst-dominated, as has been claimed.

1. Seyfert Galaxies
1.1. Type 2 Seyferts

1.1.1. Polarization alignments and hidden Type 1 Seyfert nuclei

In the 1970s the continua of Seyfert 2s were decomposed into two parts: relatively
red light from the old stellar population, and a bluer component modeled satisfactorily
with a power law. The latter was called the "Featureless Continuum," in a commendable
attempt to avoid prejudice as to its nature. (Unfortunately some of them were later
found to have strong features; see below.)

The small (~ 1%) V-band polarization often seen usually derives from the power
law component. Most of these continua are dominated by unpolarized starlight, so the
implied "FC" polarization is sometimes intrinsically large. The red starlight also strongly
affects the wavelength-dependence of P so it really had to be removed. It was shown
that for the brightest and best observed Seyfert 2, NGC1068, the true FC polarization
was a surprisingly high 16%, and independent of wavelength (Miller & Antonucci 1983;
McLean et al. 1983). The former paper noted the cause might be either scattering above
and below an opaque torus, or synchrotron emission; the latter focused on synchrotron
radiation as the more likely.

Following the initial discovery of a geometrical relationship between optical polariza-
tion and radio axis for quasars (Stockman, Angel, & Miley 1979), Martin et al. (1983)
and I (Antonucci 1982a, 1983) sought such patterns in Seyferts and radio galaxies. (Ul-
vestad and Wilson were discovering tiny, weak, but linear radio sources in many Seyferts,
using the new Very Large Array.) The Martin et al. paper presented a lot of data, but
didn't find alignment effects. I did claim to see them, and with essentially the same
data. I think there were two reasons for the difference: 1) I didn't consider the whole
sample statistically, but only the few whose polarization was very likely to be intrinsic
to the nuclei, and 2) I divided them into the two spectroscopic classes (Type 1 and 2),
considering each separately.
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FIGURE 1. Total and Polaxized Flux Spectra of NGC 1068.

There was pretty good evidence that the Type 2s tended to be polarized perpendicular
to the radio axis, and not so good evidence that the Type Is were parallel. (I tended to
believe the latter though, because of the parallel polarizations of their "cousins" (?), the
radio loud quasars.)

At the same time Joe Miller and I (I was the thesis student) were observing NGC1068
and the radio galaxy 3C234 with a new spectropolarimeter. This device had just been
built, mainly by J Miller and G Schmidt. (Since I have no talent with instrumentation,
my goal was just to avoid breaking it.) I realized pretty quickly that the explanation
for the high "perpendicular" polarization of 3C234 was reflection from a quasar hidden
inside a torus (Antonucci 1982a, b). We had to puzzle over NGC1068 longer, I suppose
because the strong starlight confused us. Because of the wavelength independence of
starlight-subtracted P, as well as some other moderately good reasons, we thought the
scattering was by free electrons. Miller et al. (1991) then presented much better data,
and showed the polarized spectrum as scattered off dust clouds in the host galaxy. These
data indicated that 1) the dust-scattered light is much bluer than the inner, putative
electron scattering light; and 2) the broad lines are narrower, suggesting that the line
widths are somewhat smaller than those in the electron-scattered polarized flux plot
when the reflection is from dust. This confirms that the nuclear scatters are electrons,
and provides a temperature estimate of ~ 300,000 K. Note that according to the true
line widths, NGC1068 would be classified as a "Narrow Line Seyfert 1" by astronomers
looking from above. The Miller et al. 1991 nuclear data appear as the present Fig. 1.

We now know that many Seyfert 2s are just Seyfert Is hidden inside opaque tori,
and that therefore at least part of the class difference is just orientation. Some early
references are Miller and Goodrich 1990; Tran et al. 1992. We still don't know if this
applies to all the 2s. For a while I thought it probably didn't because Kay (1994) was
finding that the FC for many Seyfert 2s have low polarization. However, starting with
3C234, it was becoming clear that some of that blue light was coming from hot stars or
some other source, and that there was in fact highly polarized reflected light from hidden
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Is in many more (Miller and Goodrich et al 1990, Tran 1995a,b). The high polarization
of the actual scattered part of the FC is proven by the polarization of the broad lines,
and the normal Seyfert 1 spectra in polarized flux. (The key here is that the broad lines
have normal equivalent width in polarized flux.) In most cases we just have very high
~ 10-20% lower limits on the broad line region (BLR) polarization since at least I can't
see them at all in the total flux in many objects (P = polarized flux in broad line/total
flux in broad line.) Soon afterwards Heckman et al. 1995, and Gonzalez-Delgado et
al. 1998 showed definitive spectroscopic evidence that most of the FC in several famous
objects is in fact light from hot stars.

As noted, the general applicability of the hidden-1 model for the 2s is still poorly
known. It would be great to select a sample by some nearly isotropic property such as 60/*
emission, and observe them all down to a certain level of sensitivity. One (contentious)
idea is that the scattering regions are themselves often partially occulted, so that the
trick works only for those viewed at relatively small inclinations (Miller and Goodrich
1990). Models of the torus (e.g., Pier and Krolik 1993) indicate that such relatively polar
views would expose warm dust to the observer, and it's been argued that we can in fact
detect the hidden Is in all the warm Seyfert 2s (Heisler et al. 1997).

1.1.2. Mirror and torus; a 3-D image of an AGN

These components were entirely hypothetical in the early 1980s. The mirrors (scat-
tering regions) weren't resolved significantly from the ground (but see Elvius 1978 for
resolution of the outer dust-scattering part of the NGC1068 mirror). HST however could
spatially resolve some of them. Our multiaperture HST UV spectropolarimetry resolved
the inner "electron-scattering" mirror in NGC1068 (Antonucci et al. 1994), as did the
beautiful polarization images by Capetti et al. (1995a,b).

The central arcsec or so shows neutral (wavelength-independent) scattering, and for
this and other reasons, electron scattering seems to dominate there. The ~ 400km/sec
redshift of the broad lines in polarized light indicates polar outflow; recall that the
scattering must be polar to explain the position angles (PAs). The dominance of electron
scattering means that this gas has lost virtually all its dust, probably by travelling inside
the sublimation radius (<J, lpc). Finally, as noted above, the gas temperature is thought
to be ~ 300,000K because the electron-scattered versions of the broad lines are somewhat
wider than the lines seen scattered off dust clouds in the host galaxy (Miller, Goodrich
and Mathews 1991).

The probable physical basis of this whole occultation/reflection scenario was first pro-
vided by Krolik and Begelman (1986, 1988). Krolik and collaborators also calculated the
theoretical requirements and consequences of the scenario, predicting, for example, that
the scattering region should produce a high-ionization Fe K-a line of enormous (> lkeV)
equivalent width, as observed. The large ~ 1"= 75pc size of the electron scattering
mirror was anticipated by the models of Miller, Goodrich and Mathews (1991).

Capetti et al. did a fine job analyzing the HST imaging, delineating for example the
inner electron-scattering (neutral scattering) mirror, and the outer regions which show
dust scattering (strong rise in cross-section with frequency). There was a slight puzzle
left over from their analysis: in the inner region the polarization PAs were not quite
centrosymmetric as expected for scattering. In principle this means that the hidden
source isn't quite pointlike. However, Kishimoto (1999 and p.a, 2000) found that the
deviations were entirely traceable to instrumental effects. Also, since we know the po-
larization phase function perfectly for electron scattering, it's possible to determine the
angle between the nucleus and a scattering cloud, relative to the sky plane. For example,
if some scattered light has a polarization of 100%, we know it's right-angle scattering, so
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FIGURE 2. Three dimensional inversion of the electron-scattering region in NGC1068.

that the cloud is right in the sky plane. Kishimoto's paper shows the first (I think) 3-D
image of an AGN (Fig. 2)! See that paper for some caveats. The overall image is fairly
robust I think, and wonderful.

I won't say much about the earliest detections of the torus material since they didn't
involve polarimetry. But structures which are acceptable manifestations of it have been
observed in the infrared, and in various molecular emission lines. The observed molecular
tori, whose "outer radii" are ~ lOOpc, are observed in NGC1068, and also in luminous
quasars and infrared galaxies (Section 3 has some more information on this). Two points
to bear in mind: the polarization and spectral-energy distribution information indicate
that the inner radius is somewhere near the sublimation radius. Independent of the
unified model, the near-IR upturn in the SEDs alone implies a substantial covering factor
of hot dust. And remember that the polarimetry indicates a torus only in the sense of
something opaque, with holes along the axis so the photons can get out. In the real world
there could be (and are) more complicated structures, including bars; it's also possible
that a warped thin disk could do the job, but it would have to be extremely warped and
"tall" to simulate the obscuring behavior of a torus.

1.2. Type 1 Seyferts

1.2.1. Intrinsic Nuclear Polarization

Type 1 Seyfert nuclei generally have low intrinsic polarization (< 2%), so it is often
overwhelmed by dichroic or other processes on the ~kpc scale. This is apparent when
the narrow line region (NLR) and continuum polarizations agree, and/or both have PAs
parallel to the host major axis in a high-inclination galaxy (Thompson and Martin 1988).
If in doubt, a polarization image can help determine whether or not the polarization is
associated with the nucleus.

There is fairly good evidence that the nuclear polarization PAs tend to align with the
axes of the nuclear radio sources. As with the 2s, considerable uncertainty comes from
the curved nature of the latter. Many years ago the available small sample seemed to
show the alignment (Antonucci 1983). Since then various people have updated it, and I
haven't always agreed with what was done. Here is my personal update:

The original criteria were:
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(a) P £ 0.6%
(b) sky position in a good Galactic interstellar polarization zone.

This means it lies within a personal pre-defined sky area with relatively little expected
interstellar polarization. I'd chosen these areas using the maps in Mathewson and Ford
1970.

(c) linear radio source.

Updates relative to the 1983 paper:
(a) I'd drop 3C390.3 on the grounds that it's a radio galaxy; I was young and dumb

in 1983 so I was following the classifications in an earlier paper by someone else.
(b) Drop NGC3227 because the [0 III] data show that the polarization arises in the

host galaxy rather than in the nucleus (Thompson et al. 1980).
(c) Add Mrk509: Polarization PA: ~ 1.0%, at 130-150 (true variability) degree: see

references in Singh and Westergaard 1992. The Radio PA is 130 ± 10 (Singh and West-
ergaard 1992): nearly parallel

(d) Mrk704: Delta PA = 81°! from Martel 1996; also in Goodrich and Miller 1994
(e) MrklO48 Delta PA = 12°! from Martel 1996; also in Goodrich and Miller 1994
if) NGC3516 Polarization ~ 0.8% at ~ 2°; Radio 0-10; See Miyaji et al. 1992: parallel.
{g) NGC5548 Delta PA = ~ 55: Martel 1996
{h) Mrk9 Delta PA = ~ 28: Martel 1996
(j) Mrk304 Delta PA = ~ 90!: Martel 1996: perpendicular.
(J) Mrk957 P = 0.62 ± 0.06 at 43 ± 3 (Goodrich 1989) Radio PA 50 ± 10; see also

Ulvestad et al. 1995)
While the data are still marginal, an optimistic and plausible summary is this. Most

Seyfert 1 nuclei show optical polarization parallel to the radio axis; the exceptions may
favor a perpendicular relationship.

1.2.2. Variety of BLR behavior. Constraints on the nature of the underlying continuum

In all known cases, the BLR line polarization is less than or about equal to that
of the continuum, in magnitude. The action within the line profiles depends on the
object. Often both the magnitude and the angle vary rapidly across the profile. It is
undoubtedly encoded with lots of information on the nature of the BLR, but it's very
difficult to decode. The most heroic and intriguing attempt is Martel's (1998) analysis
of the broad H-alpha line in NGC4151.

Here are some more references: There are several c. 1980 papers by the Steward group
(R Angel, I Thompson, E Beaver, H Stockman, and probably some others). These
authors were the pioneers measuring Seyfert polarization. Later (CCD) data supercede
their observations.

NGC4151 was observed by Schmidt and Miller (1980), who found that the integrated
broad line polarization was undetectably low with their data quality. There are some
quasars that also have undetectably polarized broad lines. This is of great interest
because it means that the polarized flux plot looks like a noisy version of the spectrum,
but with the broad lines and small blue bump (Fe II plus Ba continuum from the BLR)
scraped off as by a razor! See e.g., Antonucci 1988 where I present some data "borrowed"
from Miller and Goodrich (pc); and Schmidt and Smith 2000. There are a few others.

Thus we can tell what the underlying continuum is doing... at for example, the Ba
edge. The answer is: nothing. (Nothing happens at the Ly edge either.) This is not
trivial. Models such as accretion disks which are cool enough to match the optical slopes
would at least naively show the Ba edge in absorption. In one very important regard the
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FIGURE 3. Overplot of C IV and Mg II broad line profiles in the Narrow Line Seyfert 1 called I
Zw 1, M Kishimoto 2000 p.c. This figure strongly suggests that C IV (and other high-ionization
lines) derive from a wind, whereas Mg II (and the other low-ionization lines) do not. For a
detailed analysis of I Zw 1, see Laor et al. 1997.

Ba edge is more interpretable than the Ly edge: the relativisitic smoothing effects at the
Ly edge are much reduced. If there's a feature, we should see it!

We were asked to suggest observing projects for young astronomers, and I think the
following is quite good if practical. The high-ionization lines in "Narrow Line" Seyfert Is
are often blueshifted and very broad relative to the low ionization lines and the systemic
velocities. (As far as I know this important result was first shown by Rodriguez-Pascual
et al. (1997), though you wouldn't get that impression from some more recent papers!)
To tempt the reader, I show the spectacular example of I Zw 1 in Fig. 3. (Some of those
in Leighly 2000 are even better.) This was given to me by M. Kishimoto. I needed no
convincing after seeing that plot, that the high-ionization lines are from a wind, in that
object and maybe others. Early proponents such as Collin-Souffrin et al. (1988) deserve
congratulations. It would be great to measure the polarization behavior of the two types
of line. There are at present no space spectropolarimeters, so what's needed is a bright
object with enough redshift to bring a high ionization line like C IV 1549 into the optical
— can we find such an object that shows the difference in the line profiles clearly?

Recovering from that diversion, I just refer you to these papers on Seyfert 1 polar-
ization: Berriman (1989) interpreted his broadband Seyfert 1 survey data as indicating
dust scattering for most objects. More data including spectropolarimetry were presented
by Brindle (1990). J. Miller and students obtained some fairly large (thesis-size) data
sets (Goodrich and Miller 1994; Martel 1996). These papers show in detail the complex
behavior inside the broad emission lines.
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FIGURE 4. The 'polarized fluxes' for the Q and U Stokes parameters, as originally discovered in
1982. These represent the fractional Q and U spectra multiplied by the total flux spectra. For
cases such as this, where the position angle is pretty constant, these are like ordinary polarized
flux plots, but with a symmetric and unbiased error distribution. Note that the strong permitted
line, Ha, shows in polarized flux and the forbidden [O III] A4959, 5007 do not.

2. Radio Galaxies
2.1. Unification with quasars

2.1.1. Optical properties

This will be a quick history of the subject as I know it. The usual apologies for
omissions [actually, you can still tell me before the printing!]. Relatively complete early
references can be found in my 1993 ARAA paper.

Most powerful radio sources have spectra in the same two spectral classes as for the
radio quiet ones: Type 2 Radio Galaxies, usually called Narrow Line Radio Galaxies, and
often just called radio galaxies if at high redshift; and Type 1, those with strong broad
lines in total flux which for historical reasons are called Broad Line Radio Galaxies or
radio loud quasars, according to luminosity, basically. I show my original spectropolari-
metric data on the first recognized case of a hidden BLR (3C234) in Fig. 4, along with
modern Keck data (in a slightly different form) by Tran et al. 1995 in Fig. 5 (see Kishi-
moto et al. 2001 for the UV). Excellent data and analysis of many more radio galaxies
can be found in Cohen et al. 1999.

A great HST picture of a torus is that in 3C270 = NGC 4261, found in Jaffe et al. 1996.
Note that spectropolarimetry provides only the crudest information on the torus size. I
believe in most cases the inner radius is near the sublimation point (~ 1 pc), because
the spectral energy distributions show that all Type 1 objects must have a substantial
covering factor of hot dust. This HST image and some molecular mapping of various
objects both show a (quasi) outer edge at 100-300pc.

Radio loud AGN can also have a contribution (sometimes dominant) from highly vari-
able, highly polarized synchrotron radiation. From the point of view of the radio-optical
Spectral Energy Distribution, the optical synchrotron source is seen to be simply the
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FIGURE 5. Modern quality spectropolarimetric data on 3C234 from Tran et al. 1995.

high-frequency tail of the radio core emission (Landau et al. 1986, Impey and Neuge-
bauer 1988). These objects are the blazars (Wolfe 1978). Those with very low equivalent
width emission lines are historically called BL Lac Objects. However, this subgroup has
no physical meaning, and since the objects vary, they alternate their classification over
time with this nomenclature! For example, BL Lac is often not a BL Lac object with
this definition (Vermeulen et al. 1995). Another problem with this nomenclature is that
it mixes low-luminosity nearby cases with FRl-level extended radio emission with high
redshift very high luminosity objects. Currently some people are saying that BL Lacs are
specially oriented FR1 radio galaxies. This is sloppy in the extreme since a significant
subset of them are known to be inconsistent with it (e.g., Kollgaard et al. 1992).

I've often argued that a better split for the blazars would be according to whether their
extended radio emission is consistent with an FR1 or FR2 power level. I think this has
more hope of having physical meaning than setting an arbitrary equivalent width limit
on the emissions lines on the discovery spectrum, and it would retain the advantages of
the latter.

Also, some authors have gone to the extreme of calling something a BL Lac object
largely because it doesn't have the strong 4000A break expected for late-type stars. That
seems crazy to me because it includes zillions of faint blue starburst galaxies... like the
sources for the blue arc lenses in clusters. It took a long time even to get redshifts for
the latter because their spectra are so featureless. High polarization or at least high
variability is required when defining "BL Lac."

Next, let's consider some polarized images which resolve the mirrors in Narrow Line
Radio Galaxies. Ideally, these are made in the rest-frame near-UV, where dust scattering
cross-sections would be large, and where there is reduced confusion with the host galaxy
light. Fig. 6 shows our HST image of 3C321 (Hurt et al. 1999). The pattern is centra-
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FIGURE 6. The spatially resolved (~ 8 kpc) mirror in 3C321, by HST in the near UV (F320
FOC filter). The lower plot shows the red (HST WFPC2 F702 filter) total flux image.

symmetric within the noise, and P is locally rather large (< 50%). Young et al. (1996)
report scattered broad lines from the hidden quasar. Their data also show that the
polarized flux spectrum is indistinguishable from a total-flux quasar spectrum, and this
suggests unreddened electron scattering. It doesn't prove electron scattering though, and
we hope to look for spatially resolved scattered X-rays to make a strong test. It's very
important to establish this with certainty, because of the very remarkable consequences!

Many of the (z ~ 1) "aligned" radio galaxies (optical extension parallel to radio) have
behavior very similar to that at 3C321 (e.g., Best et al. 1997). In order to have sufficient
optical depth in electron scattering, given the huge physical sizes of the polarized mirrors,
the ionized gas masses are huge. Depending on assumptions, they may be 1012MQ or
considerably more. Also, in cases where the broad lines are clearly seen in polarized flux,
the putative scattering electrons cannot be too hot — at X-ray halo temperatures the
scattering process would broaden the lines beyond recognition. They must be < 106K,
which means they aren't typical cooling flows or hot haloes supported hydrostatically. So
all that mass would likely be falling in on a dynamical timescale — conceivably forming
a central cluster galaxy like M87. A recent discussion can be found in Kishimoto et al.
2001.

Incidentally, at even higher redshifts, the tiny sample observed spectropolarimetrically
so far does not show polarization, but instead shows absorption lines probably (at least
in part) from stellar photospheres. These objects are necessarily observed at shorter rest
wavelengths (~ 1500A) so the comparison with the Z ~ 1 objects isn't completely clear.
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It does show, however, that almost everyone's theory for the optical radio alignment
effect is right somewhere (Dey et al. 1997).

2.1.2. Radio properties

There are two types of powerful extragalactic radio source, the normal double sources
and the core-dominant superluminal sources. (This oversimplifies, of course.) It's rather
well established that this is mostly another orientation effect: the latter are seen in
the jet direction, and are greatly boosted in flux because of special-relativistic aberra-
tion. Indeed, these core-dominant sources generally show radio "haloes" consistent with
lobes seen in projection around the bright core, if mapped with good dynamic range
(Browne et al. 1982; Antonucci & Ulvestad 1985; Wrobel & Lind 1990, and many oth-
ers).

Now the double radio sources themselves can be divided into morphological classes, by
whether the lobes are edge-darkened or edge brightened. The former ("FR1") turn out to
be basically the low luminosity objects.f They have several other correlated differences
which gives this separation some physical significance.

I think that the most luminous of the (luminous) FR2 are all just hidden quasars.
In many cases the polarized flux spectra already show it. In the 1980s, radio as-
tronomers were making statistical tests of the identification of double radio quasars with
core-dominant superluminal sources and statistical problems arose, such as finding "too
many" fast superluminals relative to the expected beaming solid angle (e.g., Laing 1988,
Barthel 1987). These can all be explained by a dearth of objects with axes nearly in the
sky plane. The reason is now obvious: quasars in the sky plane do exist, but are called
radio galaxies because the obscuring tori block our view of the nuclei.J

These very powerful radio galaxies have strong narrow emission lines like Seyfert 2s,
but many of the weaker FR2 types do not, and most of the (low-luminosity) FRls do
not. Let's consider first the FR2 radio galaxies: are the relatively weak ones hidden
quasars? The optical-UV continuum is thought by many people to be thermal radiation
from optically thick matter falling into a black hole. If there is instrinsically no hidden
quasar (BBB), then according to current theory, there can't be much of an accretion flow.
In that case only the black hole spin energy would be available to produce and sustain
the powerful radio jets. These objects can be called nonthermal AGN (if they exist). It
does seem though that at least a few radio galaxies with low-ionization relatively weak
narrow lines do have pretty good evidence for a hidden quasar (see Sambruna et al. 2000
for Hydra A).

"Optically dull" FR2 radio galaxies show very little optical polarized light in general.
The reason could be: there's no hidden quasar; there's no mirror; the hidden quasar
is completely surrounded by dust; relatively low-column kpc-scale foreground dust lanes
block our view of the scattered nuclear light as in 3C223.1 (Antonucci & Barvainis 1990).
A more robust test for a hidden quasar would be looking for the inevitable "waste heat"
in the mid infrared. D. Whysong are I are trying to make this test at Keck, but it's
pretty hard. (A few relevant objects were observed by ISO.)

Now let's consider the FR1 sources: most of these are optically dull: the narrow line
emission is very weak, and of low excitation. This isn't suggestive of a hidden quasar, but
again the inner narrow line region could be occulted, or the nucleus could be completely
surrounded by absorbing dust. In a very significant series of papers, Chiaberge et al.

t For a very interesting refinement of this statement, see Owen & Ledlow (1994).
J Also note this interesting pair of papers on the projected linear sizes: Singal (1993);

Gopal-Krishna et al. (1996). They discuss whether the lower-luminosity FR2s have unexpect-
edly small projected linear sizes, relative to beam-model predictions.
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(1999, 2000), show that archival HST images have nuclear point sources in most of the
optically dull 3C galaxies of both FR types. They reason that an AGN cannot be hidden
in most optically dull radio galaxies because we can seemingly see into the center in
order to detect the point sources (thought by the authors to be synchrotron emission
from the tail of the radio core spectra). This behavior is unlike that of Seyfert 2s and
the very powerful narrow line radio galaxies, and ultraluminous infrared galaxies, all of
which show no point source in the optical band.

A good example of a somewhat optically dull FR1 (or FR borderline) radio galaxy is
M87 (Reynolds et al. 1996). It shows a nuclear point source in the optical, and has no
powerful thermal IR source. We find that at 11.7 microns there is only a weak ~ 15mJy
point source, and this could easily be explained as nonthermal emission from the base of
the jet. M87 really can't have a hidden AGN with luminosity comparable to the jet power
(Owen et al. 2000).

On the other hand, the nearest FR1 is Centaurus A... which has no optical point
source, lots of thermal dust emission, and considerable polarimetric evidence for a hidden
"thermal" optical/UV nucleus (Marconi et al. 2000, Capetti et al. 2000). Thus the FR1
family is a heterogeneous one. Also regarding Cen A, it's well worth taking a look at the
beautiful CO 2-1 torus image, Fig. 2 of Rydbeck et al. 1993!

Remember also that the FR1 radio galaxy 3C218 (Hydra A) has (relatively) weak
emission lines of low excitation (Ekers & Simkin 1983), yet strong evidence for a hidden
AGN (Sambruna et al. 2000); it shows that nuclei can have hidden AGN even if they
are rather "optically dull".

A related question is whether a quasar or Broad Line Radio Galaxy can have an FR1
radio source. A few are in fact known (e.g., see Lara et al. 1999). As those authors
put it, this makes their source "a nontrivial object from the point of view of current
unification schemes." Another recent case is from Sarazin et al. 1999: 1028+313.

2.2. Observing the ionized intergalactic medium

Radio polarization maps of high-redshift radio galaxies and quasars could supply a key
cosmological parameter. We've been trying to detect Thompson-scattered radio halos to
detect the ionized intergalactic medium. This was originally suggested by Sholomitskii.
The expected baryon density based on nucleosynthesis is ~ 5% of closure, corresponding
to IGM optical depths of ~ 10~3 over the expected halo size (~ 107~8 light years, based
on guessing the AGN lifetime). Sensitivity is needed on large scales and it turns out the
Australia Telescope Compact Array is the best choice.

Our first attempt at this was published in Geller et al. 2000, providing an upper limit
to the IGM density below 100% of closure (you have to start somewhere). We hope to
do much better. If we can eventually detect the halos with confidence, we'll learn the
quasar lifetime and beaming pattern in principle. More to come!

3. Ultraluminous Infrared Galaxies

3.1. Spectropolarimetry and Type 2 quasars

3.1.1. Quasars of Type 2
Let's look again at the spectral energy distribution of unobscured AGN (Fig. 7). Ob-

scured AGN are similar except the optical/UV is much lower, and sometimes the X-rays
are as well. What is your definition of a "Quasar 2"? I'd expect that a Seyfert 2 with an
extremely powerful nucleus would have an extremely powerful infrared bump, absorbing
the AGN light, and reradiated in relatively isotropic infrared dust emission.
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FIGURE 7. Composite spectral energy distribution for AGN (Sanders et al. 1989).

Next I'd expect a Quasar 2 to have powerful high excitation narrow emission lines,
since the Narrow Line Region is generally outside the torus, and hence it emits rather
isotropically. It would not scale with the infrared, simply because empirically the narrow
line equivalent widths decrease with luminosity in the objects seen directly (Seyfert Is
and radio quiet quasars). But it should be much more powerful than those in the Seyfert
2s.

I'd also expect, based on the Seyfert 2s and the unified model, that there would be no
optical/UV point source, and that the hidden Type 1 nucleus appears at good contrast
in the polarized flux spectra.

Note that the optical/UV continuum flux would not scale with the AGN luminosity,
because that continuum in Seyfert 2s is almost always strongly dominated by the light
from the host galaxy. Suppose 90% of the Seyfert 2 continua derives from light from the
underlying old steller population, a fraction not in great dispute. Then a simple scaling
of the AGN power by a factor of 10 would lead to an increase in optical/UV flux of only
a factor of two. This is oversimplified given differences among the AGN nuclear regions
(reddening, young stars), but I think it's qualitatively correct.

I've just described exactly the high-ionization ultraluminous infrared galaxies. I still
read that there are no Quasar 2s, or that their existence remains to be demonstrated. If
you think that this class remains undetected, please tell me your definition of Quasar 2.

On the radio side, I think there would be little argument that the Type 2s are the
powerful narrow line radio galaxies — at least for those with the highest radio luminosity.

3.1.2. Properties of Quasars of Type 2
There are a lot of high-ionization ultraluminous infrared galaxies. The estimates I've

seen indicate that the fraction of all infrared galaxies comprised by those of high ex-
citation rises with infrared luminosity, and reaches half of those more luminous than
1-3 x 1012 Lo.

Fig. 7 shows the generic SED shape for unreddened quasars. It is important that the
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the Big Blue Bump region. For the infrared galaxy (ULIRG) all of the direct nuclear photons
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IR bump has about 30% of the integrated flux. The simple and plausible interpretation is
that the "tori" cover ~ 30% of the sky, as seen from the nuclei. This seems at first glance
to be consistent with the space density of high ionization ultraluminous galaxies rela-
tive to quasars matched in apparent bolometric flux (Gopal-Krishna & Biermann 1998).
However, the correct thing to do here is to compare ULIRG and quasar space densities
as matched by far-IR, since that, not LBOL, is isotropic. We can conclude that the (UV-
selected) far PG quasars are well below average in dust coverage as deduced by many
others.

Fig. 8 shows a comparison of the SED between the first "hyperluminous" infrared
galaxy (F10214+4724), and the "Cloverleaf reddened quasar. Both are lensed and the
quantitative close agreement in the far-IR is fortuitous. But it makes the point that even
a somewhat-reddened quasar has a much higher fraction of the light in optical/UV. The
infrared galaxy has no point source visible in those regions, but there is a little scattered
light from the hidden quasar which makes it detectable in the optical/UV. I say this
with confidence because the hidden quasar appears in the polarized flux plot, just as in
nearby Seyfert 2s (Goodrich et al. 1996).

It's also known that the relatively isotropic CO/far-IR ratios are generally the same
in quasars as in ultraluminous infrared galaxies, even for those classified as starbursts
(Alloin et al. 1992; Evans et al. 2001).

The IR-warm ultraluminous infrared galaxies start to reveal a pointlike nuclear source
in the near-IR (e.g., Surace, Sanders & Evans 2000). These are attributed to penetra-
tion of the outer parts of the absorber well enough to see the very warm unresolved
nuclear dust. This hot dust can be reached much more easily, apparently, than the nuclei
themselves.

Now an extremely important question arises, in terms of understanding the global
SEDs. What is the torus column density and the opacity at various wavelengths? Starting
with NGC 1068, the lack of a strong variable X-ray source immediately shows that many
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are "Compton thick," blocking even the > lOkeV photons. At solar abundances this
means the column density is > 1025 cm"2. Recently it's been possible to measure the
column density (or limit) distribution for fairly complete Seyfert 2 samples and the
median is almost that high (Maiolino et al. 1998; see also Salvati and Maiolino 1988). It
immediately follows that in most cases mid-IR observations reveal the conditions some
fraction of the way into the tori unless the dust/gas ratio is extremely low. Apparently,
there is star formation in the tori, since the mid-IR observers often see "starburst"
spectra. Whatever the dust-gas ratio, the point is that the Type I nucleus is seen in the
x-ray but not in the mid-IR.

3.2. Distinguishing hidden AGN from hidden starbursts in ULIRGs

3.2.1. Opacities and Luminosities

There has been a great deal written on this subject which implicitly or explicitly pre-
sumes the tori are optically thin in the mid-IR. I can't put much faith in these papers
because we have very strong evidence that this would not be the case in typical Seyferts.
Thus the spectra that simply show starburst mid-IR lines are probably just studying
conditions inside the tori. I'd be convinced of an important starburst, if some observed
spectral features indicated starburst luminosities consistent with the far-IR power. How-
ever, even in such cases I reject the claim that an object or certain objects get "most" of
their energy from starbursts. That language requires the starburst energy contribution
to be 75 ± 25% of the total luminosity. But there is no such precise bolometric lumi-
nosity that can be inferred from any emission line feature. Similarly, the best predictor
of hidden AGN luminosity is the hard X-rays — for objects in which they get through
the torus. It's pretty robust but only works at the factor-of-three level, certainly not
sufficient for anyone to say the hidden-AGN luminosity is 75 ± 25% of the total. As soon
as somone makes a statement about energy sources with this kind of precision I tend to
stop reading because I've lost faith in my author.

Join my new group: the Militant Agnostics. Our motto is, "I don't know, and you
don't either!"

3.2.2. What are the LINER ULIRGs?

My guess would be that the ULIRGs with high ionization narrow lines are mostly
powered by AGN, and likewise for the starbursts. It's just a guess. But what about the
large minority of ULIRGS which have LINER (Low Ionization Nuclear Emission Region)
spectra? Here we can't even tell if the region producing the lines that we see derives
from a hidden AGN or a starburst.

A remarkable paper and those surrounding it illustrate the point about LINER ULIRGs.
After extensive studies of the mid-IR spectra of ULIRGs, it was claimed by many that
their energy source is usually a hidden starburst. Then some mid-IR experts got together
with an optical AGN spectroscopist, in part to see what the mid-IR spectra have to say
about the optical LINERs (Lutz, Veilleux and Genzel 1999). They showed in a remark-
ably clean manner that those with optical starburst spectra also have infrared starburst
spectra; same for the AGN; but the interesting part is that the many optical LINERs
show starburst infrared spectra! This was interpreted as indicating that the LINERs are
simply a slightly different manifestation of a hidden energetically dominant starburst.
Only trouble is, I think few if any of these mid-IR spectra came from the actual nuclei,
as discussed above. Maybe the observations prove that there is a lot of star formation
inside the tori, but not that it contributes 75 ± 25% of the luminosity.

A good example is NGC6240, a famous "prototype" (see Table 1 of Lutz et al. 1999).
The optical spectral type is listed as LINER, and the mid-IR is listed as starburst. (It is
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FIGURE 9. Wideband view of a Seyfert 2 with a column density of ~ 5 x 1024 cm 2.

even a "prototype" starburst in Genzel et al. 1998.) The simplest conclusion is that it's
simply a starburst galaxy, with little AGN contribution. Well, the X-ray opacity at ^ 10
keV is a few times smaller than that in the mid-IR, so for a small (but non-negligible)
number of cases the X-ray penetrates, though the mid-IR doesn't. Shortly after (or
perhaps contemporaneously with) the Lutz et al. paper, Vignati et al. (1999) published
the BeppoSAX spectrum, covering the high energy as well as the low energy X-rays. It
clearly shows a column of ~ 2 x 1024 cm"2, so that there would indeed very probably be
high opacity in the mid-IR.

The hard X-rays are strong (direct), penetrating and rapidly variable, and really must
come from a hidden AGN. The corresponding bolometric AGN luminosity is to within
uncertanties just that observed. Even in that case, given the factor of ~ 3 dispersion
in the X-rays/bolometric ratios seen in other AGN, it would be too much to claim the
AGN luminosity is 75 ± 25% of bolometric. But it sure isn't negligible either, so the
mid-IR spectrum is not convincing evidence for a dominant starburst for this object and
thus potentially for all of them.

There are many similar cases, but this is getting far afield from polarimetry. I'll just
cite and show the case of NGC 4945. It also is a "template" starburst in Genzel et
al. 1998. Yet it has powerful rapidly-variable ~ lOkeV flux, and certainly contains a
powerful hidden AGN. The reason I bring this one up is that it has a wonderful wide-
band X-ray spectrum, and the soft and midrange absorption indicating the very high
column couldn't be clearer (Fig. 9, from Madejski et al. 2000; see also Eracleus et al.
2001 for another example.).

The mid-IR observers aren't convinced though. In a "reply" paper they say that "the
starburst may well power the entire bolometric luminosity" of NGC4945 with the caveat
that they can't really prove that an AGN doesn't provide "up to 50% of the power".
Don't you love science?

The recently-discovered "Scuba", millimeter-selected galaxies are quite similar. They
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can be detected easily because of a very favorable "K-correction" for objects at significant
redshift. We probably know a tenth as much about these compared with the old ULIRGs.
Yet at least one of the discovery papers simply assumes they're all powered by star for-
mation, and doesn't even mention the AGN possibility. This unjustified assumption has
major consequences for the luminosity density history of the universe (Madau Diagram),
for the X-ray background (Almaini et al. 1999), and also for black hole demographics.

4. Emission Mechanism for the Big Blue Bump Spectral Component
4.1. Introduction and Polarization Diagnostics

We have some hope of understanding quasars because the spectral energy distributions
are quite generic. Aside from an occasional blazar (radio core, synchrotron) component,
they seem to comprise an IR bump (thought by almost everyone to be thermal dust
emission), a usually energetically dominant "Big Blue Bump" optical/UV continuum
component, and an extremely interesting but less powerful X-ray component. Refer
again to Fig. 7. Note that the X-ray component does become competitive with the Big
Blue Bump (BBB) in some of the lowest-luminosity nuclei.

Since the BBB is generally energetically dominant, and peaks to order of magnitude
in the right spectral region, it is often assumed to be thermal emission from optically
thick accreting matter. The models almost all assume the emitter is a standard thin
opaque, quasistatic disk converting gravitational potential energy through viscosity into
radiation. These are sometimes called "Shakura-Sunyaev" disks. Almost no one would
argue that this is qualitatively correct any more. Nevertheless most theorists assume de
facto that whatever is going on, you get the same spectrum!

Polarization has played a role in testing the accretion disk model as follows. The tale
is a bit convoluted. In an optically-thick disk with a scattering atmosphere and with the
heat deposited at large optical depths, the polarization should range from 0 to 11.7%,
and always lie along the (projected) disk plane. However, it's been known since the world
began that this doesn't describe the observations.

The polarization degree might be okay if the edge-on quasars were missing (manifest-
ing as NLRGs or Infrared Galaxies). There are claims that the polarization magnitude
distribution actually is consistent with the predicted one, without the high-inclination
objects. However, in the case of lobe dominant, steep spectrum radio quasars, the direc-
tion is observed to be parallel to the radio jets (Stockman, Angel, & Miley 1979). Thus
these early papers implicitly assumed that the jets emerged from the sides of the disks.
A possible way out is to claim that for these radio-loud objects, the polarization derives
from an optical blazar component, but this is observationally untenable because the radio
core spectra decline sharply by the millimeter region (e.g., Antonucci et al 1990, Knapp
and Patten 1991 and van Bemmel & Bartoldi 2001). Also as noted above, Seyfert 1
galaxies probably show the same effect, and they have very weak radio cores.

In the models of Laor, Netzer and Piran (ca. 1990 vintage), absorption opacity sim-
ply dilutes the effects of scattering in terms of magnitudes of polarization, resulting in
a strong rise in P with frequency followed by a sharp decline below the Lyman edge.
Antonucci et al. (1996) and Koratkar et al. (1998) tried to test the polarization predic-
tions (low in the optical, higher in the UV longward of the Ly edge). No object seems
to have the expected behavior. In fact several showed very high polarization, only below
~ 750A in the rest frames (Koratkar et al. 1995). Regarding the latter, I'm reminded
of an apochryphal Eddington quote: never trust an observation until it's confirmed by
theory.
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It was discovered later (actually rediscovered, e.g., Gnedin and Silant'ev 1978 and
probably earlier ones; some modern papers are Matt, Fabian & Ross 1993, Blaes and
Agol 1996) that Laor's seemingly reasonable way of accounting for the effects of true
absorption is really not correct in most of parameter space. The current state-of-the-art
as far as I know is Blaes and Agol 1996. They can get a slight parallel polarization,
at least in models that produce too-few ionizing photons, modulo Comptonization. But
the latest wisdom says the disks will be completely Faraday-depolarized (Agol and Blaes
1996; Blandford, this volume). Perhaps the observed "parallel" polarization is impressed
downstream (though inside the BLR).

Getting the AGN geometry right at any distance from ground-zero would be valuable,
and Chen & Halpern (1990) made some very interesting, very specific predictions for the
polarization behavior in double-humped broad H-a profiles — the latter were argued
to arise in a thin disk at a larger radius than the BBB. While these "smoking gun"
predictions weren't confirmed (Antonucci, Hurt & Agol 1996, Corbett et al. 1998) it was
later shown that a range of polarization behavior could occur in the disk model, if certain
assumptions were relaxed (Chen, Halpern & Titarchuk 1997).

4.2. Other Diagnostics

I'll make brief mention of some other tests of the accretion disk paradigm for complete-
ness. My point of view is spelled out in more detail in Antonucci 1999.

4.2.1. Lyman edge

Most thermal models predict observable changes in the spectra at the position of the
Ly edge. There are certain rather narrow regions of parameter space in which they are
not present at a detectable level.

The Shakura-Sunyaev disk generally leads to an edge in absorption, as in stellar atmo-
spheres in which this spectral region is energetically important. Kolykhalov & Sunyaev
(1984) considered this in some detail. No such edges are seen, however (Antonucci et al
1989)f. The key test to determine whether or not a candidate edge really comes from
a relativistic disk rather than foreground material is a lack of an accompanying set of
sharp absorption lines: A. Kinney and I once thought we had some candidate disk edges
but they all failed this test. Often people attribute an observed edge to an accretion disk
without bothering with or even mentioning this basic test.

Later authors pointed out that Kolykhalov and Sunyaev were unable to consider sur-
face gravities below that expected for supergiant stars, and that lower gravities and so
densities were quite reasonable and result in smaller edges. It's amusing that a surface
gravity and so density much higher than previously contemplated might also do the trick:
(Rozanska et al. 1989, but see also Czerny & Pojmanski 1990 and Czerny & Zbyszewska
1991). Also the range of gravitational redshift of the emitting elements and (for high-
inclination disks) the range of Doppler shifts would tend to smear the edges out. For
certain parameters they would be very hard to detect. Invoking too much inclination
would require reconsideration of the polarization distribution, and of consistency with
the Unified Models.

It is very interesting to consider now the flux and polarization behavior at the Ba

f Small features have been claimed in composites (e.g., Zheng et al. 1998,
but see Tytler & Davis 1993), but I don't think credibly in individual objects (see
Appenzeller et al. 1998 for a great observation of 3C273). Since the absorption-line test de-
scribed above probably wouldn't work well in composites, I'd assume such a feature is unlikely
to be due to a disk edge. At least that's the lesson Kinney and I learned from our follow-up
observations of disk edge candidates.
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edge. In some quasars the BBB polarization is ~ 1%, and wavelength-independent.
More importantly, it arises inside the BLR because neither the broad emission lines nor
the "Small Blue Bump" atomic emission in the 2500-3500A region are polarized. Thus
the polarized flux plot is a wonderful way to scrape off the atomic emission and see what
the BBB is doing in this region, as mentioned in Sec. 1. So far it looks like there is no Ba
feature in the BBB (Antonucci 1988; Schmidt & Smith 2000). Explanations of the lack
of any Ly edge feature which depend upon relativistic effects, or other effects occuring
in the hot innermost annuli, would not work here. In some cases as noted below, the
disk continuum in the optical region must match rather red observed spectra (spectral
index <̂  —0.5). (The negative slope isn't a results of foreground reddening since we see
no downturn in the UV.) Models must achieve this without producing a Ba edge feature.

Much stricter constraints on, or detections of, a Ba edge feature would be a very
worthwhile spectropolarimetric project. (I haven't been able to get telescope time to do
it!)

4.2.2. Spectral energy distribution

Early accretion disk models predicted positive spectral indices, well longward of an
exponential cutoff, whereas almost all quasars and AGN have negative spectral indices
(two good studies of the latter are Neugebauer et al. 1987 and Francis 1996). The ob-
servations weren't fitted to the model optical/UV directly, but only after subtraction of
an "infrared power law," extrapolated under the optical (e.g., Malkan 1983). Indeed,
Laor (1990) states that such a power law is required. Only trouble is, everyone is now
convinced that the IR is dust emission, which must drop like a stone at 1/x and can-
not legitimately be extrapolated under the optical (e.g., Barvainis 1992 and references
therein). It isn't yet clear whether pure disk models can fit the optical observations
(including the lack of Ba edge).

Although the dependence of disk maximum temperature on luminosity (for a given
L/Z/Edd) is only to the 1/4 power in the standard disk, that's enough to predict dramatic
differences between the turnover frequencies of high luminosity quasars compared with
low luminosity Seyferts. No such difference is found (e.g., Walter & Fink 1993; Mineo
et al. 2000 show that quasars have a steep rise below 500eV just like Seyferts, naively
at least suggesting a similar temperature). In fact in the optical range people have
typically found that the more luminous AGN are flatter (hotter): see e.g., Fig. 5 from
Mushotzky & Wandel 1989.

A more robust prediction is that for a given object, the fitted temperature should vary
as the brightness changes. This is seen qualitatively in the UV for most objects.

In a particular case, the extremely luminous quasar HS 1700+6416, the spectrum
extends to far too high a frequency for the "standard" model (Reimers et al. 1989),
though hard photons could always come from Comptonization (Siemiginowska & Do-
brzycki 1990). I've noticed also lately that it's become socially acceptable to assume
that the inner edge of the optically thick disk can be anywhere needed to help fit a
model. Previously, attempts were made to fit disks which extend into the last stable
circular orbit. This may be reasonable physically, but it conforms to the pattern that a
new parameter is adopted for each new observational fact. Certainly the disk model has
shown no predictive power.

Finally there is the interesting issue of microlensing variations. Rauch & Blandford
(1991) showed that for the Einstein cross any optically thick thermal model which can
produce the optical-region SED must have a thermodynamic emissivity much greater
than 1! Others have disagreed e.g., Czerny, Jaroszynski & Czerny (1994), on the grounds
that 1) everyone knows a plain disk doesn't fit the optical slope anyway, so we can
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invoke another component there from outside the microlensed region, and 2) the observed
"caustic crossing" may have been a rare event. I like the Rauch and Blandford color-
temperature constraint because a disk could, in fact, produce the observed SEDs given a
certain heating of the outer annuli by the inner one, but on the other hand, recent data
suggest that the variation analyzed was, in fact, unusual and is legitimately modeled by
a 2-3<r event.

4.2.3. Variability

As far as I know, Alloin et al. (1985) should get the most credit for pointing out
explicitly that AGN variations are much, much too fast and too phase-coherent with
respect to wavelength for any quasistatic model. Almost equally important in this context
is the fine quasar spectral variability study by Cutri et al. (1985). Somehow these papers
didn't sink in for a decade or so, with claims being made that the problem was first
discovered by a much later monitoring campaign on NGC 5548! The latter did provide
the best limits on any lag between the long- and short-wavelength variations which was
so tight as to require communication between the two relevant annuli at of order light
speed (Krolik et al. 1991)! This is a profound fact that shouldn't be ignored. In the disk
models, this is much shorter than the sound crossing time as well as the viscous time
—• it really requires something tapping into the basic energy with speeds of order the
speed of light! This broadband variability, and the zero spectral index of the variable
part of the spectra, are more consistent in principle with hot but optically thin emission
(Barvainis 1993).

Excellent recent data on variability can be found in Giveon et al. 1999. The rates of
flux variations may surprise you.

The rapid in-phase variability has led to the speculation that the energy is actually
dissipated in a "corona," thought also to produce the X-rays in the ~ 5keV region. Then
photons from the corona could heat the disk, rather than internal dissipation. This is
a real "non-starter" since it's energetically untenable for all objects except a few at the
lowest luminosities. Remember that the rapid in-phase variability is a generic problem,
known at least since 1985 to be applicable to luminous quasars as well as Seyferts. See
the sketches in Koratkar and Blaes 1998, reproduced here as Fig. 7 for a clear picture of
these SEDs.

Although the energetics is totally damning for heating by the observed X-ray source,
I'll also mention that the 5-keV X-ray and optical continua do not vary together as
expected in any object, though "second-order" predictions (or postdictions) are somewhat
as expected in at least one object, according to Nandra et al. (1998, 2000). There
sure doesn't seem to be any near-IR vs. X-ray relationship (Done et al. 1990). Also a
prediction of an unseen Ly edge in emission might be a problem with external illumination
of a disk (Sincell & Krolik 1997).

The X-ray Fe K-a profiles look like they could come from Kerr disks and I thought
showed at least that there are passive disks present in AGN. However, the line (and
"Compton hump") variability is virtually inexplicable in that or any other picture; see
Weaver 2000 for a brief review.

I can't think of any accretion-disk predictions that have come true, as far as producing
the BBB is concerned. I don't even think the passive-disk predictions for the K-a line
count for much until its variability properties can be reconciled with the disk picture. To
paraphrase Vince Lombardi, in science prediction isn't everything. It's the only thing.
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5. Conclusions

Polarization is a basic property of photons, just like frequency. It is often almost as
densely coded with information! Radio astronomers generally make polarization obser-
vations automatically. If optical astronomers did the same, we might have some great
discoveries. Many years ago the polarimetry optics absorbed a lot of photons, but now
the total-flux spectrum accumulates almost as fast with the polarimeter as without it.
Perhaps polarimetry should be the default in the optical for some programs. In partic-
ular, I don't see why anyone would take total-flux spectra or images of distant AGN or
ULIRGs or Scuba sources when they can get the polarization almost for free.
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Recent developments in the spectropolarimetric study of compact objects, specifically black
holes (stellar and massive) and neutron stars are reviewed. The lectures are organized around
five topics: disks, jets, outflows, neutron stars and black holes. They emphasize physical mech-
anisms and are intended to bridge the gap between the fundamentals of polarimetry and the
phenomenology of observed cosmic sources of polarized radiation, as covered by the other lec-
turers. There has been considerable recent progress in spectropolarimetry from radio through
optical frequencies and this is producing some unique diagnostics of the physical conditions
around compact objects. It is argued that there is a great need to develop a correspondingly
sensitive polarimetric capability at ultraviolet through 7-ray energies.

Spectropolarimetric observations, particularly those at radio and optical wavelengths,
have played an important role in high energy astrophysics. From the discovery of syn-
chrotron radiation to the first good evidence for AGN unification, from the polarization
patterns in the coherent emission of radio pulsars to the discovery of variable, linear po-
larization in the absorption troughs of broad absorption line quasars, polarization studies
often provide the best and sometimes the only clue we have as to the geometric dispo-
sition of the emitting elements in these diverse sources when we cannot resolve them
directly.

These notes summarize lectures delivered by Roger Blandford at the XII Canary Is-
lands Winter School on Astrophysical Spectropolarimetry. They are written up with
the assistance of Eric Agol (Disks), Leon Koopmans (Jets), Hee-Won Lee (Outflows),
Jeremy Heyl (Neutron Stars) and Avery Broderick (Black Holes) The lectures were in-
tended to provide a bridge between the general physical foundations of polarimetry and
its practical description presented at the school by Drs. Landi DeglTnnocenti and Keller
and the observationally oriented lectures of Drs. Antonucci and Hildebrand. They also
make some important connections to solar, stellar (especially white dwarf) and maser
polarimetry as described by Drs. Stenfio, Mathys and Elitzur, respectively. They are
organised around five generic astrophysical sources: disks, jets, winds, neutron stars,
and black holes. In each case a cursory motivation is provided by summarizing some
relevant observations and presenting some of the key issues that polarimetry can help to
resolve. This is followed by an heuristic discussion of some relevant physical mechanisms
in a manner which, it is hoped, will allow them to be applied elsewhere followed by a
brief account of how they have been used so far and some suggestions of possible future
investigations.

1. Disks
1.1. Motivation

Accretion disks are commonly found when gas, with angular momentum, is gravita-
tionally attracted towards a central massive body (Frank, King, & Raine 1992). First
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described in the context of Laplace's nebular hypothesis and first seriously analyzed by
Lust (1952) they have been observed around black holes, neutron star and white dwarf
binaries (Shapiro & Teukolsky 1983), around protostars, and especially within active
galactic nuclei, including quasars (Blandford, Netzer, & Woltjer 1990, Krolik 1999). It
is this last type of disk that provides us with much of our most detailed observations.
Although it is not part of my task to discuss them, observations of young stellar objects
and cataclysmic variables are turning out to be particularly instructive and much of what
follows is informed by the results of these studies.

Disks are planar structures and if their opacity is predominantly scattering, by either
free electrons or dust grains, then the direction and strength of the polarization tells us
about the orientation and inclination of the disk as well as the location of the continuum
source. As we shall discuss, (cf also Antonucci, Hildebrand, these proceedings), most
astrophysical disks are associated with jets or bipolar outflows and when these can be
resolved, they may represent the projected rotation axis of the inner disk. (As we shall
also see, disks can be warped and this axis can change with radius and, in the case of
AGN, it may be quite different from the axis of the host galaxy.)

We wish to use polarization observations to determine what disks are really like. Un-
fortunately, the current observational capability is limited. Polarimetry in the radio, the
near infrared and the optical regions of the spectrum is really quite good by astronom-
ical, (although not solar), standards. Optically, spectropolarimetry has been performed
at the 0.001 level down to B, ~ 18. Measurement in the mid and far infrared is more
of a challenge, though one that has been met in the far infrared, (Hildebrand, these
proceedings).

However, to understand the inner disk we need ultraviolet and X-ray polarimetry. The
former was carried out for a while on bright quasars using the HST Faint Object Camera,
as we shall describe in section 3 below, although this has proved to be a little controversial.
X-ray polarimetry has really only been accomplished successfully on a few bright sources
(Meszaros et al. 1988). There are plans to fly a more sensitive polarimeter on Spectrum-X.
It will become clear that there is a very strong scientific case to be made to develop X-ray
polarimetry. There is also a strong incentive to develop a 7-ray polarimetric capability
though, here, the technical challenges are even greater. In principle, Compton telescopes
operating at ~ MeV energies, record polarimetric information though, in practice, it has
proven to be almost impossible to extract this signal from observations taken to date.

1.2. Observation

A particularly good example of an AGN accretion disk can be found in NGC 4258
(cf Elitzur, these proceedings). Here water maser observations reveal a resolved, disk
orbiting a 43 million solar mass black hole (beyond all reasonable doubt). We have
believed for a long while that gas moves radially inwards through this disk as a result
of a hydromagnetic torque that transports angular momentum outward. The binding
energy that is released by the infalling gas can be radiated away and this process accounts
for the most luminous of quasars and binary X-ray sources. It can also be responsible
for driving powerful outflows, as we shall see. Evidence that disks can extend all the
way down to the central compact object has been provided by ASCA X-ray observations
of relativistically-broadened fluorescent iron emission lines from low luminosity Seyfert
and LINER galaxies. (This interpretation has been somewhat controversial; observations,
with superior sensitivity and spectral resolution, from XMM-Newton are therefore eagerly
awaited.)

Not all disks are thin. There are good phenomenological reasons to suspect that the
disks contained in many Seyfert and LINER galaxies thicken over some radii to form
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FIGURE 1. Broad Fe Ka line from NGC 3516 observed with ASCA by Nandra et a/.(1999).

dense, obscuring torii. Theoretically, it has been proposed that the inner regions of disks
that are supplied with gas at a rate that is either much higher or much lower than the
Eddington rate (given by AfEdd = -^Edd/c2 = 4-ITGM/CK) will thicken because the gas will
be unable to cool and the inflow may even become quasi-spherical. Similarly, the disk in
NGC 4258 is clearly warped and this is thought to be a common occurrence. It has even
been proposed that radiative torques acting on disks can turn them over (Pringle 1997).
Polarization observations offer the opportunity to probe the complex geometry of these
flows.

Another example of a subtle arrangement of the emitting elements is provided by X-
ray observations of the thin disks in Seyfert galaxies. The current working model is that
only a fraction of the binding energy released by the accreting gas is radiated from the
disk photosphere (with an effective temperature in the keV range). The remainder is
dissipated in a hot corona, presumably as a consequence of magnetic flaring followed by
reconnection and hydromagnetic wave damping. The heated electrons can then scatter
the escaping soft photons and, as the corona is probably Thomson thick, this will lead to
a power-law tail in the hard X-ray spectrum. However, roughly half of these photons will
strike the disk where they can be absorbed if they have low energy and suffer inelastic
Compton recoil loss at high energy. The reflected spectrum will therefore be convex
and be imprinted with line features, most famously, the 6.4 keV Ka line of Fe (Fabian
et aJ.2OOO and references therein, Fig. (1)). On this basis, it has been argued that the
widths of lines in Seyfert and LINER galaxies like MCG 6-30-15 imply that the central
black hole is rapidly spinning. However, the details depend upon the relative location of
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the region where the Comptonisation is taking place and the region of the disk responsible
for most of the reflection. There are two ways to test these models using more detailed
observations. The first is to use a technique called reverberation mapping (e.g. Young
& Reynolds 2000). This requires monitoring the variation of the line and the continuum
simultaneously and deriving the lag in the variation of the former in response to the
latter. This tells us about the geometry and size of the line-emitting region. The second
technique is to use polarization observations which will test the geometry.

1.3. Physical Processes

We now summarize some relevant physical processes. A good general reference is Rybicki
k Lightman (1979).

1.3.1. Thomson Scattering

Classical Thomson scattering is strongly polarizing. A free electron can be considered
as a Larmor dipole driven by the electric field of the incident wave (with polarization
vector e). The scattered power into polarization is e1 is given by

where re = e2/mec
2 = 2.82 x 10~13 cm is the classical electron radius. Note that when

the scattering angle is <f> = 90°, the radiation is 100 percent polarized.
Averaging over incident polarization and summing over final polarization states gives

the familiar differential cross section

| £ = ^ ( 1 + 008'*). (1.2)

Integrating over solid angle gives the total Thomson cross section

aT = ^-r2
e = 6.65 x 10-25cm2 . (1.3)

o
1.3.2. Compton scattering

At X-ray and 7-ray energy, we must take account of the electron recoil. Conserving
energy and linear momentum, we obtain an expression for the scattered energy e' in
terms of the incident energy e

£ 1 + ^ ( 1 - cos<£)

Averaging over <f> for small values of e, we obtain the mean energy shift

( L 4 )

<Ae>= *—?. (1.5)

The Thomson cross section must be replaced by the Klein-Nishina cross section

da 1 fe'\2

which emphasizes forward over backward scattering. High energy scattering is nearly as
strongly polarizing as Thomson scattering. Averaging over cj> again for small angle, we
obtain

( ^ ) (1.7)
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For a large photon energy, e >> mec
2, we have

The rate at which the photons heat the electrons through Compton recoil is therefore
given for e << mec

2 by

W+ = nearc / deN(e) r = neaTcU -r-, (1.9)
J mec

2 mec
2

where N(e) is the photon number density per unit energy, U = J deeN is the photon
energy density and <> should be interpreted as an energy density-weighted photon
energy.

These expressions describe the energy loss in the initial rest frame of the scattering
electron. However when the plasma is hot the electron will be moving and this will cause
the photon to experience a Doppler shift. To O(v/c), blue shifts balance redshifts and
there is no net energy change when the electron distribution is isotropic. However, it is
apparent what there will be a net energy gain to O(v/c)2 = O(kT/mec

2), because the
rate of approaching collisions will exceed the rate of receding collisions. We can therefore
express the net rate of energy loss by the electrons in terms due to the Doppler shift as

rkT
W- = neaTcU T , (1.10)

mec
2

where a; is a number that we can fix by observing that there should be energy balance,
W+ = W-, when we use a dilute black body of temperature T

N(e)(xe2exp[-e/kT]. (1.11)

(It is necessary to use a dilute black body to avoid having to consider nonlinear, induced
Compton scattering.) As < e >= 4kT, we deduce that x = 4.

If this were the dominant physical process, then the equilibrium electron temperature
in a given radiation field would be

However, accretion disk corona are probably heated through reconnection and hydro-
magnetic turbulence, and the temperature is probably quite non-uniform and hard to
predict in detail. An additional complication is that the thermalization timescales are
actually quite long compared with the disk dynamical timescale and so the plasma is
likely to have a significant suprathermal component (Gierlinski et al. 1999).

More generally, we can deduce the form of the kinetic equation for the photon dis-
tribution. As the individual photon energy shifts are small, this will have the form of
a modified diffusion equation in energy space. However, as the scattering angles are
typically large, we cannot regard this as a diffusion in momentum space. We there-
fore just consider an isotropic radiation field to bring out some principles (although this
approximation is inappropriate for computing polarization, since an isotropic radiation
field creates zero net polarization upon scattering). As Compton scattering conserves
the number density of photons the equation must have the form

dJi--d-l (us)
at ~ de' (1-U)

where F is the flux of photons in energy space. Now for a dilute black body, Eq. (1.11),
F will be linear in N, as long as we can ignore induced scattering, and, as it represents
a diffusion, F will contain the first derivative of N with respect to energy. As F must
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vanish for a dilute black body it must have the form

for some function g(e). We next multiply this equation by e and integrate over energy
and use either Eq. (1.9) or Eq. (1.10) to identify the function g{e) — neo~TCt^kT/mec

2.
The resulting (Fokker-Planck) equation is,

% =
dt mec de

This formalism describes the behavior of electrons interacting with a dilute gas of photons
inside a box with reflecting walls. If we need to take account of induced scattering
processes, then Eq. (1.14) must be modified so F = 0 when JV(e) has the Planck form,

l}-1 . (1.16)

The result is that N -t JV(1 + N), in the second term in brackets in Eq. (1.15) which is
then known as the Kompaneets equation and is central to discussions of the transfer of
radiation through hot plasmas.

Clearly the radiation as described by this isotropic formalism will be unpolarized.
In order to describe the polarization of a cosmic source, we must tackle the radiative
transfer. There are three approaches that have commonly been followed.

(a) Escape Probability Formalism This is the simplest approach. We add a term to
the right hand side of Eq. (1.15)

Nr

h (L17)
The extra factor 1 + r takes into account the impeded photon escape when the Thomson
depth r exceeds unity. This approach, which is most commonly used, although instructive
as far as the spectrum goes, is not much help when it comes to polarization.

(6) Intensity Formalism Provided that we restrict our attention to simple shapes -
slabs, spheres etc. - we can incorporate the energy space transport within the equation
of radiative transfer using a scattering kernel. This can then be solved by taking mo-
ments and imposing a closure relation in the standard manner. It is possible to include
polarization though this leads to quite involved equations.

(c) Monte Carlo Formalism In many ways the most versatile method is the same
one used in nuclear reactors for the transport of neutrons. This is to follow individual
photons, within the scattering region starting with energies, locations and directions that
are selected according to a prescribed distribution using random numbers. Polarization
is relatively easy to handle, and most polarization is created in the last few scatterings,
reducing the computational burden which occurs at large optical depths. All of this is
quite straightforward in principle, though, in practice, Monte Carlo simulations are quite
an art as a variety of ingenious tricks have to be used to reduce the variance with a finite
amount of computer time.

1.3.3. Dust Scattering

Dust scattering is more complex than Thomson scattering as the cross section depends
on wavelength, grain size, and grain composition (cf Hildebrand, these proceedings). In
the limit when the wavelength is much greater than the grain size, Rayleigh scattering
applies, which has the same angular cross section as Thomson scattering, but scales as
A~4, a fact which has been used to distinguish electron scattering from dust scattering in
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some Seyfert 2 galaxies. For a range of different sizes and compositions, it is impossible
to express the dust scattering cross section in a simple formula, but extensive numerical
calculations have been carried out by, e.g., Draine & Lee (1984), Zubko & Laor (2000).

1.3.4. Faraday Rotation
The next relevant physical process is Faraday rotation. When electromagnetic wave

modes propagate through a plasma, their phase velocities will be changed from c. To
lowest order, the eigenmodes are circularly polarized with phase velocity difference

Ay0 = 2 c - ^ - c o s a , (1.18)

where LJP = (47rnee
2/me)

1/2 is the electron plasma frequency, WQ is the electron gyro
frequency and a is the angle between the ray and the magnetostatic field. If we decompose
a linear polarized wave into two circularly polarized modes that propagate through the
medium and then recombine the modes after they leave the medium, then there will be
a net rotation of the plane of polarization through an angle

d<3> co f
drT 2 J )nmy

Polarization observations can tell us as much about the intervening medium as about
the source.

1.3.5. Relativistic Radiative Transfer

Another interesting complication is that special and general relativistic effects will
affect the transfer of radiation from the disk to us. This is particularly interesting for
line radiation. The non-relativistic Doppler shift will broaden the profile of a line formed
at the photosphere of a rotating disk, with the blue wing coming from the approaching
limb and the red wing from the receding limb. The gravitational shift (which is not
separated from the Doppler shift in a general relativistic calculation) will accentuate the
red wing whose extent depends upon how close the inner edge of the disk gets to the
hole. A further effect is that rays will be deflected by the gravitational pull of the central
black hole so that an image of an accretion disk observed from near the equatorial plane
would exhibit the back side of the disk. (There are ambitious proposals to deploy an
X-ray interferometer in space which could exhibit these and other effects.)

Of more direct relevance to this school, is the behavior of the polarization. There
are two main effects. Firstly, aberration changes the emission angle, and consequently
the emitted polarization, in the rest frame of the orbiting gas. Secondly, the plane of
polarization is rotated as the ray propagates near the black hole (Fig. (2)). As we discuss
in more detail in §5, the polarization direction is parallel-propagated along null geodesies.
All of this is straightforward, if somewhat tedious, to compute. Specific models for
continuum emission have been computed by Laor et a/.(1990) and Connors et a/.(1980),
while relativistic effects on line polarization were computed by Chen & Eardley (1991).
It may be possible to use observations of the rotation of the polarization direction with
wavelength, in a spectral line, or in the continuum if the wavelength is a measure of the
effective radius of the disk, to measure the spin of the hole.

1.4. Interpretation
Having outlined some of the relevant physical mechanisms, let us return to the problem
with which we began this section. "How much polarization do we expect from an accre-
tion disk and what do we observe?" We can split the problem into two parts - the escape
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FIGURE 2. Polarization angle as a function of position for an electron-scattering dominated thin
accretion disk around a Kerr black hole (a=0.998) viewed at infinity from an angle of 75°. The
figure is 20GM/c2 in size.

of photons emitted in the disk and the behavior of the scattered photons. For a given
atmosphere, the problem is linear and we can superpose the two components. However,
if we try to solve self-consistently for the ionization and thermal state of the atmosphere,
the problem becomes nonlinear.

1.4.1. Electron Scattering

Radiative transfer in a pure scattering, plane parallel atmosphere is a classical problem
that was solved for a Thomson scattering kernel, initially analytically, by Chandrasekhar
(1960) and then in greater generality by Angel (1969) using a Monte Carlo approach.
The answer is that the emergent polarization varies with inclination, having a value
p — 0.12 when the atmosphere is viewed horizontally and p — 0.02 when viewed at the
most probable inclination of 60° and, of course, p - 0 when viewed normally. Real
disk atmospheres also have an absorptive opacity and this will reduce (or increase) the
emergent polarization significantly (Hubeny et al.2000). In addition, we now believe that
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FIGURE 3. Spectrum and polarization versus frequency (x = hv/mec
2) of hot, plane-parallel

corona (Te = 0.11 mec
2, TT = 0.05) above a cold disk viewed at two inclination angles,

H = cosi = 0.11 and 0.5. The numbers label various scattering orders for reflection, while
the solid lines show the total spectrum and polarization (from Poutanen k. Svensson 1996). No
relativistic propagation effects have been included.

1

accretion disks are strongly magnetized. The rationale for this is that ionized accretion
disks are known to be unstable to developing strong internal magnetic fields with interior
magnetic pressures estimated to be ~ 1 — 10 percent of the gas pressure. This magnetic
field will surely be carried out beyond the photosphere and into the coronae (discussed
above) by buoyancy forces. Furthermore, magnetic pressure is likely to dominate gas
pressure in an accretion disk corona, just like in the solar corona.

When we consider the specific parameters appropriate to observed disks, we find
that thermal emission should be unpolarized based on the following argument. Con-
sider a given disk annulus, the radiation pressure at the photosphere, oT 4/3 , is smaller
than the gas pressure within the disk. Because observations at a given thermal wave-
length peak near A ~ hc/kT, we can derive a lower limit on the magnetic field strength
B ^ 102(A/500nm)~2 G. Since photons traverse differing optical depths after their last
scattering and the magnetic field will likely have significant inhomogeneities, any po-
larization will be erased by the Faraday rotation (d^/drr) ;> 10, independent of the
wavelength observed or the physical size of the disk (Agol & Blaes 1996).

Thus, it should come as no surprise that AGN disks are generally only polarized by a
small amount (Antonucci, this volume). Furthermore, the polarization that is observed
may be imprinted extrinsically. Purported rises in polarization below 912 A in a few
quasars observed with HST contradict old theoretical predictions and stand as a challenge
to disk theory (Koratkar & Blaes 1999).

Turning to X-ray wavelengths, where non-thermal emission means that we might ignore
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Faraday rotation, but cannot ignore reflection, predictions of the emergent polarization
under a variety of models have been presented by Matt, Fabian, & Ross (1993) and
Poutanen & Svensson (1996) and references therein, as shown in Fig. (3). The rather flat
X-ray spectrum is created by Compton scattering of thermal emission from the accretion
disk, which is partly due to absorbed X-rays. The electron-scattering reflection feature
is suppressed at low energies, <J 8 keV, by X-ray bound-free absorption opacity, and
at high energies, ;> 100 keV, reduced by electron recoil; consequently, the largest X-
ray polarizations should lie between these energies. The magnitude of the polarization
may depend upon the exact geometry and placement of the coronal emission regions, an
unexplored problem.

1.4.2. Dusty Disks

The outer parts of accretion disks may be cool enough (T < 1800 K) to be inhabited
by dust grains. If the dusty disk drives a wind, or is inflated or warped, then dust will
scatter the light from the inner disk, imprinting a polarization signature from the infrared
to ultraviolet. It may in practice be quite difficult to distinguish between a dusty disk,
torus, or outflow using polarization, as the level of polarization expected is quite small,
~ 1%, and depends on the details of the dust model, e.g. Konigl & Kartje (1994). In
addition, dust extinction can create polarization if the grains, charged by collisions with
ions, are aligned by magnetic fields, inducing polarization at the percent level as well.

1.5. Summary

• Disks are commonly found in accreting systems.
• Model accretion disks can create strong polarization both in transmission and in

reflection, throughout the electromagnetic spectrum.
• Measurement of the variation of linear polarization with wavelength can, in principle,

reveal a lot about the disk structure and the location of coronal emission sites.
• However, the situation is, in practice, more complex, particularly at optical wave-

lengths, where external illumination, warping, and especially Faraday rotation are likely
to be very important.

• Even when polarization cannot be measured, its effects are so large under conditions
of strong electron scattering that radiative transfer calculations should include polariza-
tion.

• Monte Carlo techniques are well-suited for computing polarization in a given model.
• There is a very strong case for developing X-ray polarimetry.

2. Jets

2.1. Motivation

Jets, or more generally bipolar outflows, are also surprisingly common. They have been
studied in association with active galactic nuclei (AGN), binary X-ray sources, young
stellar objects, novae and so on. Jet speeds are typically a few times the escape velocity
from the central object; in the case of black holes, bulk Lorentz factors of 7 ~ 10 are
inferred. (Gamma ray bursts may also produce jets with Lorentz factors 7 ~ 300.) Jets
are so common that it has been speculated that they may be an essential concomitant
of accretion flow - the channels through which the liberated angular momentum and
perhaps also much of the energy leave the system. The challenge to the astrophysicist
is to explain how jets are powered and collimated. However, even after decades of work,
major theoretical and observational questions about their origin, collimation and even
their constituents still remain.
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FIGURE 4. False-color representations of the total intensity and polarization of the M87 Jet
in the optical (HST F555W, top two panels) and radio (VLA 14.5 GHz, bottom two panels).
The HST observations were carried out in May 1995, while the VLA observations were done in
February 1994. All maps were rotated so that the jet is along the x-axis, and are convolved to
0.23" resolution (from Perlman et al. 1999).

There are, generically, two proposed origins for the jet power: the central object (black
hole, neutron star or protostar) and the accretion disk (e.g. Blandford et al. 1990). In
both cases, the energy derives from differential rotation. For example in the case of a
Keplerian disk that extends down to the surface of a non-rotating, unmagnetized star, as
much energy is released in the boundary layer as in the disk. An extreme case is presented
by the Crab (Weisskopf et a/.2000) and Vela (Helfand, Gotthelf & Halpern 2001) pulsars
which exhibit prominent jets without there being any accretion disk, presumably.

One of the best observational approaches to investigate the mechanisms which produce
jets is to determine the jet composition at radii where they can be observed directly. In
the case of black-hole jets, the plasma is likely to be electron-ion if the jet originates
from a disk, or electron-positron if it derives from the black hole. Polarization obser-
vations have been prominent in attempts to distinguish between these two possibilities.
Most contemporary explanations of the collimation invoke strong magnetic fields, though
in most cases, the argument for magnetic collimation is a theoretical one, based upon
eliminating the alternatives. One exception to this is the bipolar outflow associated with
young stellar objects (YSOs) where polarization observations strongly support the notion
that the magnetic field is dynamically important (Akeson & Carlstrom 1999).
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FIGURE 5. Gray-scale representation of the full-resolution Chandra image of the nucleus, jet
and western hot-spot of Pictor A (from Wilson et aZ.2001).

2.2. Observations

The first jet observed was that in the nucleus of the elliptical galaxy M87 in the Virgo
cluster. The modern representation is given in Fig. (4) (Perlman et al. 1999). In this
case, the jet emerges from no more than 100 times the gravitational radius of the central
hole (M = 3 x 109 MQ; GMj<? = 4 x 1014 cm) and propagates radially outward for a
distance ~ 3 x 1022 cm, seven orders of magnitude larger. The jet, however, is neither
homogeneous nor smooth. Superimposed upon an overall decrease in surface brightness
as the jets expand away from the central hole are strong side to side variations and
bright features. These may reflect a time-dependence at the jet origin or independent,
local instabilities. At small radii, the M87 jet is strongly one-sided, and this is generally
attributed to Doppler beaming and adduced as evidence for relativistic outflow.

Another good example of an extragalactic jet is Pictor A, which has recently been
observed at X-ray energies using Chandra (Fig. (5)); Wilson, Young & Shopbell, 2001).
It shows strikingly efficient collimation and powerful emission from the western hot spot,
which is also prominent at optical and radio wavelengths. The Galactic source GRS
1915+105 shows mild superluminal motion which is interpreted in terms of moving fea-
tures, probably internal shocks, with space velocities ~ 0.9c (e.g. Mirabel & Rodriguez
1994). This is mild compared with most extragalactic compact jets where the speeds
are more typically ~ 0.99 c, corresponding to bulk Lorentz factors 7 ~ 7. Indeed, there
are observational indications that much larger bulk Lorentz factors are produced in ex-
tragalactic jets. Independent evidence that these jets are relativistic comes from 7-ray
observations, principally done with the EGRET detector on Compton Gamma Ray Ob-
servatory. These showed that those jets that are beamed towards us, and which are
collectively known as blazars, are often powerful 7-ray sources. The total electromag-
netic spectrum of blazars (and similar sources) comprises a broad band synchrotron
radiation spectrum extending from low radio frequencies to an upper frequency between
optical and X-ray wavelengths. The same electrons are responsible for an inverse Comp-
ton component that can extend up to TeV energies (with variability times as short as
~ 30 min). (We can only observe TeV emission from relatively local sources because TeV
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photons from cosmologically distant sources will be absorbed through pair production on
the intergalactic infrared background.) The fastest jets may well be associated with 7-ray
bursts, if they are indeed beamed, for which speeds of ~ 0.999995c have been inferred.

2.3. Physical Processes

2.3.1. Synchrotron Radiation

As described in Dr. Landi Degli'Innocenti's contribution (for more details see also Ry-
bicki & Lightman 1979), the synchrotron power radiated by an ultra-relativistic electron
with energy jmec

2 in a field of strength B is given by

P = \I2°TCUB , (2.20)

where UB = B2/8ir is the magnetic energy density and we have averaged over pitch
angle. The corresponding radiative cooling time is

where B is measured in Gauss. The characteristic frequency radiated is

i/c = 72BMHz. (2.22)

The polarization of single particle emission varies from 2/3 for v <tC vc to 1 for v 3> vc.
The electric vector is perpendicular to the projected magnetic field direction. Averaging
over a power law distribution of relativistic electrons, dN/dj = Kj~s, it can be easily
shown that the observed intensity is

Iv(xKBl+av-a, (2.23)

where the spectral index a = (s — l)/2. The net degree of linear polarization is

9-J+1 (224)

Synchrotron radiation is also naturally circular polarized to an extent

y~3/7, (2.25)

dependent upon the detailed angular distribution function and the viewing angle.
An important issue for what follows is the viability of a synchrotron maser. This can

be shown to be impossible for ultra-relativistic emission in vacuo. Essentially, in order
for a maser to operate, it is necessary that there be a population inversion and that the
emissivity at a given frequency decreases sufficiently rapidly with increasing energy and
this does not happen with regular synchrotron emission. (It can however arise when
relativistic electrons emit synchrotron radiation in a plasma, although in practice the
conditions for this to occur are rather restrictive. This is known as the Razin effect.)

Of more relevance is what happens when the electrons are no more than mildly rela-
tivistic. The emission is then confined to a series of harmonics of the fundamental gyro
frequency LOG/J- AS the central frequency of a harmonic decreases with increasing energy,
there are frequencies and directions where maser action is possible, given a population
inversion. Cyclotron masers are likely to be highly polarized. The polarization from
an electron-ion plasma will be elliptical; that from an equal pair plasma will be purely
linear.

When the brightness temperature TB — Iuc
2 /2kv2 of a synchrotron source approaches

the kinetic temperature of the emitting electrons, Tk ~ jmec
2/3k oc (v/B)1/2, the

radiation will be absorbed. The optically thick radiation from a source will have a
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brightness temperature that is limited to this value and so the optically thick equivalent
of Eq. (2.23) is

Iv oc vb'2B-ll2 . (2.26)

When we consider the linear polarization of a self-absorbed source, we observe that the
electrons emitting in the field-perpendicular polarization at a given frequency will have
slightly lower energies than those emitting in the field-parallel polarization. Therefore
the brightness temperature of the field parallel emission will be slightly larger than that
of the field perpendicular emission. The degree of linear polarization from a power-law
relativistic electron distribution function can be computed to be

T = ir^ •
1 bs + 16

An example is the supermassive black hole candidate in the Galactic center, Sagittar-
ius A*, which has no linear polarization up to frequencies of 86 GHz (cf Hildebrand, these
proceedings), but shows surprisingly strong circular polarization (e.g. Bower 2000). The
degree of CP increases sharply with frequency. Whereas both advection-dominated-
accretion-flow (ADAF) models and accretion-disk-powered-jet models can account for
the spectrum from centimeter wavelengths to X-rays of Sagittarius A*, they have dis-
tinct polarization characteristics which might in the near future be able to distinguish
between the two models.
2.3.2. Inverse Compton Scattering

Inverse Compton (or more properly Thomson) scattering, in which a highly energetic
particle transfers momentum to a low-energy photon, is very similar to synchrotron
radiation. If the radiation field is isotropic, then the power is given by Eq. (2.20) with
the magnetic energy density UB replaced by the radiation energy density, ?7racj. As
photons are conserved in Thomson scattering, the mean photon frequency is boosted by
an average factor

where v' is the scattered frequency and v is the incident frequency. One power of 7 arises
from the Lorentz transformation into the electron rest frame; the second comes from the
scattering back into the original frame. The polarization observed will be generically
be ~ I /7 unless the incident radiation field is both highly anisotropic and polarized, in
which case a strongly polarized scattered spectrum can be emitted. This can arise when,
for example, radiation is scattered into a beam by a warped disk. Similarly, circular
polarization in the incident radiation will be partly retained in the scattered radiation.

2.3.3. Inverse Compton Limit

The comparison of synchrotron radiation and inverse Compton scattering leads to
what, for historical reasons, is called the inverse Compton limit (Kellermann & Pauliny-
Toth 1969). The way the argument is traditionally expressed is that the ratio of the
Compton power radiated by an electron to the synchrotron power can be written as

Ls UB B2

in obvious notation, and where we have assumed that the source is self-absorbed at the
observing frequency. If we set i/s ~ 1 — 10 GHz, then the brightness temperature is
limited to TB ~ 2 X 1012 K if this ratio is not to exceed unity.

The original concern was that if the ratio did exceed unity then the second order
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Compton scattering would be even greater than the first order scattering and so on. Of
course this can't go on for too many orders because the Klein-Nishina limit will limit the
scattering. Nowadays we think we can identify the synchrotron and the inverse Compton
components and so we know their ratio and can deduce the source brightness temperature
which is quite insensitive to its value.

2.3.4. Kinematics of Bulk Relativistic Motion

In the case of a relativistic jet, it is often easier to compute the radiation spectrum in
the comoving (primed) frame of the emitting plasma and then perform a Lorentz boost
into the (unprimed) frame of the observer. The frequency will be boosted by the Doppler
factor (e.g. Blandford & Konigl 1979),

where 9 is the scattering angle in the observer frame and (3 = v/c is the bulk velocity of
the plasma in the jet. Note that for a jet beamed toward us with 9 < 7"1, the Doppler
factor is 6 ~ 7. Note also that the rate of change of observer time iobs to proper time r
satisfies

As a consequence, the observed transverse speed of a feature moving with the jet speed
is given by

This has a maximum value 7 (5 for 9 = cos 1 p and consequently the expansion can
be "superluminal" when /? > 0.71. The kinematics of real jets is undoubtedly more
complex and the space motion of shock features must be distinguished from the speed of
the emitting plasma. Frequently, observers make the approximate identification /30bs ~
Q-1 ~ S ~ (dt/dtobs) ~ 7 when interpreting measurements of compact extragalactic
radio sources.

The behavior of polarization under a Lorentz boost is straightforward. The k-vector
swings forward along the direction of motion making an angle 9' with the direction of
motion in the plasma rest frame and an angle 9 in the jet frame, where sin 9' = S sin 9. If
we imagine the k-vector as being rotated in this manner, then the electric and magnetic
fields associated with individual photons will be similarly rotated about a direction k x B
so that k, E and B continue to form an orthogonal triad (Fig. (6)).

Because the Planck distribution function is Lorentz scalar, and the brightness tem-
perature enters only in the ratio v/T, it is clear that the brightness temperature must
transform in the same manner as frequency. This implies that if the inverse Compton
limit is applied in the observer frame, the brightness temperature measured by a radio
astronomer can be as high as ~ 2 x 1012 5 K. This is particularly germane at this time
because radio astronomers are able to estimate these brightness temperatures, both di-
rectly using ground and orbiting VLBI, and indirectly by carefully analyzing refractive
interstellar scintillation. Using the limits on the source size derived from these obser-
vations and its relation to the source flux-density (i.e. the Rayleigh-Jeans equation),
one can derive an apparent surface brightness temperature and therefore the value of 6,
assuming the intrinsic brightness temperature cannot exceed the inverse Compton limit
significantly. The values that are found require bulk Lorentz factors 7 ~ S ~ 30 and may
be even higher.



192 Roger Blandford et al.: Compact Objects and Accretion Disks

Emission in jet frame

FIGURE 6. The Lorentz boost of polarization.

2.3.5. Faraday Conversion

We discussed Faraday rotation in a cold, non-relativistic plasma in the last section.
We must now consider what happens in an ultra-relativistic pair plasma. On symmetry
grounds, the eigenmodes must be linearly polarized and are usually labeled ordinary,
where the electric vector along the direction k x B, and extraordinary, where it is not.
If a linearly polarized wave, obliquely polarized with respect to the magnetic field is
incident upon the plasma, then it can be decomposed into ordinary and extraordinary
modes that will propagate with slightly different phase velocities. In this manner, circular
polarization will be created. In other words, there is a conversion of U to V. The sense
of circular polarization will be given by the sign of (e • B)(e • k x B) and so in order to
have a measurable circular polarization from a cosmic source, it is necessary to have a
preferred field orientation. This phenomenon is known as Faraday conversion (e.g. Jones
& O'Dell 1977).

Because Faraday conversion is caused by the lowest energy relativistic electrons, it
can serve as a probe of the low energy end of the electron energy distribution. Faraday
conversion is furthermore proportional to e2B2/m2, i.e. independent from the sign of
the particle's charge. An equal mixture of electrons and positrons can therefore produce
Faraday conversion, but not rotation. A comparison of linear and circular polarization
might therefore probe the constituents of the jet (e.g. electron-positron versus electron-
ion pairs).
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FIGURE 7. A superposition of self-absorbed sources peaking at different frequencies can create

a combined 'flat1 spectrum.

2.4. Interpretation

2.4.1. Shocks and the Integrated Spectrum

The emitting element in powerful synchrotron jets is thought to be a relativistic shock
wave and a typical source will comprise the emission from several of them. In the limit,
a jet can be thought of as accelerating relativistic electrons over its length with a field
strength that diminishes with radius. The total flux density observed at a given frequency
is dominated by the emission from the radio photosphere, where the optical depth is
roughly unity. Blazars and similar sources generally have "flat" spectra, i.e. -0.5 < a <
0.5 and can be interpreted as the superposition of a series of self-absorbed sources at
successive radii, each peaking at successively lower frequencies (Fig. (7)).

2.4.2. Jet Composition

On the basis of the fraction of the jet energy per relativistic electron responsible for
the synchrotron radio emission that we observe to be radiated on an outflow timescale,
it has been tentatively deduced that jets cannot carry protonic "baggage" and so must
comprise electron-positron pairs with a low energy cutoff in the distribution function
(e.g. Reynolds et al. 1996).

Wardle et al.(1998) measure a large degree of circular polarization in 3C279, a source
where the linear polarization is also quite high, and so there cannot be too much normal
Faraday rotation. In order to explain the circular polarization, they have to invoke a
large population of mildly relativistic electrons and positrons. On this basis they conclude
that relativistic jets comprise pair plasmas at least at the radii where they are directly
observed.

2.4.3. Coherent Emission Mechanisms

All of this calls into question the fundamental synchrotron hypothesis. If the deduced
jet powers are unreasonably large then we should certainly be prepared to consider the
possibility that the radio emission, or at least its compact and variable part, may be
due to a coherent emission mechanism. This is not unreasonable. After all, the sun
and Jupiter support high brightness coherent emission under far more docile conditions.
Furthermore, a shock front is a very natural environment in which strong and unstable
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currents are likely to be induced and these are commonly observed to radiate coherently
in plasmas. Probably the most likely possibility is coherent cyclotron emission emerging
from very much more compact regions than under the jet hypothesis. This requires the
magnetic field strength to be hundreds or even thousands of Gauss and so the pressures
must be much larger than in the jets. Coherent cyclotron emission is likely to be strongly
circularly polarized, unless there are equal numbers of electrons and positrons.

2.4.4. Microlensing and Refractive Scintillation

Both microlensing by compact objects in the line-of-sight and refractive scintillation by
density fluctuations in the Galactic ionized medium can introduce non-intrinsic variability
of the compact structures in jets of extra-galactic radio sources (e.g. knots or shock
fronts). For significant variability to occur, these structures must have an angular size of
the order the Fresnel scale for scintillation or Einstein radius in the case of microlensing
(e.g. Koopmans & de Bruyn 2000). Both scales are typically several micro-arcseconds.
The expected time-scale of variability is determined by the transverse velocity of the
source compared to the scattering medium (i.e. the compact objects or the Galactic
ionized ISM) and is typically hours to weeks in the case of refractive scintillation or
weeks to months in the case of microlensing.

Whereas polarization is typically little affected by either scintillation or microlensing
(which retains polarization angle), in both cases only the most compact source struc-
tures vary significantly. If these structures have different polarization degrees or angles
compared with the flux-density weighted average over the source, the net results will
be polarization variability that strongly correlates with the non-intrinsic source varia-
tions. A correlation between changes in polarization and non-intrinsic flux variations of
extra-galactic radio sources (for example in intra-day variables (IDVs), which strongly
scintillate) could therefore provide information on the polarization properties of the most
compact micro-arcsecond scale jet structures, which are impossible to observe directly in
any other way.

There are several other ways that the Galactic ionized ISM can introduce non-intrinsic
variations in the polarization of radio sources (including radio jets), or even induce cir-
cular polarization. The simplest case is that of extreme scattering events (ESEs), where
large localized overdensities in the Galactic ionized medium move into the line-of-sight to
the radio source. The enhanced electron column density increases the Faraday rotation
and could result in an observable change in the polarization angle of the radio source, as
well as in a change of its flux-density due to refractive lensing. Besides Faraday conver-
sion, which converts linear polarization to circular polarization, if a strong gradient in the
rotation measure over the source exist, the scintillation patterns of left and right-hand po-
larized wavefronts will be slightly displaced. This will introduce a time-variable circular
polarization that is strongly correlated with the scintillation-induced flux-density varia-
tions (Macquart & Melrose 2000), but independent of the degree of linear polarization
(which is not the case for Faraday conversion).

2.4.5. Inverse Compton Scattering

A major concern in interpreting the inverse Compton X-ray and 7-ray observations
of blazars is the source of the incident photons. In the lower power objects that can be
observed at TeV energies, these are thought to be synchrotron photons emitted locally
within the jet. In the higher power quasars where there is a powerful photoionizing
continuum as well as a relativistic jet coming towards us, most of the incident photons
are thought to originate from the disk and to be scattered into the jet. However, this is
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not certain and X-ray (or 7-ray) polarimetry could validate this, because these scattered
X-rays of external origin would be highly polarized.

2.5. Summary

• Jets appear to be a common and perhaps even a necessary feature of accreting or
possibly even just simply rotating systems.

• Despite much observational progress, the fundamental questions concerning the ori-
gin, composition and collimation of jets remain unanswered.

• Black hole jets are formed ultra-relativistically as required to account for their su-
perluminal motion, high radio brightness temperature and prodigious 7-ray emission.

• Radio polarimetry of relativistic jets is helping us to deduce their composition al-
though coherent emission mechanisms cannot be ruled out.

• X-ray and 7-ray polarimetry could help refine models of relativistic jets by probing
jets close to their origins.

3. Outflows
3.1. Motivation

Somewhat paradoxically, accreting systems commonly exhibit outflows. The reason for
this behavior is simple. As gas accretes onto a compact object it must release its grav-
itational binding energy. When this is possible, it will do so by radiating. However,
this may not be possible when the gas accretes much faster than the Eddington rate,
•MECUI = 4TTGMIKTC, the photons will be trapped by electron scattering and the energy
can only be carried off by a bulk outflow. Even if the radiation is not trapped, then
it can still drive an outflow if it encounters gas with an opacity K » KT, for example
with dust grains or resonance lines. Either, or more likely both, of these processes are
believed to drive the outflows associated with Broad Absorption Line Quasars (BALQs)
and this lecture will be primarily about these objects, although the principles involved
are more generally applicable. The broad absorption lines by which these quasars are
distinguished are associated with the ultraviolet resonance lines of the common ions.
(Recall that quasars are mostly at high redshift and so these lines are observed in the
visible.) They show absorption troughs, extending to the blue of the regular, broad
emission lines by which quasars are identified spectroscopically. This is just what is also
seen in the star P Cygni, though the BALQ relative velocities, ~ 0.1c, which are what
one might escape for gas escaping from the vicinity of a black hole, are much larger than
those encountered in P Cygni (Weymann et a/.1991).

However, we do not understand the flow of gas around the black hole and the location
of the emission line and the absorption line gas is still quite controversial. Models of broad
line clouds have been constructed in which the gas flows "in, out, round or about" and
there may be elements of each of these four kinematic classes in real sources. It is probably
safe to conclude that the flow is not very simple; otherwise we would have already
understood it using a technique called "reverberation mapping". In this technique it
is supposed that the lines vary in direct response to the photoionizing continuum. By
monitoring them both, it is possible to construct a Greens function response of the
emission line gas, This can then be compared with the predictions of simple kinematic
models. It has been possible to use this technique to locate the gas in several instances.
However, the details of the velocity field remain controversial.

Despite this, most authors have assumed that the outflow of the absorbing gas is
roughly equatorial and radial, originating from close to the hole. This implies that the
quasar will only be classified as a BALQ when the observer direction is also close to the
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FIGURE 8. Orientation model for Type 1 and Type 2 Sefert galaxies. In the simplest scheme,
only the narrow line region can be seen from a Setfert 2 galaxy; the broad line region lies behind
a thick equatorial ring of obscuring gas and dust.

equatorial plane; otherwise she will see a regular radio-quiet quasar (Fig. (8)). The goal
is to use polarization observations to see if this is truly the case (Antonucci 1993).

3.2. Observation

As we have remarked, a typical BALQ spectrum shows broad emission lines like CIV
A1548, accompanied by broad troughs extending to the short wavelength end of the
spectrum with widths up to ~ 30,000 km s"1. The emission lines are generally unpo-
larized, though both the semi-forbidden line CIII]A1909 and Lya can be polarized, as
we shall discuss. The troughs which are caused by approaching gas, represent photons
that are removed from the radiation field and scattered sideways. They also remind us
that momentum is taken out of the radiation field so that the gas is accelerated (Arav
et al. 1995). (Of course this may not be the only accelerating force involved, though it is
simplest to assume that it is.)

The absorption troughs themselves are not black which presumably means that gas
moving along different directions is scattering radiation into our line of sight. In addition,
although the troughs are relatively smooth, they do show velocity structure and a variable
degree of polarization that can be as large as ~ 0.2 a characteristic feature of resonance
scattering. However, resonance scattering is not the only means of producing linear
polarization; electron scattering can do the job just as well and some observers have
preferred this explanation.

In what follows, we shall confine our attention to resonance scattering for two reasons.
Firstly, we observe resonance scattering directly and its contribution to the opacity is
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three to four orders of magnitude larger than that of electron scattering. Secondly,
the physics is much more interesting than that of electron scattering! Furthermore we
shall confine our attention to the polarization and the implications that it has for the
kinematics, as opposed to the dynamics of the flow.

However, we must mention some additional observational clues as to the nature of
BALQs. Firstly, BALQs are both radio- and X-ray-quiet. In some models this implies
that there is a highly ionized region that can absorb the X-rays and transmit the ul-
traviolet radiation. In other interpretations, the X-rays are never emitted in the first
place. Secondly the BAL phenomenon is pretty much confined to quasars; the lower
power Seyfert galaxies do not exhibit these broad troughs. Thirdly, the continuum (after
subtracting the galactic contribution) is fairly uniformly polarized with p ~ 0.01 — 0.05,
suggesting electron scattering in a disk corona is responsible. This is presumably located
inside the absorption line gas. As mentioned above, it is also possible that this same
scattering occurs outside the absorption line gas in which case it would probably be re-
sponsible for the polarization of the absorption line troughs. Finally, a large polarization,
increasing towards shorter wavelength, has been reported at wavelengths longward of the
Ly edge in a few, regular quasars. (It should be emphasized, though, that these HST
observations were very difficult to make and the results have been controversial.)

3.3. Physical Processes

3.3.1. Resonance Transitions

Let us first consider the levels of intermediate Z ions adopting the Russell-Saunders
approximation. We can distinguish the Li-like ions, such as CIV, NV, OVI, the Be-like
ions, such as CIII, NIV, OV and the B-like ions such as CII, NIII, OIV. The electronic
state is determined by the principal quantum numbers for the valence electrons (n,t),
the total orbital and spin angular momenta (L, 5) for the term and the total angular
momentum J for the level which, in turn is divided into 2 J + l sublevels. This information
is encoded in the quantum mechanical designation of the level. For example, the ground
state of OIV is 2s22p 2P°/2 which means that one of the three valence electrons is
unpaired in a 2p level with total orbital angular momentum L = 1 (i.e. a P state) and
total spin S = 1/2, hence the superscript 25 + 1 = 2. There are two possible choices
for J and the lower energy one, by Hund's rule, has J = 1/2 as designated in the final
subscript. (The final superscript, o, indicates an odd parity, which must change under
a permitted (electric dipole) transition.) The electric dipole selection rules are that
A£ = ±1; AS = 0; AL = 0, ±1; A J = 0, ±1, (except that an J = 0-> 0 transition is
forbidden); and AM = 0, ±1, (except that a M = 0 - ) 0 transition is forbidden).

3.3.2. Singlets

Now consider a singlet transition such as the Be-like CIIIA977. The ground state
has J = 0 and only one sublevel with M = 0; the excited state has J = 1 and only
permitted transitions to M = ±1 need be considered. The radiation pattern depends
only upon the angular parts of that wavefunction, through the Wigner-Eckart theorem.
When the scattering angle 9 = w/2, the degree of linear polarization can be computed
to be p(?r/2) = 1. For a general scattering angle,

_ p(n/2)smH
P{ }~ 1+P(TT/2)COS*9'

just as for Thomson scattering. This formula is generally true for electric dipole transi-
tions and so all we need compute is P(TT/2).
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DOUBLET J=l/2 to 1/2, 3/2; eg CIV 1558, LyOCl216

P(90°) = 3/7

J=l/2
P(90°) = 0

J=l/2

FIGURE 9. Atomic transitions that contribute to the overall polarization for a typical dou-
ble transition. If the doublet is resolved then the individual components have perpendicular
polarizations of 3/7 and 0. If it is not, then the average polarization is 3/11

3.3.3. Doublets

The next most complicated case is the Li-like doublet transition, eg CIVA1550. Here
the ground level has J = 1/2 and there are two possible excited levels of which the lower
energy level is J = 1/2. All transitions between sublevels are permitted and the net
polarization is p(ir/2) = 0. The higher energy excited level, associated with the shorter
wavelength transition, has J = 3/2 and averaging over all of the permitted transitions
gives p(?r/2) = 3/7. If we average over both transitions according to their statistical
weights, then we end up with P(TT/2) = 3/11 Fig. (9).

Lya, has a similar type of transition. Here the the wavelength separation of the two
transitions is so small that the doublet will not be resolved and averaging over the two
excited levels makes sense. However, in the case of CIV, the energy difference is larger
than the likely thermal width, so that one could, for example, imagine continuum photons
propagating out of an expanding flow, encountering the polarizing J = 1/2 -t 3/2
transition first and then encountering the J = 1/2 -> 1/2 transition which erases all of
this polarization. It is clear that the polarization is sensitive to the nature of BALQ
outflows.

3.3.4. Triplets
The next simplest case is the B-like triplet transitions such as CII A1335. In this case,

there are two choices for the ground state J = 1/2,3/2 and two for the excited state,
J — 3/2,5/2; the selection rules forbid direct transitions with J = 1/2 —¥ 5/2. The
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energy difference between the two ground levels is small enough that they should be
equally populated by collisions in the absence of radiative transitions.

It is helpful to introduce the ionization parameter U which is the ratio of the num-
ber density of hydrogen ionizing photons to the electron density, designated n. When
the radiative excitation rate, ~ 104t/nio s"1, exceeds the collisional excitation rate
~ 600nio s"1, the ground state sublevels will be populated in an unequal fashion that
must be computed by solving for all the transitions. (Note that both of these rates are
likely to be much less than the spontaneous, de-excitation rate and so collisional de-
excitation of the excited states is generally thought not to be an issue for permitted lines
under AGN conditions.) Under these conditions, when the ground sublevels are radia-
tively mixed, the resulting polarizations will differ from the values computed assuming
as statistical population of the ground sub-levels due to collisions. In this case, the po-
larization is increased from p(n/2) = 0.21 to P(TT/2) = 0.38. This increase in predicted
polarization is typical.

3.3.5. Supermultiplets

The next level of complication arises when an ion in a single ground state can be excited
into several different excited states under radiative mixing conditions. In order to solve
for the population of the different sublevels and the polarization, we must consider these
distinct multiplets together.

3.3.6. Magnetic Mixing
A final variation, which is quite likely to be relevant in an AGN, arises when the

magnetic field is strong enough that the cyclotron frequency, UG = 1-8 x 107(B/lG) rad
s"1 exceeds the radiative excitation rate. In this case, the relevant eigenstates are referred
to the magnetic field direction rather than the normal to the scattering plane and density
matrices have to be used to attack the problem in general. This is also known as the
Hanle effect and is discussed at greater length here in the solar context by Dr. Stenflo.
An important consideration is the degree of Faraday polarization. The rotation of the
plane of polarization is given by

This is unlikely to be a factor at ultraviolet wavelengths, but could be significant in the
optical.

3.4. Interpretation
3.4.1. Emission Line Clouds

There is a standard model of the emission line gas based upon the notion of an emission
line cloud, a stratified slab of gas of size ~ 1013 cm, located at a radius R ~ 0.3 pc from
the continuum source with a density ~ 1010 cm"3. The ionization state of the gas is
determined by the relative importance of photoionization and recombination which is,
in turn, controlled by the ionization parameter, U. Typically this is U ~ 0.1. These
clouds have a photoionization temperature T ~ 10,000 K and an equivalent sound speed
~ 10 km s"1. However they are moving with speed ~ 10,000 km s"1 and Mach number
M = 1000 through a hotter and more tenuous confining medium. This is patently absurd!
Nonetheless, this model does provide a good representation of the ratios of the observed
line strengths. What is clearly required is a convincing dynamical model that retains
the successful features of the atomic astrophysics. For the moment, we just consider the
polarization in the context of the cloud model.
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If we consider a CIV A1550 photon propagating out of a "standard" cloud, the optical
depth for solar abundance of carbon, mostly in a triply ionized state, is ~ 105. Under
these conditions, photons do not diffuse spatially out of the cloud as might, at first, be
guessed. Instead, they undergo a random walk in frequency and escape when they migrate
into the wings of the line where the cloud becomes transparent. The polarization really
has to be computed using a Monte Carlo simulation and, under these conditions of high
optical depth, it is not surprising that it is too small to be measured, even when there is
velocity shear giving an anisotropic escape probability. The one conspicuous exception is
the semi-forbidden (intercombination line violating the selection rule AS = 0) CIII] line
A1909. Here the optical depth is closer to 10 and substantial linear polarization p ~ 0.01,
was predicted and indeed has been reported in this line (Lee 1994, Cohen et al. 1995, but
see Ogle et al. 1999).

There is a rather different story when external photons are scattered by the emission
line clouds. Here we expect a high albedo and roughly half the photons will undergo just
one scattering (Korista & Ferland 1998). If the distribution of scatterers is anisotropic,
then we might also expect to detect a linear polarization signal in permitted lines. This
is not usually seen, which suggests that a particular line of sight contains at most one
cloud at a given wavelength. This is a strong constraint upon models of the velocity
distribution.

3.4.2. Rayleigh Scattering by Lya

Hydrogen is the most abundant element so scattering of Lya photons is likely to occur
far into the wings of the line. The fine structure level splitting between 2P3/2 and 2Pi/2

is quite small for this transition and off-resonance scattering is characterized by the
(classical) Rayleigh scattering phase function (e.g. Stenflo 1980). This process is called
Rayleigh scattering when the initial and final states of the atom or ion are identical. (This
distinguishes it from Raman scattering which arises when they are different.) Rayleigh
scattering has been clearly observed in symbiotic stars (Nussbaumer, Schmid, & Vogel
1989). For large velocity shifts AV, the scattering optical depth exceeds unity for

AV f N«> ' " " (3.35)
104 km s"1 ~ | 3 x 1022 cm-2

(Lee & Blandford 2000).
Of particular interest is the case of Lya, because in the damping wings the scattering

phase function becomes that of the classical Rayleigh function, which enhances polariza-
tion. The fundamental reason why this is the case is that near the line center, where the
optical depth is large, most photons migrate in frequency space faster than they do in real
space. They are therefore comparatively insensitive to the cloud shape and large scale
velocity shear. However, in the wings of the line, the optical depth is much smaller and a
large scale pattern in the cloud shapes, for example, translates into a measurable linear
polarization. (Effects like this have been reported in high column density supershells
associated with starburst galaxies (Lee & Ahn 1998).)

If the accretion disk of a quasar is warped so that some part of it is shadowed from the
direct exposure to the central engine or has a thickness that increases slower than linearly
with radius, a large column density Nar may exist in the shaded region and Rayleigh
reflection of Lya is expected. In this case we may expect up to 10 percent polarization
in the Lya wings, which is consistent with ~ 7 percent polarization reported from the
radio-quiet quasar PG 1630+377 (Koratkar et al. 1995)
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3.4.3. Absorption Line Clouds

A somewhat analogous situation is found for the absorbing clouds observed directly in
the BALQs. These are believed to be located outside the emission line region where the
ionization parameter U ~ 1 and the size is estimated to be even smaller than the size of
the emission line clouds ~ (s/V)2R ~ 1011 cm. (In a quite different type of model, it has
been proposed that the emitting and absorbing gas originates from very much smaller
radii and forms part of a space-filling flow, Murray et a/.1995. Many of the following
considerations apply to this model as well.)

The actual kinematics of line formation can be quite complicated. This is generally
handled under the Sobolev approximation (Rybicki & Hummer 1978). An incident con-
tinuum photon is scattered when it is resonant with a permitted transition taking place
in the rest frame of the outflowing gas. The scattered line is redshifted in frequency by
Vj|/A. The surface occupied by gas resonant with a fixed observer frequency is called a
Sobolev surface and can have a fairly convoluted shape. Some photons may encounter
several Sobolev surfaces before escaping for good. The optical depth to absorption by
ion A' through a single Sobolev surface where the parallel velocity varies monotonically
is

/

dV\\ ~x f dVu ~l c f

dsnx<J= —r^- dVunxo-= —-̂  -nx dua(u). (3.36)
ds J " ds v J

Substituting numerical values,
r = 0 . 3 X _ 4 / — ^ r ^ £ , (3.37)

3 1000A dV9 ' v '
where X = 10~4A'_4 is the abundance of the ion, / is the oscillator strength and
dN'to/dVc) is the hydrogen column density (in units of 1020 cm""2) per unit velocity (in
units of 10,000 km s"1). Resonance line scattering by the common ions occurs at col-
umn densities about three orders of magnitude smaller than those required for electron
scattering (Lee & Blandford 1997).

We can compute the polarization expected from a particular model using Monte Carlo
simulations. It turns out to be possible to give factor 2 estimates for the polarization,
by multiplying expressions which describe the most important factors in producing the
integrated polarization,

p~p{n/2)D{T)AG, (3.38)
In this equation, D(T) is a depolarizing factor that takes into account multiple scattering.
It is typically roughly fit by an exponential D = exp(—r/b). A is a factor that takes into
account the anisotropy in the escape probability. If the flow is uniformly expanding, it will
be very difficult for the photons to escape in the radial direction and far easier for them to
escape tangentially. This roughly doubles the polarization. Conversely, if the outflow is in
the form of a jet, then small scattering angles will be favored with lower net polarization.
Finally G is a geometrical factor which is supposed to account for the observed gas
distribution. If the outflow is confined to an equatorial fan subtending a solid angle An,
then G ~ Aft/3 and the electric vector will lie parallel to the projected symmetry axis.
For a jet, the polarization will be perpendicular to the axis (which should be coincident
with the radio axis). More extensive observations than have been possible so far will be
needed to test the hypothesis that the lines are due to resonance scattering, through the
dependence on atomic type (through p(w/2)), and to decide upon the flow geometry. On
this basis, the strongly polarized lines are expected to be HeIA584, OVA630, Ne IA736,
NIVA765, CIIIA977, SiIIIA1206, A1IIIA1671 and MgIA2852. The modestly polarized lines
include CIIA687, OIVA789 and NIIIA991 and weakly polarized lines include OVIA1034,
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HIA1216, NVA1240, SiIVA1396, CIVA1549 and MgIIA2798. CIIA858, NIIIA764, and
OIVA609 are expected to be unpolarized and can be used to measure the amount of
electron scattering.

3.4.4. Polarization beyond the Lyman Edge

Observations of the rest ultraviolet continuum from a few high redshift quasars have
shown a strong polarization increasing irregularly to shorter wavelengths shortward of
the Lyman continuum (Koratkar et a/.1998). This may be as large as p ~ 0.2, although
the observations were extremely difficult and are consequently a bit uncertain. One
possible explanation is that there are several highly polarizing singlet lines in this region,
like HeIA584, OVA630, NeIA736, NIVA765, or CIIIA977. If the outflow speeds associated
with these relatively high ionization lines are large, V ~ 0.1c, then it is possible that
the lines could overlap enough to give an apparent continuum polarization. It would be
good to have the capability to repeat these observations.

3.5. Summary

• Spectropolarimetry provides a powerful diagnostic of the disposition of the broad
emission and absorption line gas in quasars.

• Resonance scattering should be variably polarized with the degree and direction
dictated by fundamental considerations of atomic astrophysics and the flow geometry.
The radiation observed in the troughs may be the scattered photons removed from other
lines of sight.

• By contrast, the optical continuum exhibits a fairly constant polarization, suggestive
of electron scattering.

• Emission lines are generally unpolarized, excepting the semi-forbidden line CIII]A1909.
This is consistent with the standard cloud model of emission line formation. BAL troughs
are variably polarized.

• Large polarization rising with frequency has been reported to the blue of the Lyman
continuum. This may be due to blends of strongly polarized, prominent singlet transitions

4. Neutron Stars
4.1. Motivation

Although physicists and astronomers (most famously Baade and Zwicky) were quick to
appreciate the possibility that ~ 1057 neutrons could assemble to form a self-gravitating
neutron star, it was not until the discovery of radio pulsars in 1967, that there was
compelling evidence that they really existed. To date we have cataloged over a thousand
radio pulsars, know of hundreds of accretion-powered neutron stars in X-ray binaries,
and are starting to find isolated neutron stars accreting from the interstellar medium.
In addition, five radio, or rotation-powered, pulsars are observed to pulse at optical
wavelengths (Chakrabarty & Kaspi 1998), at least seven as 7-ray pulsars (Thompson
2000), and ~ 40 are detectable at X-ray energies (Becker, 2000).

For the astronomer neutron stars are the most common result of evolution of a massive
star. However, far from being an endpoint, they represent a rebirth often in a more
luminous state than the progenitor star. For the physicist, neutron stars provide a
magnificent cosmic laboratory, allowing us to witness the behavior of cold nuclear matter
at supranuclear densities, the indirect effects of extremely high Tc conductivity and
superfluidity, and, as we shall see, the consequences of magnetic field strengths perhaps
nine orders of magnitude greater than we can sustain on earth.

Neutron stars are also of special interest to the polarimetrist as they have already
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furnished the strongest and most rewardingly variable signals of any cosmic sources. It is
possible to follow the change in the polarization (sometimes nearly completely polarized)
through individual pulses from bright radio pulsars. It is also possible to study the
average polarization properties of large samples of pulsars, viewed from a range of vantage
points and, thereby build up a picture of the magnetic field geometry and try to determine
the site of and the mechanism for their high brightness emission. Unfortunately, there
is still no polarimetric capability at X-ray wavelengths where accreting neutron stars in
binary systems emit most of their radiation. However, very strong linear polarization is
anticipated and the details should be no less prescriptive of the emission.

A third class of object, in addition to the accretion- and rotation-powered pulsars
that is of particular interest at the moment is the magnetar. It appears that a minor-
ity of neutron stars are formed with super-strong magnetic field ~ 1014 - 1015 G. As
predicted by Thomson and Duncan (1995), these magnetars decelerate very quickly but
still have a larger reservoir of magnetic energy that can be tapped to power 7-ray bursts.
These field strengths are well in excess of the quantum electrodynamical critical field
Bc = m\<? /eh = 4.4 x 1013 G, where the cyclotron energy of an electron equals its rest
mass. This, in principle, allows us to test the theory in a regime that is qualitatively
quite different from that in which impressively high precision tests have already been
made. (There is no real anxiety that the theory is suspect above the critical field but,
as is the case with general relativity, there is a strong interest in performing the check.)
Another class of X-ray source is the Anomalous X-ray Pulsars. These are possibly a late
evolutionary phase of magnetars.

In this section, we shall discuss the expected polarimetric properties of all three types
of sources, although there are only observations of rotation-powered pulsars.

4.2. Observation

4.2.1. Rotation-Powered Pulsars

Radio pulsars are spinning, magnetised neutron stars (e.g. Lyne & Smith 1998). The
majority have spin period between 0.1s and 3s and surface magnetic field strengths
~ 1012 G, estimated from the rate at which they appear to slow down. The neutron stars
themselves appear to be mostly formed with masses quite close to the Chandrasekhar
mass ~ 1.4 MQ. Their poorly measured radii are ~ 10 km, consistent with there having
central densities a few times nuclear as the best models of the nuclear equation of state
imply. (We really do not know the interior composition at all well. It could be mostly
neutrons or contain a large fraction of protons, hyperons, pions or even free quarks.
Accurate measurements of the radius along with the rate of cooling will provide important
constraints on the equation of state of nuclear matter.) Other, impressive vital statistics
of neutron stars include escape velocities ~ 0.3c, surface gravities ~ 1014 cm s~2 and
maximum spin frequencies (that are nearly attained in observed objects) ~ 1 kHz. The
radio emission from pulsars has extremely high brightness temperatures which can, by
some estimates, exceed ~ 1030 K.

The integrated pulse profiles of radio pulsars frequently show one, two or three pulses.
This, and other observational evidence, has been interpreted in terms of an emission
model where there is a strong "core" beam of emission close to the magnetic axis sur-
rounded by a weaker "cone" beam. When the observer latitude is similar to that of the
magnetic axis, a single, dominant core component is seen. Increasing (or decreasing) the
observer latitude leads to a three peaked, cone-core-cone pattern. When the observer is
more inclined to the magnetic axis, only the two cone components will be seen. These
pulse profiles exhibit strong, broad band linear polarization varying through the pulse.
Values p ~ 1 are consistently measured at certain pulse phases in certain pulsars. The
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position angle swings regularly through the main pulse with a total swing that can be as
high as ~ 180°. Strong circular polarization is also commonly measured near the center
of the pulse, with the handedness often changing sign.

Individual pulses, whose polarimetric properties can be measured in the strongest
pulsars, are no less interesting. They show individual emission units, known as subpulses,
with durations typically a few degrees of pulsational phase. These can "drift" through
the pulses appearing at progressively earlier or later phases in successive pulses. These
subpulses often exist in one of two orthogonal polarization states. Even shorter timescale
features known as microstructure (or now even nanostructure) has been well documented
and these too can exhibit high, though complex, polarization properties.

The optical pulses from the Crab pulsar in the Crab Nebula have been particularly
well studied. The pulse profile is cusp-like and the plane of polarization swings smoothly
through ~ 70°, while the degree varies between p = 0.1 and 0.5. Another famous optical
pulsar is associated with the Vela supernova remnant, shows similar strong, variable
linear polarization.

4.3. Physical Processes

4.3.1. Curvature Radiation
The large measured brightness temperatures imply that the radio emission is pro-

duced by a coherent process. One widely discussed possibility is that the emission
is some variant on coherent curvature emission whereby bunches of charged particles
stream outward along the curving, roughly dipolar magnetic field lines from the star
with ultrarelativistic speed (Lorentz factors 7 of several hundred) and radiate like giant
electrons. The emission properties are like those already summarized for synchrotron
radiation, with the important difference that the radius of curvature of the orbit, R, is
energy-independent. The characteristic emission frequency is w ~ j3c/R, lying in the
radio band for R ~ 10 — 100 km. The radiation from an individual bunch is beamed
within an angle ~ 7"1 to the direction of motion.

At a particular pulse phase, the observer sees emission from a curve though the mag-
netosphere where the line of sight is tangent to the magnetic field. There is thought to be
a radius-to-frequency mapping so that the emission at a given frequency is concentrated
over an interval of radius along this curve, and that this radius decreases with increasing
frequency. The polarization from a tangent point will be quite strongly linearly polarized
with electric vector parallel to the projected curvature vector on the sky. As the pulsar
spins, this projected curvature vector will rotate on the sky and a characteristic swing of
the plane of polarization will be produced. This is known as the rotating vector model.
If we view an individual bunch from one side of its orbital plane then the other, we will
see one sense of circular polarization followed by the opposite sense. This mechanism
clearly has the ingredients to explain the radio polarization observations. However, it is
a bit puzzling how a totally polarized pulse can be formed in this manner. One possi-
ble explanation is that the bunches are quite strongly flattened and they radiate most
strongly perpendicular to their flattening plane, where the polarization will be most
strongly linear.

4.3.2. Maser Processes
There has recently been a resurgence of interest in maser emission models. It is rela-

tively easy to imagine that the necessary population inversion will develop in the outflow-
ing plasma. A typical pulsar can develop an EMF of ~ 1013 -101 6 V and a small fraction
of this potential difference developing in a transient "gap" will create a fast stream of
electrons and/or positrons that can stream through more slowly moving (though still
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ultrarelativistic) plasma. What is a bit harder is to find suitable wave-particle interac-
tions that can lead to an overall negative absorption coefficient. As an illustration of the
difficulty, note that synchrotron radiation in vacuo has an absorption coefficient

^ M v n ) - ( 4 - 3 9 )

The single particle emissivity, pv{v, 7) is proportional to j / 1 / 3 7~ 2 / 3 at low frequency and
increases with energy at high frequency. Hence, synchrotron absorption is necessarily
positive and maser action is precluded, independent of the particle distribution function.
Similar conclusions have been drawn for other emission mechanisms in vacuum.

However this conclusion does not necessarily follow if there is a plasma present. One
particularly interesting case is the so-called anomalous cyclotron (otherwise known as
cyclotron-Cerenkov) resonance between a wave with angular frequency u> and wave vector
k interacting with an electron (or positron) moving with velocity v, in a field where the
non-relativistic gyro frequency is wp. This occurs if

cj - k\\v\\ = -too/l • (4.40)

where || refers to the component along the magnetostatic field.
This equation needs some interpretation (Lyutikov, Blandford & Machabeli 1999).

Consider, for simplicity, a circular polarized wave propagating along the magnetic field.
A resonance satisfying the condition Eq. (4.40) clearly requires that the phase velocity
of the wave be less than c. If we transform into the guiding-center frame of the electron,
then the wave angular frequency changes sign indicating that it is propagating in the
opposite direction along the magnetic field, with the same sense of circular polarization.
This means that it resonates with particles gyrating in the opposite sense around the
field (i.e. with opposite charge) than is the case in a regular cyclotron resonance. Put
another way the particle outruns the wave so that, in the frame where the wave is at
rest, the particle follows the electric vector as it spirals around the magnetic field. A
consequence is that, in the electron guiding-center frame, a quantum of wave energy has
negative energy. Therefore in exciting the electron to a higher state of gyration it emits
a quantum and vice versa. (In the rest frame, population inversion now requires having
more particles in the lower gyrational state!) Not surprisingly, this arrangement can lead
to maser action in the outer magnetosphere and this has been proposed as a mechanism
to produce the core emission. The modes are naturally circular polarized, although the
handedness depends upon the details of the electron and positron distribution functions.

This is not the only possible way to have a maser process. There is a second resonance
associated with the curvature drift motion v^nh of the gyrating electron as it moves along
the curving magnetic field

W- fc||U|| = fcj.Udrift. (4.41)

This will be perpendicular to the curvature plane and will consequently produce emis-
sion with polarization orthogonal to that predicted by the rotating vector model. This
mechanism has been invoked to account for the cone emission (Fig. (10)).

4.3.3. Propagation Effects

There is unfortunately a complication (Arons & Barnard 1986, Lyutikov et al. 1999,
Hirano & Gwinn 2001). The emitted radiation must propagate through the outer mag-
netosphere. This can lead to genuine absorption at the normal cyclotron resonance by
more slowly moving electrons. Landau damping is also a possibility. Furthermore, there
are refractive effects that may imprint additional polarization on the emergent radiation
in much the same way as occurs in the ionosphere. There can be mode conversion, for
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FIGURE 10. Location of core and conal emission regions in a maser model of pulsar emission
(after Lyutikov et aU999).

example from a subluminal ordinary mode to a propagating electromagnetic wave. Fi-
nally, and perhaps most interestingly from a physics perspective, there can be non-linear
scattering effects (Lyutikov, 1998). At the high brightness temperature (or, equivalently,
large occupancies of individual quantum mechanical states) found in pulsar radiation
there will be a large amount of scattering between different radiation beams. These can
be mediated by individual electrons, in which case the interaction is known as induced
Compton scattering, or by collective wave modes of the plasma (known as Raman scat-
tering when the scatterer is an electrostatic wave). There is not space to discuss these
rather complex processes further, save to remark that, the associated matrix elements
have a strong sensitivity to polarization and frequency and that this can be used to
identify them. The theory is starting to match the observations in its richness!

Some of these propagation effects can also be relevant in the interstellar medium.

4.3.4. Thomson Scattering in a Strong Magnetic Field

The cross section for Thomson scattering must be changed if there is a strong magnetic
field present (e.g. Meszaros 1992). In the limit when the wave angular frequency u «
LOG, or E « 44(5/1012G) keV, the electrons are constrained to move along the magnetic
field like beads on a wire. The dominant cross section is between polarization states with
k,E,B coplanar. It is clearly given by

do-
dO.

= r 2 sin2 0 sin2 I (4.42)
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where 8,8' are the angles made by the incident and scattered wave vectors with the
magnetostatic field.

4.3.5. Inverse Compton Scattering in a Strong Magnetic Field

This anisotropy in the cross section introduces an additional complication to inverse
Compton radiation. This is because the incident photon propagates in a direction mak-
ing an angle ~ 7"1 to the magnetic field and so the total scattering cross section as
given by Eq. 4.42 is reduced by a factor ~ j ~ 2 from the Thomson value assuming that
the frequency in the electron rest frame (w') is less than LOG- However, under these
circumstances, we must also consider the effect of the "E x B" drift of the electron per-
pendicular to the magnetic field. This will produce an oscillatory electron motion that
is larger than the field parallel motion by a factor JLO'/LOG- The azimuth and incident
polarization-averaged cross section will be given by

for incident frequency LO satisfying LOQ/JLO < COG- In practice, this leads to a rather
complex polarization pattern.

4.3.6. Quantum Electrodynamical Effects

The virtual electron-positron plasma that comprises the QED vacuum affects the prop-
agation of radiation through it. These are clearly likely to be of importance when the
magnetic field strength approaches the critical field strength, Bc-

An external magnetic field causes photons of different polarizations to travel at slightly
different speeds. The CP-invariance of electrodynamics tells us that the two modes must
be linearly polarized. Specifically, the indices of refraction of both modes differ from unity
and are given by (Heyl & Hernquist 1997a):

a 8 (»- '" • (4.44)

(4.45)

for Tito <C mec
2 and B <£ Bc. B±_ is the component of the magnetic field perpendicular

to the propagation direction of the photon. A photon in the perpendicular polarization
has its electric field vector perpendicular to the projection of the magnetic field into the
transverse plane, and similarly for the parallel polarization.

For fields stronger than Bc, the index of refraction for the mode with the electric field
perpendicular to the external magnetic field saturates at

nx = 1 + — -sin2 <? + ••• , (4.46)
4TT 3

while the index for the other mode increases without limit

Therefore, there are two natural limits to the behavior. In the weak field regime the
vacuum polarization may be sufficiently strong to decouple the polarization states as
they propagate through the magnetosphere (Heyl & Shaviv 2000, 2001). Normal pulsars
as well as strongly magnetized white dwarfs fall in this regime. In the strong-field regime
magnification and distortion of the image of the neutron star surface may become impor-
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tant in addition to the decoupling of the propagating modes (Shaviv, Heyl & Lithwick
1999).

The processes of photon splitting and one-photon pair production are forbidden in field-
free regions, the first by Furry's theorem and the second by four-momentum conservation.
However, in the strong magnetic fields surrounding a neutron star, both processes may
be important. Photon splitting most strongly affects photons in the ±-mode which may
split into two photons in the ||-mode (Adler 1971, the mode-naming convention used here
is opposite to that used by Adler); this both distorts and polarizes the photon spectrum.

One-photon pair production has an energy threshold of hcusinO > 2mec
2 for photons

in the ||-mode. The threshold for photons in the ±-mode is slightly larger hui sin 9 >
mec

2(l + \Jl + 2B/BC). Near the thresholds, in strong magnetic field especially, the
cross-section for this process is complicated by the formation of the pair in discrete
Landau levels or a positronium bound state (Daugherty & Harding 1983; Usov & Melrose
1996).

4.4. Interpretation

4.4.1. Rotation-powered Pulsars
Partly because it provides such a straightforward interpretation of the polarization

data, the curvature radiation model is probably the favorite explanation for pulsar radio
emission. However, it does have some drawbacks. One of these is that it is difficult to
maintain a compact bunch for very long as the electrons travel along trajectories with
different radii of curvature and are subject to radiation reaction. Another problem is that
it has proven hard to find a suitable plasma instability which will allow charge particle
bunches to grow. A third and currently controversial observational claim is that the
emitting area is much larger than expected if the bunches form in the inner magnetosphere
as the rotating vector model requires. Specifically, Gwinn, et aL(2000) find that the size
of the Vela pulsar emission region is roughly ten per cent of its light cylinder radius,
~ c/fi, suggesting that the emission originates in the outer magnetosphere. Conversely,
Cordes (2001) finds that the source is unresolved.

The maser explanation, by contrast, only works in the outer magnetosphere and the
average direction of polarization should be orthogonal to the projection of the pulsar
spin axis on the sky. This can be tested using the Crab and Vela pulsars where X-ray
jets are observed which, although their formation is not understood, are presumed to be
along the projected spin axis. In the case of the Crab pulsar, the situation is ambiguous
because it is unclear if the two pulses come from one or two magnetic poles. However,
in the case of the Vela pulsar, the electric vector is unambiguously perpendicular to
the projected spin axis, consistent with the maser model. It could also be consistent
with curvature radiation if propagation effects are important. It should be possible to
discriminate between these two models observationally.

The pulsed optical radiation and X-ray radiation seen from several radio pulsars is
generally thought to be incoherent synchrotron and inverse Compton radiation, respec-
tively. However, the location of the emission region, and, in the case of the X-rays, the
source of the incident photons (the surface of the star or coherent radio emission from
the magnetosphere) is currently undecided. Suffice it to remark it here that polarization
arguments figure prominently in these debates.

4.4.2. Accretion-powered Pulsars
In addition to being strongly polarizing, the opacity, Eq. 4.42, is highly anisotropic.

So, even though we cannot measure the X-ray polarization directly, at present, it does
have a strong effect on what we observe. In particular, the mass that accretes onto a
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spinning neutron star with a surface field ~ 1012 G is likely to be channeled toward
the magnetic poles and, if the accretion rate is large enough, there will be a significant
Thomson opacity at the poles. However, it will be much easier for the radiation to escape
along the direction of the magnetic field than in the transverse direction. For this reason,
X-rays are thought to emerge in two broad pencil beams about the magnetic axis as is
observed.

4.4.3. Surface Emission from Isolated Neutron Stars and Magnetars

The atmospheres of neutron stars are thought to emit strongly polarized radiation
(Pavlov & Shibanov 1978). The opacities in the two polarization modes of the atmo-
spheric plasma may differ by several orders of magnitude (Lodenqual et a/. 1974). The
opacity in the extraordinary mode (i.e. E _L B) is generally a factor of (W/WG)2 smaller
than in the ordinary mode. Since the atmospheres are typically at a temperature of
several million degrees, the natural place to study this emission is in the X-rays. Fur-
thermore, as we shall see, the vacuum significantly affects the propagation of radiation
passing through it at X-ray and higher energies.

Although the emission at the surface may nearly be fully polarized, one observes radi-
ation from regions with various magnetic field directions. In this vein, Pavlov & Zavlin
(2000) argue that the net polarization in the X-rays is on the order of ten percent and
decreases for more compact stars. However, this treatment ignores the fact that QED
renders the vacuum birefringent. The field strength varies sufficiently gradually, that is

« |Afc|, (4.48)
\Ak\

where

in the weak field regime, that the two polarization modes are decoupled. Radiation
produced at the surface with its polarization direction perpendicular to the local magnetic
field direction will keep its polarization perpendicular to the field even as it passed
through regions where the field direction changes. The observed polarization reflects
the direction of the field at a distance

from the center of the star (Heyl & Shaviv 2000, 2001). Here fj. is the magnetic dipole
moment of the neutron star, and (3 is the angle between the dipole axis and the line of
sight. QED ensures that the strongly polarized radiation at the surface of the neutron
star remains strongly polarized until it is detected; therefore, the simple detection of
strongly polarized X-rays from the atmosphere of a neutron star will verify a thus far
untested prediction of QED. Cheng & Ruderman (1979) used a similar argument to
account for the strong polarization of radio emission from pulsars.

Although, the QED process of one-photon pair production plays a crucial role in radio
pulsars by fueling the plasma that produces the emission {e.g. Daugherty & Harding,
1982), the threshold for the reaction is much higher than the typical energies from the
surface emission. The cross-section for photon splitting increases dramatically with in-
creasing photon energy, oc E6 (Heyl & Hernquist 1997b) and is only important above
10 keV even in the strongest magnetized sources.
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4.5. Soft-Gamma Repeaters

Thompson and Duncan first argued that the soft-gamma repeaters are neutron stars
fueled by a dynamic magnetic field whose strength greatly exceeds Bc. In their quiescent
state, these objects emit thermal radiation from their surfaces and the discussion of the
previous subsection applies. If their surface fields are sufficiently strong (the surface
field is expected to exceed the value estimated by spin down of ~ 1015 G), magnetic
lensing may be important for photons whose polarization is parallel to the magnetic field
(i.e. the ordinary mode); however, thermal emission in this mode appears to be strongly
suppressed.

However, what makes the soft-gamma repeaters unique is that they burst. In fact, the
soft-gamma repeater, SGR 1900+14, is the only object beyond our solar system to have
had contemporary geophysical consequences (it ionized the nightside upper atmosphere
nearly to daytime levels). This soft gamma-ray emission is generally well below the
threshold for one-photon pair production, but photon splitting should degrade the ener-
gies of the photons by at least a factor of two and polarize them by converting photons
in the extraordinary mode to the ordinary mode (Baring & Harding 1997). Observing
this tracer of photon splitting would require gamma-ray polarimetry.

4.6. Summary

• Magnetized neutron stars provide cosmic laboratories where we can observe unique
polarization effects in action and use them to identify the emission mechanism.

• Radio pulsars offer the richest polarization data set outside the solar system. They
are strongly diagnostic of the emission mechanism and the effects of propagation.

• Accretion-powered pulsars introduce new effects associated with strong field anisotropic
emission and scattering in the ~ 1012 G surface fields. Even though the X-ray polariza-
tion is not yet measured, it is important in determining the total spectrum and pulse
profile.

• X-ray pulsars allow us to address important physics questions, like the composition
and compressibility of cold matter at supra-nuclear density.

• The simple detection of strongly polarized X-rays from the atmosphere of a neutron
star (or optical radiation from neutron stars with B > 1013 G) will verify the prediction
that QED renders the vacuum birefringent and provide an estimate of the radius of the
star itself.

• The convincing case that magnetars exist with surface fields well in excess of the
critical field, (4.4 x 1013 G), offers the equally exciting, (though observationally very
challenging) prospect of testing quantum electrodynamics in a regime far removed from
terrestrial investigation.

5. Black Holes
5.1. Motivation

There is now very good evidence for the existence of black holes in the universe. They
appear to be a common endpoint of the evolution of massive stars in our Galaxy and
nearby galaxies and we know of roughly ten good cases where the dynamically determined
mass significantly exceeds the Oppenheimer-Volkoff limit (for neutron stars) ~ 2.5 MQ

and the Chandrasekhar limit (for white dwarfs) ~ 1.4 M©. In addition, there are many
more cases of transient X-ray sources where the circumstantial evidence, in the absence
of dynamics, is pretty convincing. A significant fraction of massive stars must end their
life this way.
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Similarly, dynamical studies of the nuclei of nearby galaxies reveal the presence of
"massive dark objects" which, if they were, for example, clusters of compact objects,
would be very short-lived. Identifying them with massive black holes is by far the most
conservative conclusion to draw. It appears that the nuclei of most normal galaxies,
including our own, contain black holes with masses in the range ~ 3 x 106 - 3 x 109 M©.
(There are speculative suggestions that there may be a large population of intermediate
mass black holes, perhaps relics of the first generation of stars.)

The existence of black holes is, arguably, the most far-reaching implication of the gen-
eral theory of relativity. The theory has been probed in the weak field regime and passed
all quantitative tests with an accuracy that can be as small as ~ 3 x 10~4. It is in
the nature of the theory that, if we understand the laws of physics under these circum-
stances, it is simply a question of geometry to describe strong field environments, when
the equivalent Newtonian potential approaches c2. If the theory in its essential simplicity
is correct, then the metric of an asymptotically flat black hole spacetime (excluding some
mathematical niceties) is essentially given. Indeed, in one of the greatest successes of
mathematical physics, we have a closed form version of the metric of a spinning black
hole, known as the Kerr metric, and essentially all classical physics that can be discussed
in a flat spacetime can also be discussed around a black hole; there are no difficulties of
principle. There are, however, considerable difficulties in execution (which have mostly
been overcome using numerical calculations.) Although we know of more general space-
times that include a gravitationally significant charge or orbiting mass, we believe that
these are irrelevant to observed black holes and that astronomers need only be concerned
with the Kerr metric.

However, it is logically possible that the theory of general relativity could be wrong
or incomplete and that, as a consequence, black holes are fundamentally and observably
different from their general relativistic description. For this reason, it is vitally important
that we try to find ways to probe the spacetime around black holes, now that we know
where to find them. In this regard, observing black holes provides a far more telling
test of relativity theory than cosmological observations. This is because cosmological
observations are seriously compromised by our deep ignorance of the nature of dark
matter and energy as well as the effects of evolution.

We already know that gravitational waves exist. Binary pulsars are observed to lose
orbital energy at rates that agree with theory to a fraction of a percent. However, this
mostly tests linearized theory even in the sources. The direct detection of gravitational
waves, which we hope will happen one day, is also is only a linear test. The ultimate
test of general relativity is to make detailed observations of gravitational waves from
coalescing black holes; an observation that I suspect will be not be technologically fea-
sible for some time. In addition to testing strong field relativity, this can also provide
much useful astrophysical information on galaxy merger rates, AGN evolution and so on.
Computing the wave forms in necessary generality is a major challenge to computational
science. What is relevant in the present context is that gravitational waves have natural
polarization states, just like electromagnetic waves, and much of the information from
these coalescences will be encoded in the polarization details. (There are other strong
field sources of gravitational radiation that have been considered, notably topological
defects like cosmic strings. Unlike the case with black holes, there is no observational
evidence yet for their existence. However, if they are ever discovered, then it may well be
their gravitational radiation polarization that is their distinctive signature. Computing
this polarization is a good project which appears to have been mostly ignored.)

There is a second and quite different reason for being interested in black holes. This
is that we do not understand properly how they work. We have already introduced jets,
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disks, and outflows; and discussed how polarization observations can teach us about their
properties. We already know, from direct observation, that all three of these continue
down to relatively close (in logarithmic terms) to the black hole. This is where most of
the energy is released. However, we do not understand how this all happens and how
the flow around the black hole depends upon the mass and the spin of the hole as well as
the accretion rate and the immediate environment. It appears that the answers to these
questions will only be found by exploring the black hole itself.

A third contextual aspect of this study is that we are beginning to suspect that black
holes have a much larger and more active role in galactic and extragalactic astronomy
than used to be the case. It is increasingly likely that gamma ray bursts are associated
with the formation or augmentation of black holes and that these have major environ-
mental impacts on their surroundings and could soon become useful cosmological probes.
Black hole transients provide the dominant hard X-ray emission of galaxies like our own
and create powerful outflows. The discovery of dormant, or near-dormant black holes
in the nuclei of normal galaxies has affirmed the long-standing black hole model of ac-
tive galactic nuclei, including quasars and giant, double radio sources. However, the
implications have much broader implications than the properties of AGN per se. The
quasars themselves provide the best cosmologically distant beacons that we have and
they allow us to study the intergalactic medium, matter and cosmography. Furthermore,
it is becoming increasingly apparent that they have an much more active role in the very
formation of galaxies, both in the initiation and perhaps in the cessation of the process.

The long term observational goal, then, is to verify that black holes are described by
the Kerr metric and to measure their masses and spins in such a way as to elucidate their
role in stellar and galactic evolution. In this section, we will try to show how polarization
observations can contribute to meeting this objective.

5.2. Observation

We have already described most of the relevant observations of black holes including the
fairly strong dynamical measurements of their masses and the Fe K line emission which
provides the strongest evidence to date that black holes spin relatively rapidly. The
most relevant, existing observation for the purpose of this lecture are the measurements
of linear and circular polarization.

5.2.1. Sgr A*

The center of our Galaxy appears to be identified with the radio source Sgr A*. There
is now excellent dynamical evidence that is a "dark, compact object" with a mass 2.6 x
106 MQ and a black hole is by far the most conservative interpretation. The source
is nearly at rest and stars can be tracked moving (and accelerating) around it (Ghez
et al.2000). The source has a spectrum which peaks at ~ 300 GHz and the image
is broadened at radio wavelengths by interstellar scattering. At 43 GHz, the average
scatter-broadened size is reported to be ~ 3 x 1013 cm, (Lo et a/. 1999) and to scale
roughly oc A2. Sgr A* is a weak and soft X-ray source. Interestingly, a 106 d periodicity
in the radio emission has also been reported (Zhao, Bower & Goss 2001).

Sgr A* has long been known to have negligible linear polarization at radio and mm
wavelengths. This is not a surprise because the Faraday rotation is expected to be quite
high so that the differential (in both angle and frequency) rotation is also large enough
to depolarize all measurements. What is a surprise (as discussed here by Hildebrand) is
that Aitken et al.(2000) measure ~ 10 percent linear polarization at 150 GHz, using the
SCUBA instrument on the James Clerk Maxwell Telescope, although there is an upper
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limit of ~ 1 percent at 86 GHz (Bower et aL2000). Clearly there is a need to confirm
the SCUBA measurement.

More recently, it has been discovered that Sgr A* exhibits quite strong circular po-
larization, (Bower, Falcke & Backer 2000). The 5 GHz degree of circular polarization
appears to have been stable at a value of ~ -0.003 for nearly twenty years. At higher
frequencies, up to ~ 43 GHz, the degree of circular polarization appears to increase up
to a few percent and become increasingly variable, doubling in a few days.

5.3. Physical Processes

5.3.1. Spinning Black Holes

The spacetime around a spinning black hole is described by the Kerr metric expressed
in Boyer-Lindquist coordinates with G = c = 1

ds2 = - (1 - 2mr/p2)dt2 - (iamr sin2 6/p'2)dtd(f> + (p2/A)dr2 + p2d62

+ (r2 + a2 + 2mra2 sin2 0/p2) sin2 6d(p2, (5.51)

where

p2 = r
2 + a2 cos2 6 , (5.52)

A = r2 - 2mr + a2, (5.53)

and m is the mass such as would be measured by the orbit of a distant satellite, and
a < m is the specific angular momentum of the hole, as could be measured operationally
by the precession rate of a gyroscope.

There is an event horizon, It, which is located where A = 0 i.e. where the radial
coordinate r = r+ = m + (m2 — a2) 5. Particles on timelike or null geodesies must be
inwardly moving within r+ which leads to the interpretation that H. represents a surface
of no return. The four velocity, u — {dt/dr,dr/dr,d6/dr,d(j)/dr] of a material particle
satisfies

ga0u
aul3 = - l . (5.54)

The equation of a photon, following a null geodesic is given by ga^dxadx® — 0, supple-
mented with equations representing the conservation of energy and angular momentum
as well as an additional integral of the motion.

The angular velocity Q, = d(f>/dt of a particle, orbiting with fixed r, 6, therefore satisfies

uO2[gQO + 2Qgo4 + tfg^} = - 1 . (5.55)

This implies that f2min < fl < f2max where flm\n > 0 when r+ < r < re = m + (m2 —
a2 cos2 9)1/2. The radius re is known as the static limit and the region between it and
the horizon, where inertial frames are dragged by the spin of the hole, is known as the
ergosphere. A particular significance of the ergosphere is that orbits of negative energy
(including rest mass) exist within it. As r —> r+ at the event horizon,

n m i n -»• flmax -> (lH = a/(r2
+ + a2f'2 , (5.56)

the angular velocity of the hole.
A remarkable theorem due to Hawking states that the area of the horizon, which

can be computed from the metric to be A = Jn{geeg4,<t,)1^2d6d(f> — 4?r(r+ + a2) cannot
decrease. We can use this to define a so-called irreducible radius ro and irreducible mass
rno through

r0 = 2m0 = (A/47T)1/2 . (5.57)

This immediately implies that a = r^H^f. It turns out that the area is proportional to the
thermodynamic entropy. Now imagine that we exchange some mass and some angular
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momentum with the hole, reversibly (and therefore at constant area) from just outside
the horizon. These must be added according to

dm = Qd(am). (5.58)

This equation can be integrated to give

m = [i (Zn/i • (5-59)

Imposing the condition a < m, we find that there is a mass m — mo < 0.29m that
can, in principle, be extracted from the hole. The main way that this is thought to
occur naturally is through the agency of large scale magnetic field that threads the event
horizon of the black hole. This magnetic field can exert a torque on the hole, similar to
the magnetic torques acting upon the sun and neutron stars, for example. Black hole spin
provides a plausible power source for high energy phenomena like ultrarelativistic jets
and gamma ray bursts and this is one reason why black holes are commonly thought to
be spinning rapidly. (Even if the spin is not a significant power source, then the specific
angular momentum of the gas that accretes onto a black hole is generally so large that
it is very hard to imagine slowly spinning holes ever being formed.)

For present purposes, though, what is most important is that, in a rapidly spinning
hole, the accreting matter can form a disk extending quite close to the horizon. Specifi-
cally, if we consider circular Keplerian orbits around a hole then these are stable down to
a radius of marginal stability which is located at 6m for a non-rotating (Schwarzschild)
hole and approaches the horizon as a -> m. In addition, it is possible for strong pressure
gradients within the disk to support matter in non-Keplerian orbits inside 6m. This
means that gas may survive quite a long while in and around the ergosphere before
crossing the horizon or being ejected. The dominant emission may come from this re-
gion, and as the radiation escapes, its trajectory and the propagation of its polarization
can be significantly influenced by the curvature of the spacetime. This provides us with
a potential probe of the Kerr metric.

5.3.2. Geometrical Optics of Plasma Waves in Flat Space

We are interested in the propagation of plasma waves in the curved spacetime around
a black hole. However, for the moment, let us consider the propagation of waves in
flat space under geometrical optics. This is appropriate because the wavelengths that
we are considering, at least for electromagnetic radiation, are always much smaller than
the horizon radius. It is convenient to exploit the analogy with Hamiltonian particle
dynamics. Under the eikonal approximation, we can define a phase <f> such that V</> = k
and d<f>/dt = —u. The phase velocity is, as usual, defined by V,p = u>/k. We assume the
existence of a dispersion relation

u = Cl(k,x,t). (5.60)

Equivalently, there is a Hamilton-Jacobi equation

^ + il{V<l>,S,t) = 0, (5.61)

which must be satisfied. The three Hamilton equations are

* • • • ' ( 5 - 6 2 )

§ = - ^ % , (5.63)
dt dk
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where

| = | + ? . - V . (5.65)

and Vg is recognized as the group velocity. These three equations govern the propagation
of plasma modes in a spatially inhomogeneous and temporally varying medium, under the
short wavelength approximation. In a cold, unmagnetized plasma the dispersion relation
is fi = (wj, + c2fc2)1/2 and Vg = c2 /V$. We can think of wave quanta - plasmons - and the
energy they carry, as moving along a path x(t) with the group velocity. These plasmons
are conserved; i.e. the wave energy density U can be shown to obey a conservation
equation of the form

Consider, for example, shear Alfven waves. The dispersion relation is u> = k-
and the group velocity is Vg = B/(47rp)1/'2. The wave packets propagate along the mag-
netic field along with the energy although k can be directed at a large angle to B.

The propagation of the polarization can be most simply approached by decomposing
the given wave into its normal modes, propagating each along the direction of the group
velocity, and compute the relative change in phase (to lowest order in the eikonal approx-
imation this is simply / dx-k along the path.) Of course the character (i.e. polarization,
local phase velocity etc. ) of these modes will change, but provided we are in the WKB
limit, the modes are distinguished, non-degenerate (see below), and there is no mode
crossing (which can occur and has to be handled more carefully), these changes will
change adiabatically. As a result, they can be tracked and the total phase difference
along a path can be computed.

The total flux can be computed by using the conservation of intensity along the path.
Equivalently, we say that the phase space density of individual quanta of wave excitation,
in individual modes is conserved along paths. If there is emission or absorption along
the path then it is straightforward to write down the equation of radiative transfer and
use the local emission and absorption coefficients to evolve the intensity (e.g. Rybicki &
Lightman 1979; Bekefi 1966).

In practice, of course, all of this can easily become quite involved. However it is
important to understand the principles because these alert us to the sort of effects we
might expect to observe.

5.3.3. Magnetized Accretion Disk
As a more pertinent illustration of some of these ideas, let us consider electromag-

netic wave modes propagating through an accretion disk containing a strong, though
disordered, magnetic field.

Consider a magnetoactive plasma with X = ujp/oj2,Y = UJG/U < 1 where wp is
the plasma frequency and U>G is the electron gyro frequency. Under so-called "quasi-
longitudinal" conditions - essentially when cos# < Y, where 8 is the angle between k
and B, the electromagnetic eigenmodes are elliptically polarized with axis ratio r =
1 ± Y sin # tan # and phase velocity difference AV = cXY cos 9.

Now suppose that synchrotron (or cyclotron) radiation is emitted within an accretion
disk of thickness H. The major axis of the polarization ellipse will be Faraday rotated at a
rate A<&/ds — AVto/2c2. Now if, as we expect, the magnetic field direction reverses often
along a ray and if, as also anticipated,Ar|y|ti;iI/c >> 1, then we expect that the emergent
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linear polarization will be vanishingly small (cf §1.3.4). (The limiting polarization along
an individual ray is likely to be determined by the decrease in the density rather than
the magnetic field strength.)

The circular polarization is a bit more problematic. If we suppose that there is a net
magnetic field normal to the disk, as is true of some models, then there should be a
preferred sense of the circular polarization that is emitted in cyclotron or low energy
synchrotron radiation. This will be largely preserved in propagating out of the disk.

If the emitted radiation is effectively unpolarized, we can analyze the production of
circular polarization due to Faraday conversion by decomposing each wave into the eigen-
modes. Thus consider a single eigenmode propagating out of the disk through a spatially
varying magnetic field. We suppose that the variation happens relatively slowly on the
scale of the wavelength so that the polarization ellipse adjusts adiabatically (with no
mode crossings). Next, suppose that the two eigenmodes are launched with equal ampli-
tude and that the field is uniform. The beating between the two eigenmodes will result in
a circular polarization of amplitude Y sin 9 tan 9 that changes sign as the plane of linear
polarization rotates. If either the Faraday depth is large, or the sign of the magnetic
field is as likely to be negative as positive, then the limiting circular polarization that
emerges from the disk is equally likely to have either sign and so there will be no net
circular polarization.

Now let the magnetic field direction vary along a ray. If the angle 9 varies, then there
will be a corresponding change in the axis ratio of the polarization ellipse, but still no
preference for one sign over the other. However, if the azimuthal angle <f> relating B
to k changes in a systematic fashion along all rays then a net phase difference between
the two modes will develop. In the same way that Faraday conversion creates circular
polarization, such a phase difference will also create circular polarization. The main
difference is that while Faraday conversion depends upon the direction of the magnetic
field, and hence will not lead to a net polarization for randomized fields, the new mech-
anism depends upon the rate of shearing and only the strength of the field. Thus, it is
possible to conceive of situations in which the rate of shearing and the typical length
scales over which the magnetic field reverses are related in such a manner that a net
circular polarization is produced without a commensurate linear polarization.

This situation is precisely what might be anticipated in a magnetized accretion disk. In
the disk interior, the typical field direction will trail to reflect the differential rotation in
the disk. However, the field will be swept back by progressively smaller angles as the ray
approaches the disk surface, corresponding to a net rotation of the average azimuthal
angle <f>. There will only be a preferred sense of limiting circular polarization, if the
magnetostatic field is still changing in this systematic manner over the last radian of
Faraday rotation. The net circular polarization will be ~ c\nY/wHX.

These are some of the subtle effects that could be present in an accretion disk and which
could, under some circumstances, create measurable polarization, even in the absence of
general relativity.

5.3.4. Geometrical Optics of Vacuum Waves in a Curved Spacetime

We first consider the propagation of photons in a vacuum surrounding a black hole.
These follow orbits called null geodesies, just as material particles follow timelike geodesies.
The equation of motion can be expressed in a general coordinate system though, in our
case, Boyer-Lindquist coordinates, by saying that the total derivative of the wave vector
along the ray vanishes. In index notation, this becomes

= 0, (5.67)
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cfEq. (5.62).
There are essentially three constants of the motion that describe these orbits, an energy,

-fco an angular momentum, k^,, and a third quantity known as the Carter constant, Q
(e.g. Misner, Thorne & Wheeler 1973.) (In fact, we only need the ratios k^/ko^/ko to
define the rays.) Close to the black hole the rays are strongly curved with the consequence
that a distant observer, able to resolve a black hole, would be able to see a distorted image
of the disk behind the hole, apparently hovering above the hole (cf Fig. (2).). The ray
trajectories are given, in general, by the solution of a set of coupled ordinary differential
equations that can be partly integrated in terms of elliptic functions (Rauch & Blandford,
1994). Given a model of the emission, for example of the surface emissivity of a thin
accretion disk, it is a straightforward, though quite lengthy, exercise to compute the total
emergent flux and, indeed, the form of the image that would be resolved if the black hole
could be resolved.

Now, turn to the propagation of the polarization of vacuum modes in a curved space-
time, specifically outside the horizon of a Kerr hole (Laor, Netzer & Piran 1990). As
we have already emphasised, both non-thermal emission (e.g. synchrotron radiation) and
electron scattering are likely to create polarized sources of radiation. If we just con-
sider linear polarization for the moment, and the generalization to circular polarization
is straightforward, then the question that we must answer is "How do we propagate the
plane of polarization from one point to the next along a curving ray?". The answer is
that the electric vector is "parallel-transported" (eg Misner, Thorne & Wheeler 1973).
What this means is that the unit vector in the direction of the electric field ea changes
along the ray such that its magnitude and projection onto the direction of the ray remain
constant. An additional constraint arising from Maxwell's equations in vacuum is that
the electric vector must be perpendicular to the wave vector. Hence, in index notation,
we have

\ eaka = 0. (5.68)
These can be solved consistently to propagate the electric vector along a ray.

What is actually done is somewhat different. It turns out that there is another con-
served quantity, called the Walker-Penrose (1970) tensor, associated with the photon
spinors (the familiar geometrical object that in this case are associated with light-like
geodesies, the path taken by photons in vacuum.) This actually involves the electric
vector and can be used to relate the polarization at the point of emission to that at the
point of observation directly without having to integrate a differential equation (Connors,
Stark & Piran 1980). It is then possible to define a transfer function for the polarization
and to compute the polarized flux given a specific emission model using the propagated
intensity. (Note that, in propagating the intensity, we must correct for the Doppler and
gravitational shifts. There is a natural way to do this in general relativity.)

5.3.5. Geometrical Phase

The next level of complication is to introduce the plasma into the curved space time.
Let us do this in two stages. The first stage is to ignore the magnetic field so that the
local dispersion relation takes the form fi = (u2(x) + c2k2)1/'2. In this case, the refractive
index is locally isotropic. This means that the two eigenmodes at a point are degenerate
and that we have to formulate a rule to connect the polarization from one point along a
path to the next.

The wave packets, which travel at the local group velocity, are no longer moving along
null geodesies, but timelike geodesies instead. It turns out that the Hamiltonian equations
of motion can be generalized in a covariant manner, provided that one has knowledge of
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the local linearized dispersion relation at every relevant point in space time. Therefore,
there is a prescription for computing the paths. These can be described by a four velocity
ua and an acceleration aa = dua/dr with respect to a freely-falling frame, where dr is an
interval of proper time. The standard relativistic way to handle this is to generalize the
notion of parallel-transport to Fermi-Walker transport (e.g. Misner, Thorne & Wheeler
1973), which corrects for the non-null motion of the wave packets. The propagation
equation becomes

^ = e % u a - UpePaa . (5.69)

Eq. (5.69) reduces to Eq. (5.68) when Eq. (5.67) is satisfied. This provides a natural
basis in which to discuss polarization propagation and phase changes.

It is instructive to consider a wave propagating along a twisting optical fiber, with k
parallel to the local tangent to the fiber. Here again we have gradients in an isotropic
refractive index. In this case, the unit electric vector, along e, must remain perpendicular

to the unit wave vector k. When the fiber bends, the change in eTmust be along k; there
is no other vector to be involved as the medium is isotropic. Therefore we can write
down the equation of propagation for the electric vector from first principles.

(5.70)
\ us I

This is a limiting case of Eq. (5.69).
A good way to visualize what is happening (Berry 1990) is to allow the tangent to

the fiber to trace out a path on the unit sphere, e is tangent to the sphere and it is
straightforward to see that rotation angle of e after traversing a complete circuit equals
the solid angle enclosed by that circuit. If we propagate a linearly polarized wave along
a twisting fiber, the polarization direction will, in general, be rotated between two points
where the fiber is parallel. This experiment has been performed successfully (Chiao
et al. 1989). (Actually this was under conditions when physical as opposed to geometrical
optics applies, though the results should be identical.)

This rotation - essentially a phase change between the two circularly polarized eigen-
modes - is known as the geometric phase. Geometric phase is a quite general phenomenon
in physics and analogs are expected to be relevant to wave propagation in a curved space-
time. The Foucault pendulum provides another example of this general phenomenon. As
is well known, a Foucault pendulum at latitude i will only rotate through an angle in
inertial space of 2TT(1 - sin£), the solid angle traced out by the radial vector on the unit
sphere, as it is carried around a complete circuit in one day by the spinning Earth. Now
to see where general relativity may come in, it is helpful to consider a Foucault pendulum
at the North pole. According to the above discussion, there is no rotation of the plane
of oscillation according to Newtonian dynamics. However, the tiny dragging of inertial
frames effect associated with the spin of the earth leads to an equally tiny rotation of the
plane of polarization and there have been proposals to measure it. Effects such as these
would be much larger near a spinning black hole and could also influence the propagation
of electromagnetic waves.

5.3.6. General Relativistic Magnetoionic Theory

The second stage is to reinstate the magnetic field which, on general grounds, is surely
present. This breaks the degeneracy between the two wave modes. This is akin to
changing the pivot of a Foucault pendulum from a point attachment to an axle. As far
as is known, there is no generalization of the Carter constant and the Walker-Penrose
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tensor, to non-null wave modes. The equations for the paths can be integrated and the
intensity and the polarization can be propagated using the relativistic generalization of
the approach outlined above (Broderick & Blandford, in preparation.)

When a linearly-polarized vacuum wave crosses the ergosphere of a rapidly spinning
hole, there is a contribution to the emergent polarization position angle of order unity
due to the dragging of inertial frames. We can think of this as a phase difference in
of order unity in the two circular polarized modes into which the linear mode can be
decomposed. Now, if we introduce a magnetoactive plasma into the path, then there
is likely to be a large Faraday rotation per unit length. The total rotation will differ
by much more than 0(1) along different paths that any emitted linear polarization is
likely to be erased. However, as discussed above, the eigenmodes are not completely
circular and have an ellipticity 0(XY). What this means is that a systematic phase
difference 0(1) will be introduced between the two modes and that, if the original modes
are in phase so that there is no circular polarization, a degree of polarization 0(XY)
will emerge, independent of the reversals of the magnetic field and variations in the total
Faraday rotation along different lines of sight.

These matters deserve further attention.

5.4. Interpretation

5.4.1. Sgr A* and other Low Luminosity AGN

X-ray observations of Sgr A* (Baganoff et a/.2001) have shown the the luminosity
is very small (~ 4 x 1033 erg s~x) and the spectrum is quite soft. Variability on an
hour timescale may also have been seen. (As has been argued elsewhere, Blandford &
Begelman 1999, this is generally to be expected if most of the mass supplied to the hole is
blown away in a wind.) This suggests that the density of gas is very low close to the hole
and opens up the possibility that we may be seeing radio or, more likely, mm emission
from the ergosphere. Under these conditions, polarization observations could be quite
diagnostic of the physical conditions.

The variable circular polarization discussed above, increasing in degree with frequency,
has at least three explanations. Firstly, there could be a radius to frequency mapping so
that the radio photosphere shrinks with frequency and the field gets stronger so that the
energy of the emitting relativistic electrons also decreases. This leads to an increase in
the emitted degree of circular polarization (cf §1). Variability studies at high frequency
should be quite diagnostic. Secondly, the polarization could be due to a flat space
propagation effect along the lines discussed above. It will be particularly interesting to
see if the sign of the circular polarization really does not change, as the observations to
date may suggest. This could, in principle, be related to the angular velocity of the disk
as outlined above, though quantitatively this seems improbable.

The third possibility may be the most unlikely, yet it is the most exciting. This is that
the circular polarization reflect directly the geometry of the ergosphere and be due to a
general relativistic, propagation effect as outlined above. In the case of Sgr A*, we expect
the gas at high latitude in the ergosphere to be moving with speed ~ c. We deduce that
the expected degree of circular polarization is:

It is not impossible that this effect is observable These matter deserve more attention,
both observational and theoretical, in Sgr A* and other, nearby galaxies.
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5.4.2. Imaging the Ergosphere

Interesting and timely as these ideas may be, radio observations are probably not likely
to contribute to a confirmation of the essential features of the Kerr metric until we can
actually image the ergosphere. At present, as we have remarked, the best resolution has
been achieved in M87 (~ 100m). Probably the best prospects lie with sub mm VLBI
observations of Sgr A*, where interstellar scattering precludes resolving the ergosphere
at radio wavelengths (Falcke, Melia & Agol 1999). There are also quite futuristic plans
to develop X-ray interferometry to achieve analogous goals (Cash et a/.2000).

5.5. Summary

• Black holes are common features of the evolution of massive stars.
• Massive black holes are commonly found in the nuclei of normal galaxies. Pre-

sumably they powered active galactic nuclei including quasars and radio sources in the
past.

• We have good grounds to be confident in the general theory of relativity and, specif-
ically, the Kerr metric which describes the curved spacetime around a spinning black
hole. However, this does not absolve us from the responsibility of testing the theory.

• We also want to understand how black holes accrete and how they form jets as well
as their impact on Galactic and extragalactic astronomy.

• Recent observations suggest that we may be observing radio and mm emission from
very close to the black hole in Sgr A*. There is consequently interest in developing the
magnetoionic theory and radiative transfer in a general relativistic environment.

RB thanks Javier Trujillo Bueno and the Director of the Instituto de Astrofisica de
Canarias for their hospitality, his fellow lecturers for their instruction and the students
for their attention and questions. The NSF and NASA are acknowleged for support
under grants AST 99-00866 and 5-2837 respectively.
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Astronomical Masers and their Polarization

By MOSHE ELITZUR

Department of Physics and Astronomy, University of Kentucky, Lexington, KY 40502, USA

Maser radiation occurs naturally in interstellar space. Masers provide extremely bright beacons
that trace small scale structure in the host environments, which range from comets all the way
to external galaxies. The radiation is sometimes, though not always, polarized. When it is,
the polarization can reach much higher levels than in thermal sources—the radiation from some
masers is fully polarized. This chapter provides an overview of astronomical masers, discusses
the differences between maser and non-maser radiation and covers the fundamental theory of
maser radiation and its polarization.

In 1963, the first radio emission from an interstellar molecule, the hydroxyl radical
OH, was discovered. The ground state of this molecule produces four radio lines at
wavelengths of approximately 18 cm (figure 1). When an atomic or molecular system
radiates in several lines, certain ratios are expected between the line intensities. How-
ever, almost from the start the emission patterns displayed by the four OH lines in most
astronomical sources were peculiar, deviating considerably from expectations. In 1965
these peculiarities culminated with the discovery of radio line emission with such excep-
tional properties, the emitting substance was dubbed 'rnysterium' for lack of an obvious
explanation. The exceptional properties included extremely high brightness, line widths
much narrower than in all previous cases and substantial polarization. It did not take
too long, though, to realize that 'mysterium' radiation was simply maser emission from
interstellar OH.

The name MASER is an acronym for Microwave Amplification by Stimulated Emission
of Radiation. Lasers, which have become ubiquitous in everyday life, operate on the same
principles as masers, only involving visible Light instead of Microwave radiation—hence
the replacement of the first letter in the name. Masers were actually the first devices built
in the laboratory; it took more than five years to extend the effect to lasers. While the
construction of a laser or maser device requires special effort on Earth, the effect occurs
naturally in interstellar space, thanks to collision rates which are too low to enforce
equilibrium populations. By now, maser emission has been detected from many different
interstellar molecules including H2O (water), SiO (silicon monoxide), CH3OH (methyl
alcohol, also known as methanol), NH3 (ammonia), CH, HCN and H2CO (formaldehyde).
Maser wavelengths range from ~ 1 mm all the way to ~ 30 cm. Masers occur in many
environments, including comets, molecular clouds, star-forming regions, evolved stars,
supernova remnants and external galaxies with z up to 0.265. Strong maser emission has
been detected also from H recombination lines in the young star MWC 34.

These lectures concentrate on the unique physical aspects of masers in astronomical
environments. Since polarization is one of the more intricate properties of astronomical
masers, the fundamentals of maser theory are described first. Additional reading is
available in a textbook (Elitzur 1992a), a number of comprehensive reviews (Cohen
1989; Reid k Moran 1991; Elitzur 1992b; Moran, Greenhill, & Herrnstein 1999) and
proceedings of topical meetings (Clegg & Nedoluha 1992; Andersen 1998).
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FIGURE 1. Energy levels of the OH ground state, marked by their parity and overall angular
momentum (F). Transition frequencies axe in MHz

1. Astronomical Masers—Overview
1.1. Evidence for Maser Action

How do we know that the radiation from a given source involves maser amplification?
After all, the photons do not arrive tagged by the emission mechanism which produced
them in the first place. In general, maser radiation distinguishes itself with narrow
linewidths, occasional high polarization and, above all, extreme brightness.

When is the brightness considered extreme? It is convenient to express intensity in
terms of equivalent brightness temperature T^, defined as the temperature that a black
body should have in order to produce the intensity /„ observed at frequency v:

Iv = Bv{Tb). (1.1)

In general, the brightness temperature obviously varies with frequency. It becomes fre-
quency independent only when the radiation frequency distribution follows the Planck
function.

What sets the scale of brightness temperature in the case of line emission? This process
involves two levels separated by an energy gap AE = hv0. Denote the statistical weight
of each level (the number of degenerate magnetic sub-levels) by <?» (i = 1, 2), the level
population by Ni and the population per sub-level by 7ij (= Ni/gi). The line emission
coefficient is then

ev = N2A2ihvo<l>{v)/4ir, (1.2)

where <j>{v) is the frequency profile arising from the particle velocity distribution and A2]
is the Einstein ^-coefficient of the transition. The line absorption coefficient, taking into
account both the absorption and stimulated emission processes, is similarly

= (m - n2)g2B21hv0<j){v)/Air (1.3)

Einstein's relation for the ^-coefficients was used in deriving the second form in terms
of populations per sub-level, n^. The expressions for ev and K,V can be combined to yield
the line source function

Q *~V (1.4)
Kv B12N1 - #21-^2 B2i

Now, in thermodynamic equilibrium the level populations follow the Boltzmann distri-
bution. In general, though, the level population distribution is not known and its deter-
mination in an arbitrary situation is the central problem in modeling radio-astronomical
line emission in general and maser radiation in particular. However, although the pop-
ulation distribution is usually not known, it obviously can always be described by an
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expression like the Boltzmann relation if T is regarded as a free parameter. This is the
motivation for defining the line excitation temperature Tx as

— = exp{-AE/kTx). (1.5)

The populations are then described by the Boltzmann distribution with the equiva-
lent "temperature" Tx. With this definition and Einstein's relation for the A- and B-
coefficients we get

c2 exp(/iz//
The line source function is equal to the Planck function at the line excitation temperature.

With these results, the equation of radiative transfer

" — K (S — I ) (17)

can be cast in the form

^M^.=Blf(Tx)-Bl/(Tb) (1.8)
drv

by introducing the optical depth element drv = nvdl and replacing the intensity and
source term by the Planck functions of Tb and Tx, respectively. Now, the Planck dis-
tribution is a monotonically increasing function of temperature for any given frequency.
Hence, for the radiation generated inside the source, the brightness temperature cannot
exceed the line excitation temperature, namely

Tb ^ Tx, (1.9)

because otherwise dl^/drv < 0 and the medium is self-absorbing. Therefore, the bright-
ness temperature, which is a measured quantity, provides a lower limit for the line
excitation temperature in the source. Assuming that all the temperatures are in the
Rayleigh-Jeans domain, eq. 1.8 becomes

P- = Tx - Tb. (1.10)
drv

This form demonstrates explicitly that Tb cannot exceed Tx in the absence of external
radiation. The solution of this equation is

Tb = Tx[l - exp(-7y,)] + Te exp(-Ti,), (1.11)

where Te is the brightness temperature of an external source which may illuminate the
cloud from behind. Although this is only a formal solution, since Tx is not known, it
demonstrates explicitly that in the absence of background radiation Tb is smaller than
Tx and approaches it only for optically thick lines.

Measured brightness temperatures provide lower bounds for the excitation tempera-
tures in the emitting medium. Although in general line excitation temperatures need
not coincide with the source kinetic temperature, they usually do have the same order of
magnitude and in most cases are actually smaller. The discovery of OH brightness tem-
peratures as high as 1010 K in some astronomical sources was therefore quite a spectacular
event. Later on, the water vapor transition discovered at 22 GHz displayed brightness
temperatures in excess of 1015 K. These enormous brightness temperatures obviously
cannot bear any resemblance to the kinetic temperatures in the sources, since molecules
dissociate at a few thousand degrees. In addition, the strong maser lines are always quite
narrow. If their linewidths are interpreted as resulting from thermal broadening, the cor-
responding temperatures are usually no more than a few hundred degrees in general, in
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agreement with the values deduced by other means. Evidently, the reasoning that led
from eq. 1.8 to eq. 1.9 does not always apply. Indeed, a hidden assumption was that all
the temperatures involved are positive, as is usually the case. Suppose, however, that
for one reason or another the populations of the two levels of a transition are inverted,
so that n-2 > n\ and Tx becomes negative. The Planck function of a negative argument
is negative, and the absorption coefficient KV (and hence also TV) is also negative in this
case. The equation of radiative transfer then does not restrict the brightness tempera-
ture any more. This is best illustrated by the version involving temperatures (eq. 1.10),
which now becomes

= \TX\+Tb (1.12)
d\n

Obviously, T\, need not be smaller now than |Tg;|. In fact, if negative excitation tem-
perature and optical depth are inserted into the solution for the brightness temperature
(eq. 1.11), the attenuation term exp(-Tv) becomes an amplification factor. An optical
depth \TU\ of more than 20 leads to amplification in excess of 108 and could explain the
observed brightness temperatures.

One may wonder whether an experimental determination of Tx is possible at all, provid-
ing direct proof for population inversion. Unfortunately, eq. 1.11 includes two unknown
quantities — the excitation temperature Tx and the optical depth r. Both, obviously,
cannot be determined from a single equation. Suppose, however, that an interstellar
cloud happens to lie in front of a background continuum point source. Intensity can now
be measured in two different directions, including and excluding the point source. This
produces two brightness temperatures, with and without the term involving Te. Since
Te can be measured at frequencies outside the line emission, this procedure provides two
independent equations that can be solved for the two unknowns Tx and r.

This clever technique was utilized by Rieu et al. (1976) to study an interstellar cloud
in front of the extragalactic radio source 3C123. Their results for three of the OH
ground-state transitions are displayed in figure 2 which shows the line spectra. The
plotted quantity is the antenna temperature with the background subtracted so that the
baseline corresponds to Ta = 0. In the so-called "off source" measurements, those in
which 3C123 is outside the telescope beam, all three lines appear in emission. For the
"on source" measurements, in the direction of 3C123, the plotted quantity is

Tb-Te = (Tx - Te)[l - exp(-Tv)] (1.13)

because of the baseline subtraction. Now the lines at 1665 and 1667 MHz appear in
absorption, indicating that their excitation temperatures are lower than the brightness
temperature of 3C123. In contrast, the 1720 MHz line emission is now stronger than
before, so the cloud is actually amplifying the background radiation in this line instead of
absorbing it. The maser amplification is rather weak, \T\ is only ~ 0.1. Nevertheless, this
is one of the most spectacular maser effects observed in radio astronomy, since it directly
demonstrates how a cloud can act as an amplifier for background radiation. The inferred
excitation temperature is ~ —10 K. This experiment also demonstrates how maser action
is sometimes recognized even though the intensity involved is not exceptional. In general,
astronomical masers are identified through extreme brightness temperatures or unusual
emission patterns.
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FIGURE 2. OH spectra toward 3C123 (from Rieu et al. 1976).

2. Sample Maser Sources

Amplified radiation is fundamentally different from thermal radiation. Some of the
differences affect very basic properties of the data and must be recognized prior to any
discussion of the maser observations.

2.1. Peculiarities of Amplified Radiation

Maser intensity greatly exceeds thermal emission, i.e., Iv 3> Sv. The source function can
be neglected in the radiative transfer equation (1.7), which becomes!

§ = «„!„ (2-14)
dl

From its solution, the amplified intensity at an arbitrary point I along a given path obeys

l,lx) (2-15)

f Since the maser absorption coefficient and optical depth are negative, from here on K and
T stand for the absolute values of these quantities.
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FIGURE 3. Beaming in a spherical maser.

where TV{(.,£\) = Jt Kvd£ is the optical depth along the path from some fiducial point
l\. The larger is r the higher the intensity. Two immediate consequences are important
for interpreting maser observations:

• Velocity Coherence. Stimulated emission requires a perfect frequency
matching between the parent photon and its interaction partner to within the
natural line width (roughly the inverse life time of the transition). Since maser
amplification is impossible for molecules whose transition frequency is Doppler
shifted, it can occur only along paths that maintain good coherence in their line-
of-sight velocity component. As a result, maser emission from sources such as
rotating disks or expanding winds occurs preferentially along certain directions.
Furthermore, since the interstellar medium is highly turbulent, maser sources tend
to break-up into many small spots, each of which maintains by chance good line-
of-sight velocity coherence.

• Beaming. Maser radiation is highly beamed in all sources with an appre-
ciable amplification no matter what their shape. The reason is that the intensity
always increases with distance traveled in the source, and it is impossible to de-
vise a geometry where all the rays are of equal length. At any given location
in a source the ray path-length is different in different directions, whatever the
geometry. Maser radiation is strongest along the direction that gives the longest
chord through the source.

Consider for example the quintessential isotropic maser, a sphere. At every point except
the center, the radial direction provides the longest path through the source and the
radiation is strongest in this direction. The emerging radiation is tightly beamed into a
solid angle Slv centered on the radial direction (figure 3); as the amplification increases
Vtv decreases. Because of the beaming, a given point on the surface is visible only
to observers located inside its beaming cone. Conversely, the only points on the surface
visible to a given observer are those whose beaming cones contain that observer's location.
The points furthest removed from the axis connecting a distant observer and the sphere's
center and still visible to that observer are those whose beaming cones graze the observer's
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FIGURE 4. H2O masers in NGC4258 (from Moran et al, 1999 and Bragg et al, 2000)

direction. Only a fraction of the source, indicated with dashed lines in the figure, is
effectively visible, and the maser appears a lot smaller than it actually is. As the sphere
increases, the amplification becomes stronger and the beaming angle smaller, increasing
the disparity between the observed size and the actual physical radius.
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2.2. Black Hole in NGC4258

The central role of beaming and velocity coherence is manifest in the H2O maser emission
from the Seyfert galaxy NGC4258, which provides the most compelling evidence that
active galactic nuclei contain massive black holes (Moran, Greenhill & Herrnstein, 1999).
The maser spectrum, shown at the top panel of figure 4, displays three groups of emission;
one is centered on the systemic velocity (476 km s"1), the other two shifted by velocities
that range from ~ 770 km s"1 to ~ 1100 km s"1 on either side of the central component.
There is no emission between those three groups. High resolution interferometry, shown
in the mid panel, shows that the masers occupy an extremely narrow strip in the sky
(the scale of this map is milli-arcsecond). Maser positions, too, are bunched in three
distinct groups and each of them corresponds to a different spectral group. The blue- and
red-shifted features are symmetrically located on the two sides of the systemic-velocity
features—precisely the structure expected from a rotating disk.

The bottom panel shows an artist's sketch of the geometry. The masers are located
in a rotating disk, viewed almost perfectly edge-on. The paths of longest line-of-sight
velocity coherence are along the chords marked with dotted lines. The one in the radial
direction corresponds to the systemic-velocity maser group, strongest because it amplifies
the nuclear continuum radio radiation, the others to the components that are blue- and
red-shifted by the rotation velocity. Although we observe only a few features, masers fill
the entire disk and emit in all directions in its plane; those that are not visible to us are
beamed in other directions.

A time sequence of interferometric mapping shows that, as expected, the systemic-
velocity features do indeed move in the deduced rotation direction (see top panel). The
precision afforded by the maser observations allows a complete construction of the source
geometry and kinematics. The distance to NGC4258 is 7.2 ± 0.3 Mpc, the inner radius
of the maser region is 0.14 pc, its outer radius is 0.28 pc and the disk thickness is less
than 0.0003 pc. The maser velocities follow the Keplerian rotation law extremely tightly,
determining the central mass as 3.9 xlO7 M0. The containment of such a large mass in
such a small radius provides the best evidence yet for a black hole.

2.3. Red Giant Winds
The OH 1612 MHz masers in evolved stars provide another striking manifestation of the
effects of beaming and velocity coherence. These stars are surrounded by circumstellar
shells rich in molecules that emit maser radiation. Each maser molecule has a different set
of energy levels, and so each radiates from the region in the stellar wind where conditions
trigger its particular population inversion. SiO maser emission originates from just above
the edge of the stellar atmosphere, H2O from a larger shell with radius up to ~ 1015 cm.
OH main line 1665 and 1667 MHz masers are generated at ~ 1015-1016 cm, 1612 MHz
masers in a larger shell at ~ 1016 cm. The intensity profiles of the latter are characterized
by a distinct double-peak shape like the one shown in figure 5 for the star OH127.8. The
peak separation is typically 20-50 km s"1. This signature is so distinctive that it has
been used to identify red giants at various locations in the Galaxy even when the optical
emission from the star itself is obscured by intervening dust.

The double-peak profile arises naturally from the radial motion of the stellar wind.
OH molecules in different sectors of the shell move in different directions and thus have
large relative velocities. They cannot interact radiatively. Conversely, molecules on a
given radial line move in the same direction at similar speeds; they are almost at rest
with respect to one another. As a result, photons emitted by a molecule will affect only
other molecules along the same radial direction, and maser amplification is possible only
for radiation propagating inward and outward along a line through the center of the
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FIGURE 5. OH 1612-MHz maser profile and maps of the star OH127.8 (from Booth et al. 1981)

shell. The OH maser emission pattern resembles a hedgehog, with rays sticking out like
spikes. At any given location, an observer can only detect the emission from the two
regions on the shell along the line of sight to the central star. The signal from the front is
blue-shifted, that from the back red-shifted. The velocity separation between the peaks
is twice the shell expansion velocity and the mid-point corresponds to the stellar velocity.
Each emission region is a small, circular section resembling a spherical cap.

Direct confirmation of the "front-back" explanation was provided in an elegant ex-
periment by Booth et al. (1981) who performed precise interferometric observations of
OH127.8 in various frequency intervals. In figure 5, the bracketed velocity intervals a—d
in the 1612 MHz spectrum represent the ranges of velocity for which the spatial distri-
bution of maser emission has been mapped with interferometry. The individual maps
display the spatial distribution of OH emission in each of the corresponding velocity
intervals. The contours outline points of equal intensity in the plane of the sky with
positions measured as angular separations from a common origin. In each map the con-
tour interval is 5% of the peak emission in that velocity interval and the lowest contour
is ~ 10% of the peak. These maps show clearly that the radiation of the two peaks is
emitted from compact, well defined caps that are also coincident in position along the
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FIGURE 6. SiO maser emission in TX Cam. The intensity contour map (Stokes parameter /)
is on the left, the linear polarization map on the right (from Kemball & Diamond 1997)

line of sight (maps a and d). By contrast, the radiation from the inner shoulders of the
peaks covers a larger, circular region (maps b and c), as expected from an expanding
shell. The incomplete and clumpy appearance of the shell reflects the maser region's
deviations from pure spherical symmetry. Such irregularities are to be expected in a
turbulent stellar wind.

2.4. Red Giant Atmospheres

In contrast with the distant location of OH, SiO maser emission originates from the im-
mediate stellar vicinity, inside the dust formation zone and the onset of the wind. Thanks
to modern interferometric capabilities and the high-brightness and small dimensions of
masers, positions of individual maser spots can be determined to within a fraction of
milli-arcsecond (mas), spot separations at the level of 0.01 mas. This enables a glimpse
of stellar surfaces, a feat impossible for optical astronomy which cannot resolve the sur-
face of any star other than the Sun.

A dramatic display of these capabilities is provided by the SiO maser imaging of the
Mira variable TX Cam (figure 6). The observations were performed with the VLB A in
the v = 1, J = 1-0 transition of SiO (Kemball & Diamond 1997). The left panel shows
an intensity map of the maser emission. The ring-like structure indicates that the masers
reside in a shell, presumably centered on the star, and emit preferentially along tangential
directions because they provide the longest amplification path-lengths. The observed
emission ring has a radius ~ 4.8 AU and width ~ 0.7 AU, implying that the masers
probe the conditions in a spherical shell located within ~ two stellar radii between the
photosphere and the dust formation radius. Kemball & Diamond are producing similar
maps at two-week intervals and have already accumulated a continuous coverage that
exceeds the period of this star, which is 80 weeks. These maps enable study of surface
activity similar to that afforded by Sun spots.

The right panel shows the polarization map, superimposing the linear polarization
vectors over the intensity contours. The directions of plotted vectors indicate the plane
of the electric vector and their lengths are proportional to the linearly polarized intensity.
From this polarization map, Kemball & Diamond conclude that the magnetic field is
poloidal. A close examination of the polarization map shows evidence for sharp 90°
turns of the polarization direction, a behavior we discuss below in section 5.2.2.
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FIGURE 7. Profiles of the Stokes parameters / (upper panels) and V (lower panels) for various
OH 1720 MHz masers at the Galactic center region Sgr A (from Yusef-Zadeh et al. 1996)

2.5. Supernova Remnants

A new class of masers emitting in the OH 1720 MHz transition was recently discovered in
supernova remnants. These masers display strong circular polarization whose ^-profiles
show the anti-symmetric S-shape typical of Zeeman pattern when the components are
separated by a small fraction of the thermal width. These profiles are shown in figure 7
for various OH 1720 MHz masers at the Galactic center region Sgr A (Yusef-Zadeh et al.
1996). Profiles of the Stokes parameter / are shown in the upper panels, V in the lower
panels. The dotted lines superposed on the V spectra are the scaled derivatives of the
corresponding / spectra. The scaling factors were used to determine the magnetic fields
listed in the figure. The theory behind this procedure is discussed below in section 5.2.5.
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FIGURE 8. Schematic description of stimulated and spontaneous emission.

3. Fundamentals of Maser Emission
The radiation from maser and non-maser sources differs in many fundamental ways,

and this section discusses those differences. Following common practice, all non-maser
line emission is called "thermal". This covers every case in which the populations are
not inverted even when they are not in thermal equilibrium or even excited by collisions.

3.1. Spontaneous and Stimulated Emission
At the core of the maser effect is the process of stimulated emission, first identified by
Einstein (1917) in his classic paper on the theory of line radiation. His reasoning was
based on the invariance under time reversal of all the fundamental laws of physics. If
a movie of any microscopic process is run in either direction, each showing will depict
an equally probable sequence of events. The top segment of figure 8 shows two frames
from such a movie, involving particles (circles) populating the two levels of a transition
and photons (wavy lines) whose frequencies match precisely the level energy separation.
The difference between the two frames is the number of photons (one less on the right)
and the distribution of particles between the energy levels. When the left frame is
considered the movie's first and the right one its last, the sequence describes absorption.
The reverse sequence, occurring in nature with equal probability, is called induced or
stimulated emission.

Although stimulated emission was introduced invoking the photon concept, this is not
necessary. Because line radiation involves discrete energy states, its proper description
must utilize quantum mechanics for the atomic system. But since the radiation wave-
length is many orders of magnitude larger than particle dimensions, there is no need to
quantize also the radiation field. Most studies of the interaction of matter with maser ra-
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diation, notably since Lamb (1964) whose approach was adopted for astronomical masers
by Litvak (1970) and Goldreich, Keeley & Kwan (1973; GKK hereafter), employ a hybrid,
semi-classical approach: The energy levels are eigenstates of the system Hamiltonian,
treated by quantum theory. Transitions between the levels are caused by interactions
with the radiation field, which is described by standard classical electromagnetic waves
and treated as a perturbation. The transition rates for both absorption and stimulated
emission are obtained from the product of the (quantum) matrix element of the transition
dipole moment with the (classical) intensity of the electromagnetic radiation field. Since
this is a complete description, not merely a classical analog, an important consequence
is that there are no properties of the radiation generated in stimulated emission that are
peculiar to the quantum theory; we must be able to fully deduce all of them from purely
classical electromagnetic concepts.

A left-to-right view of the bottom sequence in figure 8 depicts the absorption of a
single photon by the system particles. From invariance under time reversal, the reverse
process must occur with an equal probability. This right-to-left sequence describes the
spontaneous emission of a single photon by a particle making the transition to the lower
level in the absence of any external radiation. But such a transition cannot occur in
standard treatments of quantum theory because the energy levels are stationary states
of the system Hamiltonian, completely stable in the absence of external perturbations.
This transition occurs only when quantization of the electromagnetic field is taken into
considerations and can be interpreted as scattering off vacuum fluctuations.

In contrast with stimulated emission, spontaneous emission is a purely quantum pro-
cess. It has no classical analog and must be analyzed in terms of the photon description
of the radiation field.

3.1.1. Induced Photons

The process of stimulated emission is sometimes described as a photon absorption
followed by the emission of two photons into the phase space cell of the absorbed pho-
ton. Because of energy and momentum conservation, the induced photon has the same
frequency and direction as the parent photon. However, contrary to some widespread
misconceptions, the induced photon does not have the same

• Phase: The argument of the oscillatory behavior of any wave is its phase
cj) = (pQ + u>t — k x , where u is the angular frequency and k is the wave vector.
While an electromagnetic wave has a phase, a photon does not. The uncertainty
principle states that

AEAt ^ k. (3.16)

Consider photons that couple to a transition whose energy separation is hu. The
uncertainty in the energy of a state containing n such photons is tuoAn, leading
to the uncertainty relation between phase and photon number

AnA<f> ^ 1. (3.17)

The phase of a state with a well-defined number of photons is completely unde-
termined. Conversely, wave functions for the radiation field with definite phases
require superposition of states with different photon numbers ranging all the way
to infinity (Glauber 1963). A "phase" for the induced photon is meaningless.

• Polarization: The induced photon polarization is not necessarily equal to
that of the parent photon. It is determined instead by the change in magnetic
quantum number m of the interacting particle. A Am = 0 transition couples to
photons linearly polarized along the quantization axis while Am = ±1 transitions
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FIGURE 9. Polarization properties of different Am transitions.

couple to photons that are right- and left-circularly polarized in the plane per-
pendicular to the quantization axis (figure 9). Consider first the interaction of a
linearly polarized parent photon with particles in the upper level of spin 1 -> 0
transition. When the interacting particle is in the m = 0 state it executes a Am
= 0 transition and the induced photon, too, is linearly polarized. Consider next,
though, the case of a particle in one of the \m\ = 1 states. Because a linearly
polarized photon can be described also as a coherent mixture of two circularly
polarized photons, it will now induce a |Am| = 1 transition. The induced photon
is now circularly polarized, although the interaction amplitude is reduced.

3.2. Coherence and Incoherence in Astronomical Masers
One of the hallmarks of laboratory laser radiation is the phase coherence across its wave
front—different waves are oscillating in unison, their amplitudes reaching maximum to-
gether. For such a coherence to exist, the phase difference Acfi between different waves
must be less than unity in the entire source. In laboratory lasers this coherence is
maintained by specially designed resonant cavities and is not a prerequisite for the am-
plification process per se. Large dimensions and broad linewidths make such coherence
impossible in astronomical masers. The phases of waves that start exactly the same at
any given time and position will always diverge away from each other during subsequent
travel in the source.

Consider first two waves that have exactly the same frequency u>, and thus the same
wave number k = 2TT/A, traveling along slightly different directions separated by a small
angle 6. The phase difference these waves will accumulate along a distance £ is

I
~ 71" — I

A
(3.18)

The dimensions of astronomical masers are at least a few pc and £/X always exceeds ~
1014, therefore A<fr is small only so long as 6 <J 10~7. However, although maser radiation
is beamed, the beaming angles are never that small. Reasonable estimates give for the
beaming angles 6 ~ 10"2-10~1, much too large to maintain a small A(j>.

Consider next two waves propagating in exactly the same direction but with slightly
different frequencies, separated by Aw <C u. During a time interval At such waves
accumulate a phase difference

A(j> = AtoAt. (3.19)

Line widths of astronomical masers always obey Au> ~3> 104 s"1, much larger than typical
collisional and radiative rates. The phase differences generated across the radiation band-
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Thermal Source Maser

Emission process: spontaneous emission stimulated emission
Process inherent nature: purely quantum classical analogue
Effect of propagation: absorption amplification
Coherence: completely incoherent line-of-sight velocity coherence
Visible region: only edge of the source radiation has sampled the entire length

TABLE 1. Fundamental properties of thermal vs maser sources

width between successive interactions are always much larger than unity, and coherence
is impossible.

Since the radiation is phase incoherent across the wave front, many properties of lab-
oratory laser radiation that are widely perceived to be fundamental characteristics of
this phenomenon are missing in astronomical masers. At any point in the source, maser
photons are generated by the interaction of particles whose velocities are distributed at
random with radiation that arrives randomly at that point. Still, at a given frequency
and along a given ray, the different particles involved in successive interactions are all in
perfect tune with the photon wave vector (to within the natural line width), resulting in
remarkable coherence, as evidenced by the extreme brightness temperatures. Recall that
the maser intensity at an arbitrary point £ obeys Iv{tj = 71/(£1)expry(£,£i) (eq. 2.15).
Since every point in the maser can be considered the input source for every subsequent
point, the entire maser is effectively coupled.

In contrast, no induced photons are detected from thermal sources. There the in-
teraction with matter results in net absorption because of the excess population in the
lower level. The photons leaving thermal sources were generated in spontaneous emis-
sions within ~ one optical depth from the surface. The fundamental differences between
thermal and maser sources are summarized in the accompanying table 1.

4. Phenomenological Maser Theory
Another fundamental difference between maser and thermal line radiation is their

effect on the populations of the levels that generated the radiation in the first place.
Level populations are determined in optically thin sources by the collision rates and A-
coefficients of relevant transitions. Increasing the optical depths, in thermal sources the
only effect of interactions with the trapped radiation is to accelerate the approach of level
populations to thermal equilibrium. Maser radiation, in contrast, has a rather drastic
effect on the level populations.

A study of this effect requires considerations of levels other than the maser levels.
Particle exchange between the two levels of any transition does not produce population
inversion, the prerequisite for maser action. Inversion can only occur as a result of particle
cycling through other levels. A description of the maser effect requires rate equations
that include population exchange with other levels that do not directly interact with the
maser radiation. Consider a much simplified model for the populations of the two maser
levels in which the interaction with all other levels is summarized by phenomenological
pump terms pi and p-2 and a loss rate F, assumed equal for both levels for simplicity
(figure 10). The total pump rate into the maser system is p = p-2 + Pi and an inversion
occurs if Ap = pi - p\ > 0, in which case the inversion efficiency is i] — Ap/p. To
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FIGURE 10. The interaction between a maser system and its reservoir.

further simplify matters, neglect spontaneous decays and collisional population exchange
between the maser levels, and assume the same statistical weight for both; removing
these assumptions only increases the complexity of resulting expressions without any
fundamental change in the results. Then in steady-state

Pi = Fn2 + BJ(ri2 — m)

Pl = Fni - BJ(n2 - nx), (4.20)

where B is the Einstein ^-coefficient of the maser transition and J = Jl dil/i-K is the
angle-averaged maser intensity. Because maser radiation is beamed,

4TT
(4.21)

where fib is the beaming angle and / is the intensity along the beam axis. From the rate
equations, the overall population of the maser system is

n = n 2 + m = - , (4.22)
F

fully determined by the interaction with all other levels and unaffected by the maser
intensity. The population difference is

Ap
An = ri2 — ni =

T + 2BJ
(4.23)

4.1. Unsaturated Maser; BJ < F

Consider first masers with BJ <̂C F, called unsaturated for reasons that will become clear
shortly. The population inversion is then

. Ap
An0 = — =rjn,

(4.24)

fully determined by the pumping scheme. The interaction with the maser radiation has
no effect on the level populations, since it is negligible. The maser system enjoys a free,
uninterrupted exchange with the reservoir. Particles are pumped into the system at the
rate p and leave at the rate F before they had a chance to interact with the radiation.

The maser particles are practically oblivious to the radiation, the occasional radiative
interaction that they have hardly affects the population inversion. But these sparse inter-
actions have a dramatic effect on the radiation itself. The maser absorption coefficient,
obtained by inserting A?i into the expression from equation 1.3, becomes KQ OC Ap/F.



Moshe Elitzur: Maser Polarization 241

Since KQ is constant, the solution of the radiative transfer equation (1.7) is

I = S [exp(«oO - 1]. (4.25)

The amplified term dominates decisively once KO£ ^ 1 and the intensity then increases
exponentially with distance traveled in the source. The inverted population provides an
amplifying medium because stimulated emissions outnumber absorptions. The exponen-
tial growth of the intensity reflects the shower of induced photons that can be generated
by a single seed photon; the power series expansion of the exponential factor describes
successive generations of induced photons. Since «o is proportional to the pump rates,
the intensity of an unsaturated maser responds exponentially to variations in pumping
conditions. Such a maser can be expected to display erratic time variability.

In an unsaturated maser r increases linearly with pathlength, therefore the intensity
grows exponentially. The exponential growth reflects an amplification rate that remains
uniform in the entire source because the radiation has no effect on the level populations.
From its very description, the maser must be weak. Unsaturated masers display impres-
sive growth but cannot be very strong since the radiative rate must remain negligible in
comparison with other rates.

4.2. Saturated Maser; BJ » T

Exponential amplification cannot go on forever. Once the radiation grows to the level
that BJ becomes comparable to F, the interaction with the maser radiation begins to
affect the level populations. Each absorption adds to the inversion, each induced emission
subtracts from it. And since induced emissions outnumber absorptions, the population
inversion begins to decrease, an effect called saturation. Introduce

Js = ^ (4.26)

called the saturation intensity. From equation 4.23, the population inversion can be
written as

An = An0-^—. (4.27)
J -|- J s

The interaction with the maser radiation reduces the inversion once J > Js. The satura-
tion intensity in astronomical masers is typically ~ 105—107 times larger than the source
function, the intensity generated in spontaneous decays. Saturation becomes a factor
when r £ lnlO5 = 11.

When J >̂ Js, the rate for interaction with the maser radiation greatly exceeds the
loss rate and particles pumped into the maser system remain essentially trapped there;
the particle just moves from one level to the other as a result of interactions with the
line photons, never getting a chance to leave the maser system back to the reservoir.
The populations of the maser levels become equalized because the particles are merely
going up and down between them. Indeed, when J > Js the inversion becomes An =
AnoJs/J -> 0; the longer a particle is trapped in the maser system, the less the memory
of the original pumping event that landed it there. From eq. 1.3,

°7^°- (4'28)

Saturation reduces the amplification coefficient and the maser growth rate decreases.
Consider, though, the generation rate of maser photons. The net rate per unit volume
is the difference between the number of stimulated emission and absorption events, and



242 Moshe Elitzur: Maser Polarization

from equation 4.27

BJAn = 1/2 Ap ——T > 1/2 m> • (4-29)
J + Js J»J

While the amplification rate is decreasing, the photon production rate is increasing to-
ward its maximum possible value, 1/-2Tip, hence the term saturation. In a strongly satu-
rated maser, every pumping event results in the production of a maser photon with the
maximal pump-determined efficiency. The extra factor of lfc enters because a particle
spends on the average half its time in the upper level when trapped in the maser system.
In contrast, the photon production rate in an unsaturated maser is reduced from this
maximum by a factor J/Js (< 1).

Saturated masers produce as many photons as possible per unit volume, and the
photons control the level populations. The actual magnitude of the inversion is irrelevant.
It is merely adjusted by the radiative interactions to ensure just the right number of losses
back to the reservoir, as required by steady state.

4.3. Maser—the Amplifier/Converter

The processes that control particles and photons undergo a complete role reversal during
saturation. In unsaturated masers the pump rates control the population inversion,
which in turn controls the radiation growth. In saturated masers the pump controls the
photon production rate, the radiation in turn controls the inversion. Some insight into
these fundamental differences can be gained by rearranging the maser radiative transfer
equation 2.14 into the two equivalent forms

dl Js
— = K0I X ———

- ^ - r (4.30)

where C — 1/2hv(4i:/rtb). The first form invokes equation 4.28 for the maser amplifi-
cation coefficient, the second the explicit expressions for the level populations (eq. 4.23)
and the beaming angle fi;, (eq. 4.21). While both forms are completely equivalent, their
physical interpretation is quite different. The factor K0I in the first expression is a stan-
dard amplification term—propagating maser intensity increases in proportion to itself.
The amplification is modified by the efficiency factor JS/(J+JS) which is unity in an un-
saturated maser, decreasing in saturated masers inversely with the degree of saturation
JI Js- The second form shows that the intensity growth per unit length is determined by
the efficiency with which the maser converts pumping events to maser photons modified
by the factor J/(J + Js). This efficiency factor reaches unity only when the maser is
strongly saturated, and such a maser acts as linear converter of pumping events to maser
photons. Unsaturated masers operate at a much lower efficiency, though, since their
conversion efficiency is reduced by the degree of saturation J/Js.

The reason for the different behavior in the different saturation regimes is simple. The
production of maser photons in stimulated emission requires both a particle in the upper
level and an interacting photon. A particle pumped into the upper level of an unsat-
urated maser leaves the system before it had a chance to participate in a stimulated
emission—this is what the condition BJ -C T states. Most pumping events go wasted
with regard to the radiation field because their only outcome is to get a particle in and
out of the maser system without any maser interaction. The unsaturated maser produces
exponential amplification precisely because it is an inefficient converter. On the other
hand, once saturated, the maser converts pumping events to maser photons as efficiently
as possible. Although the population inversion and the amplification are reduced by
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FIGURE 11. Brightness temperatures of pump and maser radiation for wavelengths applicable
for the ground state of OH.

saturation, the net stimulated-emission rate increases toward its limit. Because the con-
version efficiency of pump events to maser photons no longer depends on position in the
source, the luminosity increases only linearly with dimensions instead of the exponential
growth in unsaturated masers. This lower growth rate and the decrease in population
inversion should not be confused with the fact that maser emission during saturation
reflects the highest possible efficiency; for a given pumping scheme, a saturated maser
always emits more than an unsaturated maser.

Determining the degree of saturation in any given source is difficult and usually must
rely on indirect arguments. Nevertheless, observations seem to indicate that maser
sources may be broadly divided into two classes: (1) large and relatively low density
(<̂  104 cm"3) clouds which lead to unsaturated, very weak (r <; 1) maser action, and
(2) compact and dense regions (densities in excess of at least 105 cm"3) with very strong
masers, usually saturated. It appears that sources in between, i.e., strong unsaturated
masers with 1 < r <̂  10, are the exception rather than the rule. This rough dichotomy
can perhaps be explained with a plausibility argument. Consider the situation when r
varies linearly with some underlying property of the source, such as the density. Maser
output would then vary linearly at small values of this physical parameter, where the
unsaturated exponential amplification behaves linearly with r, and also at large ones,
where the maser saturates. The transition from one type of operation to the other oc-
curs over a short interval of parameter space due to the fast exponential variation at the
strong (r > 1) but unsaturated region. Under such circumstances, the apparent scarcity
of such sources simply reflects statistics, since there are fewer of them.
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4.4. The Essence of the Maser Effect

Some further insight into the maser effect can be gained from radiative pumps. It is
easy to show that the pump rate of a radiatively pumped maser is equal to the number
of pump photons absorbed per unit time (e.g. Elitzur 1992). Figure 11 displays the
consequences for the OH ground-state 1612 MHz maser, which is pumped by radiative
excitations of rotational states. The figure plots certain portions of the Planck function
at two different temperatures. The dashed line under the Tp = 500 K Planckian marks
its intensity at 35 /iin, the wavelength of an OH rotational pump transition. The length
of this line therefore corresponds to the number of pump photons. The other dashed line,
at 18 cm, corresponds to the number of maser photons produced from the pump photons
when the overall conversion efficiency is 50%. The brightness temperature required to
pass a Planckian through the tip of this line is now Tm = 4.26xlO9 K. A modest pump
temperature is boosted many orders of magnitude to a spectacular maser brightness
temperature even though the number density of maser photons is actually smaller than
that of pump photons. The reason is simple. Both wavelengths are in the Rayleigh-
Jeans domain, where BV{T) = 2kTv2/c2. The factor v2 reflects the photon phase-space
density and is widely different at the pump and maser frequencies vv and um, respectively.
This leads to a large temperature enhancement factor (vp/vm)2, the primary reason for
the spectacular brightness temperatures displayed by maser radiation. The inverted
population enables the maser to efficiently shift photons from high to low frequencies,
where their number density is much higher than that allowed in thermal equilibrium.
This point is the essence of the maser effect.

While the number of photons is roughly conserved in the pumping cycle, their energy
is degraded by vmjvv. The very same factor responsible for the spectacular brightness
temperature also ensures that the energy flux carried in the maser line can never be as
important as that in the pump-cycle lines in the overall energy balance of the maser
source. Maser emission plays no role in energy considerations. However, detection in-
struments are based on photon counting and without the maser effect line emission from
many sources would be undetectable.

4.5. Linear Masers

The transition to saturation and its effect on the maser structure can be studied only
in the context of specific geometries. The simplest one involves the linear maser model
where there are only two rays of radiation moving left and right. The only source of seed
photons is spontaneous decays, no external radiation enters the maser.

Denote positions in the maser by the coordinate z, which varies in the interval [—£,£],
and the intensity of the rightward moving stream 7+ (z). From symmetry, the intensity
of the opposite stream is I-(z) = I+(—z). At the center 7+(0) = 7_(0) = .7(0), at all
other points the angle-averaged intensity becomes J(z) — 1/2[I+(z) + I+(—z)]. As a
result, the absorption coefficient involves non-local effects introduced by the saturation
factor J/Js- Consider first a maser sufficiently small that J <C Js everywhere (the maser
in unsaturated). Since n = «o in that case there are no non-local effects and radiative
transfer can be solved at once. If the maser is sufficiently strong that the source function
5 can be neglected in comparison with .7(0), the intensities of the two streams obey

I±(z) = J{0)exp(±KOz). (4.31)

Evidently, the outward moving stream completely dominates in each half of the maser;
linear maser emission is essentially uni-directional. Consider now a succession of models
with increasing £ while all the other parameters are held fixed. At a certain length
the end intensities J(±£) exceed the saturation parameter Js. When the maser length is
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FIGURE 12. Intensities in linear masers.

further increased, the material added beyond the saturation length is subject to radiative
intensity higher than Js, resulting in saturated maser action. The maser develops a three-
zone structure: an unsaturated core where J < Js and two saturated exterior zones where
J>JS.

The left panel of figure 12 shows the intensities in masers of equal length £ = 30 and
representative values of Js/S. The maser central region, \KQZ\ <; 5, displays unsaturated
exponential growth, outside this core the dominant stream grows only linearly. The
logarithmic scale, necessary for the display of the full solution, is somewhat misleading
in the prominent exposure it provides to negligible intensities, so the right panel plots the
central region of the Js/S = 105 maser on a linear scale. The saturation boundary points,
KQZ = ±3.05 in this case, are marked with arrows. It is evident that the outward moving
stream completely dominates as it exits the core. In spite of the large variation in source
function among the three solutions, outside the unsaturated core the dominant intensities
of the three models are essentially the same. To a good degree of approximation, each
dominant stream can be considered as if it originated from the edge of the unsaturated
core with intensity 2JS, independent of S. While S cannot be completely neglected, it is
largely irrelevant.

Why does one stream dominate so decisively? After all, both the source function and
the absorption coefficient are independent of direction. The reason is that the amplified
quantity is not the source function but the maser's own radiation. A particle that
enters the upper level requires an interaction partner to produce another photon. At
every location other than the center the intensity of one stream is higher, increasing its
probability of interaction. Photons are preferentially produced into the direction of the
dominant stream and its dominance grows further. Maser amplification is the ultimate
case of the strong robbing the weak to get stronger.

In three-dimensional geometries, the same properties are reflected in the high degree
of beaming displayed by maser radiation. A particle in the upper level interacts preferen-
tially with the strongest rays, increasing their dominance and reducing the beaming cone;
the stronger the amplification, the tighter is the beam. The beaming relation (equation
4.21) can be written as

Since J increases linearly with the source size, I increases much faster because of the
tightening of the beaming angle.
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FIGURE 13. The effect of unsaturated amplification on the intensity profile.

4.6. Line Narrowing

Unsaturated maser intensity grows in proportion to expjfto^K]- Since Ko(") is sharply
peaked at the line-center frequency vo, the amplification there is stronger than at the line
wings and the amplified line is narrower than the input line. As an example, consider
amplification when KO and the input signal are both Doppler-shaped with the some width.
That is,

Iin = Jo exp(-x2), TV = r0 exp(-z2), (4.33)

where x = (v - VO)/AVD is the dimensionless frequency shift from line center. The
intensity of the amplified line is then

/„ = Io exp[-z2 + r0 exp(-a;2)]. (4.34)

Figure 13 displays this frequency distribution before (r0 — 0) and after amplification
with TO = 5. The line narrowing effect is evident. Note, though, that both profiles are
normalized to unity at the line center. The central intensity of the amplified line is
e5 ~ 150 times higher than that of the unprocessed signal.

Narrowing does not continue indefinitely, saturation rebroadens the line. This effect
is best understood in terms of the converter part of eq. 4.30. The frequency dependence
comes from the pump rate p, the beaming angle fib and the conversion efficiency factor
J/(J + Js)- In a saturated maser the latter is unity and only the first two remain.
The spectral distribution of the pump rate follows the same Doppler profile as Ko- In
linear masers, which do not have a meaningful beaming angle, this is the only relevant
dependence on frequency and the line rebroadens during saturation to its thermal Doppler
width. The same applies to filamentary masers, whose beaming angle is controlled by the
frequency-independent aspect ratio of the filament. The situation is different in planar
(e.g. disks) and three-dimensional (e.g. spheres) masers where fib is controlled by the
amplification and thus is tighter where the amplification is larger (i.e., line center). The
result is that

saturated maser: /„ oc [K0(f
/)]a, where a =

linear (filament)
planar (disk)
3D (sphere)

(4.35)
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B

FIGURE 14. Polarization in Am = 0 spontaneous emission.

A Doppler shaped profile KQ OC exp(—x2) results in a geometry-dependent spectral dis-
tribution Iu oc exp(-aa;2).

5. Polarization

From Maxwell's equations, the electric field of an electromagnetic wave is always per-
pendicular to the propagation direction. The tip of the field vector traces a well-defined
figure in the transverse plane, usually an ellipse, a property referred to as polarization.
This seemingly simple transverse condition provides a rather peculiar constraint when
one attempts to reconcile it with the properties of the matter that emitted the radiation.
The radiating system is characterized by directions that are intrinsic to the source and
have nothing to do with the observer. Yet wherever that observer is located, the detected
electric field is always orthogonal to the line-of-sight to the source.

The resolution of this puzzling dilemma is simple for emission from a classical oscil-
lator. The oscillation frequency v defines a characteristic wavelength A = c/z/ and the
longitudinal electric field decays within a distance of a few A; only the transverse com-
ponent propagates. However, this reasoning cannot be extended to the quantum process
of spontaneous emission. In this case the system emits a photon, which does not have a
longitudinal part to begin with. Instead, the photon must be polarized in the plane per-
pendicular to its wave vector k (the direction of propagation) even though the orientation
of the electric field associated with the transition is determined by the quantization axis,
which has nothing to do with the direction of k. Figure 14 shows the geometry for a
Am = 0 spontaneous decay. The quantization axis is denoted by B and the electric field
generated in the transition is always parallel to this axis and has amplitude E°. The
photons propagate in the direction marked by the double arrow at an angle 8 from B,
the corresponding axis is denoted k. The electric field of the propagating radiation can
be decomposed along two orthogonal axes in the plane of the sky (transverse to k) as

E{l=E° sinO, Ex=0. (5.36)

Here E\\ is the projection along the axis in the plane that contains both B and k (parallel
to the projection of B on the plane of the sky) and E± is the component along the axis
perpendicular to that plane. From the transverse condition, the component along the
direction of propagation vanishes, i.e., E^ = 0. But how to reconcile this with the
geometry, which gives Eu — E° cos 0? The answer is that we cannot as long as we apply
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T,| 2 cos2 9 2sin26l 2 cos2 9
Tj_ 2 0 2
Tr (1 + cos 9)2 sin2 6» (1 - cos 6>)2

Ti (l-cos6»)2 sin2 9 (l+cos6>)2

7 2(1+ cos2 9) 2sm20 2(1+ cos2 61)
Q -2sin26> 2sin26> - 2 sin2 9
V A cos 9 0 - 4 cos 9

TABLE 2. Polarizations for fully resolved Zeeman pattern, VB

classical reasoning. The resolution of this conflict is rooted in the quantum nature of
spontaneous emission, which has no classical analog. Because of the uncertainty principle,
only one component of any vector can be determined whenever the magnitude of that
vector is known, the other two remain completely undetermined; recall the properties
of angular momentum. The constraint Ek — 0 can be ignored in spontaneous emission,
quantum mechanics can be counted on to take care of this transverse condition.

5.1. Fully Resolved Zeeman Pattern; V>B > Ai/p

In addition to providing a quantization axis, a magnetic field also shifts the energy levels
of magnetic sub-states, resulting in a Zeeman pattern. When the field is sufficiently
strong that the Zeeman shift VB exceeds the linewidth Az^o, radiation is produced in
pure Am transitions centered on the appropriate Zeeman frequencies. For the Am = 0
transition we have just derived the components of the radiation electric field. Denote by
7° the intensity associated with the amplitude E° (1° oc |-E°|2)- Then the intensities Ty
and Xj_ measured by an antenna with linear polarization response oriented parallel and
perpendicular to the S-axis, respectively, are

T,| = 1° sin2 6, T L = 0, Tr>i = 1/2 J° sin2 0. (5.37)

We have listed also the intensities TTt / obtained from the corresponding electric field am-
plitudes Er>i = 2~1//2(E|| ±iE±). These are the intensities that would be measured with
right- and left-circular instrumental response. From these results, the Stokes parameters
of Am = 0 spontaneous emission aref

/ = T|| + T± = Tr + Ti = 1° sin2 9

Q = T,| - T x = 7° sin2 0

U oc 2Re {E{lE*±) = 0

V = Tr - Ti = 0 (5.38)

It is straightforward to repeat these calculations for Am = ±1 spontaneous emission.
The results are summarized in table 2 for the classical Zeeman pattern. In that case
there are three spectral lines centered on u0 + VB Am (Am = 0, ±1), where v0 is the line
frequency in the absence of a magnetic field, with I°{v) = I+{v + VB) — I~{v - VB)-

t We follow here the standard convention Q = T\\ —T±. The maser literature contains many
papers (notably GKK) that employ the opposite sign convention for Q.
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FIGURE 15. OH maser polarization in the sources W30H (from Bloemhof et al 1992)

Quantities listed in the first column are obtained for each transition from the product of
the intensity heading the transition column with the appropriate trigonometric factor.
The parameter U vanishes for all transitions with this choice of axes.

The polarization properties are easy to understand. In the case of ̂ -components the
generated electric field oscillates along the magnetic field lines, therefore the polarization
is always purely linear, parallel to the magnetic axis whatever the viewing angle. The
intensity vanishes as the propagation direction approaches the magnetic axis on account
of the transverse condition. In the case of cx-components, the generated electric field
vector describes a circle in the plane perpendicular to the magnetic axis. For propagation
along the field lines (8 = 0) the circle is viewed face-on and the polarization is purely
circular (|V| = / ) . When the propagation is at an oblique angle to the field, the circle
is viewed in projection and the polarization is elliptical. Finally, the ellipse degenerates
to a line for propagation perpendicular to the field (0 = TT/2), since the circle is viewed
edge-on. The polarization is then linear, perpendicular to the magnetic field lines.

The spectral components of fully resolved Zeeman patterns are fully polarized ( I2 =
Q2 + U2 + V2). Each component can be considered an independent, isolated radiative
transition that couples to a single sense of polarization. Therefore, the results apply
also to maser radiation even though they were derived for spontaneous emission. Indeed,
these are the maser polarization properties derived by GKK, although from an entirely
different approach. The only difference between the thermal and maser cases is the
disparity between the n and a maser intensities, reflecting their different growth rates
(Elitzur 1996). The two have equal intensities for propagation at sin2# = 2/3; i.e., 6 =
55°. At 0 ̂  8 < 55° the cr-components have a higher intensity, at 55° < 9 ̂  90° the
7r-component is stronger.

5.1.1. Maser Observations
Thus far, the only molecular emission from astronomical sources to display the polar-

ization properties of fully resolved Zeeman patterns involves the main-line OH masers in
HII regions. The necessary large Zeeman splitting requires both a large Lande ^-factor
and a substantial magnetic field, a combination met only for these masers. Most in-
terstellar molecules have closed electronic shells and their response to magnetic fields
involves the nuclear angular momentum, resulting in (/-factors of order 10~3. OH is one
of the few paramagnetic molecules with g ~ 1 and it requires magnetic fields of order
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milligauss for v& > Afp. Magnetic fields in interstellar regions increase with the density
and the only OH sources dense enough to sustain such fields are found around compact
HII regions.

From the polarization solution, a maser spot should display two emission features at
the same location but separated in frequency, each predominantly either left- or right-
circularly polarized. The pairing of such Zeeman components can be difficult because it is
impossible to decide a-priori whether a frequency shift is caused by the Zeeman or Doppler
effects. The most detailed polarization measurements were done for W3(0H) by Garcia-
Barreto et al. (1988) and Bloemhof, Reid k Moran (1992). Figure 15 shows the results of
the latter study. The left panel displays the proper motions of various polarized features
superposed on a map of the source. Each arrow marks the direction of proper motion for
the corresponding feature, the arrow length is proportional to the velocity magnitude.
Full-line arrows denote features predominantly right-circularly-polarized, dashed arrows
are for left-circular polarization. The presence of oppositely-polarized pairs with identical
position and proper motion, as predicted by the polarization solution, is evident. The
right panel lists the magnetic fields derived at the various maser spots from the frequency
splitting of their Zeeman pairs. The polarization of all features is adequately explained if
Faraday rotation is responsible for removal of some linear polarization. Garcia-Barreto et
al. find that there are no features in W3(0H) that might be identified as ^-components,
even accounting for possible Faraday rotation. Such preponderance of cr-components is
expected for magnetic fields aligned within less than 55° from the line of sight because
of the disparity between the growth rates of the ir- and cr-components.

5.1.2. Polarization Filters

The pairing of Zeeman features is a difficult observational task because the two mem-
bers of each pair must be identified at the same position, a challenging spatial-resolution
problem compounded by spectral blending and accidental line-of-sight coincidences. Al-
though the number of isolated, circularly polarized features without a matched com-
panion has been reduced over the years, it has not been eliminated altogether. The
occurrence of such "orphan" features indicates that the overall left-right symmetry of a
homogeneous source must be broken. An ingenious filter mechanism that accomplishes
this was proposed independently by Cook (1966) and Shklovskii (1969). The idea is as
follows: The frequency of a Am = ±1 transition is shifted in a magnetic field by the
amount ±VB- When the magnetic field has a gradient along the ray path, the frequency
of each Zeeman component varies continuously and must be compensated by some other
shift to maintain the frequency coherence required for maser operation. Such a matching
frequency shift can be provided, for example, by a large velocity gradient. The Doppler
and Zeeman shifts can then be matched, but only for one of the polarization modes, if
at all. This results in a polarization filter that amplifies only one sense of polarization,
independent of the pump mechanism.

The proposal that velocity and magnetic gradients are correlated need not be as far-
fetched as it might seem at first. The degree of ionization in interstellar regions is
sufficient to ensure magnetic flux freezing, which leads to a coupling of the motions and
the magnetic field.

5.2. Overlapping Zeeman Components; VB
Although every electromagnetic wave is fully polarized, real radiation fields are usually
unpolarized. The polarization ellipses of the different wave components that make up
the radiation field are usually randomly oriented and the overall electric field vanishes.
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FIGURE 16. Intensities of thermal Zeeman components when UB <C Ai>£>.

The average of the squared values of the field amplitudes does not vanish, though, and
provides the radiative intensity.

The situation can be likened to thermal motions of gas particles. Each particle has a
well denned velocity, but the overall velocity (though not the velocity square) averages
out to zero. This analogy becomes even more appropriate when the radiation field is
described in terms of photons. The radiative intensity, the average of the squared values
of the field amplitudes, gives the photon density and never vanishes. But while single
photons are fully polarized (the spin projection on the transverse plane has a well defined
value), their polarizations are usually randomly oriented and average out to zero.

When the source is isotropic the polarization must vanish because there is no preferred
direction to orient the individual polarization ellipses or photon spins. The introduction
of an overall quantization axis defines a preferred direction and can result in net po-
larization. When that direction corresponds to the axis of a magnetic field that fully
resolves the Zeeman pattern, each spectral component is fully polarized because each of
its photons is polarized the same. When the magnetic field decreases so that v& < AI/Q,
the field still provides a quantization axis but different polarizations begin to blend across
the line and the overall polarization is reduced.

5.2.1. Thermal Emission

Consider first thermal radiation fields. They are produced in spontaneous emission and
must be considered in the photon picture. The various Am transitions produce spectral
components that have equal intensities but are centered on frequencies slightly shifted
from each other as shown in figure 16. The intensity 7° of the Am = 0 component is an
even function of the dimensionless frequency shift x = (u — uo)/Au£>, centered on x = 0.
Introduce

XB = -r-^- < 1 • (5- 3 9)

Then/±(a;±a;B) = 7° (a;).
The three components are produced independent of each other and the overall radiation

field is an incoherent superposition of them. At every frequency across the line the
Stokes parameters of the three components simply add up because they merely count
the different photon numbers. Within each component the transverse condition is obeyed
independently and the photons are polarized as described in table 2. Therefore,

7 = 7° + 7+ + r = 27°

V = V° + V+ + V~ = (7+ - 7~) cos6=^- xB cos6
ax

Q = Q° + Q+ + Q~ = [/° - i/2 (7+ + 7-)] sin2 9 = - 0 (xB sinfl)2 (5.40)

The final expression in each case is the leading order result from a series expansion in
XB of 7±(x) around 7°(x).
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FIGURE 17. Geometry of the wave and quantization frames.

The overall radiation field is polarized because it is the superposition of three different
polarized intensities. Even though the intensity of each Am transition is the same,
because of the Zeeman shifts the intensities are slightly different at every given frequency.
These differences are controlled by the parameter xB, and so is the polarization. The
circular polarization is proportional to XB because it arises from the odd terms in the
expansion in powers of xB. The linear polarization involves even expansion terms and is
of order x2

B only. This small linear polarization is always perpendicular to the magnetic
axis because it is produced by the cr-components.

When XB —>• 0, the polarization disappears. Although the radiation field is comprised
of three fully polarized components, they are mixed in just the right amounts that the
overall polarization vanishes. This is quite different from the unpolarized radiation in
a thermal source without any quantization axis where the photon spins are completely
randomly oriented, although the net result is the same.

5.2.2. Overlapping Electromagnetic Waves

Since maser radiation is generated in stimulated emission, its properties must be under-
stood in terms of classical electromagnetic waves interacting with particles in quantized
energy levels. The wave electric field must be handled in terms of its amplitude instead of
its intensity (the square of the amplitude, which corresponds to photon number density).
The geometrical setup involves two independent coordinate frames, one for the particle
quantization the other for the wave propagation (figure 17). Particle quantization is
defined with respect to the cartesian x-y-z coordinate frame, with z the quantization
axis. Vector components of the electric field taken in this frame are uniquely associated
with specific Am transitions, the cartesian components are equivalent to the components
EAm (Am = 0, ±1) defined as

E° = Ez, E± = 2-1''\Ex ± iEy). (5.41)

This notation reflects the fact that the ^-component of the field couples only to Am =
0 while the x- and y-components couple only to Am = ±1. Each EAm is the amplitude
of the electric field that couples to the corresponding Am transition.

The wave propagation is at an angle 0 from the quantization axis in the x-z plane. The
wave coordinate system is obtained from the quantization frame through rotation by an
angle 9 around the y-axis. The rotated z-axis is in the direction of wave propagation and
is denoted k. The rotated x-axis corresponds to one possible direction of linear polariza-
tion, and is denoted || (the polarization is parallel to the quantization axis). The common
y-axis corresponds to the other independent direction of linear polarization, and is de-
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noted ±. Since the electric field is a proper vector, it can be decomposed in this frame
too. The transformation between the components in the two frames involves straight-
forward, standard geometry. In terms of the quantization-frame vector components, the
components of the electric field in the wave frame are

En = - = (E+ + E~) cose + E° sinfl

Ek = — L (E+ + E-) sin8 + E° cos9 (5.42)
v2

The transverse condition states that Ek must vanish irrespective of the direction of
propagation. Now we cannot rely on quantum considerations, this condition must be
obeyed as a geometrical constraint on the classical vector components of the electric
field.

Since we wish to describe a maser radiation field, the magnitudes of its vector compo-
nents in the quantization frame, | £ A m | , reflect the interaction with the particles. From
the discussion in section 4 we can expect these amplitudes to be controlled by the pump
rates into magnetic sub-states and reflect their magnitudes—which have nothing to do
with the propagation direction. Therefore, the magnitudes |E A m | cannot be expected to
guarantee the transverse condition. However, apart from their magnitude, the field vec-
tor components posses another important property. Describing electromagnetic waves,
they contain an oscillating part, commonly expressed as a complex exponential whose
argument is the wave phase </>o + u>t — k • x. While their oscillatory part is the same, the
phases of the three components can be shifted from each other by arbitrary amounts.
Consider as an example the situation when the magnitudes of the three amplitudes |E A m |
are equal to each other. Denote this common magnitude E and select the arbitrary origin
of time such that phases are initialized at E°. Then the three vector components in the
quantization frame are

E° = E, E± = Eeitp± (5.43)

with </)± the undetermined phase shifts of the Am = ±1 vector components. Inserting
these expressions back into equation 5.42, the transverse condition Eu = 0 becomes

a constraint on the phase differences between the three vector components of the radiation
field. The real and imaginary parts of this complex equation provide two constraints on
the two phase shifts. The solution is

= arccos h."1'2 cotfl) . (5.45)

While one a-component leads the Tr-component by the phase difference <j>, the other one
must trail by the exact same amount. Proper solutions require 2"1/2 cotO ^ 1, otherwise
the phase shift 4> is not physical. The interference dictated by the transverse condition
can be maintained for three EAm of equal magnitude only for propagation at

sin2 0 ^ 7 3 , (5.46)

i.e., 9 ^ 35°. Other values of the ratio l i^ l / l i^ l make smaller propagation angles
possible.

This completes the definitions of the three vector components EAm, both magnitudes
and phases. From equation 5.42, the transverse components of the electric fields of
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propagating waves are

= E/sinO

cotHf2 (5-47)

Note that E\\ > E, reflecting the constructive interference maintained by the phase
coherence among the different components EAm. The lower bound in eq. 5.46 ensures
that E\\ does not blow up and that E± remains well defined. The transverse components
immediately yield the polarization solution

q r i + „ . 2 / 13 sin2

~(3sin2^-l)
I 3 sin
V

v = — = 0 (5.48)

The lower bound on propagation directions (eq. 5.46) protects against the unphysical
q > 1 as well as imaginary u. We have found polarization for a superposition of three
overlapping radiation fields with equal intensities, an impossible feat in the thermal
case. The reason is that now we have considered the amplitudes themselves, instead
of the intensities formed out of their squares, and the polarization reflects the specific
phase relations among them. The polarization arises because the independent constraints
imposed by the particle interactions and the transverse condition must be reconciled
simultaneously. Particle interactions produce three independent fields, corresponding
to the three different Am transitions. The transverse condition dictates that only two
independent fields propagate in any given direction, the longitudinal combination of
the original fields must vanish. The phase relation, and the polarization, reflect the
correlation that must exist to eliminate the longitudinal component of the field.

The circular polarization vanishes because of the complete left-right symmetry of the
problem. The radiation is fully linearly polarized, q2 + u2 = 1, as could be expected—
we have merely deduced the vector structure of propagating electromagnetic waves and
such waves are always fully polarized. At any given direction there are two possible wave
configurations corresponding to a role switch of the two cr-components as to which one
trails and which one leads the 7r-component. These two arrangements for 0* give two
values of u at each 0, corresponding to two polarization position angles

_ E± / . 2 n i W 2 /c AQ\

Both modes are equally probable, reflecting the complete symmetry in reflection about
the x-z plane. The radiation field contains equal number of waves with either sign of the
parameter u. Therefore, although w ^ O for any wave, u vanishes in the average over
all the components of the radiation field. Only q survives this average, since it is the
same for all waves propagating in a given direction, and the overall radiation field is only
partially polarized. The polarization is either parallel (when q > 0) or perpendicular
(q < 0) to the projection of the quantization axis on the plane of the sky.

This polarization solution was first derived by GKK from an entirely different approach.
Their maser analysis assumed equal pump rates for the different m-states, an assumption
reflected in the equal amplitudes \E°\ = \E+\ — \E~\ = E taken here. The connection
between these two ingredients is clarified in the next section. The solution is displayed
in figure 18. The top panel shows the variation of q with propagation angle 6, the
bottom panel shows the phase difference <j>. Propagation at 35° requires all three wave
components to oscillate in phase. The phase difference increases with 6, the cr-components
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FIGURE 18. Maser polarization and the phase difference <j> = |(/>±| when UB -C A ^ D .

oscillate precisely out of phase to the 7r-component for propagation at 90°. The linear
polarization changes sign at sin2 9 — 2fa (9 = 55°), where it vanishes. At smaller angles q
is positive, corresponding to polarization along the quantization axis, at larger angles it is
negative, corresponding to polarization perpendicular to it. The transition angle 9 = 55°
between positive and negative q corresponds to a 90° flip in the polarization direction.
Such flips are commonly observed in SiO masers. An example is shown in figure 19,
an expanded view of one of the maser features from the maps displayed in figure 6. A
natural explanation is a slight change in direction of the magnetic field, straddling the
two sides of the transition angle 9 = 55°.

It is important to note that the linear polarization usually does not exceed 33% because
\q\ > Vs only for the limited range of propagation directions 35° ^ 9 ^ 45°. Propagation
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FIGURE 19. 90° flip of linear polarization in TX Cam (cf figure 6)

at 8 > 45° gives only \q\ ̂  V3, along the field when 45° ^ 6 < 55° and orthogonal to it
when 9 > 55°. The direction of the magnetic axis is generally not known a-priori. It can
be determined with certainty from the linear polarization only when it exceeds 33%, in
which case the field projection on the plane of the sky is parallel to the polarization.

This polarization solution is entirely different from the one for thermal radiation.
Whereas the thermal polarization arises from the superposition of different intensities,
this one involves equal intensities but well defined phase relations among the amplitudes.
The only assumption in its derivation was the existence of a quantization axis in the
source. The physical process behind this axis was never specified, in principle it need not
be a magnetic field. Indeed, no magnetic interactions entered into the analysis and the
linear polarization depends only on propagation angle. It is entirely independent of XB
and would be the same for any physical mechanism that provided a good quantization
axis.

5.2.3. Maser Polarization Formalism

The last section presents what can be called a kinematic derivation of the structure of
polarization consistent with the fundamental physical processes that generate maser radi-
ation. Equation 5.48 lists the only polarization structure consistent with the constraints
that govern an interacting mixture of quantized particles and classical electromagnetic
waves that have equal amplitudes in the quantization frame. We now proceed to the dy-
namics of the problem and study the mechanism that actually drives the system toward
this solution. This requires a formalism to describe the components of the mixture, the
electromagnetic waves and their interaction with the particles.

Electromagnetic Waves: It is convenient to describe the polarization state of elec-
tromagnetic waves by introducing the four dimensional space of Stokes parameters. Every
electromagnetic wave is a vector in this space, defined by its own set of Stokes parameters

S = (I,Q,U,V) = I(l,n), where U = {q,u,v). (5.50)

The wave polarization structure is defined by the 3-vector II of its normalized Stokes
parameters (figure 20). Since individual electromagnetic waves are fully polarized, their
polarization vectors obey |II|2 = q2 + u2 + v2 = 1.

During propagation in empty space, the wave Stokes parameters remain unchanged.
Only particle interactions can modify the 4-vector S. Since II must remain a unit
vector, the only possible effect of the interactions on the polarization vector of each
electromagnetic wave is to rotate it.

Particle Interactions: The interaction with polarized maser radiation involves a
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straightforward extension of the phenomenological theory presented in section 4, adding
magnetic sub-states to the maser levels. For simplicity we consider here a maser operating
between an upper level with spin 1 and a lower level with spin 0. The upper level is
populated from the reservoir by the three pump rates pi,m (m = 0, ±1), the lower level
by the single pump rate po. The loss rate for both levels again is the same, F.

As before, the unsaturated level populations are no = Po/F and ni>m = pi>m/r. As
the maser radiation grows, the populations are modified by interactions with it. With
equation 1.3, the level populations define three absorption coefficients nAm oc niiin — ?io
(m = 0, ±1). It is convenient to introduce the average K1 = l/-2 (K+ + K~) and form the
three independent combinations!

Km = 1/2 [^(1 + cos2 9) + K° sin2 6]
K, = i/2(K°-K1)sin26' (5.51)
He — f'2 \K> *̂  ) COS u.

The absorption coefficient rem is an angle-dependent mean of the three KATO while KJ and
KC involve differences that couple to linear and circular polarizations, respectively. The
radiative transfer equation for the Stokes parameters is

/ 0 K, 0 KC
1 C

— = K.mS + US, where U =
at

0 0 0 (5.52)
0 0 0 0

\KC 0 0 0

The matrix V, resembles a standard rotation matrix. Indeed, it is easy to show from this
equation that the polarization vector varies according to (Litvak 1975)

FTTYK- 1 vTT (^ ^1}
. n I J.J. v̂ rSrjry I A l l i t J . O O l

where KP = (K/,0, KC) is another 3-vector formed from the off-diagonal absorption coef-
ficients (figure 20). This result is for single electromagnetic waves, which have |II| = 1;
in the case of arbitrary polarization vectors, the right hand side contains an additional
term proportional to 1 — II . As expected, the effect of radiative transfer is to rotate the
polarization vectors of individual electromagnetic waves.

5.2.4. Stationary Maser Polarization

The rotation velocity of an individual polarization vector is IIx/Sp. Because of its
dependence on the polarization vector itself, it is different for different electromagnetic
waves and changes as II is rotating. Since waves are launched with arbitrary initial po-
larizations that subsequently rotate at different rates, the radiation field can be expected
to remain unpolarized unless there is a stationary configuration whose polarization vector
does not rotate. When such a configuration exists, all the polarization vectors remain
locked there once they have entered it and that becomes the polarization of the overall
radiation field. Maser polarization can be determined as the solution of the stationary
polarization equation

— = 0, i.e. q' = u' = v' = 0 (5.54)

where the prime denotes derivative along the path. Since q = Q/I, q' = 0 is equivalent to
Q'/Q = I'/I, and similar relations hold for U and V. Therefore stationary polarization

f This formalism was developed by Litvak (1975). The presentation here follows the notations
of Elitzur (1996).
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FIGURE 20. The polarization vector II and the vector KP that controls its radiative transfer in
the space defined by the normalized Stokes parameters q, u and v.

is defined by

where A is some undetermined common factor, namely

(5.55)

(5.56)

All four Stokes parameters of stationary polarization grow at the same rate, the Stokes
4-vector maintains the same direction, growing in proportion to itself. Comparison with
equation 5.52 shows that the Stokes vector of stationary polarization obeys

(X-Km)S = TZS, (5.57)

it is an eigenvector solution of the radiative transfer matrix with A the eigenvalue.
Two types of eigenvector solutions exist (Elitzur 1996), a result easily understood from

either figure 20 or equation 5.53. Type 1 stationary polarization occurs when II || K
which gives P,

v= (5.58)

Since KP
2 = K{2 + KC

2, type 1 solutions have q2 + v2 = 1 and describe fully polarized
radiation. Type 0 stationary polarization occurs whenever

K, = KC = 0; (5.59)

obviously the polarization does not rotate in this case. Because the off-diagonal KI and KC

determine all possible differences among the three basic absorption coefficients KAm, their
vanishing implies K + = K~ = K°. Type 0 polarization is obtained when the absorption
coefficients of all three Am transitions are equal to each other, namely, the population is
the same in all three magnetic states of the upper level. Now, all absorption coefficients,
including K[ and KC, contain dependence on q and v, therefore the last two equations
determine type 0 and type 1 polarizations only implicitly. Expressions for the complete
absorption coefficients follow from solutions of the level population equations in steady
state. When inserted in eqs. 5.58 and 5.59, the resulting equations for q and v can become
rather involved.
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FIGURE 21. Unsaturated absorption coefficients in magnetic field with UB <

In isotropic sources the pump rates are independent of magnetic quantum numbers.
The populations of magnetic sub-states of each level are equal to each other, the off-
diagonal absorption coefficients are identically zero and the polarization rotation trivially
vanishes. No polarization can be generated in this case. Polarization requires anisotropy
in the amplifying medium, which can be introduced in two general schemes. Pumping by
a stream of either particles or radiation introduces a preferred direction, the stream axis.
Few cases of such anisotropic pumping have been advocated in astronomical masers.
More common is the action of a magnetic field. This introduces a good quantization
axis whenever the gyro-rate for magnetic precession exceeds collisional- and radiative-
interaction rates, which is the case in virtually all astronomical masers. The commonly
studied model for masers in a magnetic field involves equal pump rates for the magnetic
sub levels whose energies are shifted by the Zeeman effect. The solutions of the level
population equations are somewhat involved; they are described in Elitzur (1996) and
will not be reproduced here. The results enable study of the eigenvector problem. It turns
out that type 1 provides the relevant polarization solution when z/g > Ai/p, producing
the results described in section 5.1. When VB < Aj/p, the relevant solution is type 0.
Keeping terms to second order in XB (< 1) gives

Although we have solved for stationary polarization, the result contains terms that vary
with the intensity and thus is not stationary. The solution becomes stationary only when
the dependence on maser intensity disappears. This requires intensity sufficiently large
that the terms containing J/Js can be neglected.

Fully stationary polarization is impossible during early stages of maser growth. The
reason is obvious. Equal pump rates produce equal populations in each magnetic sub-
state of the upper level, leading to unsaturated absorption coefficient K$m of equal
strength. But because of the Zeeman shifts, the three are centered on slightly differ-
ent frequencies as shown in figure 21, a situation similar to that for the intensities of
thermal radiation (figure 16). At any given frequency the three absorption coefficients
are different from each other and the type 0 polarization condition cannot be fulfilled.
But these differences are only of order XB and can be overcome by radiative interac-
tions when J/Js <; XB, making it possible for stationary polarization to set in. Keeping
only leading-order terms, the maser stationary polarization for isotropic pumping in a
magnetic field with XB <SC 1 is

1 , 2

Selection of this solution requires a unique cooperation between the particles and radia-
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tion. The early stages of maser growth are marked by polarization rotation, caused by
unequal magnetic sub-state populations of interacting particles at any given frequency.
Maser growth affects the populations, equalizing them among the magnetic sub-states
and eliminating the polarization rotation.

The type 0 linear polarization was found previously from the superposition of elec-
tromagnetic waves with equal amplitudes |.EAm| (equation 5.48). Because of the mag-
netic field, this linear polarization is accompanied by circular polarization of order XB
= vsj'A;/£>. When the transition frequency varies, the Doppler width AVD varies pro-
portionately while the Zeeman splitting vB remains fixed. Therefore XB is inversely
proportional to frequency and the circular polarization decreases with the transition fre-
quency when all other properties remain fixed. SiO in evolved stars displays polarized
maser emission in numerous rotational transitions within excited vibration states. As
the rotation quantum number increases the transition frequency increases too and the
circular polarization is expected to decrease. Observations show this indeed to be the
case (Mclntosh, Predmore & Patel 1994). In contrast, the linear polarization displays
the opposite trend, increasing with rotation quantum number although all of its other
properties remain the same—different lines display detailed similarities between frac-
tional polarization profile, polarization position angle, and rotation of position angle
across the profile (Mclntosh & Predmore 1993). Since the solution linear polarization
is independent of transition wavelength, this is the expected behavior in the presence of
Faraday depolarization because this effect is proportional to A2. The low rotation states
are more severely affected because of their longer wavelengths and the linear polariza-
tion can be expected to decrease toward lower angular momenta, as observed. Although
detailed calculations of Faraday rotation have yet to be performed for XB < 1, Mclntosh
& Predmore find this to be the most plausible explanation of the data.

Equation 5.61 gives the mathematical solution of an eigenvalue problem. The physical
relevance of this solution is obviously confined to the domain

q2 + v2 <: 1 . (5.62)

This condition imposes constraints on the directions of propagation. Physical values
for the linear polarization preclude propagation too close to the magnetic axis while
circular polarization eliminates perpendicular propagation, except at line center. These
constraints are shown in figure 22, a display of the phase space for maser polarization
solutions in the XB—6 plane. They are plotted with the full lines labeled by frequency
shift x = (v — I/O)/AVD when XB < 1- The domain for each x contains all the domains
for larger values of x, and polarized maser propagation is allowed only inside the 8-XB
region enclosed by the corresponding boundary. At some frequencies these bounds are
supplemented by secondary bounds, marked by dashed and dotted lines, that are of less
importance. The lower branch of each full boundary is the lower bound on 6 from the
linear polarization, the upper branch is the upper bound from the circular polarization.
At any fixed XB , the interference generating the stationary type 0 solution is possible only
for the finite range of propagation angles between the two branches. As XB increases, the
two bounds approach each other, causing the allowed region of propagation directions to
shrink until eliminated. First the solution disappears at the line wings, as XB increases
the removed frequencies move closer to line center. Finally, type 0 solution is no longer
possible when the line center is eliminated. The radiation is unpolarized across the
entire line for all propagation directions when XB ;> 0.3. Further increase in XB causes
separation of the Zeeman components, ushering in the type 1 polarization solution of
section 5.1. Zeeman separation starts at line center, spreading to the wings with further
increase in XB- At frequency shift x, complete Zeeman separation requires XB > 1 + x
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FIGURE 22. Phase space for maser polarization in a magnetic field (from Elitzur 1996)

and that is the applicability domain of the type 1 solution. Propagation is then allowed in
all directions. The thin dotted line in this region marks the boundary between directions
where TT- and u-components dominate.

Apart from the plotted constraints, the maser must meet a number of additional re-
quirements to enable the polarization solution. In particular, the neglect of source terms,
which was employed here, is justified only after certain initial growth. In combination
with the other constraint on growth imposed by the requirement of stationary polariza-
tion, the system parameters must obey

(5/J s)
1 / 2 < xB £ J/Js. (5.63)

Every pumping scheme determines a threshold XB and the maser remains unpolarized
when the magnetic field is so weak that the Zeeman splitting is below this threshold.
Furthermore, pumping schemes of "weak" masers have small Js/S and such masers
remain unpolarized irrespective of magnetic field strength. In this case, the lower bound
on XB becomes so large that the maser saturates before it had time to settle into the
stationary polarization solution.

5.2.5. Circular Polarization Profiles

The V and / Stokes parameters of thermal radiation obey the relation

V{v) = bl'(u) (5.64)

when the Zeeman components overlap (eq. 5.40). Here b = vB cos 9 and the prime denotes
derivative with respect to v. The measured ratio V/I' is constant across the line profile,
its value can be used to determine the magnetic field along the-line-of-sight.

Unsaturated masers do not obey such proportionality. Consider for example the un-
saturated amplification of polarized thermal radiation. In this case all Stokes parameters
are amplified by the same exponential of T(V) = ito{v)t, SO that

V(y) = KhMe1"^ = bIlh(v)eTM ? bl'{v). (5.65)

The derivative of the amplified term is not equal to the amplification of the derivative
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FIGURE 23. Variation of V/I' in an unsaturated maser with the parameters listed. When the
maser saturates, this ratio becomes flat (from Elitzur 1998).

because the amplification itself depends on frequency (r is peaked at line center). Instead
of a constant, the ratio 1Z(v) = V/I' rises toward the line wings. Figure 23 displays the
1Z profile for self-amplified radiation in an unsaturated maser with the parameters listed.
The two curves present analytical approximations for upper and lower bounds on the
polarization rotation. The two bracket the possible range of the actual solution and the
difference between them is practically insignificant.

When the maser saturates, TZ becomes flat. This result is best understood from the
converter form of eq. 4.30. The only difference between the various Stokes parameters of
the polarization solution in a saturated maser is the specific combination of pump rates
into magnetic states that they involve. Since the unsaturated absorption coefficients are
proportional to the pump rates and since K^(V ± vg) = KQ(V) = K(V) (cf figure 21), in a
saturated maser

y K+ - K~ K!
— oc — — oc VQ — . (5.66)
IK, K

But a saturated maser also obeys I <x Ka (eq. 4.35), therefore V/I = a/c1/K, and equation
5.64 follows. The only difference from the thermal case is the proportionality constant
b, which is 8i/e/(3acos#) in a saturated maser (Elitzur 1998).

The flat shape of the ratio V/I' in a saturated maser is markedly different from its
unsaturated profile, as is evident from figure 23. Profile analysis of this ratio provides a
decisive, quantitative test of the degree of maser saturation. Based on such analysis, the
circular polarization detected in OH 1720 MHz maser emission from supernova remnants
is the first direct evidence for maser saturation.

5.2.6. Limitations and Outstanding Issues

The theory presented here was developed for an idealized maser. The results depend
in a crucial manner on the assumption of a constant direction for the quantization axis.
They provide the maximal polarization that can be produced in a source that maintains
a uniform direction for the magnetic field. Any curvature in the field lines along the prop-
agation direction results in 6 variations that destroy the phase coherence between the
7T- and cr-components, reducing the degree of polarization. In particular, Alfven waves
introduce ripples in the field lines that destroy the polarization whenever the Alfven wave-
length is shorter than the amplification length. Furthermore, linear polarization may also
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be reduced by Faraday rotation. As a result, the information that can be extracted from
polarization alone is limited because the same polarization can be produced in a number
of different ways. For example, the same linear polarization can be attributed either to
the maximal polarization at an appropriate angle 9 or to a higher degree of polarization
that was degraded either by curvature in the field lines or by Faraday depolarization.

Another fundamental assumption is that the only degeneracy of the maser levels in-
volves their magnetic sub-states. When any of the levels includes additional degeneracy,
so that magnetic sub-states of different levels overlap, the tight constraints responsi-
ble for the stationary solutions no longer apply and the polarization can be expected
to disappearf. Indeed, the energy levels of both H2O and methanol involve hyperfine
degeneracy and both masers are generally only weakly polarized. Exceptions do exist,
though, and H2O masers sometime display high polarization, notably during outbursts
such as one that occurred in Orion (Garay, Moran & Haschick 1989; Abraham & Vilas
Boas 1994). This may involve the excitation of a single hyperfine component, in which
case the general solutions derived here are applicable.

Finally, it is important to note that the theory presented here is still incomplete.
The maser radiation field is an ensemble of waves, each of them launched with random
polarization. Subsequent amplification through particle interactions is accompanied by
rotation of each polarization vector and we have identified the stationary modes that do
not rotate. However, we have not shown how the radiation field actually evolves into
this solution, which is considerably more difficult. Indeed, for any statistical distribution
it is always simpler to identify the stationary limit than to demonstrate how this limit
is actually approached. A demonstration of the approach to Maxwellian of a particle
velocity distribution or to Planckian of a photon distribution are considerably more
difficult than the derivation of either functional form. The evolution of such ensembles
requires numerical simulations of the type frequently performed in studies of plasma
and laboratory lasers. This approach is not necessary for the analysis of polarization in
thermal radiation, where the four Stokes parameters of different waves are uncorrelated.
In contrast, for waves partaking in maser amplification the growth rates of the Stokes
parameters depend on the Stokes parameters themselves and a full simulation of the
ensemble evolution cannot be avoided. Such simulations have not yet been attempted for
astronomical maser radiation. In addition to their inherent significance for demonstrating
the approach to stationary polarization, these simulations are essential for a complete
analysis of Faraday depolarization when VB -C Ai/p.
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The large-scale features of the magnetic field in the arms of the Galaxy have been traced by
observations of polarized starlight, synchrotron emission, Zeeman splitting, and Faraday rota-
tion. More recently, it has become possible to map fields in dense clouds by observations of
polarized thermal emission from magnetically aligned dust grains. Observations at far-infrared
and submillimeter wavelengths provide measurements of the field as projected on the sky at
hundreds of points in individual clouds. In the polarization maps, especially when compared
at several wavelengths, one finds examples of fields shaped by gravitational contraction, differ-
ential rotation, and compression. One also finds evidence for unresolved thermal structure and
turbulence. To interpret the results one must understand the physical principles that relate
emission, absorption, and scattering; and that relate polarization to the shapes and materials
of the emitting dust grains. When these principles are applied to emission one finds that the
degree of polarization in homogeneous clouds should be nearly independent of wavelength in
the far-infrared and submillimeter portions of the spectrum. The steep polarization spectra ac-
tually observed can tentatively be understood if one assumes a heterogeneous temperature and
radiation structure in which there is a correlation between temperature and grain alignment.
The potential sources of systematic errors in polarization measurements are such that anyone
entering the field must carefully review the appropriate observing and analysis techniques. With
attention to the required techniques and with new instruments to be commissioned in the next
few years it should become feasible to pursue scientific goals that have thus far been largely in-
accessible. Among these goals are a) tests of models to explain the unexpected structure of the
polarization spectrum in dense clouds; b) determination of the field strengths and characteristic
sizes of turbulent domains in molecular clouds; c) resolution of the smallest-scale magnetic do-
mains in molecular clouds; and d) explanation of the orthogonal fields observed in the Galactic
center (poloidal fields in synchrotron-emitting regions and azimuthal fields in regions of thermal
emission from dust). Another goal likely to be reached in the next decade is detection of the
polarized component of the cosmic microwave background.

1. Introduction
1.1. Discovery of the Galactic magnetic field

The magnetic field of the Galaxy was discovered by accident. About 52 years ago W. A.
Hiltner, then an assistant professor at Yerkes Observatory, had set out to look for polar-
ization signals emitted periodically from eclipsing binary stars. As demonstrated years
later, there is such an effect, but Hiltner never saw it. In the attempt, however, he and
his associate, John Hall, of Amherst College, later of the US Naval Research Laboratory,
built instruments specifically for astronomical polarimetry. Their collaboration somehow
ended when they realized that they were on the verge of a big discovery. Publishing
separately in the same issue of Science (Hiltner 1949; Hall 1949) — and who cares now
which one rushed in with his manuscript a day earlier? — they announced that the
light from hundreds of stars, whether binary or not, was polarized to the extent of a few
per cent. It was a startling discovery. No theory had pointed to such an effect. The
degree of polarization tended to increase with redenning and the position angles of the
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polarization tended to be parallel to the Milky Way. It thus appeared that the effect had
to do with absorption of the starlight by non-spherical dust particles that had somehow
become aligned with respect to the Galactic plane.

At just that time Enrico Fermi announced his theory for magnetic acceleration of
cosmic rays, and since that gave a reason to postulate magnetic fields in interstellar
space, it was natural to think of attributing the anisotropic absorption to magnetic
alignment of dust particles. It appeared that polarization of starlight might provide a
means, then the only means, of tracing interstellar magnetic fields. In referring to these
events Otto Struve (1949) said that "The year 1949 will undoubtedly be recorded in the
annals of science as that in which one of the most important astrophysical discoveries
was announced".

There were other theories that attempted to account for the anisotropic absorption
of starlight in the arms of the Galaxy. But the only one that has survived, albeit with
modifications, was that involving paramagnetic damping of the rotation of grains spinning
about their short axes leaving only the component of the spin that was along the direction
of the field. Grains colliding with gas molecules cannot avoid spinning on average at a
rate, (u) ;> 105 radians/sec, given by Brownian motion [((^)Iu2) = (3/2)kT]. As we will
see later, they probably spin much faster. Stresses within a grain (principally Barnett
relaxation; see Lazarian & Roberge 1997) rapidly align the spin axis with the axis of
maximum rotational inertia, that is, the short axis. The subsequent alignment of the spin
with the magnetic field proceeds more slowly but eventually the short axis is along the
field and that is the direction of minimum extinction (or maximum transmission). The
direction of maximum emission is thus parallel to the long axis and hence perpendicular
to the field. It is important to note that the grains precess rapidly about the field so
that the mean E-vector of the emitted radiation is along the field even if the grains are
only partially aligned.

There are non-magnetic effects that can align grains in certain anisotropic environ-
ments. For example, gas molecules streaming by dust grains at more than the sound
speed will tend to spin the grains about axes perpendicular to the direction of the rel-
ative gas-grain velocity (Gold 1952). The long axes of the grains will then, on average,
be in the direction of the flow. Such an effect could occur where there is a rapid outflow
from a compact object, but on a larger scale the grains would be carried along with the
gas so that any relative velocity would disappear. Streaming can persist on a large scale
in the case of ambipolar diffusion, that is, when neutral gas flows past charged grains tied
to magnetic fields. In that case, however, the streaming will tend to put the long axis
of the grains parallel to the component of the relative velocity that is perpendicular to
the magnetic field which is the same orientation as that produced by ordinary magnetic
alignment: the two effects are complementary and give the same indication of the field
direction (Roberge, Hanany, & Messinger 1995). It appears safe to assume that on large
scales the E-vector of the radiation emitted from dust grains is perpendicular to the
direction of the magnetic field. One should keep in mind, however, that this generality
may not hold on smaller scales where there are strong non-isotropic conditions other than
magnetic fields.

1.2. Characteristics of the Galactic field

Hiltner published polarization maps covering large areas of the Galactic plane. Figure
1 shows his results for two adjacent regions. In those early maps one could already see
evidence for a coherent field in the plane of the Galaxy. Moreover, those maps were the
basis for the first estimate of the strength of the field. Using the angular dispersion of
the vectors together with the known interstellar gas density and values of the velocity
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FIGURE 1. Starlight polarization in two adjacent areas of the Galactic plane (Hiltner 1951).

dispersion from the widths of atomic spectral lines, Chandrasekhar and Fermi (1953)
estimated the strength of the magnetic field in the Galactic plane. Their argument was
straightforward:

The velocity of a transverse hydromagnetic wave is given by

B
(1.1)V =

/4np

where B is the strength of the field and p is the density of the diffuse matter. The
transverse displacement, y, at a point, x, on a particular line of force can be described
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by

y = acosk(x-Vt). (1.2)

Taking derivatives with respect to x and t, we obtain

-£• = -ak cos k(x - Vt) (1.3)
ox

and
dy

= akVsink(x~Vt). (1.4)
0Z

From these equations it follows that

dxj \\dt

The RMS velocity, v, in the y-direction is related to the velocity given by line broadening
due to motion along the line of sight, by

The quantity | ^ is just the deviation of the line of force from a straight line as projected
on the sky. Combining these expressions we have

B = -J-np. (1.6)

Using a value of ( ( |^ J \ from Hiltner's maps (predominantly for nearby stars) and

values of v and p from other observations, Chandrasekhar and Fermi estimated a mean
field of a few microgauss.

The characteristics of the field inferred from optical polarization measurements have
been supplemented by observations of synchrotron emission (Dombrovsky 1954), Zeeman
splitting (Vershuur 1969), and Faraday rotation (Manchester 1974). These techniques
give complementary views of the Galactic field. Maps of polarized starlight and syn-
chrotron emission both give the direction of the projected field as integrated along the
line of sight and weighted, respectively, by the density of aligned dust grains or of rel-
ativistic electrons. Maps of Faraday rotation and Zeeman splitting give the strength of
the field integrated along the line of sight and weighted, respectively, by the electron or
atomic hydrogen density.

Observations by these techniques have led to the current picture of the magnetic field
of the Milky Way: there is a coherent component parallel to the galactic plane, directed
nearly along the spiral arms (Heiles 1996), and a fluctuating component of equal or
greater magnitude which is structured on scales ranging from hundreds of parsecs to less
than a parsec. Information about the disks of other galaxies is qualitatively similar but
less detailed. Outside the plane of the disks there is considerable variation in the shapes
of the fields from one galaxy to the next. As yet we know almost nothing about the fields
in the inner few parsecs of external galaxies and in the center of the Milky Way we see
a baffling co-existence of orthogonal fields.

Our knowledge of the Galactic field, still far from complete, has advanced consider-
ably since 1949 when we were totally ignorant of its existence. We now understand the
importance of the field to a wide range of Galactic phenomena. We know that magnetic
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fields affect the structure and energy balance of gas in galaxies; that they provide sub-
stantial vertical support of the gas layer; that turbulence is hydromagnetic in nature;
that magnetic fields transport energy and modify the structure of interstellar shocks. It
is also apparent that magnetic fields play a role in accelerating and confining cosmic rays.
The cosmic rays produce ions in the interstellar gas, and that is what ties the gas to the
field even where there is no other ionizing radiation. A consequence is that gravitational
collapse of interstellar material tends to follow field lines producing clouds that are short
along the field direction and longer in the transverse direction.

We turn now to investigations of magnetic fields in a different environment as observed
in a different part of the spectrum.

1.3. Magnetic fields in dense clouds.
Magnetic phenomena on smaller scales, particularly on the scales of dense star-forming re-
gions cannot be investigated by the techniques applied in the tenuous intercloud medium
of the Galactic arms. Polarimetry of starlight can be extended to moderately dense
regions by observations in the near infrared taking due care to distinguish between scat-
tering and absorption. But in typical molecular clouds there are no visible background
stars to show polarization by absorption; no relativistic electrons to emit synchrotron
radiation; and no visible background pulsars to use for dispersion and Faraday rotation
measures. Zeeman measurements still provide important information on the magnitude
of the line-of-sight field but, in dense clouds, only as seen in absorption on the near sides
of the objects under study.

It is just in those dense regions, however, that far-infrared polarimetry of the emitted
radiation provides a unique view of magnetic phenomena. Because so little was known
about the conditions required for grain alignment and about the magnetic fields and
other conditions actually existing in dense clouds, it remained highly uncertain that po-
larized emission could actually be a useful tool until it was discovered that measurable
polarization could be expected at almost any point where there is significant emission
from dust. A balloon observation by Cudlip et al. (1982) showed polarization of 1 - 2%
in a beam centered on the Orion Nebula. And subsequent observations (e.g. Hildebrand,
Dragovan, & Novak 1984; Hildebrand 1996; Dotson et al. 2000) showed measurable po-
larization throughout a large sample of molecular clouds and thermal streamers.

It is now feasible to map the fields as projected on the sky at hundreds of points
in a single cloud. A far-infrared polarization map for an individual cloud is shown in
the left panel of Figure 2. Since the dust grains spin about short axes parallel to the
aligning field, and emit preferentially with the E-vector parallel to the long axis, the
polarization of the emitted radiation is perpendicular to the field and the shape of that
field as projected on the sky is most easily seen by rotating all the E-vectors through
90° as shown in the right panel of the figure. Here the vectors have all been drawn the
same length to avoid any implication that a "B-vector" gives the strength of the field.
Notice that the field lines are drawn towards the center of mass (Schleuning 1998). In
other cases, the field lines bend around H II regions or are pulled into a pinwheel pattern
by differential rotation.

In order to investigate the 3-dimensional structure of the field in a cloud, it is impor-
tant, wherever possible, to make complementary Zeeman and linear polarization maps.
In the cloud, M17, for example, Zeeman measurements by Brogan et al. (1999, 2000)
show a strong line-of-sight field (~ 450 /iG) along a N-S line through the intensity peak
where the polarization vectors of Dotson 1996 (and Dotson et al. 2000) are short; and
a much weaker line-of-sight field (~ 50 /iG) in the eastern half of the cloud where the
polarization vectors are long (Figure 3). We infer that the field is nearly along the line
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FIGURE 2. Polarization map of Orion at 350 /mi (Dowell et al. 2001) made with the Univer-
sity of Chicago polarimeter, Hertz (Schleuning et al. 1997; Dowell et al. 1998) at the Caltech
Submillimeter Observatory. The left panel shows E-vectors drawn to the scale indicated in the
lower left corner. The right panel shows the same vectors drawn to uniform length and rotated
90° into the direction of the magnetic field. The contours in the right panel show 350 fim flux
densities as measured with the photometer SHARC (Lis et al. 1998).
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FIGURE 3. Gray-scale image of the M17 molecular cloud showing Bios from Zeeman observations
of 20 km/s H I superposed with polarization vectors (Brogan et al. 1999, 2000). The 100 fim
polarization vectors (Dotson 1996) have been rotated 90° to show B±. The contours give the
21 cm continuum flux at levels of 0.3, 2.0, and 7.0 Jy/beam with 25 arcsec resolution.
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of sight at the N-S line and turns toward the plane of the sky at points farther to the
east.

The Zeeman measurements provide direct measurements of the mean field strengths
in dense clouds. As the clouds collapse, the fields increase approximately as the square
root of the gas density reaching values as large as ~ 10 mG. The rate of increase with
density is more rapid in dense clumps (Vallee & Bastien 2000). Under certain conditions
a comparison of the spectra of neutral and ionic molecular ion lines may provide another
indicator of magnetic fields in dense clouds (Houde et al. 2000a, b).

1.4. Emission and polarization spectra

The polarization maps presented in this paper come from observations at 60 /zm, 100
fj.m, 350 /iin, and 850 fim. In almost all cases these wavelengths have been chosen
for practical reasons with little or no thought to anything one could properly call the
polarization spectrum; and before we venture into far-infrared spectropolarimetry it is
worthwhile to review some of the practical constraints.

The most obvious practical concern is to observe at wavelengths where the dust is
emitting. A typical emission spectrum for a molecular cloud peaks a little below 100 /tm
and that was a desirable wavelength to pick when the goal was simply to see whether there
was measurable polarization throughout a cloud. To reach that part of the spectrum
one must get to altitudes above ~ 14 km as was possible with the Kuiper Airborne
Observatory and will again become possible with SOFIA, the next airborne observatory.
At ground level, water vapor in the earth's atmosphere absorbs everything between ~ 30
Hm and ~ 300 fim.

Before the Kuiper Observatory was retired in anticipation of SOFIA, a last opportunity
for polarimetry in the far-infrared was used to observe a feature in the Galactic center
known as the Sickle (see Section 5). The Sickle is a thin layer of warm gas with a peak
emission at about 60 fim. Because it was faint in the far-infrared, the peak wavelength
provided the best chance for an adequate signal. Moreover, because it was a small feature
running across close strands of non-thermal emission visible at radio wavelengths it was
desirable to have better spatial resolution than was possible at 100 /xm. Accordingly we
reconfigured the polarimeter to work at 60 /um (Dowell 1997). We were rewarded with a
polarization map showing the strongest and most uniform polarization vectors we have
found in any object. And as we will see in the last section the pattern of vectors showed
a field in what seemed to be exactly the wrong direction.

After the last flight of the Kuiper Observatory we began observing on the ground
because it was the only choice. It was not the place to try observing the Sickle but it
was a very good place to work on the 350 //m polarization map of Orion (Figure 2). A
disadvantage of working at that wavelength is that the atmospheric transmission, even
at the altitude of the Caltech Submillimeter Observatory on the summit of Mauna Kea,
only reaches as high as 50% on rare occasions. We chose 350 /im because it is one of
several "atmospheric windows" of relatively good transmission, and because our limited
resources forced us to use a detector array that was only marginal at 350 /iin and no good
at all at longer wavelengths. When the SCUBA photometer at the JCMT, an instrument
with excellent detector arrays, was equipped to do polarimetry, the observations were
most often made at 850 /im because the atmosphere is more transparent and more stable
there than at shorter wavelengths.

These practical choices led to new types of scientific results. Maps of the cloud W3
(Figure 4) showed, in the center portion, a clockwise shift of ~ 15° from 60 (j,m to 100
/xm and another shift of ~ 15° in the same direction from 100 //m to 350 /<m. One
could infer a corresponding shift in the direction of the magnetic field between the warm
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FIGURE 4. Polarization maps of the Galactic cloud, W3, at 60 fim (dashed vectors) and 100
(im (solid vectors). A further rotation of the vectors in the same direction appears at 350 (im
(Schleuning et al. 2000). The contours show 350 [im flux densities.

core and cool outer regions of the cloud. Since the main temperature components of
molecular clouds generally have peak intensities at ~ 50 nm to ~ 300 fim, it is in that
range that multiwavelength observations are especially valuable in correlating measured
features with source temperatures. It is a range that requires an observatory in the
stratosphere or in space.

In some cases one sees no shift in position angle with wavelength but a significant
change in the degree of polarization. It is that situation that confronts us for the first
time with what one can properly call far-infrared spectropolarirnetry. When we made
histograms of the degrees of polarization in molecular clouds from 60 |tm to 350 /im, we
found, to our considerable surprise, a significant drop in the degree of polarization at the
longer wavelength. Subsequent measurements at 850 jttm from the SCUBA instrument at
the James Clerk Maxwell telescope in Hawaii have shown that the spectrum rises again
beyond 350 /tin. This phenomenon and its interpretation will be the subject of Section
3.

To understand why a steep polarization spectrum was contrary to all expectations and
to construct a theory to make sense of it we must first review the physics that relates
grain cross sections to polarized emission. That will be the topic of the next section.
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2. Physical principles of polarized emission

2.1. Cross sections

The effects of dust appear repeatedly in astrophysics. It obscures the center of the
Galaxy; it reddens the light from stars; it interferes with measurements of the cosmic
microwave background; it catalyzes chemical reactions; it stores the heavy elements;
and it converts optical and UV photons into IR photons that escape from clouds taking
energy with them. But what concerns us here has to do primarily with cross sections.
To understand polarization one must, of course, be able to deal with cross sections of
grains that are non-spherical. But there are important concepts that apply to a grain of
any shape. In particular we will see that the discussion of cross sections will be greatly
simplified by invoking three general principles: Babinet's principle, KirchhofF's law, and
the Kramers-Kronig relations.

We begin with the particular case of a black sphere in a beam of parallel light where
the radius, r, is large compared to the wavelength, A. In that case the amount of light
absorbed will simply depend on the size of the object. That is, the absorption cross
section, Cabs, will be the same as the geometrical cross section, Cgeom — TT~. But
the sphere in question not only absorbs light it scatters it. And by Babinet's principle,
the amount of scattered light must be equal to the amount absorbed. Any object in a
parallel beam of light of wavelength less than the dimensions of the object will produce
a diffraction pattern of scattered light. If we replace the object by a complementary
screen, it too will produce a diffraction pattern. If the object is a sphere of radius r, its
complement is a screen with a hole of radius r. The amount of light going through the
hole in the second case is equal to the amount of light absorbed by the sphere in the first
case. The amount of light absorbed by the screen is equal to the amount of light that was
not absorbed by the sphere. When you remove both the sphere and the screen there is no
diffraction pattern. The whole wavefront is simply the sum of the parts that would have
been absorbed by the sphere or the screen. Hence the diffraction patterns of two parts
must interfere so as to cancel one another, and that can be true only if, at every angle,
the patterns have equal and opposite amplitudes and hence equal intensities. In other
words, where r > X the cross section for scattering must be equal the cross section for
absorption, Cscat — Cats- The total cross section (what astronomers call the extinction
cross section) must be twice the absorption cross section. That will prove to be a useful
relationship in what follows.

Consider next the emission cross section, Cem. If you know the size and temperature
of a black object, you can compute how much thermal radiation it will emit. If it is
not black it will have an emissivity, Qem, less than one and the the effective size of
the object for radiating thermal energy will be what we call the emission cross section,
Cem = QemCgeom- That is, Cem is the geometrical cross section that a blackbody would
need to emit the same flux. The same (non-black) object will have an absorptivity (or
"absorption efficiency") less than one and an absorption cross section Cabs = QabsCaeom-
If a grain of any absorption efficiency and any temperature is placed in an oven it will
come to equilibrium at the temperature, T, of the oven. The value of Qats will determine
the rate at which it approaches equilibrium but not the equilibrium temperature. At
equilibrium it will still absorb energy but it must emit energy at the same rate. The
efficiency, Qem, for emitting radiation must therefore be equal to Qabs> the efficiency for
absorbing radiation. That fundamental relationship, first enunciated by Gustav Kirchhoff
in the nineteenth century, is known as Kirchhoff's law.

To simplify the discussions of Babinet's principle and Kirchhoff law we have spoken
of the cross sections as if they were constants, and that is far from the truth. In the
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far-infrared the wavelengths are very long compared to the dimensions of a grain. Studies
of scattering and absorption in the optical and UV give a wide range of grain radii with
mean values r « 0.08 fim in the intercloud medium (Witt 1979). It is likely that there
are some grains as large as a few microns, a size still small compared to far-infrared
wavelengths. If a grain is not too far from spherical we can still speak of a "radius" given
approximately by r = \fCgeoml'K ). Treating a grain as a very small antenna it is easy
to see why it should be an increasingly inefficient absorber as the wavelength increases
far beyond the grain radius. Since the grains have a wide range of sizes they must have
a wide range of cross sections and efficiencies even at a given wavelength. This problem,
however, is simplified in the far-infrared by a relationship based on the Kramers-Kronig
relations:

The factors that determine the absorptivity (or emissivity) are the wavelength, A, and
the complex dielectric function, e(A) = ei(A) -I- it2{X). For A >̂ r, the relationship is

8?rrT / £(A) 11 (07s
l ( 2 - 7 )

(e.g. Jackson 1961). I will not derive this expression, but the term in brackets will be
familiar from elementary electrostatics. In the far-infrared, where A >̂ r, the grain is
effectively in a uniform field. A dielectric sphere in such a field has a polarization propor-
tional to the applied field multiplied by the term ^ | , and the absorption is proportional
to the imaginary part of that expression. The first thing to notice about this expression
is that the quantity Qem/r is independent of r hence it is not necessary to know a size
distribution and a corresponding distribution in Qem. It is sufficient to find mean values
of r and Qem-

it we multiply Qem by irr2 to obtain Cem, and expand the imaginary part, the expres-
sion becomes

where v = §TIT3. The expression for non-spherical grains will take a similar form.
Now consider a cloud at a known distance D. Each grain will subtend a solid angle

Q = nr2/D2 and will emit a flux nCemB{X,T) where B(X,T) is the Planck function at
temperature T. If there are N grains per beam the total flux will be

^ ^ 9 M ) (2.10)

Where V = total volume of dust « N x v (e.g. Hildebrand 1983). A measurement of
F(X) and an estimate of T from the emission spectrum should thus give a value for the
volume of dust, or, assuming a mean density, a value for the mass of dust, but only if
one can evaluate Qem.

The measurement of Qem(A) at A > r consists in measuring the ratio QemW/Qext{UV)
and multiplying by the value (2) of Qe-xt{UV) given by Babinet's principle. As we have
seen, Babinet's principle explicitly relates Cabs and CscaU and hence Qabs and Qscatt at
short wavelengths. At long wavelengths Qscatt disappears. The scattering cross section,
CScatt, decreases even more rapidly (CSCatt oc A~4) than Cabs- Hence in the far-infrared
one can, to good approximation, neglect Cscatt and assume Qscatt —> 0 and Ce3;t(far-
IR) = Cabs(far-IR). The measurement otQem(X)/Qext(UV) has been discussed elsewhere
(Whitcomb et al. 1981; Hildebrand 1983). One method is to find the equivalent ratio
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of optical depths, T(X)/T(UV) in a reflection nebula where some fraction of the UV ra-
diation can escape. The long wavelength optical depth, r(A), is the ratio ( < 1) of the
observed brightness of a cloud to the brightness of a black body of the same temperature.
The UV optical depth of the cloud is obtained by measuring the neai-UV extinction of
background stars. The result, then, is Qem(\) = 2 x T(X)/T(UV). This result is subject
to the inaccuracy of assigning a single temperature to the cloud. It is sufficient, however,
to give approximate values of Qem(X) [e.g. Qem(250 //m) ~ 1/2666; Hildebrand 1983].

A further inaccuracy in applying the expression Qem(X) = 2 x T(X)/T(UV) is that
the conditions under which Babinet's principle leads to the relationship Qext/Qabs =
Qext/Qscatt = 2, are not fully satisfied where some of the wavelengths are longer than
the dimensions of some of the dust grains. The actual value of the ratio is a matter of
considerable interest. Its reciprocal, Qscatt/Qext = 1, is the "albedo". Measurements of
the diffuse Galactic light give a value, 7 « 0.4. Another measure of 7 has been obtained
from observations of a reflection nebula (Whitcomb et al. 1981). Any UV photon from an
embedded star will either escape from the nebula or be absorbed and then be reemitted
as far infrared radiation. The probability, p, of escape will then be given by the ratio of
UV luminosity to the total luminosity,

But p is also given by

p = 7<™>

where (m) is the mean number of times a photon scatters before it escapes. If the mean
scattering angle is small, as indicated by the observations of Lillie & Witt (1976), then
(m) « r. Using measured values of p and r one obtains again, a value, 7 « 0.4.

2.2. Dependence of polarization on cross sections

The expression we have derived for F(X) assuming spherical grains is very nearly true
for moderately elongated grains (where r = ^/Cgeom/^) but is clearly inadequate to
describe polarization. One must take into account the differences in optical depths for
components of radiation parallel to the different axes. If starlight becomes polarized it
is because the component of light with the E-vector in one direction is absorbed more
efficiently than that with the E-vector in an orthogonal direction.

Consider a beam of unpolarized starlight traveling through a cloud containing aligned
grains, where the absorption, r, is greatest for the component of the light with the
E-vector in the x-directions and least for the component in the y-direction. The polar-
ization, Pahs-, by selective absorption in the cloud will be

Pabs = 6
e_

T
T[ ~ e

e_
T

T[ = - tanh[(r x - Ty)/2] « -(TX - TV)/2. (2.12)

(The minus sign indicates polarization by absorption.) Notice that the last expression
on the right holds whenever (TX - ry)/2 is < 1 : it is not necessary that the average
value, T = (TX + Ty)/2, be -C 1.

Polarization, Pem, by emission from the same cloud will be

P
^ (i _ e- r . ) + (i _ e - ry ) ~ {Tx + Ty) • V-H)

Notice, again, that the approximation holds when the difference, (TX — ry), is <?C 1.
Here the plus sign indicates that the direction of polarization is orthogonal to that for
absorption. In these expressions we have not explicitly shown the wavelength-dependence
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of the optical depths or the corresponding wavelength dependence of the P's, but when we
compare the expressions for Pabs and Pem we must be careful to do so. The relationship
is

Pem(X) = -Pab,{X)KX) (2.14)

where r(A) = (TX + ry)/2. i.e. at a given wavelength the degree of polarization by
emission is equal to the degree of polarization by absorption per optical depth. In fact,
it is rarely possible to measure Pabs and Pem at the same wavelength. One measures
Pabs in the optical or near-infrared in clouds that are tenuous enough so that one can
see background stars. One measures Pem in the far-infrared or submillimeter in clouds
that are dense enough to provide significant thermal emission. To make comparisons
at different wavelengths one must make estimates of the A-dependence of Pem using
an assumed dielectric function for the grain material. To see how one makes such an
estimate, or to see how one can use a measured spectrum, Pem(X), to infer the dielectric
function, we must re-examine the expressions for Cext and Qext taking into account the
aspherical shape of the grains. We will first assume and then justify the assumption that
the grains can be described approximately as oblate spheroids.

If a cloud were composed of identical oblate spheroids spinning about parallel axes
perfectly aligned in the plane of the sky with the short (spin) axis, o, in the n-direction
and the long (transverse) axis, b or c, in the y-direction, then one could simply replace TX

with Cb and TV with Ca in the expressions for the Pabs and Pem. Because these conditions
are not satisfied in a real cloud, we write the expression for Pem{\) in the form

- Ca{\)

where $ is a factor to correct for the misalignment of the grains with the local field, the
dispersion in direction of the field along the line of sight, and the inclination of the mean
field to the plane of the sky. These components of $ are all unknown but they do not
depend on A. Hence they do not influence relative values, Pem(X)/Pem(Xo), where Ao is
some reference wavelength at which the relative polarization is normalized. In summary,
one can determine the shape of the polarization spectrum without knowing how well the
grains are aligned. Values of Pabs are also subject to the unknown components of $, but
again, one need not know $ to compute relative values,

Cb(\) ~ Ca(X) . .
i W A 0 ) Cb(X0) - Ca(X0)'

Assuming spheroidal grains, the relationship of Cb{X) and Ca(X) to the shapes and
dielectric functions is given by the expression

C(X)= — ^ (2 17)
3 A {Lj[ei(X) - I]2 + I} 2 + [Lj€2{X)}2

(e.g. Van de Hulst 1957) where Cj is cross section for radiation parallel to the jth
principal axis of the grain (a or b or c), and Lj is a shape parameter for the jth axis
given in terms of the eccentricity. Notice the similarity to the expression (eq'n 2.9) for
the cross section, Cext, of spherical grains. The L's for the three principal axes satisfy
the relationship La + L\, + Lc = 1. For oblate spheroids (axes a < b;b = c) the L-values
are defined by

(1 + f2) \ 1 1
La=

y J M l - - a rc tan/ (2.18)
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where

- 1 (2.19)

and

For prolate spheroids one can calculate the L-values using suitably modified expressions
(e.g. Van de Hulst 1957). There is a simple relationship, however, between the degrees of
polarization produced by oblate and prolate spheroidal grains spinning about their axes
of maximum rotational inertia. The oblate grain will always present the same profile
whereas the prolate grain will show an oscillating profile. If the wave amplitude, E, is
resolved into components along the grain axes and the cross section is averaged over
all angles about the spin axis (C oc (Eproj)) one finds that oblate grains produce twice
the polarization of prolate grains having the same ratio of axes (e.g. Appendix C of
Hildebrand 1988). In the case of polarization by streaming where the spin axis tends to
lie in a plane rather than along an axis, the degree of polarization for both oblate and
prolate grains is reduced a factor of two below the values for magnetic alignment along
an axis.

2.3. Estimates of dielectric functions

The shapes and dielectric functions appearing in these equations can best be investigated
in portions of the spectrum near resonances where there are rapid changes in the cross
sections (Aitken et al. 1988; Draine & Lee 1984). A striking resonance at ~ 9.8 ^m
corresponds to the stretching frequency of silicon-oxygen bonds. Another resonance, at
about 20 jum corresponds to the bending of O-Si-0 bonds. This is not surprising since
silicon and oxygen are both abundant elements and silicates are common components of
terrestrial rocks. Carbon, also abundant, must be present in some form and the observa-
tions are consistent with an admixture of graphite-like grains although the evidence is not
as convincing as in the case of silicates. Draine & Lee (1984) use available photometry
and spectropolarimetry to evaluate e(A) [hence QabsW and the shape, Lj). They show
that the observational results are consistent with a mixture of silicates with a smaller
fraction of graphite where the materials have absorption efficiencies as shown in Figure
5. Other grain mixtures have been proposed (see next section) but so far none is clearly
more reliable.

The absorption bands corresponding to the 9.8 and 20 fim resonances appear in many
observations. Figure 6 by Aitken et al. (1988) is an example showing both the emission
spectrum and the polarization spectrum.. The absorption at ~ 20/im is less prominent
because of the reduced optical depth with increased wavelength, but spectropolarimetry
(middle panel) clearly shows enhanced polarization at both resonances. The bottom
panel shows that Aitken et al. have verified that the position angle remains constant
throughout the range used in the measurements; an essential qualification for interpreting
any spectropolarimetry.

One can apply the expressions for Pabs and Cj to the results of mid-infrared spectro-
polarimetry to test the assumption that a typical grain is moderately oblate. In Figure 7
we show fits to the data of Aitken et al. (1988) for three different grain shapes assuming
Draine's dielectric function for astronomical silicates. As is evident, the fits are very poor
for extreme prolate grains (thin needles) and for extreme oblate grains (thin flakes) but
relatively good for moderately oblate shapes. The best fit is obtained for a ratio of axes,
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FIGURE 5. Absorption efficiencies for astronomical silicate and graphite as computed by
Draine (1985).
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FIGURE 6. Spectra of AFGL 2591 as measured by Aitken et al. (1988). The solid and dashed
curves show the absorption spectra from IRAS and LRS respectively. The center pannel shows
the results of spectropolarimetry. The bottom pannel shows that the polarization spectrum is
not modified by a change in position angle with wavelength.
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FIGURE 7. Results of spectro-polarimetry near the 9.8 fim silicate resonance for the objects
AFGL 2591 (Aitken et al. 1988) and Orion (BN/KL; Aitken et al. 1985). The curves show
calculated spectra for three grain shapes: needles (b/a = 0), flakes (a/6 = 0), and moderately
oblate spheroids (a/b = 2/3; Hildebrand & Dragovan 1995).

a/b « 2/3 (Hildebrand k Dragovan 1995). It is likely that there is a spread of axis ratios
centered at about this value.

Spectropolarimetry at optical wavelengths shows a resonance corresponding to natu-
ral frequencies of whole grains rather than the frequencies of particular molecular bonds.
This type of resonance, first seen by Serkowski (Serkowski 1973; Coyne, Gehrels, and
Serkowski 1974; Serkowski, Mathewson, k Ford 1975), is best displayed when the polar-
ization is normalized at the degree, Pmax, and wavelength, Amax, of maximum polariza-
tion. The "Serkowski Curve" is given by

PW I r.-i«2 / "max \ | (2.21)= explain

where K « 1.6 Amax. Values of Amax are typically near 0.5 /un.

3. The far-infrared polarization spectrum
3.1. Distributions in degrees of polarization

We have seen that Pabs depends strongly on A in the vicinity of the silicate resonances and
that one can get an approximate fit to the observed polarization spectrum by applying
the expressions for Pabs and Cj to silicate grains. One can use the same expressions and
estimates of dielectric functions for several possible grain materials to predict polarization
spectra in the far-infrared beyond any known resonance. The result is shown in Figure
8. The curves in this figure are computed for a particular grain shape, a/b = 0.5. The
absolute values would be shifted upward for a/b < 0.5 and downward for a/b > 0.5
but there would be almost no change in the slope. Unless there is some abundant
grain material with optical properties radically different from those we have considered,
the curves remain almost flat in this range of wavelengths regardless of the shape and
regardless of the material.

Because of the expectation that one would only find P(X) « constant, there seemed
no incentive to investigate the far-infrared polarization spectrum. That is not to say
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FIGURE 8. Computed polarization spectra for idealized clouds containing single types of oblate
spheroidal grains (ratio of axes, a/b = 0.5 ) all at the same temperature and all perfectly aligned
with spin axes in the plane of the sky (Hildebrand et al. 1999). The curves are derived using
optical constants as given by Draine (1985) for "astronomical silicate" ("Sil") and graphite ("C")
and by Pollack et al. (1994) for water ice ("Ice"), olivine ("01"), and troilite ("FeS"). The curve
for orthopyroxine (not shown) is similar to that for olivine
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FIGURE 9. Distributions in degrees of polarization at four wavelengths for a sample of molecular
clouds. The vertical scales give the numbers of events per |% bin in the range 0 to 7.5%. [60
and 100 fim data from the polarimeter Stokes on the KAO; 350 /an data from Hertz on the
CSO (Hildebrand et al. 1999); 850 fan data from SCUBA on the JCMT (Greaves 2000)].

that there was no reason to make polarization maps at different wavelengths. It was
well understood that a shift in the field direction between cloud components at different
temperatures would be evident in comparisons of maps at different wavelengths. But
there seemed little chance that the polarization spectrum would be interesting in itself. It
was observations at different wavelengths chosen for purely practical reasons that forced
a re-examination of the preconceived expectations. The first indication was simply a
comparison of histograms in degrees of polarization at 60 /tm, 100 /tm, and 350 /mi.
More recently it has been possible to add a histogram of results from SCUBA (Greaves
2000) at 850 fim (Figure 9).

The results shown in this figure did not provide an adequate test of the flat-spectrum
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FIGURE 10. Polarization spectra for five molecular clouds normalized at 350 (im where data
are available for all five (Vaillancourt 2001).

hypothesis because there was only partial overlap between the regions observed at the
different wavelengths. To make valid comparisons one had to select those measurements
where the observations at two or more wavelengths were in the same regions of the same
clouds, where corresponding points were within one beam radius, and where there was
no significant change in position angle with wavelength. Since the measurements were
not made with such comparisons in mind only a small fraction of the accumulated data
base could be used. Using this small sample the result (Figure 10) was qualitatively the
same as that inferred from the histograms and altogether unlike the predicted spectra
for idealized clouds (Figure 8).

An increasing polarization spectrum could be understood if the optical depth were
great enough to reduce the degree of polarization significantly at the short wavelength
end of the observed range and less so at the long wavelength end of the range (see
section 3.4). But in most far-infrared observations that is not the case. Unless otherwise
specified, we shall consider here only cases where (rx — ry) -C 1.

The key to understanding the observed spectrum is to realize that interstellar clouds,
and in particular the dense molecular clouds in which most of the data originated, are
not homogeneous. They may, for example, include opaque clumps, transparent envelopes
of embedded stars, and exposed surface material: and each such environment may be
characterized by a different temperature and a different efficiency for grain alignment
(e.g. exposure to radiation may be a critical factor for grain alignment). If the observed
flux, Ftot, is the sum of n components, Fj, characterized by polarization efficiencies, Pi,
then the polarization of the mixture will be

i = i

where
Fi(X)

FtotW

(3.22)

(3.23)
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FIGURE 11. Flux spectrum at a point in Orion ~ l | arcmin north of BN/KL (30 arcsec beam).
The dashed curves show a fit to the measured points assuming temperature components, 42 K
and 26 K and spectra of the form i/2B(X, T). The mass ratio for the 42 K to 26 K components
is 0.041 to 1 (Vaillancourt 2001).

and

(3.24)

From the relationship dP/dX ~ 0 we are led to the following rule: A significant
rise or fall in the polarization spectrum (for AT «C 1, and A ;> 50/xm) will occur if
and only if there is emission from two or more populations of grains with contrasting
polarization properties and contrasting emission spectra. The emission spectra will differ
if the populations differ in the wavelength-dependence of {Q/r) or if there are differences
in temperature (Hildebrand et al. 1999). Since none of the commonly assumed grain
materials shows any significant wavelength-dependence of Q/r in the far-infrared, we are
led to consider the effects of temperature variations.

3.2. Temperature variations

An emission spectrum like that shown in Figure 11 for a point in Orion is too broad to be
consistent with emission from grains at a single temperature, but a satisfactory fit can be
obtained assuming two discrete temperatures. In all probability a two-component model
is oversimplified, and in fact we shall argue for a three-component or continuum model,
but consider first what one should expect assuming that the 2-component model is a
good approximation to the real situation. Let us further assume that for some reason
only the warmer grains are aligned. As one can see from the figure, most of the flux
at ~ 30 /im would be from grains in the warmer (aligned) component and most of the
flux at 300 /urn would be from grains in the cooler (unaligned) component. One would
therefore expect a polarization spectrum that falls between 30 /xm and 300 /im becoming
level as one approaches the Rayleigh-Jeans portions of the spectra for both components.
Notice that this model does not require different grain species but rather different grain
environments.
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FIGURE 12. Polarization and flux spectra for a cloud with components at temperatures TA = 40
K, TB = 20 K, and Tc = 10 K where only components A and C are polarized (Hildebrand et al.
1999). The solid polarization curve (upper pannel) is drawn for relative polarization efficiencies
Pc =PA, PB= 0. The dashed curve is drawn for Pc = IP A , PB = 0. The flux density curves
(lower panel) are drawn for peak flux densities in the ratio 1 : 1 : 1 The flux spectra for the
individual components have the form vB{\,T).

To account for a spectrum that falls in the far-infrared and then rises again beyond
~ 350 fim, one can invoke a model where grains in three different environments are at
different temperatures and are differently aligned. For example: (A) warm aligned grains
near embedded stars; (B) cooler grains shielded from radiation; and (C) cold grains on
a surface layer removed from internal sources of heat but exposed to radiation from the
interstellar radiation field or nearby H II regions. The grains in (B) are near equilibrium
with the local environment. Those in (A) and (C) are far from equilibrium and thus
satisfy a condition for alignment established by Lazarian, Goodman, and Myers (1997).
For such a cloud model the polarization and flux density spectra would have the forms
shown in Figure 12 and thus qualitatively consistent with the observed spectrum. But
before taking this or any other model seriously, one should determine whether both
the flux density and polarization spectra agree with the model over a wide range of
wavelengths and at many points. Such determinations have yet to be made with the
required accuracy.

We have assumed thus far that within a cloud there may be domains characterized
by different temperatures and different degrees of polarization. Now consider a cloud
in which all grains are exposed to the same environment but in which different grain
species are at different temperatures. Such differences could be expected in a tenuous
cloud where all grains are exposed to the interstellar radiation field. Assume temperatures
(graphite ~ 20 K; silicate ~ 15 K) and relative abundances (graphite ± by volume) as
proposed by Draine & Lee (1984) and dielectric functions as computed by Draine (1985).
The assumed dielectric functions result in nearly identical spectral indexes for the two
species at A £ 50 /on. The temperature differences are due to differences in UV and
optical absorptivities. From the mid-infrared spectro-polarimetry, discussed in Section
2, we know that silicate grains can be aligned. If we assume that graphite grains are
not aligned (perhaps because they are too small or because they have low paramagnetic
susceptibility) then the fraction of the emission from aligned grains will increase with
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FIGURE 13. Polarization spectrum computed for a tenuous cloud (AT -C 1) exposed to the
interstellar radiation field (Hildebrand et al. 1999). Individual grain species, A (aligned silicate)
and B (unaligned graphite), are at temperatures, TA = 15 K and TB — 20 K (Draine & Lee
1984). The curve is based on the dielectric functions of Draine (1985) assuming a volume fraction
| for graphite.

wavelength and the polarization spectrum should have the form shown in Figure 13 (but
only if the silicates and graphite are in separate grains).

3.3. Grain alignment

In developing models for both dense clouds and tenuous clouds we have assumed that
stellar radiation — whether from embedded stars or from the interstellar radiation field —
plays a role in aligning grains. The mechanism of grain alignment is a fascinating problem
in itself (e.g. Lazarian, Goodman, & Myers 1997). All models of grain alignment must
face the problem that damping torques produced by paramagnetic relaxation in ordinary
grains in the weak fields of Galactic clouds cannot align grains as rapidly as impacts with
molecules of the ambient gas can destroy the alignment. Purcell (1979) proposed that
this difficulty could be overcome if the grains are not in equilibrium with the ambient gas
but rather are spun up to suprathermal velocities by repeated impulses at special sites on
the grain surfaces by processes such as the emission of photoelectrons or the formation
and ejection of H2 molecules. Such processes could plausibly account for alignment in
the diffuse intercloud medium but in dense clouds, the accretion and evaporation of
mantles would limit the survival of the special sites. Draine and Weingartner (1996)
have proposed a variation of the Purcell model that does not depend on survival of the
microstructure of the grain surface but rather on the overall shape of the grain. If a grain
is asymmetric — if it is not its own mirror image — then when it is exposed to a radiation
field it will be spun up like a pinwheel in the wind. Only a very slight asymmetry is
sufficient. The spin-up does not hasten the paramagnetic damping: it simply provides
more time for magnetic damping to act.

The temperatures of grains exposed to anisotropic radiation fields can be influenced
by the orientation of the grains with respect to the source of radiation. In addition to
spinning and heating the grains, as discussed in section 3.2, the radiation may selectively
heat grains with spin axes along the direction of the radiation. That is, an oblate grain
exposed to the radiation face-on will become warmer than one exposed edge-on. This
effect will tend to steepen the polarization spectrum, especially at A ^ 100 t̂m (Onaka
2000).
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3.4. Polarization vs optical depth

In Section 2 we introduced the approximations, Pabs ss — (rx — ry)/2, and Pem = (TX —
TV)/(TX + ry) for AT <S 1. One must remember that the condition AT <g 1 is not always
satisfied. To describe the effect of non-negligible opacity, it is useful to rewrite the
expression for Pem in terms of AT. The result is

e~* sinh(AT/2)
e n " l - e-r cosh(AT/2) [6 b)

or
e-Tsinh(Por)

( }

where Po = ĵF is the polarization one would measure for r -> 0. If Po <C 1 and if
AT <C 1, then this reduces to the approximate expression

Pem(A)«Po[l-T(A)/2].

To first approximation T OC A~̂  where (3 is a constant of order 1 to 2. To this approxi-
mation the equation becomes

where K is a constant. In dense cloud cores one often sees a drop in the degree of
polarization which can be attributed in part to the increase in opacity. But a further
drop may be caused by unresolved structure in the aligning field. The investigation of
this unresolved structure is a matter of basic interest to be discussed in Section 5.

4. Observing techniques and analysis of results
4.1. Source spectra and background flux

The peaks of the emission spectra of Galactic clouds usually fall within a range, ~ 40
^m to ~ 300 /xm, that is accessible only from the stratosphere or from space. The
Stratospheric Observatory for Infrared Astronomy (SOFIA) will be especially valuable
for observations in this range. The Rayleigh-Jeans side of the spectra can be observed
in submillimeter "atmospheric windows" (e.g. 350 fim, 450 /an, 850 pm, 1300 /zm) from
ground-based telescopes at dry sites such as Mauna Kea and the South Pole (Figure 14).
As we will see, reliable estimates of temperature components are essential to the interpre-
tation of polarization spectra. It is difficult, however, to make accurate determinations
of the flux spectra from which the temperatures can be derived. No one instrument
covers the whole range of wavelengths shown in Figure 11. The data for this figure were
obtained using several instruments at different sites and different epochs with different
calibrators. We will return to this important limitation in Section 5.

The preponderance of the far-infrared or submillimeter flux entering a polarimeter at
any ground or stratospheric site is not that due to the celestial source but rather to
thermal emission of the sky and telescope. Moreover this background flux is noisy due to
fluctuations in atmospheric transmission and emission. Procedures for removing the local
background vary according to the nature of the observations, but all these procedures
involve some kind of comparisons of signals at source points with signals at neighboring
reference points chosen, where possible, to be off the source.

Let F(x) be the flux from a point, x, on the source, and let F(yl) and F(y2) be the
fluxes from two reference points at equal and opposite displacements from x. Assuming
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FIGURE 14. Atmospheric transmission at 14 km (SOFIA) and 4.2 km (Mauna Kea at 1 mm
precipitable water vapor). The arrows in the lower pannel mark the centers of "atmospheric
windows" commonly used in ground-based submillimeter observations.

that the background at x is given approximately by the average of the backgrounds at
y\ and y2, the net flux will be

I(x) = G{F(x) - [F(yl) + F(y2)}/2} (4.27)

where G is a calibration factor which one need not evaluate unless the goal is an absolute
flux measurement. (For arrays of detectors one must evaluate relative values of the G's
to correct for the different efficiencies of the individual sensors.)

Because of fluctuations in atmospheric transmission and emission, the comparisons
of flux densities at source and reference points must be made more rapidly than would
be possible by moving the whole telescope. Instead one moves a "chopping mirror"
somewhere in the optical path, usually the secondary mirror, to switch rapidly between
two of the points, say x and y\. One integrates the difference of the signals between
the two points and then moves ("nods") the telescope so as to switch between y2 and
x. If the source was first in the "left" beam it will now be in the "right" beam and, if
there is a net signal from the source, the sign of that signal will be reversed. A strip
chart showing the difference signal between the two beams will then appear (ideally) as
a square wave with the corners rounded because of the time required to nod between the
two positions. But unless the source is very bright and the atmosphere unusually stable,
the trace will look more like a succession of jagged peaks and valleys displaced from a
wandering baseline as seen in Figure 15. We will return to this figure when we discuss
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FIGURE 15. Strip chart record (Dowell et al. 1998) of frames accumulated during a single file (six
steps of the half-wave plate) during an observation of the source IRC+10216 (F = 30 Jy/beam).
Each point on a chart trace is one frame, the fundamental unit of stored data for two cycles of
the chopping secondary at the CSO (0.6 s). The T-frames (one component of polarization) have
been multiplied by a normalization factor, / , to bring them to the same scale as the fi-frames
(the other component). Correlated sky noise is evident in R and T as well as their sum (third
trace: the total photometric signal). The correlated noise is removed by taking the difference
(R - fT) (bottom trace). In this example, both the source and the instrument have negligible
polarization.

noise in polarization signals. The trace labeled "(R + fT)/2", however, is the sum of
the signals for two orthogonal components of polarization and is thus exactly equivalent
to an ordinary photometric signal [x | ] . This is an example of "sky noise" caused by
changes in the background emission between the left and right beams. For an instrument
with a single detector there is little one can do except to repeat the measurement for
many cycles. But with an array of detectors one can take advantage of the fact that the
atmospheric noise is correlated over the whole focal plane and can be removed by taking
the difference between signals in the center pixels on the source and signals in the edge
pixels if they are known with certainty to be off the source.

An alternative method permits removal of the background and sky noise while scanning
"on the fly" without nodding. This procedure is especially valuable for sources that are
larger than the array. If one scans, say from right to left, across a source while chopping
in the scanning direction along a row of detectors, the signal from the source will appear
in each detector first in the left beam and then in the right. A plot of the signals (left
minus right) vs time will then have the form shown in Figure 16. The sky noise appears
simultaneously in the whole row of detectors while the source moves through the detectors
sequentially. The total signal, Sd(t), in detector d at time t is

Sd(t) = Gd{F[xd(t)} + N(t)} + Cd (4.28)

where G = detector gain; F = source flux as a function of sky position, xd(t) = xx (t-td),
where td = time to scan from pixel 1 to pixel d; N(t) = correlated sky noise; and Cd =
constant offset (residual background or electronic offset).
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FIGURE 16. The signal, 1-r, (arbitrary units) for a scan on-the-fly along a row of six detectors in
the University of Chicago polarimeter Hertz. (Source: OMC-1. Scan rate: 5 arcsec/sec. Chop
throw: 5.5 arcmin. Chop rate: 2.7 Hz). The raw signal from the source appears first in the left
beam and then in the right beam of each detector with a time lag equal to the beam separation
divided by the scan rate. The coherent noise appears in each detector with no time lag. The
lower panel shows the signals after processing to remove the correlated noise.

The noise is removed by adjusting N(t) to minimize the difference between the net
signals registered by pixels along the scan. The resulting solution for Sd(t) - N(t) is
shown in the lower panel of the figure. To avoid inverting a large matrix, one can solve
sequentially for Sd(t), N(t), Cd, and Gd-

4.2. Polarization signals

If one measures two components of polarization simultaneously, the sky noise will affect
both components equally. The noise will therefore be removed from the polarization
signal by taking the difference of the signals for the two components. We consider first
the detection of a single component with a single detector; then two components with
one detector for each component; and finally two components in two arrays of detectors.

If a fine grid of parallel wires (wire separation <; A/5 center to center) is placed across
the path of the radiation ahead of a detector, the component parallel to the wires will
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be reflected: the component perpendicular to the wires will be transmitted and can be
coupled to the detector. If the grid is rotated, the signal in the detector will vary with
the angle of rotation, 9, according to the degree and angle of polarization; i.e. the grid
will serve as a "polarization analyzer". The degree of polarization is

p = f m a x ~ J m i n , (4.29)
•*max ~r -'min

The direction of polarization is given by the angle, 0(max), of the E-vector at which
the intensity, I(<f>), is a maximum. Notice that the intensity is also a maximum at
</>(max) +mr. The difference of I(<f>) from its mean value, {I(<f>)), should vary as sin(2#).

Instead of rotating a grid, one can rotate a half-wave plate ahead of a fixed grid. A
rotation of the half-wave plate through an angle 9 rotates the plane of polarization by
29: i.e. rotating the half-wave plate through an angle 29 is equivalent to rotating a grid
by A9. Thus the variation in intensity is given by

1(9) - {I{9)) = A sin[4(0 - 6)] (4.30)

and

a f » ^ l (4.3D
where 6 is a phase angle depending on </», the angle of the E-vector on the sky; and on
the rotation angle of the sky with respect to the instrument; the angle of the instrument
rotator, and an angle depending on the orientation of the grid and half-wave plate within
the instrument.

Because of the atmospheric noise the signal will not have the form given by this equa-
tion. For a moderately faint source typical signals will have forms like those shown in
the top two panels of Figure 18, each recorded for a single component.

An optical design for simultaneous detection of two orthogonal components of polar-
ization is shown schematically in Figure 17. In this design, a fixed wire grid following the
half-wave plate is inclined at 45° to the optic axis. The "i?-component" parallel to the
wires is .Reflected to one detector array and the other ("T-component") is Transmitted
to the other array. The polarization signal is then

R(9)-T(9)
S{0) = R(9) + T(9) ( 4"3 2 )

Fluctuations in atmospheric transmission affect R and T by equal factors and hence leave
S(9) unchanged. Fluctuations in atmospheric emission (unpolarized) produce correlated
excursions in R and T that are removed in the numerator, R(9) — T(9), when taking
the difference. These fluctuations are small compared to those in the denominator,
R(9) + T(9). The effectiveness of this scheme is shown in the bottom panel of Figure 18
and also in the bottom trace of Figure 15.

Note: In principle one could measure P by rotating an analyzer without chopping to
obtain the polarized flux, P x F, and then dividing by a value of the flux, F, obtained
from a photometric map. But as we have said, the preponderance of the flux reaching
the detectors is not from the source but from the local background, and that flux will
become polarized by the instrumental polarization to produce a total polarized flux much
greater than that due to the source.

4.3. Instrumental polarization

I will assume familiarity with the Stokes parameters, I, Q, U, and V and will discuss the
problem of solving for these parameters in observations with a telescope and instrument
both of which introduce components of polarization which must be removed in order to
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FIGURE 17. Schematic design of a polarimeter for simultaneous detection of two components
of polarization. Radiation enters through a vacuum window, W, passes through lens, LI, at an
image of the sky, and through a second lens, L2, at an image of the primary. L2 reimages the sky
at the detector arrays, Dl and D2. A rotating half-wave plate, H, close to L2 rotates the plane
of polarization. A spectral filter, F, defines the passband. A wire grid, Gl, reflects component
R parallel to the wires and transmits component T perpendicular to the wires. Component R is
then transmitted by a second grid, G2, and enters detector array, Dl. Component T is reflected
by grid G3 and detected by array D2. One measures the quantity (R — T)/(R + T) as a function
of the angle of rotation, 6, of the half-wave plate.

find the polarization due to the source. It will be convenient to do the analysis in terms
of the reduced Stokes parameters denned by

(4.33)q = Q/I = Pcos2£

where

u = U/I = Psin2£

= - arctan(u/g)

(4.34)

(4.35)

is the angle of polarization with respect to a reference frame in the instrument. Notice
that the quantity

q2 + u2 = P2[cos2 2£ + sin2 2f] = P 2 (4.36)

is invariant with respect to the orientation of the polarization. If £ changes (e.g. by
rotation of the sky with respect to the telescope) while the reference frame remains fixed
in the instrument then points in the q — u plane will move on a circle of radius P.

The observed polarization is due to the combined effects of the source, s, the telescope,
t, and the polarimeter, p. The values of q and u for those components are additive when
their sum is <S 1 as in all cases considered here. Hence the measured Stokes parameters
can be written as the sums

q = qs + qt + qp (4.37)
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FIGURE 18. Elimination of sky noise by simultaneous detection of orthogonal components of
polarization. The top two frames show the polarization signals derived from the two components
individually (as would be necessary with a one-array instrument). The bottom frame shows the
signal derived from the difference of the two signals divided by the sum.

and

u = us + ut + up. (4.38)

If the polarimeter is fixed with respect to the (alt-az) telescope and the sky rotates, then
the measured Stokes parameters, qi, Uj, at a point i, at sky rotation a«, will be given by

qt = Ps cos 2(& - a;) + (qt + qp) (4.39)

ui = Pssva.2{$i-ai) + {ut+up), (4.40)
and these are just the parametric equations of a circle of radius Ps, centered at a point
(qt + qp), (ut + Up) representing the combined effects of the sky and telescope. We
thus have the magnitude, Ps - [(& - qt - qP)2 + («» - ut - up)

2]i and the angle, & =
| arctan[(5j - qt — qp)/(ui — ut — up)] for the source polarization for a pixel on the axis
of rotation. See Figure 19.

4.4. Polarized Flux in Reference Beams
The procedure we have outlined for removing background due to emission from local
sources is valid only if the reference beams, y\ and y2, are, in fact, off the source. But
that condition is often not satisfied for extended sources. Polarized flux in the reference
beams is a potential source of large systematic errors and is the main reason to hesitate
before crediting a polarization map. In the case of photometry one can at least determine
that the flux at point x is a measured level above (or below) the average of that at yl
and yl. But in the case of polarimetry, it is not only the flux but also the degree and
direction of polarization at yl and y2 that is unknown. There is no justification for
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FIGURE 19. Points in the q-u plane as measured in the boresight pixel. The polarimeter has
been rotated to follow the sky. The points trace a circle of radius Pt centered at (qi + qp),
(ui + up). If the instrument had remained fixed with respect to the telescope the points would
have traced a circle of radius Ps centered at (qi + qp), (ui + up).

assuming that the polarization is low where the flux is low. The opposite is more often
true.

To solve the problem properly one must make long scans across the object while
chopping and nodding and advancing the half-wave plate at each point. Alternatively
one can make a series of scans on the fly, advancing the half-wave plate between each
scan, recording the data in bins no larger than a resolution element, and analyzing the
result as if done at discrete points. The procedure is most easily described for the case
of chopping in the direction of the scan.

Consider a scan in the ir-direction.
Let D = chopper throw,

f(x) = true distribution of the desired quantity (/ or Q or U)
g(x) = measured distribution as given by

2

The relationship between f(x) and g(x) is shown graphically in Figure 20.
Now choose a point XQ believed to be at least a distance D from the source. Measure

g(x0 - D), g(xo), g(xo + D), g(x0 + 2D), • • •, g(x0 + nD). If point x0 is, in fact, off the
source by ^ D, then one should find g(xo - D) = g(xo) = 0. If point x0 + nD is at least
a distance D beyond the other side of the source then one should find g(x^ + mD) =
g[xo + (m + 1).D] = 0 when m ^ n.

Rearranging the above equation we have

D)=2[f(x)-g(x)]-f{x-D), (4.42)



R. H. Hildebrand: Interstellar magnetic fields and IR-SMM spectropolarimetry 293

FIGURE 20. Scan of an extended object. The curve, f(x), represents the true distribution of
the desired quantity (e.g. I, Q, or U). The curve g(x), represents the measured distribution for
a chopper throw, D.

and applying this expression repeatedly starting from f(xo) = 0, we have
n - l

f(x0 + nD) = -2 - i)g(x0 + iD). (4.43)
i-l

To limit the random walk of the errors, now adjust the measured values of f(x0 + nD)
within the errors to satisfy the condition f(xo + mD) = 0 for m ^ n. A limitation to
this procedure is that its sensitivity for features in f(x) approaches zero whenever those
features approach a periodicity of length D, D/2, etc. That problem can be overcome
by measurements with different values of D.

The usual procedure in acquiring a source is to maximize the signal I(x) as given by
g(x). If both reference beams are off the source then /(a;max) = s(xmax). If one then
moves to a point, x', where g(x') is, say, jQg(xmax), one can likewise assume f(x') —
g(x') — jQg(xmax) but only if both beams are still off the source. If one or both beams are
on the source, f(x') may be » g(x'), and if one assumes that g(x') is the value of I(x')
to use in the denominator of the expressions for q, u, and P, then errors in measuring
the Stokes parameters - for example, errors due to the unknown degrees and directions
of polarization in the reference beams — will be multiplied by the ratio f(x')/g(x').

4.5. Noise
We conclude the discussion of polarization techniques with a summary of noise sources.
The relative importance of these sources depends on weather, wavelength, source inten-
sity, detector characteristics, chopping amplitude, and optics.

(1) Detector/Amplifier Noise: Typically white noise but increasing as 1 / / at low
frequencies. (Usually not a limiting factor with modern detectors.)

(2) Photon Noise: White component of noise from the sky due to statistical fluctuations
in photon arrival times. (Generally below sky noise for observations within the earth's
atmosphere for chopping amplitudes ;> 1 arcmin, but the fundamental noise once sky
noise is removed.)

(3) Atmospheric Noise: Here we must distinguish between atmospheric emission and
transmission

A. Emission ("sky noise"): Background noise due to changes in atmospheric emission
at source and reference points (adds equal increments to the two orthogonal components).
This noise can be reduced by reducing the chopping amplitude. On extended objects,
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however, low chopping amplitudes exacerbate the problem of systematic errors due to
unknown polarization in the reference beams. Sky noise is removed from the difference,
(R — T), in the numerator of the expression for the polarization signal by simultaneous
detection of two orthogonal components of polarization.

B. Transmission: Changes in the received signal due to fluctuations in atmospheric
opacity. These changes affect the signals R and T by equal factors and are effectively
removed from the polarization signal, (R — T)/(R + T), by simultaneous detection of two
orthogonal components

(4) Pointing Noise: Noise generated by drifting of the source with respect to the center
of a detector, especially in the case of bright compact sources. If the arrays for the two
components are not accurately aligned, or if only one array is used, then the pointing
error will introduce noise in the polarization signal wherever there are gradients in the
flux density or polarization.

5. Far-infrared polarimetry in the next ten years
Attempts to look into the future have value at least in providing amusement for future

generations when the future has become the past and the predictions become embarrass-
ments. In this field, however, there is plenty to see within the time horizon of current
graduate students and post doc's. Any embarrassments can be shared among contempo-
raries. Whenever a new phenomenon appears — something unexpected, dimly perceived,
and explained only by speculation — there is surely work to do in much less than ten
years.

5.1. The Polarization Spectrum
The polarization spectrum is such a phenomenon. Instead of the expected flat spectrum
there is a spectrum that falls and then rises again. The spectrum is only roughly described
in a single type of object, molecular clouds, and the explanation is still an untested hy-
pothesis. Among the thousands of polarization measurements that have been recorded
in the range 60/zm to 1300 fim, fewer than 100 provide valid comparisons. In only a few
objects can one compare existing measurements at different wavelengths at points within
one beam radius where there is no change in position angle and where the measurements
are demonstrably free of spurious effects due to unknown flux and polarization in refer-
ence beams. To be believable the comparisons should be at groups of adjacent points
satisfying all these conditions.

An obvious step toward investigating the spectrum is simply to increase the store of
relevant data by at least an order of magnitude by carrying out observations designed
specifically for that purpose. To do it properly there should be new instruments for both
airborne observations in the far-infrared and ground based observations at submillimeter
wavelengths. A second step is to test the hypothesis that differences in polarizing power
are correlated with differences in temperature (Vaillancourt 2001). That will require
comparisons point by point of polarization spectra with emission spectra. The emission
spectra must be measured with sufficient accuracy and at a sufficient number of wave-
lengths to permit analysis of the temperature components of the sources. If one focuses
on molecular clouds the accuracy will be limited not by statistical errors but rather by
systematic errors, especially in calibration. No single instrument has yet been developed
to cover the whole range of wavelengths required for such an analysis. The existing data
come from different instruments at different observatories and, most seriously, from ob-
servations based on different methods of calibration. The range of wavelengths must be
sufficient to reach both the short- and long-wavelength sides of the emission spectra. No
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FIGURE 21. Two views of magnetic fields in the arms of the Galaxy (Dowell, Hildebrand & Jones
2001). Upper panel: polarization by absorption at optical wavelengths in the diffuse intercloud
medium. The vectors are selected from the summary of Heiles (2000) for long lines of sight
(> 1 kpc) and strong polarization (P > 5%). Lower panel: mean field directions for 27 Galactic
clouds as seen in far-infrared emission.

temperature components can be identified from measurements entirely on the Rayleigh
Jeans tail of all the components. Notice, however, that even when the majority of the flux
is from warm components, the bulk of the emitting dust may be from cool components
that are seen preferentially at long wavelengths. The number of spectrum measurements
at each point in the source must be greater than twice the number of temperature com-
ponents one would like to fit. Even if one assumes discrete temperature components with
identical spectral indices, each component must be described by a temperature and an
abundance.

5.2. Large-scale fields

We began these lectures by viewing Hiltner's maps of polarized starlight. Because those
were among the first such maps, they were primarily for bright, nearby stars. The most
detailed compilation of data on polarized starlight is that assembled by Matthewson and
Ford in 1970 showing polarization vectors toward some 7000 stars. From this large sample
one can select distant stars using distances as tabulated by Heiles (2000). Figure 21
(upper panel) is a polarization map for distant stars (> 1 kpc) showing strong polarization
(> 5%). Here the effects of dispersion at smaller scales are suppressed by confusion along
the line of sight and what one sees is the mean field in the tenuous intercloud medium.

Another view of fields in the plane of the Galaxy is provided by far-infrared/sub-
millimeter measurements of the polarized emission from individual dense clouds. In
those clouds one generally finds orderly fields with well-defined mean field directions. In
the lower panel of the figure we show a large-scale map giving the mean directions for
27 Galactic clouds. Comparing this to the optical results one sees that the direction of
the mean field in the intercloud medium is lost in the process of condensing into dense
clouds.

Despite the apparently random orientation of the mean fields in individual molecular
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clouds, some order may appear when the observations are extended to large-scale cloud
complexes. On a much smaller scale, it is already becoming feasible to investigate the
turbulent component of the fields in dense clouds.

5.3. Mean and turbulent fields

From Hiltner's maps and from the far-infrared maps shown in this paper, it is evident
that there are non-uniform components in both the tenuous intercloud medium and in
dense clouds. In both cases turbulent components tend to be lost by confusion along
the line of sight. Although the turbulent components are largely hidden, they may
contribute or even dominate the total energy stored in the field; they may control the
collapse of interstellar material into dense clouds and clumps and protostars; and may
provide significant heating by dissipation of turbulence.

Two key numbers in assessing the role of magnetic fields in interstellar clouds are the
ratio of magnetic energy, M, to kinetic energy, K, and the ratio of M to the gravitational
energy, W. These ratios determine whether a cloud is in virial equilibrium and whether
it can be magnetically supported. The ratio M/K is a measure of the extent to which
magnetic fields control motions within the cloud.

Jones, Klebe, & Dickey (1992) have measured the degree of polarization, Pa&s, vs op-
tical depth, r, as seen in absorption through the tenuous intercloud medium. Where AT
is less than a few tenths, one would expect to find Pabs oc r for a purely uniform field and
Pabs oc \pr for a purely random field. The r-dependence they find falls between these
extremes and indicates an energy density in the turbulent component at least as great
as that in the uniform component. The characteristic depth of the turbulent domains
is Ay ~ 1 or N RJ 3 x 1021cm~2. It should be feasible to carry out a complementary
investigation into the turbulent component in dense clouds by measuring polarized emis-
sion, Pem, vs far-infrared optical depth, r(FIR). When r(FIR) <g 1, one would expect
Pem{T) * constant for a purely uniform field and Pem RS 1/\/T for a purely random field.
If the condition for r(FIR) <C 1 is not satisfied, the results must be corrected for opacity
as given by equation (3.26). By observing the actual distributions in Pem(r) it should
be possible to determine the turbulent fraction and correlation lengths in clouds that
are 104 times denser and contain fields that are 100 times stronger than those in the
intercloud medium.

In Section 1 we reviewed the analysis of the Galactic field by Chandrasekhar and
Fermi using only the angular dispersion of the polarization vectors. To the extent that
the apparent dispersion is reduced by confusion along the line of sight such an anal-
ysis tends to give an overestimate of the field strength (Zweibel 1996). The analysis
described here uses only the r-dependence of P. It should be feasible, however to in-
corporate both the angular dispersion and the degrees of polarization in the analysis
by comparing computer-generated models with polarization maps of greatly improved
precision. The next generation of polarimeters should permit measurements with > 15<r
significance (A</> < 2°), a five-fold improvement, and > 3x better angular resolution
than has heretofore been possible.

5.3.1. Small-scale fields

To sustain a hydromagnetic wave in which neutral particles are coupled to the field,
the collision time between ions and neutrals must be shorter than the period of the wave.
The minimum length, XA, satisfying this requirement is determined by the strength of
the magnetic field, B, the number density of the interstellar material, n, and the ion
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fraction, /;. In rough approximation the relationship is

(5.44)

(e.g. Hildebrand 1996). Where not hidden by confusion along the line of sight, fea-
tures of this magnitude should be easily resolvable with current observing techniques.
Situations in which confusion is not serious may be found where the emitting material
is concentrated in regions only a few times larger than the features one wishes to re-
solve. An example (not necessarily an example of hydromagnetic effects) has appeared
in polarimetry of the central | arcmin of Orion (Rao et al. 1998) where one sees strong
polarization with large shifts in angle between domains separated by ~ 10 arcsec (Figure
22). It is not yet clear whether this represents abrupt shifts in the field direction or an
effect of outflows. In either case the Orion results call for further investigation. Con-
tinuing interferometry will be able to probe other clouds with and without outflows but
because this technique is applicable only for bright, compact sources it will be difficult to
cover larger areas. A polarimeter, "Hale", to be proposed for SOFIA will have sufficient
resolution at 60 /xm to resolve the structure in the Orion core and the sensitivity not only
to cover a larger area but also to examine fainter clouds closer to the Earth. Moreover
Hale's ability to observe over a range of far-infrared wavelengths down to ~ 53 [im will
make it possible to isolate domains of different temperatures.

Interferometry will clearly be required to resolve circumstellar features. There again
one can expect the emission to be dominated by the small regions under study.
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5.4. Galactic Center

Figure 23 is a schematic drawing of features near the Galactic center. Observations of
synchrotron emission from the long non-thermal arcs indicate a strong field normal to
the Galactic plane (Yusef-Zadeh, Morris, & Chance 1984; Tsuboi, Ukita, & Handa 1997).
It was generally assumed that that was the prevailing direction of the field in the whole
region. The polarization map of the circumnuclear disk could tentatively be explained
as a magnetic accretion disk in which rotation has wound up an ambient poloidal field
into a tourous (Werner et al. 1988, Hildebrand et al. 1993). But the fields subsequently
measured in the Sickle (Figure 24), the arched filaments (Morris, Davidson, & Werner
1995; Davidson 1996), and the clouds surrounding the circumnuclear disk (Novak et al.
2000); and the large-scale field surrounding the circumnuclear disk and extending 150
pc along the ridge of emission (Novak et al. 2000, 2001; Figure 25) indicate a prevailing
field along the Galactic plane (i.e orthogonal to the field in the arcs).

A possible interpretation is that the azimuthal field is the result of shearing by motions
in the plane. But that interpretation does not address the contrasting picture of the field
in regions of synchrotron emission. If the Sickle actually intersects the non-thermal arcs,
as the evidence suggests (Yusef-Zadeh, & Morris 1988), then evidence for field recon-
nection (Serabyn & Morris 1994) might appear in observations with sufficient angular
resolution to resolve the intersections at individual threads of the non-thermal arcs. The
magnetic model for the circumnuclear disk could be tested by comparing high-resolution
multi-wavelength polarimetry with temperature maps derived from multiwavelength pho-
tometry. The polarization maps of W3 (Figure 4) show, in principle, how that might be
done (see discussion in section 1.4).

5.5. The Cosmic Microwave Background
We have discussed polarization due to absorption, scattering, and emission from inter-
stellar dust, and polarization due to synchrotron emission from relativistic electrons. It
is likely that within a few years there will be detections of polarization from another
astrophysical source, Thompson scattering of photons in the early universe.

An introduction to the physical principals of this process can be found in "A CMB
Polarization Primer" by Wayne Hu and Martin White (1997). In contrast to thermal flue-
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a field direction orthogonal to that in the long non-thermal arcs (Dotson et al. 2000). The
contours are from the radiographs of Yusef-Zadeh (1986).
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FIGURE 25. A large-scale map of the Galactic center at 450 (im (Novak et al. 2001; First results
from the Northwestern University Polarimeter, SPARO). The ridge of 450 /jm emission shown
by the flux density contours (also from SPARO) follows the Galactic plane. The E-vectors of
the polarization indicate a field parallel to the plane. The gray scale shows the radio emission
surrounding SgrA* and along the non-thermal arcs. The field in the arcs is perpendicular to
the plane.
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tuations which may evolve, this phenomenon probes directly the epoch of last scattering.
A search for anisotropies in the polarization will provide a direct test of the assumption
that the large scale anisotropies we see today have evolved from small fluctuations in the
early universe. From the observed patterns of polarization and from cross correlations
between fluctuations in temperature and polarization it will be possible to learn not only
the distribution of quadrupole anisotropies in the photon flux at z « 1000, and what
fraction of the photons were re-scattered when the intergalactic medium was re-ionized,
but also to distinguish between distortions associated with compression, vortical motion,
and gravitational waves.

The expected intensity of the fluctuations on the polarized flux is only a few /zK on
scales of less than 1 degree. At this level the problem of avoiding systematic effects due
to foreground sources is even more demanding than for measurements of temperature
fluctuations. Nevertheless the problem may be manageable by taking into account the
different spectral indexes of the various effects. (See Microwave Foregrounds 1999 for
discussions of systematics.) Synchrotron emission should be the dominant background
below ~100 GHz and dust emission should be dominant at higher frequencies. To isolate
emission from the cosmic microwave background it will be necessary to use multifrequency
measurements straddling this part of the spectrum.

Most of the material in these lectures has been obtained in collaboration with my
students and former students. In particular, those who have worked on the polarization
spectrum are Jacqueline Davidson, Jessie Dotson, Darren Dowell, Giles Novak, David
Schleuning, and John Vaillancourt. I thank John Vaillancourt for help in preparing this
manuscript, Jane Greaves for the 850 //m data shown in Figure 9, Crystal Brogan for
permission to use Figure 3; David Aitken for permission to reproduce Figure 6; and Giles
Novak for permission to show the preliminary results in Figure 25. Sections 2, 3, and 4
respectively are based in part on work published in QJRAS (Hildebrand 1983 and 1988),
ApJ (Hildebrand et al. 1999), and PASP (Hildebrand et al. 2000). These lectures have
been prepared with support from NSF Grants AST-9732326 and AST-9987441.

REFERENCES

AITKEN, D. K., BAILY, J. A., ROCHE, P. F., & HOUGH, J. M. 1985 MNRAS 215, 815.

AITKEN, D. K., ROCHE, P. F., SMITH, C. H., JAMES, S. D., & HOUGH, J. M. 1988 MNRAS

230, 629.
BROGAN, C. L., TROLAND, T. H., ROBERTS, D. A., & CRUTCHER, R. M. 1999 ApJ 515, 304.

BROGAN, C. L., TROLAND, T. H., ROBERTS, D. A., & CRUTCHER, R. M. 2000 Submitted to
ApJ.

CHANDRASEKHAR, S., & FERMI, E. 1953 ApJ 118, 113.

COYNE, G. V., GEHRELS, T., & SERKOWSKI, K. 1974 AJ 79, 581

CUDLIP, W., FURNISS, I., KING, K. J., & JENNINGS, R. E. 1982 MNRAS 200, 1169.

DAVIDSON, J. A. 1996 In Polarimetry of the Interstellar Medium, eds. W. G. Roberge & D. C.
B. Whittet, ASP Conference Series, vol. 97. San Francisco, pp. 504 - 521.

DOMBROVSKY, V. A. 1954 Dokl. Akad. Nauk SSSR 94, 1021.
DOTSON, J. L. 1996 ApJ 470, 566.

DOTSON, J. L., DAVIDSON, J. A., DOWELL, C. D., SCHLEUNING, D. A., & HILDEBRAND, R.

H. 2000 ApJS 128, 335.
DOWELL, C. D., HILDEBRAND, R. H., & JONES, T. J. 2001 In preparation: To be submitted

to ApJ.



R. H. Hildebrand: Interstellar magnetic fields and IR-SMM spectropolarimetry 301

DOWELL, C. D., HILDEBRAND, R. H., SCHLEUNING, D. A., VAILLANCOURT, J. E., DAVIDSON,
J. A., DOTSON, J. L., k HOUDE, M. 2001 In preparation.

DOWELL, C. D., HILDEBRAND, R. H., SCHLEUNING, D. A., VAILLANCOURT, J. E., DOTSON,
J. L., NOVAK, G., RENBARGER, T., k HOUDE, M. 1998 ApJ 504, 588.

DRAINE, B. T. 1985 ApJS 57, 587.
DRAINE, B. T., k LEE, H. M. 1984 ApJ 285, 89.

DRAINE, B. T., k WEINGARTNER, J. C. 1996 ApJ 470, 551.

GREAVES, J. S. 2000, Private communication.
GOLD, T. 1952 MNRAS 112, 215.

HALL, J. S. 1949 Science 109, 166.

HEILES, C. 1996 ApJ 462, 316.

HEILES, C. 2000 AJ 119, 923.
HILDEBRAND, R. H. 1983 QJRAS 24, 267.

HILDEBRAND, R. H. 1988 QJRAS 29, 327.

HILDEBRAND, R. H.. 1996 In Polarimetry of the Interstellar Medium, eds. W. G. Roberge &; D.
C. B. Whittet, ASP Conference Series, vol. 97. San Francisco, pp. 254 - 268.

HILDEBRAND, R. H., DAVIDSON, J. A., DOTSON, J. L., FIGER, D. F., NOVAK, G., PLATT, S.
R., AND TAO, L. 1993 ApJ All, 565.

HILDEBRAND, R. H., DAVIDSON, J. A., DOTSON, J. L., DOWELL, C. D., NOVAK, G., k
VAILLANCOURT., J. E. 2000 PASP 112, 1215.

HILDEBRAND, R. H., DOTSON, J. L., DOWELL, C. D., SCHLEUNING, D. A., k VAILLANCOURT,
J. E. 1999 ApJ 516, 834.

HILDEBRAND, R. H., k DRAGOVAN, M. 1995 ApJ 450, 663.

HILDEBRAND, R. H., DRAGOVAN, M., k NOVAK, G. 1984 ApJ 284, L51.

HILTNER, W. A. 1949 Science 109, 165.
HILTNER, W. A. 1951 ApJ 114, 241.

HOUDE, M., BASTIEN, P., PENG, R., PHILLIPS, T. G., k YOSHIDA, H. 2000a ApJ 536, 857.
HOUDE, M., PENG, R., PHILLIPS, T. G., BASTIEN, P., k YOSHIDA, H. 2000b ApJ 537, 245.
Hu, W., k WHITE, M. 1997 New Astron. 2, 323.
JACKSON, J. D. 1961 Introduction to dispersion Relation Techniques, in Dispersion Relations,

chapter 1, ed. Screaton, G. R., Interscience, New York.
JONES, T. J., KLEBE, D., k DICKEY, J. M. 1992 ApJ 389, 602.

LAZARIAN, A., GOODMAN, A. A., k MYERS, P. C. 1997 ApJ 490, 273.

LAZARIAN, A., k ROBERGE, W. G. 1997 ApJ 484, 230.

LILLIE, C. F., k WITT, A. N. 1976 ApJ 208, 64.

Lis, D. C., SERABYN, E., KEENE, J., DOWELL, C. D., BENFORD, D. J., PHILLIPS, T. G.,
HUNTER, T. R., k WANG, N. 1998 ApJ 509, 299.

MANCHESTER, R. N. 1974 ApJ 188, 637.

MATHEWSON, D. S., k FORD, V. L. 1970 MNRAS 74, 139.

Microwave Foregrounds, 1999 Astronomical Society of the Pacific Conference Series, Volume
181, Ed A. de Olivera-Costa k M. Tegmark.

MORRIS, M., DAVIDSON, J. A. k WERNER, M. W. 1995 In Proc. of the Airborne Astronomy
Symp. on the Galactic Ecosystem: From Gas to Stars to Dust, ed. M. R. Haas, J. A.
Davidson, k E. F. Erickson (San Francisco: ASP), p. 477.

NOVAK, G., et al. 2001 In preparation: To be submitted to ApJ.
NOVAK, G., DOTSON, J. L., DOWELL, C. D., HILDEBRAND, R. H., RENBARGER, T., k SCHLE-

UNING, D. A. 2000 ApJ 529, 241.
ONAKA, T. 2000 ApJ 533, 298.
POLLACK, J. B., HOLLENBACH, D., BECKWITH, S., SIMONELLI, D. P., ROUSH, T., k FONG,



302 R. H. Hildebrand: Interstellar magnetic fields and IR-SMM spectropolarimetry

W. 1994 ApJ 421, 615.
PURCELL, E. M. 1979 ApJ 231, 404.

RAO, R., CRUTCHER, R. M., PLAMBECK, R. L., & WRIGHT, M. C. H. 1998 ApJ 502, L75.

ROBERGE, W. G., HANANY, S., & MESSINGER, D. W. 1995 ApJ 453, 238.

SCHLEUNING, D. A. 1998 ApJ 493, 811.

SCHLEUNING, D. A., DOWELL, C. D. HILDEBRAND, R. H., & PLATT, S. R. 1997 PASP 109,
307.

SCHLEUNING, D. A., VAILLANCOURT, J. E., HILDEBRAND, R. H., NOVAK G., DOTSON. J. L.,
DAVIDSON. J. A., & DOWELL, C. D. 2000 ApJ 535, 913.

SERABYN, E., & MORRIS, M. 1994 ApJ 424, L91.

SERKOWSKI, K. 1973 in IAU Symposium 52, Interstellar Dust and Related Topics, ed. J. M.
Greenberg and H. C. van de Hulst (Dortrecht: Reidel), p. 145.

SERKOWSKI, K., MATHEWSON, D. S. k FORD, V. L. 1975 ApJ 196, 261.

STRUVE, O. September 1949 Sky and Telescope pp. 274.
TSUBOI, M., UKITA, N., k HANDA, T. 1997 ApJ 481, 263.

VAILLANCOURT, J. E. 2001 PhD thesis, University of Chicago, In preparation.
VALLEE, J. P., k BASTIEN, P. 2000 ApJ 530, 806.
VERSHUUR, G. L. 1969 ApJ 156, 861.

WERNER, M. W., DAVIDSON, J. A., MORRIS, M., NOVAK, G., PLATT, S. R., k HILDEBRAND,
R. H. 1988 ApJ 333, 729.

WHITCOMB, S. E., GATLEY, I., HILDEBRAND, R. H., KEENE, J., SELLGREN, K., k WERNER,

M. W. 1981 ApJ 246, 416.
WITT, A. N. 1979 Astrophys. Space Sci. 65, 21.
VAN DE HULST, H. C. 1957 Light Scattering by Small Particles (New York: Dover).
YUSEF-ZADEH, F. 1986 PhD thesis, Columbia University.
YUSEF-ZADEH, F., k MORRIS, M. 1988 ApJ 329, 729.

YUSEF-ZADEH, F., k MORRIS, M., k CHANCE, D. 1984 Nature 310, 557.

ZWEIBEL, E. G. 1996 inPolarimetry of the Interstellar Medium, ASP Conference Series, ed's.
W. G. Roberge and D. C. B. Whittet Vol. 97, pp 486-503.



Instrumentation for Astrophysical
Spectropolarimetry

ByCHRISTOPH U. KELLER

National Solar Observatory, 950 N. Cherry Ave., Tucson, AZ 85719, USA

Astronomical spectropolarimetry is performed from the X-ray to the radio regimes of the elec-
tromagnetic spectrum. The following chapter deals with instruments and their components that
are used in the wavelength range from 300 nm to 20 /tin. After introducing the terminology and
formalisms that are used in the context of astronomical spectropolarimeters, I discuss the most
widely used optical components. These include crystal and sheet polarizers, fixed monochro-
matic and achromatic retarders, and variable retarders such as liquid crystals and photoelastic
modulators. Since polarimetric measurements are often limited by systematic errors rather than
statistical errors due to photon noise, I deal with these instrumentally induced errors in detail.
Among these errors, I discuss instrumental polarization of various kinds and chromatic and an-
gle of incidence errors of optical components. I close with a few examples of successful, modern
night-time and solar spectropolarimeters.

1. Introduction
1.1. Scope of chapter

Astronomical polarimetry is performed over a large fraction of the electromagnetic spec-
trum, from X-rays to radio waves. The following chapter is restricted to the optical range
that can be observed from the ground, i.e. 300 nm to 20 (im. Far-infrared polarimetry
is described by Hildebrand in this volume. Information on polarimetry in the X-ray and
radio regimes can be found in Tinbergen (1996).

Furthermore, the following text focuses on instruments for spectropolarimetry, i.e. the
instrumental aspects of polarimetry with a spectral resolution that resolves spectral lines,
either with a spectrograph or a filter, i.e. a spectral resolution of X/8X = R > 10,000.
However, it needs to be remembered that polarimetry using the same optical techniques
is often performed at low spectral resolution. Finally, the text mostly deals with high-
precision polarimetry, i.e. sensitivities of the order 10~3 or better, and most examples
are from solar observations.

This introduction to instrumentation for astrophysical spectropolarimetry is based
on a series of 5 lectures. The viewgraphs shown in those lectures can be found at
www.noao.edu/noao/staff/keller.

1.2. Brief history of optics and instruments for spectropolarimetry

Over the centuries, many people have contributed to the development of instruments to
measure the polarization of astronomical objects. Table 1 lists some of them with an
emphasis on their contribution to instrumentation. In addition, it also lists some of the
failed attempts to detect polarization in order to show how early scientists tried to use
spectropolarimetry in astrophysics.

Historically important contributions to polarized light have been collected by Swindell
(1975) and Billings (1990). Livingston (1993) included some historically relevant papers
on astronomical polarimeters.
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1669 Erasmus Bartholinus discovers double refraction in calcite
1690 Christian Huygens discovers extinction with two crossed calcites
1808 Etienne-Louis Malus discovers polarization from reflection
1812 David Brewster discovers angle of reflection where light is totally polarized and finds

relation with index of refraction
1818 Augustin Jean Fresnel and Dominique Francois Arago find the transverse nature of

polarization
1828 William Nicol invents the first calcite polarizing prism
1852 George Gabriel Stokes introduces the Stokes parameters
1852 William Bird Herapath and his student Phelps find polarizing crystals in the urine of

a dog that was fed quinine when iodine was dripped into it
1858 E. Liais discovers linear polarization in the solar corona during an eclipse
1875 John Kerr discovers the birefringence of isotropic materials when an external electrical

field is applied
1906 George E. Hale visually searches for linear polarization in sunspots without success
1908 George E. Hale finds circular and linear polarization in sunspots using photographic

plates
1910 W.H. Wright finds no polarization due to the Zeeman effect in stellar hydrogen line

spectra
1913 P.W. Merrill finds no polarization due to the Zeeman effect in stellar hydrogen line

spectra
1928 Edwin H. Land develops the first sheet polarizer using herapathite crystals
1933 Hale and collaborators fail to obtain photo-electric measurements of the circular po-

larization due to the Zeeman effect in the sun
1941 R. Clark Jones introduces 2 by 2 complex matrices to describe the effect of a crystalline

plate on the state of polarization
1943 Hans Mueller introduces four by four real matrices to describe the influence of depo-

larizing optics
1944 Bernard Lyot develops the birefringent filter
1946 S.M. MacNeille invents the thin-film polarizing cube beam splitter
1946 S. Chandrasekhar introduces Stokes parameters to astrophysics and includes polar-

ization in radiative transfer
1947 Horace W. Babcock discovers circular polarization in 78 Vir
1953 K.O. Kiepenheuer and Babcock and Babcock use photo-electric spectropolarimeters

to measure magnetic fields all over the sun
1958 Audouin Dollfus develops a modulating polarizer that reaches a sensitivity of 10~5

using a rotating waveplate
1966 M. Billardon and J. Badoz invent the photoelastic modulator
1969 James C. Kemp predicts that photoelastic modulators could measure the circular

polarization of astronomical objects with an accuracy of 10~6

TABLE 1. Timetable of important events in the development of astronomical
spectropolarimeters.

1.3. Books on polarimetry

Various books have been written on polarimetry in general. The classical book by Shur-
cliff (1962) is compact and contains many historical references, but it is not in print
anymore. Collett (1993) is extensive and easy to read, but the book is rather expensive.
Clarke and Grainger (1971), Azzam and Bashara (1987), and Kliger et al. (1990) are
some of the other books that deal with polarimetry. Only a few books deal specifically
with astronomical polarimetry. The conference proceedings by Gehrels (1974) contain
interesting papers on instrumentation, although many are nowadays of mostly historical
interest. Two recent monographs dealing specifically with astronomical polarimetry are
those by Tinbergen (1996) and Leroy (2000). Leroy's book is an introduction to po-
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larization in astrophysics that avoids equations to remain readable for a wide audience.
Tinbergen's text is aimed at a higher level but leaves many interesting equations to be
derived as exercises.

2. Principles of optical polarization measurements
2.1. Terminology

While the Jones and Mueller formalisms are explained in detail by Landi Degl'Innocenti
in this volume, the following paragraphs will briefly introduce the terminology and defi-
nitions used here and highlight issues associated with instrumentation. A formalism that
is not reviewed here is the Poincare sphere. While that approach has its advantages, it
has become considerably less important with fast computers that can easily deal with
large sets of Mueller matrices. An extended review of the Poincare sphere formalism has
been given by Ramachandran and Ramaseshan (1962).

2.1.1. Stokes parameters, vectors, and Mueller matrices

Mueller matrices describe the (linear) transformation between Stokes vectors (formed
by grouping the four Stokes parameters into a single vector) associated with optical
elements and surfaces, i.e.

J' = MJ, (2.1)

where the Stokes vector consists of the following Stokes parameters

\ fh \
I - \ Q

\ u

V )
h
h

V* I

(2.2)

The latter form of the Stokes vector components is useful when applying methods of linear
algebra to Stokes vectors. Extensive examples of Stokes vectors are given by Shurcliff
(1962).

Mueller matrices have the following form:

/Mn

M =
M

n

M12
M22
M32

M42

M13
M23
M33

M43

M14
M24
M34

M44

\

(2.3)

A normalized Mueller matrix is obtained by scaling the matrix such that the upper left
element is equal to one. Some useful examples of Mueller matrices are given in the
following sections. Extensive lists of Mueller matrices are given by Shurcliff (1962) and
Kliger et al. (1990).

When a beam of light passes through N optical elements, each described by a Mueller
matrix M;, the combined Mueller matrix M' of the whole assembly is given by

M' = MArMjv_i---M2Mi . (2.4)

Note the reversed order of the Mueller matrices as compared to the order in which the
light passes through the optical elements. This order is important since Mueller matrices
do not commute in general.

Rotation of elements described by Mueller matrices are given by

M' = R(-a)MR(a) (2.5)
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where a is the rotation angle, and the rotation matrix R is given by

\

R(a) =

(I
0
0

, u

0
cos 2a

— sin 2a
0

0
sin 2a
cos 2a

0

0
0
0
1

(2.6)

The formalism for rotating Mueller matrices given above cannot be applied blindly. In
particular, one has to remember that this formalism assumes that we keep the same
coordinate system for the incoming and outgoing beams. However, when reflections are
considered, the convention is to change the coordinate system for the reflected beam as
compared to the incoming beam (see Landi Degl'Innocenti in this volume). The Mueller
matrix for an ideal reflection at normal incidence is given by

(\ 0 0 0 \
0 1 0 0
0 0 - 1 0

IO 0 0 - 1

M = (2.7)

which indicates nothing but the change in the coordinate system for the Stokes vector.
Therefore, the above formalism for calculating the Mueller matrix of rotated optical
components cannot be directly applied when reflections are involved. In that case, it is
often easier to consider the rotation of Stokes vectors (to which the rotation matrix R
can be applied).

Let us consider an example. It is well known that successive reflections off two mirrors
will not modify the polarization if the angles of incidence are the same for both reflections
and if the surface normal of the second mirror is perpendicular to the plane of incidence
of the first mirror. This principle is sometimes used to compensate the instrumental
polarization introduced by a single reflection. If Mr is the Mueller matrix describing the
reflection off a single mirror, a naive use of the above formalism would lead us to write
the combined Mueller matrix of both mirrors as

M' = R(-90°)MrR(+90o)Mr . (2.8)

Using the diagonal matrix given above for normal incidence as the mirror reflection
Mueller matrix Mr shows immediately that the above equation is incorrect and should
be replaced by

M' = R(+90°)MrR(+90°)Mr . (2.9)

The reason for this is that the Mueller matrix for reflection implies a change in coordinate
system that requires a change in the sign of the angle for the rotation matrix.

Finally, Stokes vectors and Mueller matrices operate on intensities and their differences,
i.e. incoherent superpositions of light, they are not adequate to describe interference nor
diffraction effects. However, they are ideally suited to describe partially polarized and
unpolarized light.

2.1.2. Jones vectors and matrices

The Jones calculus is the adequate way to describe the coherent superposition of polar-
ized light because it operates on amplitudes rather than on intensities. However, Jones
vectors and matrices can only describe 100% polarized light because a monochromatic
wave is always 100% polarized.

The electrical field vector of a monochromatic electromagnetic wave traveling along
the z axis of a right-handed coordinate system can be decomposed into its x and y
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components
ReEx , ReEy , (2.10)

where Ex and Ey are complex quantities with an amplitude and a phase.
The Jones vectors contain the complex amplitude electrical field components in the

form

{) (2-n)

Note that amplitudes are not observed directly by detectors in the wavelength range
considered here. Therefore, observables always depend on products of Jones vector com-
ponents such as \E\2.

The transfer of 100% polarized light through an optical medium is described by 2 by
2 complex matrices. Combined Jones matrices describing a series of optical elements are
equal to the matrix product of the individual Jones matrices in the same way as with
Mueller matrices. Examples of various Jones matrices are given in the following sections.
Extensive lists have been prepared by Shurcliff (1962) and Kliger et al. (1990).

The rotation of Jones matrices is given by

J' = R(-a)JR(a) , (2.12)

where the rotation matrix R is given by

/ cosfl sin<?
# cos6

Any Jones matrix can be transformed into the corresponding Mueller matrix using the
following relation (Azzam & Bashara 1987):

M = B(J®J*)B-1 , (2.14)

where * indicates the complex conjugate,

(1 0 0 1 - \
1 0 0 - 1 . .

0 1 1 0 ' ( 2 J 5 )

0 i -i 0 /
and <g> is the tensor product. For matrices B and C with N by TV elements, the tensor
product is a TV2 by TV2 matrix given by

A = B®C, (2.16)

where

ai+(j-i)N,k+(i-i)N = h,kCj,i • (2-17)

While the Jones matrix has 8 independent parameters, the absolute phase information
is lost in the Mueller matrix, leading to only seven independent matrix elements for a
Mueller matrix derived from a Jones matrix. A general Mueller matrix has 8 degrees of
freedom, the additional degree being related to the transfer of unpolarized light.
2.1.3. TE and TM waves, s and p polarization

In the context of optics manufacturing and testing, a terminology different from Stokes
vectors and Mueller matrices is used (see Fig. 1). We consider the plane of incidence
formed by the normal to the surface and the direction of the incoming light. If the
electrical field of the incoming wave is in the plane of incidence, then the magnetic field
must be transverse to it, and this is therefore called a TM (transverse magnetic) or p-
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TM, p TE, s
FIGURE 1. Definition of transverse magnetic (TM), transverse electric (TE), p, and s polarized
waves. The definitions are only valid in the context of a light beam being reflected off or
transmitted through an interface between two materials with different indices of refraction at
non-normal incidence.

polarized wave (p for parallel). The other one is the TE (transverse electric) or s-polarized
(s for 'senkrecht'= perpendicular in German) wave.

To fully characterize the influence of an interface between two materials (e.g. air to
metal), not only the reflectivities for s and p polarization need to be considered, but also
the phase delay between s and p polarized light introduced by the interface. In general,
there will also be absorption for the transmitted light, i.e. the energies of the reflected
and the transmitted beam are not equal to the energy of the incoming beam. Purely
dielectric media do not absorb energy.

2.1.4. Polarization sensitivity and accuracy
In the following, we will distinguish between polarization sensitivity and accuracy.

Polarization sensitivity describes the magnitude of a small polarization signal on top of
a big background that can just be detected. An adequate measure of the polarization
sensitivity is the standard deviation of a polarized spectrum that is known to have no
spectral variation of the polarization signal. Polarization accuracy is the magnitude of the
absolute error in the polarization measurement. Both are typically expressed as a fraction
of the intensity. These definitions are in analogy to definitions used in photometry.

2.2. Polarized ray-tracing

To simulate the design of a polarimeter, we need to calculate the influence of the telescope,
instrument, and polarimeter on the polarization of the incoming light. While initial
simulations can assume a single ray passing through the optical components along the
optical axis, more accurate simulations require that many rays are traced through the
optics, similar to what is done for general optical design. The polarization aspect of
ray-tracing can often be described by a series of Mueller matrices that can be combined
into a single Mueller matrix for each ray corresponding to one point in the field of view
and one point in the pupil. The Mueller matrices corresponding to all the points in the
pupil can then be averaged into a single Mueller matrix (incoherent superposition) that
is equivalent to the average over the point-spread function (PSF) in the final focus for a
single point in the field of view.
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Polarization
Calibration

Optics

Polarization
Modulator — »

Spectro-
meter —» Detector

FIGURE 2. General layout of an astronomical spectropolarimeter: Light from a source passes
through the telescope. A polarization calibration package can be inserted into the beam to
calibrate the polarimeter and the rest of the instrument. During observations of the source,
the calibration optics is not in the beam. The polarization modulator translates the polariza-
tion information into spatial and/or temporal variations. The beam(s) then pass through the
spectrometer and are recorded by the detector.

A more accurate calculation requires that the various beams are combined coherently
in the focal plane, something the Mueller calculus cannot describe. If one uses the Jones
formalism in the equivalent way as the Mueller formalism above, one obtains the Jones
matrix that corresponds to the center of the PSF. This method can be expanded to
calculate the Mueller matrix at any position within the PSF for a given point in the
field of view by calculating the Fourier transform of the Jones matrices in the exit pupil
(Sanchez Almeida & Martinez Pillet 1992).

However, the latter approach is only valid for slow beams where one can assume that
all rays that are averaged are almost parallel in the final focus. For fast beams, a more
extensive way of polarized raytracing has to be used. Chipman (1995) developed such
a method by extending the Jones vector approach to three complex components of the
electric field. An optical element is described by a 3 by 3 complex matrix, and the
rays are described by a complex vector with three components. While this approach is
very general and can calculate complex and fast optics, it is normally not needed for
astronomical instruments.

2.3. Basic polarimeters

In general, polarimeters consist of optical elements such as retarders and polarizers that
change the polarization state of the incoming light in a controlled way (see Fig. 2).
The detectors only measure intensities, at least for the part of the spectrum considered
here. The various intensity measurements are then combined to retrieve the polarization
state of the incoming light. Polarimeters differ mostly by the way that the polarization
modulator works. In addition, a good polarimeter should also include optics for the
polarization calibration, i.e. optics with very well known polarization characteristics that
can be temporarily inserted in front of the polarization modulator.

2.3.1. Rotating waveplate polarimeter
A simple polarimeter can be built using a rotating waveplate and a linear polarizer

(see Fig 3). The Mueller matrix calculus introduced above and the Mueller matrices for
a retarder and a linear polarizer (see below) allow us to determine the intensity seen by
the detector as a function of retardance 6 and position angle 0 of the rotating retarder.
The intensity seen by the detector is given by

/ ' = - ( / + i- ((1 + cos 5) + (1 - cos S) cos 40) + - (1 - cos S) sin 40 - V sin S sin 20) .
2 \ 2 2 /

(2.18)
From this equation, we can deduce the following:

• only the terms that depend on 0 will lead to a modulated signal;
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Detector

FIGURE 3. A simple polarimeter consisting of a rotating retarder and a fixed linear polar-
izer, which together make up the modulator package. The arrow on the retarder indicates the
orientation of the fast axis (see below).

Polarizing
Beamsplitter

m-
• • — • — • — « •

Detector

FIGURE 4. A simple (linear) polarimeter consisting of a polarizing beam-splitter that produces
two displaced beams corresponding to orthogonal linear polarization states.

• to obtain equal modulation amplitudes in Q, U, and V, the retardation of the
retarder should be close to 5 = 127°;

• Q and U are modulated at twice the frequency of V;
• the phase shift in modulation between Q and U is 90°, and the corresponding fre-

quency is twice that of Stokes V, which requires measurements at 8 angles to determine
all 4 Stokes parameters.

In the following, the modulation scheme employed by a polarimeter that measures
Stokes parameters sequentially will be referred to as temporal modulation.

2.3.2. Polarizing beam-splitter polarimeter

Another simple polarimeter for linear polarization contains only a fixed polarizing
beam-splitter that produces two beams corresponding to orthogonal polarization states
(see Fig. 4). The full linear polarization information can be deduced by rotating the
whole polarimeter assembly. In the following, we will refer to such an arrangement of
simultaneous measurements of two (or more) Stokes parameters as spatial modulation.

2.3.3. Comparison of temporal and spatial modulation schemes

Temporal and spatial modulation schemes have different advantages and disadvan-
tages. The most important ones are summarized in Table 2.

Since none of these schemes has clear advantages over the other, but the two schemes
are rather complementary, modern, sensitive polarimeters often combine the two mod-
ulation schemes to combine the advantages and minimize the disadvantages. Such a
combined approach is described in detail in Sect. 5.

2.4. Statistical errors of polarization measurements

When designing a polarimeter, it is important to model and understand the performance
that can be expected. Once clear performance goals have been established, the design
can be optimized to maximize the performance. The literature shows various ways to
define and maximize the efficiency with which the polarization is measured, and it often
depends on the exact polarimeter that is used, therefore making it difficult to directly
compare the efficiency of various polarimeters.
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Modulation
Scheme

temporal

Advantages Disadvantages

negligible effects of flat field and op- influence of seeing if modulation is
tical aberrations slow
potentially high polarimetric read-out rate of regular array detec-
sensitivity tors limits modulation frequency

spatial off-the-shelf array detectors can be requires up to four times larger array
used detector

high photon collection efficiency influence of flat field

allows post-facto image influence of differential aberrations
reconstruction

TABLE 2. Comparison of spatial and temporal modulation schemes.

Errors in polarization measurements are typically separated into two components: sta-
tistical errors (mostly due to the photon statistics and detector read-out noise) and
systematic errors (also called instrumental errors). When designing a polarimeter, a
trade-off between the two error components needs to be made. For instance, it does not
make sense to build a polarimeter that has very small systematic errors but so low an
efficiency that the statistical errors completely dominate.

Making a few assumptions, we can derive the expected statistical noise in the Stokes
parameters, which we will try to minimize. For this analysis, we can assume that:

• there is a linear relation between the Stokes parameters of the incoming light and
the signals that are measured;

• the noise in the various measurements is independent;
• the noise has a Gaussian distribution.

For a large number of photons, which are needed for accurate polarimetry, a Gaussian
distribution is a good approximation to the Poisson statistic that describes photon noise.

We combine the measured intensities into a signal vector S, which is related to the
incoming Stokes vector, / by the signal matrix X, where

S = XI. (2.19)

X is a 4 by m matrix where m is the number of intensity measurements that contribute
to the polarization measurement. For example, m = 4 for most systems that use liquid
crystals, while m = 8 for a rotating retarder approach as outlined above. X is a function
of the free parameters in the polarimeter design. Since the polarimeter optics can be
described by Mueller matrices, each row of X corresponds to the first row of the Mueller
matrix describing the particular intensity measurement.

To determine the Stokes vector I from the measurements S, X needs to be inverted.
If

Y = (2.20)

or more generally for a non-square matrix using the Moore-Penrose generalized inverse
(e.g. Albert 1972)

Y=(X r X)" 1 X T , (2.21)
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then the standard deviations of the Stokes parameters, aji, are given by

' " " N (2.22)

where as5 is the standard deviation of the intensity in measurement j . In most cases,
asj does not depend on the measurement number j .

A more extensive treatment of statistical errors in polarimetry has been given by del
Toro Iniesta and Collados (2000). When designing a polarimeter, we generally wish to
minimize the standard deviations of the deduced Stokes parameters.

2.5. Data reduction

In order to achieve high polarimetric sensitivity, there will always be a substantial amount
of data reduction involved. Often the raw data (before calibrations have been applied)
have errors on the order of a few percent in the fractional polarization, while the expected
signal is one or two orders of magnitude smaller. Typical reduction steps include:

• subtraction of dark current and bias;
• division by flat field;
• calculation of fractional polarization Q/I, U/I, and V/I;
• subtraction of polarization bias;
• removal of polarized fringes;
• calibration with polarization efficiency (polarization flat field);
• if required, multiplication with calibrated intensity / to obtain V, Q, and U.
To deduce the best data reduction strategy, one needs to understand the relevant

instrumental effects so that they can be removed during processing. All data reduction
steps should be based on a physical model of the data collection process, i.e. on a theory
of the observing process and a model of the instrument. Once a theory is available, one
can solve it for the parameters that should be determined as a function of the measured
quantities. This solution will then also help in identifying the necessary calibration
observations.

3. Optical components for spectropolarimetry

3.1. Polarizers

A polarizer is defined as an optical element that produces (at least partially) polarized
light when the input light beam is unpolarized. Therefore, a polarizer can be linear,
circular, or in general, elliptical, depending on the type of polarization that emerges.

There is a large variety of polarizers that all have their respective advantages and
disadvantages. Here we will discuss the types of linear polarizers that are most often
used in astronomical polarimetry.

3.1.1. Jones and Mueller matrices for linear polarizers

A linear polarizer can be described by its transmittance of the electrical field in two
orthogonal directions. The Jones matrix for a linear polarizer is then given by

where the real values 0 < px < 1 and 0 < py < 1 are the transmission factors for the x
and y-components of the electrical field, i.e. E'x — pxEx and E'y = pyEy. px = l,py — 0



(3.24)
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describes a linear polarizer in the +Q direction, px = 0,py = 1 describes a linear polarizer
in the — Q direction, and px = py describes a neutral density filter.

The corresponding Mueller matrix is given by

p'i-pl o o \
p'i+pl o o

0 2pXPy 0
0 0 2pxPy )

From this equation, it is evident that an unpolarized incoming beam will always be
linearly polarized. However, the emerging Stokes vector does not correspond to a com-
pletely polarized beam unless px = 0 or py = 0. If the polarizer only produces a partially
polarized beam from unpolarized light, it is called a partial linear polarizer. Any real
polarizer is always only a partial polarizer.

If the incoming beam is polarized, the emerging beam is, in general, elliptically polar-
ized, even for a purely linear polarizer because of the non-zero diagonal terms 2pxpy in the
Mueller matrix. A totally polarized beam will remain totally polarized even when pass-
ing an ideal partial linear polarizer, i.e. an ideal polarizer does not depolarize. However,
real polarizers can produce minute amounts of unpolarized light from a fully polarized
beam because of scattering within the polarizer. Nevertheless, this effect is small and
can almost always be neglected.

When characterizing the quality of actual linear polarizers, two different parameters
are used to describe the performance. k\ describes the (intensity) transmittance of the
polarizer for a fully linearly polarized beam whose angle is chosen such as to maximize
the transmitted intensity. k2 is the minimum transmittance as a function of the angle
of the incoming linearly polarized beam. It is evident that fci = pi and k2 = Py if we
assume that px > py. The ratio of ki to fc2 is called the extinction ratio, ki and k2 are
often tabulated for various polarizers as a function of wavelength and can be determined
from the transmittances for unpolarized light of parallel and crossed identical polarizers,
which are given by

^parallel = ^ ( ^ l " 1 " ^ ) /o r,r\
T , - u.u. • [6.lbj± crossed — n.in-2

Finally, the Mueller matrix for a total linear polarizer at position angle 0 is given by

1

2

/ 1
cos 20
sin 20

^ o

cos 20
cos2 20

sin 20 cos 20
0

sin 20
sin 20 cos 20

sin2 20
0

0
0
0
0

3.1.2. Wire grid polarizers

Grids of parallel conducting wires with a spacing d of the order of the wavelength A of
the light act as a polarizer. Intuitively, one might expect that the electric field parallel
to the wires is transmitted because it 'slips' through the wires. On the contrary, it is the
plane of polarization perpendicular to the wires that is transmitted because the electric
field component (of the electromagnetic wave) parallel to the wires induces electrical
currents in the wires, which strongly attenuates the transmitted electric field parallel to
the wires. The induced electrical current is such that the polarization parallel to the wires
is reflected. It is thus possible to produce a polarizing beam-splitter with a wire grid
polarizer, which reflects and transmits orthogonal linear polarization states. As a rule
of thumb, if d < A/2, then the polarization is strong. If d » A, then the transmission
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of both polarization states is high, and thus the polarization of the transmitted beam is
weak.

Wire grid polarizers were first used by Heinrich Hertz at radio wavelengths. They
are used mostly in the infrared because the wire spacing becomes very small at visible
wavelengths. Modern commercial wire grid polarizers are made by depositing a thin-film
metallic grid pattern on a suitable infrared substrate. They are available for wavelengths
larger than 1 /xm. For longer wavelengths where appropriate substrates are not available,
free-standing wire grid polarizers are employed.

3.1.3. Polarcor

Available since 1984, Polarcor made by Corning is a glass polarizer with high perfor-
mance between 633 and 1550 nm. It is made from a borosilicate glass containing silver
particles aligned along a common axis. The elongated, conducting silver particles act as
small wires. Polarization occurs within 25 to 50 /xm of each surface. In the UltraThin
version, polarization occurs throughout the entire body of the glass. Unfortunately, the
maximum diameter of Polarcor is currently limited to 30 mm.

3.1.4. Dichroic crystals

Dichroic materials preferentially absorb one polarization state. The behavior depends
on the wavelength, i.e. the materials appear to have different colors depending on the
angles of illumination and viewing. Dichroism arises from the anisotropy of the complex
index of refraction (see Landi DegFInnocenti in this volume). Examples of naturally
occurring dichroic crystals are tourmaline and herapathite. In 1852, W.B. Herapath
discovered a salt of quinine that had polarizing properties. He succeeded in making
artificial crystals large enough to study under a microscope. Di-iodosulphate of quinine
is now known as herapathite. However, it is generally difficult to produce uniform, large
dichroic crystals, which is why this type of polarizer is only of historical interest.

3.1.5. Polaroid-type polarizers
In 1928, Edwin Land made a suspension of tiny herapathite crystals, which he spread

as a thin layer between supporting sheets. The crystals also have a magnetic dipole
moment, so that if a suspension is placed in a very strong magnetic field, they become
oriented to form a uniform dichroic layer. If the aligned crystals are suspended in a
polymer, they set. Land called this a J-type polarizer. However, this first type of sheet
polarizer had problems with the finite lifetime because the crystals become disoriented
over time.

The next-generation sheet polarizer, also invented by Edwin Land in 1938, is based on
molecular dichroism. H-type sheet polarizers are made by heating and stretching a sheet
of polyvynil alcohol (PVA) that is laminated to a supporting sheet of cellulose acetate
butyrate. The PVA is then treated with an iodine solution. The difference between
various H-type polarizers is in the amount of iodine absorbed by the PVA. The PVA-
iodine complex is analogous to a short, conducting wire. This is the operating principle
of H-type polarizers, which are still in use today. Of course, the axis of maximum
transmission for linearly polarized light is perpendicular to the stretch direction. The
commercial names for Polaroid sheet polarizers such as HN-38 identify the overall type
(H), the color (N=neutral) and the approximate transmittance of a single polarizer for
unpolarized light (38%).

Other types of Polaroid sheet polarizers include the K-type, which is close in per-
formance to H-type polarizers but more stable under extreme environmental influences
such as temperature and humidity. Again, PVA is the starting material, but this time
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FIGURE 5. Beam displacers and Wollaston prisms are often used in astronomical polarimeters. A
simple block of calcite with the optic axis at about 45° (indicated by the short line) splits a single
ray into two parallel rays of opposite linear polarization. In the Wollaston, two calcite or quartz
prisms with their optic axes at 0° and 90° deflect the two linear polarizations symmetrically.

hydrogen and oxygen atoms are removed by a chemical process to produce polyvinylene
from some of the PVA molecules, and stretching aligns the long chain molecules.

Finally HR-type polarizers, developed at Polaroid between 1943 and 1951 by Blake,
are based on a PVA-polyvinylene-iodine complex that works well from 0.7 to 2.3 //m.

The very thin polarizer material is laminated between sheets of plastic or glass. The
plastic sheeting can be removed with organic solvents to obtain the polarizing foil alone.

3.1.6. Crystal-based polarizers

Crystals can have different indices of refraction for each axis:

nx ^ ny ^ nz . (3.27)

Uniaxial crystals axis have only one axis that has a different index of refraction as com-
pared to the other two axes:

nx^ny=nz . (3.28)
The optic axis of a uniaxial crystal is the axis that has a different index of refraction.
The fast axis is the axis with the smallest index of refraction since the speed of light
along that axis is the fastest. When sending a ray of light through a uniaxial crystal, the
single ray is generally split into two rays. The ordinary ray (or short o-ray) passes the
crystal without any deviation, while the extraordinary ray (or e-ray) is deviated at the
air-crystal interface. The two emerging rays have orthogonal polarization states. It is
common to use the indices of refraction for the ordinary ray (n0) and the extraordinary
ray (ne) instead of the indices of refraction in the crystal coordinate system.

It is outside of the scope of this chapter to deal with the optical calculations of crystals,
which are rather complicated, even for uniaxial crystals. However, we will present some
of the most important results here. An introduction to uniaxial crystal optics is given
in Collett (1993). A more advanced treatment of crystal optics that is easy to read has
been given by Wahlstrohm (1960).

The polarizing beam displacer or beam-splitter is the most simple crystal polarizer. It
consists of a single block of calcite (or other uniaxial crystal with large birefringence) with
the optic axis at about 45°. On the interface between air and calcite, the extraordinary
ray is deflected while the ordinary ray just passes through (see Fig. 5). For calcite, the
splitting is about 0.095 times the thickness. The two emerging rays are parallel and have
orthogonal linear polarization states.

The Nicol prism, invented in 1828 by William Nicol was the first actual polarizer based
on crystals. However, it has been superseded by considerably better designs (discussed
below). It consists of two calcite prisms that are held together by Canada balsam. The
angles are chosen such that the ordinary ray undergoes total internal reflection on the
interface between the calcite and the Canada balsam.

Glan-Thompson polarizers also consist of two calcite prisms that are cemented to-
gether. The ordinary beam undergoes total internal reflection and is absorbed by black
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paint on the side of one of the prisms. There are two versions that differ in their prism
angles and the index of refraction of the cement between the two crystal prisms. The long
version has an acceptance angle of about 25°, while the short form has an acceptance
angle of about 15°.

Glan or Glan-Foucault polarizers consist of two prisms made of calcite that are sep-
arated by an air gap. As all the other crystal-based polarizers, it is usable from about
300 nm to 2700 nm, but absorption of the deflected beam occurs above 2 /fm. The field of
view is between 13° and 7.5°, but this acceptance angle is rotationally symmetrical only
at a single wavelength. Again, total internal reflection of the ordinary ray is responsible
for the polarization. The transmission is not as high as for the Glan-Thompson polarizer
because of reflection losses at the internal calcite-air interfaces.

Wollaston prisms are similar to beam displacers since they also produce two beams
with orthogonal linear polarizations. However, Wollaston prisms do not displace the
two beams but deviate them in opposite directions (see Fig. 5). They are made of
calcite or quartz prisms with perpendicular optical axes that are cemented together.
The usable spectral range is typically 300 nm to 2200 nm, the upper limit being given
by the absorption of the ordinary beam. The polarization directions are parallel and
vertical to the refracting edge. The e-ray in the first prism becomes the o-ray in the
second prism and is bent toward the normal. The o-ray in the first prism becomes the
e-ray in the second prism and is bent away from the normal. The angle of divergence is
determined by the wedge angle, which is typically between 15° and 45°.

3.1.7. Brewster-angle polarizers

When calculating the polarization of reflected and transmitted beams for an air-
dielectric interface as a function of angle of incidence (see the chapter by Landi Degl'In-
nocenti), it becomes evident that there is an angle a#, the Brewster angle, at which the
reflected beam is completely polarized. This angle has a simple relation with respect to
the index of refraction n of the dielectric:

t ana B =n . (3.29)

However, the reflected intensity is rather small such that a polarizer based on the
Brewster-angle reflection is not very effective at the wavelengths considered here. How-
ever, the transmitted beam is somewhat polarized, and the transmittance for that po-
larization state is 100%. A stack of dielectric plates can therefore be used as a polarizer
with good transmittance.

3.1.8. Thin-film polarizers

Thin-film polarizers are mostly used in the form of cube beam-splitters where the two
orthogonally polarized beams emerge at right angles. Polarizing cube beam-splitters are
based on a thin film stack on the inside of two glass prisms that are cemented together
such that total internal reflection occurs at the Brewster angle within the thin film.
This type of polarizer has a limited extinction ratio and wavelength range, but it can
be manufactured relatively cheaply even at large apertures (5-10 cm). Thin-film stacks
that act as polarizers can also be deposited on oblique plates from which the polarized
beam is reflected.

3.1.9. Comparison of polarizers

Table 3 summarizes the properties of polarizers that are typically used in astronomy.
Crystal-based polarizers are expensive and typically limited in aperture to about 40 mm.
Polaroid sheet polarizers are less transparent and do not have as high an extinction ratio,
but they are available in sizes up to about 50 cm and are cheap.
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type

Glan
Glan-Thornpson
Wollaston
Polarcor
Polaroid
Polarizing cube
Wire Grid

extinction
ratio

> 105

> 106

> 106

> 104

150 - 1 0 4

>500
> 100

transmission
(polarized)

>84%
>92%
>92%
>80%
>75%
> 90%
>90%

TABLE 3. Comparison of various types of

wavelength
range (am)

300-2700
300-2700
300-2200
633-1550
310-2000
400-1600
103 - 106

polarizers that

bandpass
(nm)

full
full
full
150
200
200-400

are used in

acceptance
angle (°)

8
15-25

20
> 20
>20

10
> 2 0

astronomy.

3.2. Fixed linear retarders
A retarder is an optical element that splits an incoming beam into two components,
retards the phase of one of these components, and reunites the components at the exit
into a single beam. An ideal retarder does not change the intensity of the light, nor does
it change the degree of polarization. Any retarder can be characterized by the two (not
identical) Stokes vectors of incoming light that are not changed by the retarder. These
two Stokes vectors are sometimes called the eigenvectors of the retarder. Depending
on whether these Stokes vectors describe linear, circular, or elliptical polarization, the
retarder is called a linear, circular, or elliptical retarder. In the following, we will only
consider linear retarders because they are by far the most common type of retarder.

3.2.1. Mueller and Jones matrices for linear retarders

A linear retarder with its fast axis at 0° is characterized by a Jones matrix of the form

Jr (8) =
0

0
(3.30)

where 5 is the phase shift between the two linear polarization components expressed in
radians. Since the absolute phase does not matter, it is possible to write the Jones matrix
of a retarder with the retardation in only one matrix element. However, it is advisable
to use the 'symmetric' version given above because it avoids introducing an absolute
phase that depends on the retardation. Use of the 'asymmetric' version has led to some
erroneous theoretical calculations of the instrumental Mueller matrix of telescopes.

The corresponding Mueller matrix is given by

/ 1 0 0 0
0 1 0 ° " (3.31)Mr = 0 0

0
cos 6 — sin 6
sin 6 cos S

It is important to realize that the combination of two or more linear retarders in series
will, in general, not be equivalent to a linear retarder, but be equivalent to a single
elliptical retarder.

3.2.2. Zero and multiple order linear retarders

Most retarders are based on birefringent materials that have different indices of re-
fraction for different angles of the incoming linear polarization. Typical birefringent
materials that are used are quartz, mica, and polymer films with oriented molecules.
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FIGURE 6. Wavelength dependence of a 2-mm multi-order and a true zero-order quartz
quarter-wave retarder.

The retardation (delay between ordinary and extraordinary ray) is given by

NX = d(ne-n0) , (3.32)

where d is the geometrical thickness, A is the wavelength, and ne and n0 are the indices of
refraction for the extraordinary and the ordinary rays, respectively. N is the retardation
expressed in waves. A quarter-wave plate is obtained with N = m+ \ and m being an
integer. If rn = 0, we call it a true zero-order retarder. If m > 0, we call it a multi-order
retarder.

Of course, a retardation of 1.25 waves has the same effect on polarization as a retarda-
tion of 0.25 waves. However, it is evident that the thicker the retarder becomes (larger
d), the faster the retardation changes as a function of wavelength, even if the indices of
refraction n0 and ne would not depend on the wavelength (see Fig. 6).

3.2.3. Crystal retarders

Quartz is available in fairly large sizes and can be produced artificially. It is therefore
the most commonly used crystal material for high-quality retarders. A true zero-order
quarter-wave retarder in the visible is about 15 /im thick. While such true zero-order
quartz retarders can now be fabricated on glass substrates, the usual way to obtain a
(so-called compound) zero-order retarder consists in combining two approximately 1-mm
thick plates cut parallel to the optic axis with a difference in thickness that corresponds
to the path difference of a true zero-order retarder. The two plates are optically contacted
with their fast axes at 90° with respect to each other. The retardation of the two plates
therefore cancels except for the small path-length difference. The usable spectral range
of quartz retarders is from about 180 nm to 2700 nm. For wavelengths below 230 nm,
the plates are manufactured from synthetic crystal quartz.

Mica is another material that is often used for commercial retarders. It is cheap and
available in large sizes (20 cm by 20 cm). Mica crystals can easily be cleaved into very
thin sheets of appropriate thickness to obtain true zero-order retarders. A quarter-wave
plate in the visible is about 50 /mi thick. Mica is transparent from about 350 nm to 6 ^m,
but it absorbs even in the visible. Since the required thickness at longer wavelengths,
and therefore the absorption, become rather large, mica retarders are normally not used
for wavelengths larger than about 1.6 /*m.

Other crystals that are used for manufacturing retarders include MgF2, which trans-
mits over a large wavelength range from the ultraviolet to the mid-infrared and stressed
LiF for wavelengths around 100 nm.
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FIGURE 7. Theoretical variation of retardation and fast axis orientation as a function of
relative wavelength for a Pancharatnam achromatic half-wave plate.

3.2.4. Polymer retarders

Stretched polymers (e.g. polyvinyl alcohol) are also birefringent. The fast axis is
perpendicular to the stretch direction. They were invented by Land, West, and Makas
around 1946. The thickness of a quarter-wave retarder is about 20 fim in the visible.
Polymer retarders are true zero-order retarders that are highly transparent even in the
ultraviolet. For certain retardance values, polymer retarders in sizes of up to 40 cm can
be obtained.

3.2.5. Achromatic retarders

As seen above, retarders are highly wavelength sensitive. By combining two materials
with opposite variations of 5n = ne - n0 with wavelength, and by choosing appropri-
ate thicknesses, an achromatic retarder can be built whose retardance is correct at two
wavelengths. The most used combination of materials is quartz and MgF2. The use-
ful wavelength range of this type of achromatic retarders is about 50% of the central
wavelength.

Another approach uses three identical retarders. Invented by Pancharatnam (1955) for
half-wave plates, the outer plates have parallel fast axes, while the fast axis of the inner
plate is rotated by about 60°. In contrast to the achromatic wave-plates discussed above,
the fast axis direction of the combined retarder depends on the wavelength. Figure 7
shows the variation of the retardation and the fast axis direction as a function of wave-
length. Achromatic quarter-wave plates can be constructed in a similar way, although
the performance is not as good as for the half-wave retarders.

By combining three identical crystal achromatic retarders with the Pancharatnam
approach, superachromatic half-wave plates can be constructed. Again, the fast axis
direction depends on the wavelength. However, the angular acceptance angle is very
limited because of the thickness of the combined 6 plates (see below). The useful wave-
length range for commercially available superachromatic waveplates extends from about
300 nm to 1100 nm.
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FIGURE 8. Traditional arrangements for quarter-wave (left) and half-wave (right) Presnel
rhombs.

20 40 60
angle of incidence [deg]
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FIGURE 9. Variation of retardance on total internal reflection with a) angle at 632.8 nm and
b) wavelength at 55.08° for a BK7 and air interface.

3.2.6. Fresnel rhombs
Another approach for obtaining achromatic retarders makes use of the phase shift on

total internal reflection on an interface between dielectrica. Reflections on dielectric in-
terfaces do not produce a phase shift (or retardance) except for total internal reflection.
Retarders using total internal reflection are typically called Fresnel rhombs. When work-
ing in the visible, it is normally not possible to achieve a 90° phase shift on a single
reflection. However, a single total internal reflection can be arranged such that a retar-
dation of A/8 = 45° is achieved. Two (suitably aligned) reflections therefore provide a
retardation of A/4, and a half-wave retardation can be achieved with four total internal
reflections. Figure 8 shows two possible arrangements for quarter- and half-wave Fresnel
rhombs. Historically, this was the first type of retarder that was developed (by Fresnel).

The requirement for total internal reflection on a glass-air interface is

ii sin (i > 1, (3.33)

where n, is the index of refraction of the glass and {5 is the (internal) angle of incidence.
The phase shift is given by

tan 6/2 = -
cos f3 Jnf sin2 0 - 1

ii sin' f3
(3.34)

For BK7, the most common type of optical glass, at a wavelength of 632.8 nm (HeNe
laser wavelength) the index of refraction is 1.5151, and at an angle of incidence of 55.08°,
the retardation is 45° (or A/8). Figure 9a shows the variation of the retardation with the
angle of incidence. Below an angle of incidence of 41.3°, no internal reflection occurs.
The retardation strongly depends on the angle of incidence. Therefore, Fresnel rhombs
have only a small acceptance angle. A deviation of ±0.5° from normal incidence changes
the retardation by ±0.5%.

For a material with an index of refraction of 1.5538, an angle of incidence of 45.0°
produces exactly a 45° phase retardation. Two right-angle prisms with total internal
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type

quartz
MgF2
mica
polymer
Fresnel

retardance
accuracy (%)

0.4
0.4

4
0.6

2

wavelength
range (nm)

180-2700
140-6200
350-1550
400-1800
240-2000

bandpass
(nm)

100
100
100
100

330-1000

acceptance
angle (°)

3
3

10
10
2

TABLE 4. Comparison of various types of commercially available zero-order retarders that are
used in astronomy. For quartz and MgF2, it is assumed that they are compound zero-order
retarders. The accuracy in percent refers to a half-wave plate.

reflection form a quarter-wave plate. When using right-angle prisms for beam deflection,
one needs to keep in mind that they act as significant retarders.

The variation of the retardance with wavelength is purely due to the variation of
the index of refraction with wavelength, which is generally small. Therefore, Fresnel
rhombs are very achromatic. Figure 9b shows the theoretically calculated variation of
the retardance for a single total internal reflection for BK7 at 55.08° from 300 nm to
2300 nm. The performance of Fresnel rhombs with respect to the angle of incidence and
the variation of the retardance with wavelength can be improved by coating the reflecting
surfaces with thin films.

3.2.7. Comparison of zero-order retarders

Table 4 summarizes the properties of commercially available zero-order retarders that
are typically used in astronomy. Mica and polymer retarders can be produced with
fairly large apertures, however, the retardance accuracy tends to be reduced for larger
apertures. Both mica and polymer retarders have the advantage of large acceptance
angles because they are true zero-order retarders. Crystal-based retarders are limited in
aperture size. Fresnel rhombs are the only achromatic retarders consisting of a single
piece of optics, but have a very limited acceptance angle.

3.3. Variable retarders

For building sensitive polarimeters, it is often desirable to have retarders whose retar-
dance can be varied quickly. This can be achieved either by changing the birefringence
(liquid crystals, Kerr and Pockels cells, photoelastic modulators) or by changing the ge-
ometrical thickness (e.g. Soleil compensators). Since the latter is necessarily associated
with a mechanical motion, it is normally not used for polarimeters and will therefore not
be discussed any further.

3.3.1. Nematic liquid crystal retarders
Liquid crystals are fluids whose molecules are elongated. At high temperatures, the

liquid crystal is isotropic. In the nematic phase, the molecules are randomly positioned
but aligned essentially in one direction. Some liquid crystals line up parallel or perpen-
dicular to an outside electrical field. For these, the dielectric constant anisotropy is often
large, making the liquid crystal very responsive to changes in the applied electric field.
The birefringence 8n can be very large (larger than typical crystal birefringence). Sheets
of liquid crystal can therefore behave like an electronically adjustable optical retarder.
The liquid crystal layer is only a few /an thick and represents a true zero-order retarder.

The anisotropy of liquid crystals, and therefore also their birefringence, shows a strong
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temperature dependence. With zero voltage applied externally, the liquid crystal mole-
cules are parallel to the substrates due to an alignment layer, therefore maximizing the
retardation. With an electrical field applied, the liquid crystal molecules tip perpendic-
ular to the substrate causing a reduction in the effective birefringence and hence, the
retardation. The alignment layer between the substrate and the liquid crystal prevents
the molecules at the surface to rotate freely. This causes a residual retardance of about
30 nm even at high voltages (about 20 V). The retardance changes by about -0.4% per
°C. The response time of nematic liquid crystal retarders is proportional to the square
of the layer thickness (=total retardance) and of the order of 20 ms.

3.3.2. Ferro-electric liquid crystal retarders

The smectic liquid crystal phases are characterized by well-defined layers that can
slide over one another. The molecules are positionally ordered along one direction. In
the smectic C phase, the molecules are tilted away from the layer normal. Ferroelectric
liquid crystals (FLCs) are the tilted phases of chiral molecules (called smectic C*), which
have a permanent polarization, which is why they are called ferroelectric. They respond
much more quickly to externally applied fields than nematic liquid crystals and can
be used to make fast, bistable electro-optic devices when placed between closely-spaced,
electrically conducting glass plates. FLC variable retarders act like retarders with a fixed
retardation where the direction of the fast axis can be switched by about 45° (switching
angle) by alternating the sign of the applied electrical field. They are true zero-order
retarders with switching times on the order of 150 [is. The switching angle is rather
temperature sensitive, while the retardance tends to be rather insensitive to temperature
variations.

3.3.3. Photoelastic modulators (PEMs)

Isotrop and uniform optical materials such as glass become birefringent when strain
(e.g. due to compression) is applied in one axis. This is commonly referred to as stress-
induced birefringence and the effect is called piezo-optical or photo-elastic effect. For
example, a block of a few cm in side length of common BK7 glass can be stressed enough
by hand such as to introduce a quarter-wave retardation.

The stress-induced birefringence is proportional to the strain a. The retardation in
waves is therefore given by

S = \cda , (3.35)
A

where C is the stress optical constant, d is the thickness of the variable retarder, and
A is the wavelength. It is possible to construct variable retarders by just adequately
compressing optical glass. However, one needs to apply considerable mechanical power
to modulate the stress-induced birefringence.

One way to obtain a birefringence modulation with much reduced power is to use a
mechanically resonant oscillation since the required mechanical power is proportional to
one over the mechanical Q, which is on the order of 103 to 104 for most glasses.

If a slab of length L is excited at its fundamental mode, a standing acoustic wave with
a wavelength of 2L is produced. The frequency of the oscillation is given by

where cs is the sound speed in the optical material. For a 57-mm-long fused silica slab,
the resonance frequency is 50 kHz.

It is easy to calculate the resulting stress and hence the retardance as a function of
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FIGURE 10. Bessel functions of order 0, 1, and 2.

position x and time t. The stress-induced birefringence 6(x, t) is given by

S(x,t) = A sinw£ sin( —) ,
LJ

(3.37)

where A is the amplitude of the oscillation and x extends from 0 to L.
To make the slab oscillate, a quartz crystal with electrodes on its surfaces is forced

to oscillate by an externally applied electrical field via the piezo effect. The quartz slab
is mechanically coupled to the modulator slab, and the electrical field is driven at the
mechanical resonance frequency. The oscillation amplitude A can be regulated with an
electronic feedback circuit.

The oscillation is dampened by friction losses within the modulator material. Since
the energy loss is inversely proportional to the mechanical Q, and since Q is very large,
the energy loss in the modulator is not critical, and the required drive power is small (0.1
to 1 W). A material with a high Q such as fused silica (Q ss 104) is desirable. Typical
glass has a Q of about 103 and is therefore less often used. It is interesting to note that
the required drive power does not depend on the length of the slab.

By grouping the sin(^) term and the amplitude A into a spatially varying amplitude
A{x), the birefringence can be rewritten as

6(x,t) = A(x) sin(ut) . (3.38)

The PEM represents a true zero-order retarder. Its Mueller matrix corresponds to a re-
tarder with a time dependent retardation and therefore contains elements with sin#(z, t)
and cosS(x,i). By expanding sin(sin(-)) and cos(sin(-)) terms into Bessel functions, the
Mueller matrix elements become

sin 5(x, t) = 2 Ji (A(x)) sin wt + • • • ,
cos 8(x, t) = J0(A(x)) + 2J2(A(x)) cos + • • •

(3.39)
(3.40)
(3.41)

where Jo,1,2 are the Bessel functions of order 0,1 and 2 (see Fig. 10).
PEMs are stable in operation, show no degrading at high intensity levels and/or UV

irradiation, have good optical properties, a large spatial and angular aperture, and require
only low voltages at moderate driving powers of less than 1 W. The disadvantages are
the sinusoidal modulation (as compared to the more efficient square-wave modulation
that can be achieved with liquid crystals) and the very high modulation frequency of 20
to 50 kHz, which requires specialized array detectors (see below).
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Modulation
Scheme

rotating
retaxder

liquid
crystals

Advantages

high stability

large wavelength range

relatively fast modulation

Disadvantages

relatively slow modulation

beam motion

needs 8 measurements for all Stokes
parameters

narrow simultaneous wavelength range

only 4 measurements for all Stokes
parameters
no moving parts

PEM very fast modulation

high stability

no moving parts

limited temporal stability

damaged by strong UV light

narrow simultaneous wavelength range

needs special CCD camera

spatial retardance variation

TABLE 5. Comparison of various temporal modulation schemes employed in astronomical
spectropolarimeters.

3.3.4. Pockels and Kerr cells

Anisotropy in an otherwise isotropic material can also be introduced by an externally
applied electrical field. The material then behaves like a uniaxial crystal. This effect
was discovered by John Kerr in 1875 using glass and a high voltage electrical field. This
effect also occurs in liquids and some gases. The birefringence induced by the Kerr effect
is proportional to the square of the electric field. The latter implies that high voltages
are required for Kerr cells.

F.R. Pockels discovered that an electrical field applied along the line of sight and
parallel to the crystal optic axis produces birefringence that is proportional to the applied
electrical field. Therefore, Pockels cells do not require high voltages. Since crystals are
required for Pockels cells, the aperture of commercially available cells is typically limited
to about 7 cm. The world's largest Pockels cells of 40 cm by 40 cm clear aperture are
currently being developed for the National Ignition Facility, but the technology that is
used to bring the electrical current to the crystal faces is not useful for astronomy.

3.4. Comparison of modulation schemes

Now that we have reviewed all the ingredients of typical astronomical polarimeters, we
can compare different polarimeter concepts employing temporal modulation schemes.
Table 5 compares three different approaches. The rotating retarder approach is common
in both night-time and solar polarimeters. A large simultaneous wavelength range can
be observed simultaneously by using superachromatic waveplates or Fresnel rhombs.
While variable retarders avoid many of the problems of the rotating waveplate approach,
they are typically limited to a narrow spectral range because of the current absence of
achromatic variable retarders.

Achromatic variable retarders would provide a major new addition to astronomical
polarimetry because they would have all the advantages of current variable retarders
but could be used over a large, simultaneous wavelength range. Achromatic retarders
using two different materials are not useful because each of the materials needs to have a
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retardance of many waves, which cannot be achieved with any of the variable retarders
available today. The Pancharatnam approach looks more feasible. However, variable re-
tarders that rely on a change in birefringence (such as nematic liquid crystals and PEMs)
will not work because the way the Pancharatnam approach works, which minimizes the
overall retardance dependence on the retardance of the individual components. How-
ever, three half-wave FLCs in a Pancharatnam configuration should provide an excellent
achromatic half-wave plate whose fast axis can be switched by 45°. Such a device has
not yet been built to my knowledge.

4. Instrumental errors

It might seem excessive to devote a whole section to instrumental errors in spectropo-
larimeters. However, astronomical spectropolarimetry is often limited by systematic
instrumental errors rather than by statistical errors such as photon and read-out noise,
in particular in highly sensitive solar observations.

The following instrumental errors are commonly encountered in high-precision spec-
tropolarimetry:

• Atmospheric seeing and guiding errors
• Instrumental polarization due to

o Telescope and instrument optics
o Polarized scattered light in telescope and instrument
o Spectrograph slit polarization
o Angle, wavelength, and temperature dependence of retarders and polarizers
o Crystal aberrations
o Polarized fringes

• Ghost images
• Variable sky background
• Unpolarized scattered light in atmosphere and optics
• Limited calibration accuracy

In the following, we will not discuss the influence of gratings on polarization because
that is a rather complicated issue outside the scope of this chapter. In general, low-
order gratings exhibit large variations of the polarization with wavelength. At some
wavelengths, they often act as complete polarizers. Maximum transmission is normally
obtained with the polarization parallel to the grating lines. High-order echelle gratings
typically have only a minor influence on the polarization.

Finally, there will also be some systematic errors due to the data reduction. We will
deal with the most important of these error sources in detail in the following sections.

In many cases the instrumental effects due to the telescope and the instrument can be
described by Mueller matrices, which have the general form

(4.42)

(I-
I -
I -

L / -

* Q
*U
> V

Q-
Q-
Q-
Q-

->• /

>Q
>U
> V

U -t
U -4
U-¥

u -̂

Q
[/
y

y -
y -
y -

v -

-> i
+ Q

>u
> y

The various terms are grouped into three categories:
• / -» X, X = Q, U, V: instrumentally induced polarization
• Xi —> X ^ i and X —)• I: instrumentally introduced cross-talk
• X —> X: instrumentally introduced depolarization
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4.1. Seeing and guiding errors

Fortunately, air is not birefringent. Therefore, seeing does not produce polarization per
se. However, whenever polarization measurements are not carried out simultaneously,
seeing can introduce spurious polarization signals because sequentially recorded images
will be differently distorted by seeing. The same holds for telescope guiding errors.
Therefore, sequential polarization measurements should be modulated at a frequency
that is faster than typical seeing frequencies, which are on the order of a few hundred
Hz. To completely avoid this issue, measurements should be carried out simultaneously.

4.2. Polarizing telescopes

Every telescope introduces some polarization, although the amount may be very small.
Rotationally symmetric telescopes are often called polarization-free because, theoretically,
they would not introduce any net polarization at the very center of the field of view,
although they do introduce a very small amount of depolarization. For points away from
the center, even a rotationally symmetric telescope will introduce polarization (e.g. Sen
& Kakati 1997). Furthermore, seeing destroys the rotational symmetry even in the center
of the field of view (Sanchez Almeida 1994). Therefore no telescope should be considered
to be completely free of instrumental polarization.

4.2.1. Stress induced birefringence in glass

Every piece of glass has some remaining internal stress from the manufacturing pro-
cess. While these stresses can be minimized by extended annealing periods during the
manufacturing, there will always be some remaining stress, which introduces birefrin-
gence. As a rule of thumb, one should expect about 5 nm of birefringence for every cm
of high-quality glass thickness. In the visible, this will lead to a cross-talk of about 1%
between V and Q, U for every cm of glass.

Apart from these static stresses, there is also temperature-induced stress that leads
to a time-dependent birefringence. Temperature gradients in glass lead to stresses due
to the varying thermal expansion. A careful choice of the type of glass can often al-
leviate this problem. For instance, fused silica is 12 times better than BK7 as far as
temperature-induced birefringence is concerned. Temperature gradients also introduce
optical aberrations because of the temperature dependence of the index of refraction. A
correlation between birefringence and optical aberrations will lead to different PSFs for
different Stokes parameters, which can amount to up to a few percent for diffraction-
limited imaging. However, in the following, we will always assume that the observations
are averaged over the PSF, i.e. the observations are not diffraction-limited.

4.2.2. Oblique transmission and reflection

Oblique reflections off and transmission through optical surfaces such as mirrors intro-
duce polarization and cross-talk between the Stokes parameters. Transmission through
dielectric materials such as glass introduces retardation, but no polarization. Oblique
reflections on mirrors do not only occur on solar telescopes that have often complicated
mirror, but they also occur in night-time telescopes, e.g. in Nasmyth and Coude foci.
The accurate modeling of these reflections is not easy because of oxide and sometimes
oil layers on the mirrors and their associated interference effects. Similar issues occur
with oblique transmissions through glass surfaces with multi-layer coatings. As an ex-
ample, Figure 11 shows the variation of the / -> Q,U,V instrumental polarization as a
function of time for the Swedish Vacuum Solar Telescope. Note the large discrepancy
between the observed polarization and the theoretical model (Fig. lla). Only by intro-
ducing purely empirical offsets can the theoretical model be fitted reasonably well. This
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FIGURE 11. Instrumental polarization of the Swedish Vacuum Solar Telescope as a function of
time for one particular day at 525 nm (markers), a) Lines show a best-fit theoretical model of
the telescope polarization, b) Lines show the same theoretical model plus appropriate offsets to
fit the data. (Courtesy Pietro Bernasconi)

illustrates the difficulty of modeling the instrumental effects of telescopes. This why the
instrumental polarization and cross-talk are often measured directly and not modeled in
a self-consistent way using tabulated optical constants for the involved materials.

The polarization of a stack of thin films on a substrate can be calculated using a matrix
theory that is used in thin-film design (e.g. Macleod 1969). For the following, the index
of refraction is generally a complex quantity of the form

n = h — ik , (4.43)

where h is the (real) index of refraction and k is the extinction coefficient, k = 0 for
dielectrica. Both values are tabulated for common optical materials as a function of
wavelength.

The layers are numbered from 1 to L with the first layer being closest to the substrate.
Each layer has an associated index of refraction rij and a geometrical thickness dj. The
substrate and the exterior medium have refractive indices ns and nm, respectively.

The complex reflection and transmission coefficients for an angle of incidence of #o are
given by

r =
~ -"

Vm.Em + H
and

where

t —

En

Vm.Em

= M

(4.44)

(4.45)

(4.46)

The matrix M is the product of all the matrices that describe the various layers, i.e.

M = MLM/ / _ I . . .M2MI . (4-47)
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The 2 by 2 complex matrices Mj are given by

r- sin 5-;
Vj

where

ir)j sin dj cos Sj

dj = —rijdj cos 0j
A

9j can be calculated from Snell's law,

nm sin 80 = Tij sin dj

For s polarization, 77 is defined as

7] = n cos 8 ,

and for p polarization, it is denned as

cos 8
The Mueller matrix for transmission is then given by

-I , rjl \ trp rj-t \

(T. - Tp) {T. + Tp)
2V

- 2 ,

0
0

;os
,sin(ec - es

2i
2s

0
0

sin (ep - es)
cos (ep - es)

T - Ik- \t
where

and

To obtain the Mueller matrix for the reflected beam, TSjP is replaced by

(4.48)

(4.49)

(4.50)

(4.51)

(4.52)

(4.53)

(4.54)

(4.55)

(4.56)

(4.57)

and es>p is given by

es,P = arg(rStP) .

Furthermore, the signs of the Mueller matrix elements in the lower right have to be
changed to conform with the conventions for a reflected beam. The Mueller matrix for
the reflected beam then becomes

(Rs-RP) 0 0 \
1 (R. - RP) {Rs + Rp)

\

0
0

0
0

0
-2y/RpRscos(ep-es

0
-2^/RpRs sin (ep - es)
- 2 , / R n R s cos (eo - e«]

(4.58)
As an example, let us consider a mirror with n = 1.2, k = 7.5 (typical for aluminum

at 630 nm). A beam incident at 45° will have a normalized reflection Mueller matrix of

'1.000 0.028 0.000 0.000 \
0.028 1.000 0.000 0.000 , ,
0.000 0.000 -0.983 -0.180 " ^ }

^0.000 0.000 0.180 -0.983 /

However, if we add a 126-nm thick dielectric layer with an index of refraction of 1.4
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FIGURE 12. Variation of the V —> Q cross-talk as a function of wavelength for an aluminum
mirror overcoated with a 126-nm thick dielectrica with an index of refraction of 1.4 and an angle
of incidence of 45°.

on top of the aluminum, we obtain

( 1.000
-0.009
0.000

^ 0.000

-0.009
1.000
0.000
0.000

0.000
0.000

-1.000
0.000

0.000
0.000
0.000

-1.000

(4.60)

The cross-talk between Q and V has disappeared. Indeed, mirrors can be constructed
that minimize the cross-talk using dielectric thin-film stacks. Nevertheless, while the
/ to and from Q terms are substantially reduced, they have not been eliminated com-
pletely. Furthermore, if we look at the wavelength-dependence of the V to Q cross-talk
(see Fig. 12) even when assuming that the optical constants n and k are constant with
wavelength, we see that there is a large variation with wavelength and that even the sign
of the cross-talk changes. This is due to interference effects in the dielectric layer.

A dielectric layer of the same type with a thickness of only 65 nm leads to the following
Mueller matrix

/1.000 0.014 0.000 0.000 \
0.014
0.000

\0.000

which maximizes the crosstalk between Q and V. Indeed, it has been noticed that a
thin oil film on an aluminum mirror can lead to a big change in the telescope Mueller
matrix and that it varies strongly with wavelength. In general, aluminum is covered with
a thin layer of aluminum oxide that changes the Mueller matrix with respect to a clean
aluminum layer (Sankarasubramanian et al. 1999).

If no thin-film layers are used, the matrix theory approach reduces to the usual Mueller
matrices for reflection and transmission on/through dielectric and metallic surfaces,
which, for an air-dielectric interface, are given by

0.014
1.000
0.000
0.000

0.000
0.000

-0.858
0.514

0.000
0.000

-0.514
-0.858

(4.61)

fcL + 4 cL - 4
£ 4A -A

0
0

0
0

0
0

-2c+c_
0

0
0
0

\

-2c+c_ )

(4.62)
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and
\

(4.63)
* (sma+ cosa_) I " u " ° - u

V 0 0 0 2c_ J
where

a± = i ± r , (4.64)

c± = cosa± , (4.65)

and i and r are the angle of the incident light and the refracted light, which are related
by Snell's law according to

sini = nsinr , (4.66)

where n is the index of refraction of the dielectric.
For reflections off metal surfaces, the Mueller matrix for the reflected beam is given by

<P\ + P\ P\-P\ o o \
P2S~PP P2s+PP 0 0 , ,

2 0 0 2psppcosS 2psppsin6 ' y '

\ 0 0 -2psppsin5 2psppcos6 J

where the real quantities ps, pp, and 5 — (ps - 4>p are defined by

,-JL sin (i — r) cos i — ncosr ,d „.
Pse^' = — r - ^ '- = : (4.68)

sin (i + r) cos i + n cos r
and

•rt tan (i — r) / n c o s r —cos A f ncosr cos i — sin2 i
Ppe ~ I—/• , x = ~, : TT-

tan(« + rj \cosi + ncosr J \ncosrcosi + sm i
and i and r are the angles of the incident light and the (complex) angle of the refracted
light, which are related by Snell's law according to

sini = nsinr , (4.70)
where n is the complex index of refraction of the metal. To evaluate the equations above,
it is useful to realize that

n cos r = v n2 - sin2 i . (4-71)

4.2.3. Polarized scattered light

When observing the polarization of a faint source close to a very bright source, scat-
tered, instrumentally polarized light from the bright source can influence the polarimetry
of the faint source. The following example and discussion is taken from Keller and Shee-
ley (1999), who observed the polarization of the solar chromosphere just above the limb
of the solar disk using the McMath-Pierce solar telescope.

Figure 13 shows how the apparent polarization of the 01 777 nm triplet varies with
geocentric position around the solar limb. Clearly, the effect reverses sign at a position
angle near 135° from the geographic north direction. However, the reversal does not
occur at the same position angle for all three lines, as if the instrumental effect were
being supplemented by different scattering polarizations from each line. Other data sets
also showed 01 777.5 nm reversals close to the 45° and 135° locations.

The magnitude of this instrumental effect is on the order of 10~3 to 10~2, i.e. it is
comparable to any true solar scattering polarization signal. Regular instrumental polar-
ization cannot be the explanation since the Q/I signal due to instrumental polarization
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FIGURE 13. Observed Stokes Q/I signal in the 01 777 nm triplet about 1" above the limb as
a function of position angle, measured clockwise from geographic north. Lighter-than-average
shading denotes polarization along the limb and darker-than-average shading denotes polariza-
tion perpendicular to the limb.

has no spectral signature. Empirically, the effect seems to be most pronounced for lines
that are in absorption near disk center, but which weaken toward the limb and then go
into emission above the limb. Also, telluric lines do not show this effect at all.

When observing above the solar limb, there is a contribution to the signal due to
scattered light from the solar disk. While light from the solar limb due to seeing and
telescope motion will have the same telescope Mueller matrix as compared to the chro-
mospheric light, there will also be scattered light from all over the solar disk. Since the
latter is not following the same path in the optical system as the true chromospheric
spectrum (see Fig. 14), it exhibits a different instrumental polarization. Furthermore,
the Mueller matrix describing the scattering process is not necessarily equivalent to the
regular Mueller matrix for oblique reflection on a metallic coating with a different angle
of incidence (e.g. Harvey & Vernold, 1997). In general, the Mueller matrix for scattering
has to be calculated by performing a Fourier decomposition of the mirror surface profile
that includes the dust on the mirror. The diffraction from each sinusoidal grating (cor-
responding to one Fourier component) has to be determined. The coherent sum of all
these diffracted rays has to be considered when calculating the Mueller matrix for the
scattering process.

In the following we construct a model of the influence of polarized, instrumentally
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• reflected light solar disk i

*- scattered light , , - ' ' '

(4.72)

FIGURE 14. Light paths for obliquely reflected (from above the solar limb) and scattered light
(from all over the solar disk) on a flat mirror. Note that scattered light does not follow the rule
of equal angles of incidence for the incoming and outgoing beams. Part of the scattered light
goes in the same direction as the reflected light, thus contributing to the measured signal.

scattered light on precision linear polarization measurements above the limb. For sim-
plicity we will assume that there is only instrumental cross-talk between I and Q, i.e.
we assume that there are no U and V signals. The instrumental cross-talk can then be
described by

_ (Mn M12 \ (I
= \M2i M22 ) \Q

where lower case letters indicate the measured quantities and upper case letters indicate
the true solar signal. With the Mueller matrices Mr and Ms describing the reflected and
scattered light, respectively, the observed Stokes q/i signal is given by

q _ M^Ir + M%JS + M2
r
2Qr + M$2QS

i M[JT + Ms
nIs + M[2Qr + Mf2Qs ' [ -'6)

where Ir,Qr,Is, and Qs are the solar Stokes / and Q signals for the reflected and the
scattered beams, respectively.

This equation can be simplified by realizing that the terms M{2Qr and M[2QS in the
denominator are about three orders of magnitude smaller than the other terms in the de-
nominator. My2

s as well as Qr's are all on the order of a few percent or less as compared to
Ml[s and Ir's, which are of order unity. Furthermore, since the instrumentally scattered
light comes from all over the solar disk, we would not expect any net contribution to the
true polarization signal, i.e. Qs = 0 is a good assumption. Finally, M^f = M22 = 1 is a
reasonable assumption that has no significant influence on our analysis. We thus obtain

T r\

°-ML+AM —+ , (4.74)
i 21 Ir + Is Ir + L

where AM = M21 -M 2 1 . M21 is the linear polarization induced by the telescope mirrors
and simply adds an offset. AM does not change with time as the heliostat rotates
because the scattered and reflected light share the same optical path after leaving the
heliostat. Finally, Is is expected to show a spectral dependence similar to the integrated
photospheric flux spectrum and should be independent of the exact height above the
solar limb because it is due to large-angle (on the order of 0.25 degrees) scattering that
should not vary rapidly over small angles of the order of 1".

Although the Qr/{IT + Is) term may cause slight variations in q/i, the main influence
of instrumentally scattered polarized light is contained in the term AMIs/(Ir + Is). For
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FIGURE 15. True scattering polarization in the 01 triplet at 777 nm about 1" above the limb.
The polarization of the continuum has been set to zero because the observations do not allow a
correct measurement of the continuum polarization.

telluric lines, this term is independent of wavelength because they have the same shape
for reflected and scattered light, which explains why they do not show the effect. Also,
the spectral variation of this term is largest for lines that show a large difference between
the photospheric and the chromospheric spectra, which explains why the effect is largest
for strong emission lines that are in absorption on the disk.

The dependence of AM on position angle /? of the polarimeter with respect to the
geographic north direction can easily be understood. The combined Mueller matrices
for all telescope elements for reflected and scattered light have all reflections in common
after the heliostat mirror. Under the assumption of weakly polarizing elements, the
multiplication of the Mueller matrices can be approximated by the sum of the Mueller
matrices (see Stenflo 1994). The difference between the two Mueller matrices for the
whole telescope is therefore almost equivalent to the difference between the Mueller
matrices for reflection and scattering at the heliostat alone. These two matrices depend
on the sun's declination (which can be assumed to be constant during a day) and on
the angle, /?, of the positive Stokes Q direction with respect to the geographic north
direction. The latter corresponds to a simple rotation of the Stokes coordinate system,
hence AM is proportional to cos 2/3.

The simple dependence of AM on position angle can be used to determine the true
solar signal. If q/i is measured at two or more position angles, we can remove the fi-
dependence by performing a linear regression with respect to cos 2/3, and obtain the
polarization Qr(X)/(F(X) + IS(X)) up to a constant that corresponds to the continuum
polarization. Figure 15 shows this quantity for the 01 triplet, and, as expected, indicates
much less scattering for the 777.5 nm line than for the other two lines. A similar regression
can be made if observations are taken at various distances from the limb.

To avoid problems with instrumentally polarized scattered light, the foremost require-
ments is to keep the mirrors clean. Careful washing can reduce scattered light drastically.
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FIGURE 16. Variation of linear polarization induced by a narrow and thin steal slit as a function
of slit depth (for a width of 16/mi) and width (for a depth of 10/«n) at 632.8 nm according to
the theory of Slater (1942).

4.2.4. Polarization due a narrow spectrograph entrance slit

While the spectrograph entrance slit is really part of an instrument and not the tele-
scope, it is adequate to discuss this effect here. When the width of a slit is comparable to
the wavelength of the incident light, the slit acts as a partial polarizer. Indeed, entrance
slits of modern spectrographs are often on the order of 10 to 20 times the wavelength,
where such effects may become important. Slit polarization was first observed by Fizeau
in 1861 and later by Zeeman in 1912 when he measured the polarization of spectral
lines. It is obvious that a slit polarizes in the same way that a wire-grid polarizer works.
Therefore one might expect that the slit polarization would be much reduced when using
dielectric media for the slit. However, various reports in the literature seem to indicate
that it does not matter much whether the slit is made of a conducting or a dielectric
material (to within a factor of 2). Various models have been developed to calculate this
polarization as a function of width, depth, and material properties of the slit.

An overview of various theories has been given by Ismail (1985). The theory by
Slater (1942) based on microwave wave-guide theory seems to compare best with actual
measurements. It also generally leads to larger values of the polarization than other
theories, therefore providing a reliable upper limit to the expected slit polarization.

The expected fractional polarization from Slater's (1942) theory is given by
-2a,ze-2apz

p = ,-2avz -2asz

where

and
nAV
2b)

(4.75)

(4.76)

(4.77)

b is the slit width, z is the slit depth, e0 is the permittivity of free space, u> is the angular
frequency of the light and A is the wavelength of light, a is the conductivity of the slit
material, and n is the wave order. Since n = 1 gives the largest amount of polarization,
it is sufficient to assume n = 1 to estimate an upper limit for the slit polarization.
Figure 16 shows theoretical calculations of the induced linear polarization for a steel slit
as a function of slit depth and width, which is in reasonable agreement with observations.

These calculations indicate that a narrow slit should be made as thin as possible, at
least at the edges to reduce the amount of polarization introduced by the narrow slit.
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Very thin slits can be manufactured by evaporating a metal film on a glass substrate or
by laser-cutting a very thin metal foil.

4.2.5. Mitigating instrumental polarization and cross-talk

There are various approaches to mitigate instrumental polarization and cross-talk.
Among the more common approaches are:

• avoiding oblique reflections;
• compensating instrumental polarization and cross-talk with:

o retarders,
o partial polarizers such as tilted glass plates,
o crossing mirrors at 90° (see above),
o use two or four mirror arrangements to compensate for a single oblique reflection
off a mirror;

• measure and take into account in data reduction.

4.3. Angle-dependence of polarizers and retarders

4.3.1. Angle-dependence of polarizers

While sheet polarizers and similarly constructed polarizers are basically insensitive to
the angle of incidence, crystal polarizers have a limited angle of incidence under which
they work. For calcite-based polarizers, this is on the order of 10°, which is due to the
critical angles for total internal reflection at the inner surfaces being different for ordinary
and extraordinary rays. The transmitted light is polarized when the incidence angle is
below this limit. Otherwise rays are either both reflected or transmitted, depending on
the construction of the polarizer.

Beams through crystals behave optically differently from glass because the index of
refraction depends on the angle of the ray with respect to the crystal optic axis. The
most common crystal aberrations are defocus and astigmatism. Recent versions of some
optical ray-tracing software (e.g. ZEMAX) can perform the basic crystal calculations.

As an example, we consider a calcite beam splitter. Obviously, ordinary and extraordi-
nary rays travel different distances (see Fig. 5). Therefore, there will be a focus difference
between the two beams. To avoid this problem, the calcite block can be split into two
pieces, which are crossed at 90°. This is called a Savart plate, which has a splitting that
is reduced by factor of %/2, but the defocus has disappeared. However, the two beams
will show astigmatism in opposite directions, which is due to the crystal aberrations,
something that is not observed in isotropic materials.

Another approach consist in using the two calcite blocks in the same orientation, but
add a half-wave plate between them to exchange the ordinary and extraordinary beams,
which is called a modified Savart plate. The crystal astigmatism is now the same in the
two beams. By adding a cylindrical lens, the astigmatism can be compensated for. As
a rule of thumb for calcite, the astigmatic focus difference amounts to about 5% of the
calcite thickness.

4.3.2. Angle-dependence of retarders

Retarders can have strong variations of retardation with angle of incidence. For a
rotation around an axis that is parallel to the optic axis, the angle between the beam
and the optic axis of the crystal does not change. Therefore, both e and o beams will
travel at the same speed, but through more material. For small angles of incidence 9,
Snell's law tells us that the angle of the beam within the retarder has an angle of 9/n,
where n is the geometrical mean of the two indices of refraction, i.e. n — ̂ nen0. The
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FIGURE 17. Variation of retardance with angle of incidence for 2-mm thick compound
zero-order (solid line) and true zero-order (dotted line) quartz quarter-wave plates at

632.8 nm.

increase of the path length due to the inclined beam is therefore given by df cos(6/n)
such that the relative path difference becomes

(NX) (6) =
cos8/n

(ne - n0) . (4.78)

With 6 measured in radians and using the approximation cosx « 1 — x2/2, and using the
expression for NX at normal incidence, we obtain the (approximate) angular variation
of the retardation as

5 (NX) (6) = (4.79)

For a 2-mm thick compound zero-order quartz quarter-wave plate, a rotation of 10°
will make it almost into a half-wave plate (see Fig. 17), while a true zero-order retarder
shows barely any change in retardation.

For a rotation perpendicular to the optic axis, one derives the same equation, but with
the opposite sign. For larger angles the theory needs be corrected in the sense that the
e and o beams in the retarder have different angles and therefore also exit the beam at
two slightly different locations.

It is evident that the angle-dependent variation is linear in N and quadratic in the
angle 8. Also, a compound zero-order retarder made from to thick retarders of the same
material has the same angle dependence as a single multi-order retarder of the same
thickness because one plate is rotated around an axis parallel to the optic axis and the
other plate around an axis perpendicular to the optic axis. While some catalogs and
even text books claim that compound zero-order and true-zero order waveplates show
the same angle dependence, this is not correct. If one has a fast beam, it is important
to use true zero-order retarders.

Kerr cells, liquid crystals, and PEMs all behave like true zero-order retarders. However,
for PEMs, the retardance decreases with increasing distance from the center. Hence, it is
possible to place a PEM into an optical beam in such a way that the angular and spatial
variation compensate each other to a large degree. It is therefore possible to use PEMs
with very fast beams.

Pockels cells have only a few degrees acceptance angle because of strong crystal effects.
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4.4. Temperature dependence of retarders

Retarders can be particularly temperature sensitive, in particular multiple order wave-
plates. The optical path difference variation between ordinary and extraordinary rays,
to first order, is given by

Sd(ne -n0) +d(8ne - Sno) , (4.80)

where 5 indicates variations with temperature. Using the coefficient of thermal expansion
a = Sd/d, we obtain

( 6 n 6 n ) (4.81)
ne-n0 )

For quartz, the quantity in parentheses amount to —1.0 x 10~4 per degree Kelvin at
a wavelength of 632.8 nm. For a 2 mm thick multi-order quarter-wave retarder, this
translates into a retardation variation of about 1 degree per degree Kelvin. Compound
zero-order waveplates have the same temperature dependence as true zero-order re-
tarders because the two plates compensate each other to a large degree. Achromatic
zero-order retarders made from different materials can have larger effects due to temper-
ature changes because the two materials have different coefficients of thermal expansion
and temperature variations of the index of refraction.

4.5. Polarized interference fringes

When the retardation of a variable retarder is varied, the optical path length within
the retarder also changes. Multiple reflections between the surfaces of the retarder lead
to spectral fringes, whose pattern changes when the retardation is changed (because
of the change in optical path length). A polarized spectrum (difference between two
measurements with different retardations) will show a fringe pattern (see Fig. 18). This
effect has been described by Oakberg (1995) for photoelastic modulators. Similar fringe
patterns have also been observed in liquid crystal retarders and fixed retarders. The latter
is due to the fact that the expression for the retardance of a birefringent plate given above
is only a first-order approximation. Multiple reflections at the surfaces must be taken
into account to obtain the higher-order correction terms. When including the higher-
order terms, fringes in the retardation occur (e.g. Clarke & Grainger 1971). These can be
reduced by applying an appropriate anti-reflection coating to the birefringent material.

Tilting, wedging, and coating the retarders reduces the fringe amplitude considerably.
However, at the 1 x 10~5 level, polarized fringes are almost always present. Often the
fringes can be removed during the data reduction by an appropriate filtering in the
Fourier domain.

4.6. Detector-induced errors

Any real detector system has non-linearities, which are mostly due to the analog read-
out electronics. When trying to look for very small polarization signals (e.g. 1 x 10~5

of the intensity) on top of a small instrumental polarization signal of 1%, non-linearities
become important, as is shown in the following.

Let the measured signal S be a quadratic function of the incoming intensity /

S = at2 + bl + c , (4.82)

which is the most simple form for a non-linear behavior, b represents the (arbitrary) gain,
c any remaining influence of bias or dark current that has not been correctly removed,
and a models the non-linearity. The constant term also models effects of stray-light in a
filter or a spectrograph.
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FIGURE 18. Polarized interference fringes in highly sensitive vector measurements of a sunspot
spectrum around the Hel 1083.0 nm line observed with ZIMPOL 1 (see below).

For unpolarized incoming light, the two opposite polarization states measured by the
polarimeter are

1+ = 1 + 51, r =1-61, (4.83)

where SI is the instrumental polarization signal.
The measured amount of polarization is determined from

s+ -s-
Pm = s+ + s- '

(4.84)

which in the ideal case of a = 0, c = 0 corresponds to the instrumentally introduced
polarization

P=lI
I
+

+-+
b
b
I
i:=S. (4.85)

In the case of non-linearities and an offset error, the apparent, measured polarization
signal becomes

2O6F + HI
aP + ao2P + bl + c
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FIGURE 19. Artificial polarization signal created by the coupling of non-linearities in the CCD
readout electronics and instrumental polarization for a solar spectrum observed at disk center.
The top panel shows the Stokes / profile normalized with the continuum intensity Ic- The center
panel shows Stokes Q/I in the case of —1.5% linear polarization induced by oblique reflections
in the telescope. The lower panel shows the same linear polarization after compensating the
linear polarization induced by the telescope. The remaining structure seen in the lower panel is
only due to magnetic fields in the quiet sun.

As expected, in the absence of instrumental polarization, i.e. 8 = 0, no polarization would
be measured.

In the following we will only keep terms up to second order in a, 8, and their cross-
products. First, we assume that c — 0. The measured polarization then becomes

(4.87)

The observed polarization has therefore an additional component that is essentially pro-
portional to al, the coefficient of the non-linear term times the intensity. If the detected
signal corresponds to a spectrum, the measured polarization is not constant anymore,
but has a Stokes /-like additive component.

To measure very small polarization signals in the presence of non-linearities in the
detector system, it is necessary to minimize the instrumental polarization. After normal-
izing Stokes / with the continuum intensity Ic, variations of Stokes / are of order unity.
A typical value for the non-linear term is a/b = 0.01. To achieve a sensitivity of 1 x 10~5,
the instrumental polarization 6 must be smaller than 1 x 10~3. This is particularly hard
to achieve for linear polarization where a typical value for existing solar telescopes is
8 = 0.05. Therefore, a typical magnitude of the coupling of instrumental polarization
with non-linearities in the detector system is 5 x 10~4.

Figure 19 compares two linear polarization measurements of the same spectral region
with and without compensation of the instrumental polarization. The ZIMPOL I camera
used for those measurements did show a non-linearity of about a/b = 1.4%. The simple
model developed above explains the sign as well as the magnitude of the effect.

The other case is a = 0. The measured polarization then becomes

p™ = 6 (1 ~ Tf) • ( 4 -8 8)
V bl /

Since / shows structure, e.g. spectral lines, the observed polarization will show signatures
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proportional to I/I. Any offset such as bias, dark current, and stray-light must be
removed to a high degree. However, due to minuscule changes in the observing conditions
(e.g. variation of the bias with time), there is often an offset error of approximately
1 x 10~3. Therefore, this effect is about one order of magnitude smaller than the influence
of non-linearities under realistic circumstances. It disappears completely if there is no
instrumental polarization.

5. Examples of astronomical spectropolarimeters

5.1. Introduction

A large variety of astronomical spectropolarimeters have been designed and built. It is
outside of the scope of this chapter to give an overview of all the various approaches and
instruments. Instead, I selected a few examples with which I have personal experience.
Other polarimeters that are used for night-time applications have been discussed by
Tinbergen (1996). Solar polarimeters that have produced significant scientific results
but are not discussed any further here include the Advanced Stokes Polarimeter (Lites
1996) based on a rotating retarder and the Tenerife Infrared Polarimeter (Martinez Pillet
et al. 1999), which is based on FLCs.

5.2. Sensitive stellar polarimeter

A sensitive method for stellar circular polarimetry was developed by Semel et al. (1993).
It is based on a rotating quarter-wave plate and a double-calcite beam-splitter, which
produce two beams corresponding to opposite circularly polarized light. The quarter-
wave plate can be rotated to +45° and -45° with respect to the polarization axes of the
beam-splitter. Both beams are recorded simultaneously. The quarter-wave plate is then
rotated by 90° and another image is exposed. The four measurements of the same object
are then combined to obtain an estimate of the Stokes V/I ratio that is largely free of
effects from seeing and gain variations between different detector areas if the polarization
signal is small. This approach has been used in stellar polarimetry with great success by
Donati et al. (1990, 1999). It can be applied to any polarized Stokes parameter.

This approach also works very well for solar applications where the spectrum in the
first and the second exposures are different. Consider the measured intensities in the
two beams in the first exposure after subtraction of the dark current (for the case of
Stokes V)

S[ = giai(h + VJ, 5[ = grai(h - Vx). (5.89)

The subscript 1 indicates the first exposure, the subscripts / and r indicate the left and
the right beams of the polarizing beam-splitter. 5 describes the measured signal, g the
gain in a particular beam, and a the average transmission of the atmosphere and the
instrument for a given exposure.

In the second exposure, after the retarder has been rotated, the measured signals are
given by

S!2 = g,a2(I2-V2), Sr
2=gra2(I2 + V2). (5.90)

Note that the incoming intensity in the second exposure may be completely different
from the first exposure. Such changes may be due to seeing as well as instrumental
changes. This also includes a shift of the two beams between exposures due to beam-
wobble induced by rotation of a wave plate.

The following combination of these four measured intensities removes the effect of
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FIGURE 20. Optical layout of the MuSiCoS polarimeter by Donati et al. (1999). An entrance
aperture provides a fixed field of view independent of seeing. A focal enlarger provides a slow
beam through the polarimeter to avoid large angles of inclination on the polarization optics.
Circular and linear polarizers can be inserted to calibrate the polarimeter. A rotating quar-
ter-wave or half-wave plate provides the beam exchange. A polarizing beam-splitter splits the
beam into two opposite polarization states that are reimaged onto the ends of two fibers that
lead to the echelle spectrograph.

transmission changes and differential gain variations of different detector areas:

1 (S[Sl _ j \ = 1 I2V1+I1V2

In the case of V <C I, this is equivalent to

1 / v , V2

2 U h

(5.91)

(5.92)

Therefore we obtain the average V/I signal of the two exposures. No spurious polarization
signals are introduced. If V is comparable to / , the method can be extended to higher
orders (Bianda et al. 1998).

Figure 20 shows the layout and the operating principle behind the MuSiCoS spec-
trograph developed by Donati et al. (1999). Due to problems with polarized fringes in
the superachromatic retarders, the instrument currently uses a crystalline achromatic
quarter-wave plate for circular polarization measurements and a rotation of the whole
instrument for the linear polarimetry. It is planned to upgrade the system with Fres-
nel rhombs that are very achromatic but do not show significant polarized fringes at the
spectral resolution of the MuSiCoS spectrograph. By combining many spectral lines from
the echelle spectra, it is possible to achieve sensitivities on the order of 1 • 10~4 with high
spectral resolution. Results from this polarimeter are shown in the chapter by Mathys.

5.3. Zurich Imaging Stokes Polarimeters

5.3.1. Introduction

Photoelastic modulators are the preferred variable retarders for polarization modula-
tion above 1 kHz, but their high modulation frequencies of 20 to 50 kHz are incompatible
with the read-out rate of standard array detectors. A new instrument concept developed
by Povel et al. (1990) reconciled the incompatibility between the slow CCD image sensor
and the fast photoelastic modulators by using the CCD directly as a demodulator.

Here we describe two instruments that are based on this approach. ZIMPOL (Zurich
Imaging Polarimeter) 1 has been used for almost 10 years now, while the second gen-
eration instrument, ZIMPOL 11 has just started delivering the first scientific results. A
more detailed description of the overall concepts can be found in Povel (1995).
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FIGURE 21. Principle of the ZIMPOL I CCD demodulator. A cross section through a part of
the CCD sensor is shown at the top. The motion of the charge packets in the CCD are shown
as a function of the modulation indicated in the right.

5.3.2. CCD array as a fast demodulator

The frame rate of regular CCD array detectors with a useful number of pixels is limited
to about 1 kHz. For the detection of fast intensity modulations with frequencies of 50 to
100 kHz typical of PEMs, regular CCD array detectors cannot be used.

The charge shifting and storing capabilities of a CCD array detector, however, may be
employed to operate the detector as a synchronous demodulator. The array is divided
into photo-sensitive rows and storage rows that are shielded from light by a mask as
shown in Fig. 21. The photo charges Q+ generated in the photo-sensitive rows dur-
ing the first modulation half-cycle are shifted into the storage row at the transition to
the second modulation half-cycle. The photo charges Q~ generated during the second
modulation half-cycle are shifted into the other storage row at the transition to the first
modulation half-cycle. Q+ and Q~ are simultaneously shifted from left to right and
vice versa. While this procedure is repeated over many modulation cycles, Q+ and Q~
are integrated alternately and synchronously to the modulation. Whenever the desired
amount of charges have been accumulated, the charges are read out. From the digitized
charge signals the normalized difference P — (Q+ — Q~)/(Q+ + Q~) is calculated after
correction for dark current and electronic offsets. P is proportional to the amplitude of
the modulated signal. Note that pixel-to-pixel gain variations do not affect P. To avoid a
reduction of the measured modulation amplitude by effects due to the finite transfer time
of the charges from photo-sensitive to masked rows and vice versa, the transfer time must
be about a factor of 100 faster than the modulation frequency. Furthermore, the charge
transfer efficiency in both directions needs to be very high. Three-phase buried channel
frame transfer CCD arrays designed for video applications meet these requirements.

A similar, yet much slower method was used by Stockman (1982) for differential imag-
ing in astronomical applications.
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FIGURE 22. Setup for recording all four Stokes parameters with two photoelastic modulators.
The orientation of the components is given with respect to Stokes Q. PEM1 (0°), PEM2 (45°):
photoelastic modulators, LIN (22.5°): Glan linear polarizer, BS1, BS2: beam splitter cubes that
direct the modulated light to detectors Dl, D2, and D3.

5.3.3. Polarimeter with PEM

If a PEM is oriented under 45° with respect to Stokes Q and a linear polarizer follows
at —45° with respect to the PEM, the output intensity is given by

Qcos6(t) + Vsin6(t)) , (5.93)

where the retardation 6(i) has been given above. After the expansion in Bessel functions,
Q is modulated at a frequency of 2u>t, while V is modulated at cot. These two intensity
modulations can be recovered separately by two different CCD cameras.

5.3.4. ZIMPOL i
The polarization modulator of ZIMPOL I consists of two photoelastic modulators

and a linear polarizer (see Fig. 22). This configuration has been discussed in detail by
Stenflo (1984, 1991). The combination of PEMs and the linear polarizer will henceforth
been called modulator package. The modulators are commercially available devices that
oscillate at a frequency of about 42 kHz.

A light beam with Stokes vector (I,Q,U, V) constant in time entering the modulator
package produces intensity variations according to

QV2J2(A)cos2co1t VV2J1{A)smw1t\ . (5.94)

The oscillation frequencies of the two PEMs are given by ui\ and u>2, and J\ and J2 are
the Bessel functions of order 1 and 2. The amplitude of both PEMs, A, is chosen such
that Jo(A) — 0. For simultaneous measurements of all four Stokes parameters the light
needs to be distributed to three separate detectors demodulating at frequencies w\, 2ui\,
and 2^2• This can be accomplished by two beam splitter cubes (see Fig. 22). More
information on the design of ZIMPOL I can be found in Keller et al. (1992) and Povel
et al. (1994).
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FIGURE 23. The lithium doublet at 670.9 nm is very difficult to measure in the solar intensity
spectrum. The weak absorption line seen in intensity is due to CN. However, the lithium lines
are resonance lines and therefore exhibit linear scattering polarization close to the solar limb.
Since there are no other strongly polarizing lines close by, the lithium lines stand out in the
polarization spectrum.

white light line wing magnetogram

I I I . I . I . ,

^

10 10

arcsec arcsec

5

arcsec

^ i r

10

FIGURE 24. An example of a high-resolution observation of solar network magnetic fields close
to disk center in Cal 610.3 nm using ZIMPOL I and speckle polarimetry to remove the effects of
seeing. The magnetic fields are concentrated in very small areas and tend to be bright in both
the white-light and the line-wing images.

5.3.5. Scientific results from ZIMPOL I
ZIMPOL I has provided a wealth of scientific results on solar polarization thanks to its

high sensitivity that reaches down to a polarization of a few times 10~6. Among many
other things, it provided the first direct measurement of the field strength in solar intra-
network fields (Keller et al. 1994) and opened the window to the second solar spectrum
(see Stenflo in this volume). Figure 23 shows an example of the second solar spectrum.
Thanks to its fast read-out rate and high modulation frequency, ZIMPOL I has been
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FIGURE 25. Principle of the ZIMPOL n demodulation scheme. The upper part shows a
cross-section of the micro-lens array in a plane perpendicular to the pixel rows, p is the pixel
size (22.5 /iin). d is 1 mm. The right part shows the modulation of the Stokes parameters Q,
U, and V. The left part shows the charge shifting scheme with respect to the modulation as
envisioned in the conceptual design.

the premier instrument for image reconstruction techniques such as speckle imaging (see
Fig. 24) and behind adaptive optics systems.

5.3.6. ZIMPOL II

A drawback of ZIMPOL I is its low efficiency due to the mask (a factor of 2) and the
restriction of a single CCD demodulator to one frequency (a factor of 3). This efficiency
loss of a factor of 6 is overcome by ZIMPOL n (see Stenflo et al. 1992), which was
designed to use a cylindrical micro-lens array, two phase-coupled, synchronized PEMs
with the same frequency, and an achromatic quarter-wave plate. Stokes V is modulated
at sin(wi - TT/4), Stokes Q at cos2(w£ - TT/4), and Stokes U at sin(u;£ + 7r/4). Four
sampling intervals in one modulation cycle are needed to record all four modulation
states with a single, specially masked CCD (see Fig. 25). The light is focused on the
CCD with a micro-lens array such that out of four pixels in one column only one is
used for light detection while the remaining three are used for temporary charge storage.
The four charge packets corresponding to four independent linear combinations of the
four polarization states are sequentially shifted between the pixel rows in phase with
the four-state modulation. After the CCD is read out, the four Stokes parameters can
be calculated from the digitized pixel charges in the four interlaced images. In this
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FIGURE 26. Artists impression of SOLIS on top of the Kitt Peak Vacuum Telescope building.
The instrument with the large entrance window is the Vector-Spectromagnetograph.

way a precision imaging polarimeter recording simultaneously all four Stokes parameters
may be realized with a single CCD sensor. In contrast, the three-CCD system used in
ZIMPOL I requires accurate mechanical alignment and careful post-processing to combine
the images from the three CCD cameras.

While possible, it proved hard to accurately align the micro-lenses on the CCDs (Gale
et al. 1997). Furthermore, stray-light within the micro-lens-CCD assembly led to sig-
nificant problems during the data reduction. Finally, the coupled PEMs have not been
realized so far, which has prevented ZIMPOL n from measuring all four Stokes param-
eters simultaneously. However, using a modulator package based on FLCs will provide
the required modulation waveforms (Gandorfer 1999). First scientific results from ZIM-
POL II include an atlas of the second solar spectrum (Gandorfer 2000).

5.4. SOLIS Vector-Spectromagnetograph

5.4.1. Introduction
SOLIS, the Synoptic Optical Long-term Investigations of the Sun, will provide unique,

modern observations of the Sun on a continuous basis for several decades. SOLIS consists
of three instruments (a 50-cm vector spectromagnetograph, a 14-cm full-disk imager,
and an 8-mm sun-as-a-star spectrometer) attached to a single equatorial mount. The
mount is currently installed for testing at a preliminary site in Tucson. In its final
configuration, SOLIS will be located on top of the Kitt Peak Vacuum Telescope (KPVT,
see Fig. 26) and become operational by the end of 2001. More information can be found
at http://www.nso.noao.edu/solis.

The SOLIS Vector Spectromagnetograph (VSM) operates in four different observing
modes at three different wavelengths. The corresponding data products in the following
list are given in parentheses.

(a) Photospheric full-disk vector-magnetograms using the Fel 630.15 and Fel 630.25
nm lines (field strength, azimuth, inclination, flux, Doppler velocity, continuum inten-
sity);
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Parameter Specification

angular element l'.'O by l'.'O
angular coverage 2048" by 2048"
format 2048" by 1"
geometric accuracy <0'.'5 rms after remapping
instrumental mtf measurable to ±0.01
total mtf <0.1 at frequencies greater than Nyquist
motion in RA ±0.25° for flat-fielding
scan rate 0.2-5.0 s/"
timing accuracy better than 1 ms
spectral lines Fel 630.1515, Fel 630.2507 nm, Call 854.2089 nm, Hel 1083.0 nm
spectral resolution 200,000
wavelength ranges 630.1015-630.3007 nm, 854.2±0.1 nm, 1083.0±0.5 nm
polarimetry 630.2 nm: I,Q,U,V; 854.2 nm: I,V; 1083.0 nm: I
sensitivity 0.0002 per pixel in 0.5 s
relative accuracy 0.001
image stabilization >40 Hz to improve spatial resolution
seeing monitoring for information only
cloud detection at user-specified level
cloud interruptions for user-determined period

TABLE 6. Technical specifications for the SOLIS Vector-Spectromagnetograph (VSM)

(b) Chromospheric full-disk magnetograms using the Call 854.2 nm line (line-of-sight
magnetic flux, Doppler velocity, line core intensity);

(c) Full-disk Hel 1083.0 nm line characteristics (equivalent width, continuum intensity,
Doppler velocity, line depth, line asymmetry, Doppler width, Si line width, Si line depth,
Si Doppler velocity);

(d) Photospheric full-disk longitudinal magnetograms using the Fel 630.15 and 630.25
nm lines (line-of-sight magnetic flux).
Data products (a), (b), and (c) will be produced three times a day, while data product
(d) will be produced once a day. Users may observe the same or subsets of these products
such as vector-magnetograms of active regions at high temporal cadence or Hel 1083.0
nm equivalent width measurements of selected areas.

The Call 854.2 nm and the Hel 1083.0 nm lines were chosen to provide a continuing
record of the current data set from the KPVT. To measure vector magnetic fields outside
sunspots in the visible part of the spectrum, it is indispensable to observe at least two
spectral lines with different Lande factors. The Fel 630.15 and 630.25 nm lines were
chosen because they are very suitable to measure vector magnetic fields in quiet as
well as active regions of the photosphere. The Advanced Stokes Polarimeter (ASP), an
instrument that delivers precise vector field measurements (Lites 1996), has also used
the Fel lines at 630.2 nm.

The most important improvement over the currently produced data sets from the
KPVT are the precise vector polarimetry, which allows the derivation of the true magnetic
field vector as compared to the current longitudinal flux measurements.

5.4.2. Specifications

Table 6 shows the specifications for the VSM according to which the instrument has
been designed and is now under construction.
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FIGURE 27. The optical layout of the SOLIS Vector-Spectromagnetograph. The entrance win-
dow is on the upper right, and the folded Littrow spectrograph is on the lower left side of the
drawing.

5.4.3. Design

The design of the VSM faced many challenges. In particular, the following require-
ments have made the design effort demanding:

• compact instrument no longer than 2.5 m
• athermal optical design to keep instrument stable at varying ambient temperatures
• high guiding accuracy of better than CK'5 rms
• low instrumental polarization of less than 1 • 10~3

• large wavelength range from 630 nm to 1090 nm with constant magnification
• high spectral resolution of about 200,000
• highest possible throughput
• high energy densities of up to 0.2 MW/m2

• high data rates of over 300 MByte/s
An overview of the optical layout is shown in Fig. 27. The mechanical layout is shown
in Fig. 28.

A 50-cm effective aperture telescope is sufficient to achieve the required polarization
sensitivity. To match the CCD pixel size of 16 /xm per pixel (=1") an f/6.6 beam
is needed. The telescope has a Ritchey-Chretien (RC) configuration with a two-lens
field corrector to provide adequate image quality over the whole field of view, minimal
geometric distortion, equal image size for all wavelengths, and a roughly telecentric beam
to minimize field of view effects in the polarization modulators and the spectrograph.

The 6-mm thick entrance window reduces contamination of the optics and allows us
to fill the whole instrument with helium to minimize internal seeing. The window is
slightly wedged and anti-reflection coated to reduce fringes. Birefringence in the fused
silica window is reduced by making it thin and oversized.
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FIGURE 28. The mechanical layout of the SOLIS Vector-Spectromagnetograph. The entrance
window is on the lower left, and the folded Littrow spectrograph is on the upper right side of
the drawing.

The primary mirror is made of ULE to minimize temperature-induced aberrations. It
will be coated with over-coated silver like all the other reflective optics to maximize the
throughput. The secondary mirror is made of a silicon single crystal, which provides
high thermal conductivity. Regular glass-based mirrors with their low thermal conduc-
tivity would lead to large thermal gradients within the mirror substrate and therefore to
intolerable optical aberrations. A similar secondary mirror has been used in the Flare
Genesis telescope (Bernasconi et al. 1999). Fans circulate the helium in such a way that
the secondary mirror is cooled, which is mounted on a fast tip/tilt stage to compensate
for image motion.

The requirements of low instrumental polarization and high guiding accuracy have
led to an innovative design of the entrance slit area. Four linear arrays are cofocal and
parallel to the entrance slit and provide an accurate guiding signal to the secondary mirror
tip/tilt system and the mount. This avoids differential guiding errors and instrumental
polarization and cross-talk due to a beam-splitter. The location of the limbs on the
linear arrays will provide the solar disk position, the sharpness of the limb, and the sky
conditions.

The fast beam will lead to an energy density of about 0.2 MW/m2 in the focal plane.
The energy that does not go to the guider arrays or through the entrance slit will be
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absorbed by an actively cooled plate made out of a copper-silicon carbide composite that
is used for high-energy laser optics.

The 16-/xm wide, thin entrance slit covers an area of 2048" by 1" and is followed by the
modulator packages. The entrance slit is curved to compensate for a 26-pixel spectral
line curvature. The spectrograph is a Littrow arrangement with a doublet lens. The
Richardson Grating Laboratory Echelle grating has 79 grooves/mm, a 63.5° blaze angle,
a 204 by 408 mm ruled area, and an efficiency of about 50%, which is almost independent
of the polarization state at 630.2 nm. Purely static mechanical structures will not be able
to keep the grating stable enough. Therefore, the grating has actuators in two axes that
are controlled by error signals generated by the CCD cameras in the final focal plane.

Since we were not able to find CCD cameras that would cover the full length of the slit
with 2048 pixels, there is a beam-splitter in the spectrograph focal plane that splits the
spectrum perpendicular to the spectral lines into two equal parts. The polarizing beam-
splitters in front of the cameras also require a mask in the focal plane that limits the area
that falls onto the detectors. Otherwise, the two polarization states would overlap. The
focal mask and beam-splitter are put into the exit focal plane, which is reimaged with an
Offner system that provides achromatic one-to-one reimaging with good field properties.

To achieve a high signal-to-noise ratio (SNR) in a short time, the CCD cameras must
be able to read out at a high frame rate. In addition, the modulation frequency, and
therefore the read-out frequency, must be faster than typical correlation times of seeing.
The required SNR led to a frame rate of 300 Hz, which is also a good rate to minimize
the influence of seeing. Of course, the CCDs should have the highest possible quantum
efficiency and a read-out noise that is significantly below the photon shot noise. The
VSM will use two 300 frame/s 1024 by 256 pixel backside-illuminated frame transfer
CCD cameras from PixelVision. The cameras will take unshuttered 3.3 ms exposures
of the two orthogonally polarized spectra, which are transferred to a storage area in
less than 0.15 ms. Readout will occur during the next 3.3 ms exposure with 16 parallel
channels at 14 bits each.

Each of the 32 channels from the two CCD cameras delivers its data via fiber optical
links to an image acquisition system, which will add up frames in buffers according to the
states of the polarization modulators. At least 8 frames need to be summed to reduce the
initial 300 MByte/s to less than 40 MByte/s. At this reduced data rate, the accumulated
data can be sent directly to the data handling system.

The polarization measurement optics consist of a polarization calibration section, a
polarization modulator section, and polarizing beam-splitters.

The two polarization calibration packages (one for 630.2 nm and one for 854.2 nm)
have interference filters to reduce the overall light level except for the observed band
pass. Without those filters, the polarizers would be damaged due to the high flux level.
The filters are followed by a dichroic polarizer and a quarter-wave plate.

For 630.2 nm, the polarizer and the quarter-wave plate can be positioned independently
at various angles with respect to the entrance slit and with respect to each other. This
allows us to estimate the Mueller matrices of the corrector lenses, the modulator packages,
and determine small deviations of the characteristics of the calibration polarizer and the
waveplate. This procedure is modeled after the successful ASP approach (Skumanich
et al. 1997). For 854.2 nm, the polarizer and the quarter-wave plate are combined to
provide circularly polarized light.

Each of the three modulator packages consists of one or two ferroelectric liquid crystal
(FLC) modulators from Displaytech, each being a half-wave retarder at 630.2 nm, and
fixed polymer retarders from Meadowlark. An FLC corresponds to a true zero-order
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Stokes wavelength construction
parameters [nm]

I, Q, U, V 630.2 interference filter
A/2 FLC at -22.5°
A/4 retarder at 0°
A/2 FLC at 0°
A/4 retarder at -22.5°
polarizing beam-splitter at 0°

I, V 630.2 interference filter
A/4 retarder at 0°
A/2 FLC at 0°
polarizing beam-splitter at 0°

I, V 854.2 interference filter
A/6 (at 854.2 nm) retarder at -90°
A/2 (at 630.2 nm) FLC at -20.6°
polarizing beam-splitter at 0°

TABLE 7. Design of the three modulator packages for the SOLIS Vector-Spectromagnetograph.

half-wave plate whose fast axis can be switched between 0° and 45° within about 40 /is.
There are no polarizers in the modulator packages.

The modulation scheme for vector polarimetry is an improved version of the schemes
proposed by Gandorfer (1999) and Rabin (private communication). The SOLIS VSM
scheme has the advantage that both Stokes Q and U have the same noise characteristics
and have slightly better SNR than Stokes V. In addition, it does not require any eighth-
wave plates. Furthermore, the scheme is less sensitive to temperature fluctuations and
more efficient than the scheme proposed by Gandorfer.

Table 7 outlines the constructions of the three modulator packages. The positive Q
direction is defined at 22.5° with respect to the spectrograph slit and the polarizing
beam-splitter.

The polarizing beam splitters are located just in front of the detectors to produce
two orthogonal, linearly polarized spectral images. The images will be offset in the
spectral direction with two calcite plates and a half-wave plate in between so that both
ordinary and extraordinary beams travel equal optical path lengths and experience the
same amount of crystal astigmatism, which is compensated for by a weak cylinder lens.
The spectrograph and the associated optics are built in such a way as to minimize the
instrumental polarization between the modulators and the polarizing beam splitters.

The advantage of this approach is that there are no moving parts for the polarization
analysis, that the switching of the polarization states can occur rapidly, and that both
polarization states are detected simultaneously after having passed through the same
optics (except for the polarizing beam-splitter and the camera window).

5.4.4. Instrumental polarization and cross-talk

The only optical elements whose polarization properties are not calibrated regularly
are the entrance window and the primary and secondary mirrors. All the other optical
elements are located after the polarization calibration optics. Therefore, the combined
properties of those elements can be calibrated regularly. However, we still try to minimize
the polarization introduced by those elements because the coupling of instrumental po-
larization and non-linearities in the CCD camera read-out electronics can lead to effects
that are hard to calibrate.
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The static birefringence of the window is due to remaining stress from the annealing
process. Measurements of the mounted window showed values of less than 3 nm. The
expected crosstalk is nevertheless unacceptable. We will therefore measure the window
Muller matrix with large sheet polarizers and take it into account when reducing the
data.

5.4.5. Data Reduction

The first level of data reduction produces spectra of Stokes parameters that need
to be reduced to physical quantities such as field strength, azimuth, and inclination.
A quick look analysis, which provides rapid derivation of approximate values for the
physical quantities will be available within 10 minutes after the observations have been
taken. The fully analyzed data, which provides accurate determinations of the physical
quantities, will be available within 24 hours of the observations.

Jack Harvey, Peter Povel, and Jan Stenflo taught me most of what I know about po-
larimetry. I thank Javier Trujillo Bueno, Fernando Moreno Insertis, Lourdes Gonzalez,
and Nieves Villoslada for an excellently organized winter school and the audience for
many inspiring discussion. I also thank my wife Karen and my son Philip for their
support during the preparation of the lectures and the manuscript. The National Solar
Observatory is one of the National Optical Astronomy Observatories, which are oper-
ated by the Association of Universities for Research in Astronomy, Inc. (AURA) under
cooperative agreement with the National Science Foundation.
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