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Part I
1 Introduction

The development of femtosecond laser sources has opened the way to the investigation of ultrafast processes in many fields of science. An important milestone in the generation of femtosecond pulses was posed in 1981, with the development of the colliding pulse mode-locked (CPM) dye laser [1]. Pulses as short as 27 fs were generated in 1984 using a prism-controlled CPM laser [2]. With the first demonstration of Kerr-lens mode-locking in a Ti:sapphire oscillator in 1991 [3], performances of femtosecond sources were boosted to unprecedented levels: pulses as short as 7.5 fs have been directly generated by a Ti:sapphire oscillator controlling the intracavity dispersion by using chirped mirrors [4]; in 1999, sub-6-fs pulses were generated by using intracavity prism pairs in combination with double-chirped mirrors [5] and with the additional use of broadband semiconductor saturable absorber mirror [6]. In the meanwhile, owing to the introduction of the chirped-pulse amplification technique (CPA) [7], amplification of ultrashort pulses to extremely high power levels became accessible. Pulses as short as 20 fs have become available with terawatt peak powers at repetition rates of 10–50 Hz [8,9,10] and with multigigawatt peak power at kilohertz rates [11,12].

Generation of ultrashort pulses can also be achieved by extracavity compression techniques. In 1981, Nakatsuka and coworkers [13] introduced an optical compression technique based on the interplay between self-phase modulation (SPM) and group velocity dispersion (GVD) occurring in the propagation of short light pulses in single-mode optical fibers. Nonlinear propagation induces spectral broadening and chirping of the laser pulses; subsequent propagation in an appropriate optical dispersive delay line provides compression of the chirped pulse. The increased spectral bandwidth of the output pulse leads to the generation of a compressed pulse shorter in duration than the input one. Using this
technique, pulses as short as 6 fs at 620 nm were obtained in 1987 from 50-fs pulses generated by a CPM dye laser [14]. In 1997, 13-fs pulses from a cavity-dumped Ti:sapphire laser were compressed to 4.6 fs with the same technique using a prism chirped-mirror Gires–Tournois interferometer compressor [15,16]. However, owing to the low-intensity threshold for optical damaging, the use of single-mode optical fibers limits the pulse energy to a few nanojoules. In 1996, a novel technique [17], based on spectral broadening in a hollow fiber filled with noble gases, extended pulse compression to high-energy pulses (mJ range). This technique presents the advantages of a guiding element with a large diameter mode and of a fast nonlinear medium with high damage threshold. The capabilities of the hollow fiber technique were demonstrated with 20-fs seed pulses from a Ti:sapphire system [11] and a high-throughput broadband prism chirped-mirror dispersive delay line, leading to the generation of multigigawatt 4.5-fs pulses [18,19]. A prerequisite for achieving this result was the control of group-delay dispersion (GDD) in the compressor stage over an ultrabroadband (650–950 nm) spectral range. Advances in the design of chirped multilayer coatings [20,21] led to the demonstration of chirped mirrors providing adequate dispersion control over the above-mentioned spectral range without the need for prisms. These mirrors have opened the way to scaling sub-10-fs hollow fiber-based compressors to substantially higher pulse energies than previously possible. Pulses as short as 5 fs with peak power up to 0.11 TW were generated at 1 kHz repetition rate [22].

Owing to the strong importance of dispersion control in femtosecond technology, much effort has been spent in the last few years looking for alternative solutions to this problem. A promising tool has been individuated in adaptive optical elements. This approach was initially applied to CPA laser systems in order to optimize pulse compression after amplification. Correction for high-order dispersion terms has been achieved using liquid-crystal spatial light modulators [23] or deformable mirrors [24,25] combined with gratings; acousto-optic programmable dispersive filters were also successfully employed [26]. Adaptive optics have been used in conjunction with chirped mirrors for the compression of ultrashort pulses generated by an optical parametric amplifier [27]. In 2003, pulses as short as 3.8 fs have been generated by adaptive compression of a supercontinuum produced in two gas-filled hollow fibers [28,29]. The minimum pulse duration obtained so far using the hollow fiber compression technique and a feedback phase compensation system is 2.8 fs [30].

This chapter focuses on the discussion of the standard hollow fiber compression technique, which is a widespread tool for the generation of high-energy ultrashort pulses in the mJ range. Thanks to this technique, peak powers in the sub-TW level are nowadays accessible with pulse duration in the sub-10-fs regime, thus allowing the investigation of laser-matter interaction in the novel field of ultrafast, extreme nonlinear optics. The chapter is organized as follows: in Section 2, the hollow fiber compression technique is described; a numerical model for nonlinear pulse propagation is presented and some guidelines for scaling this technique are discussed; in Section 3, experimental results on
high-energy pulse compression are presented; application and perspectives of the compression technique are then introduced in Section 4.

2 Hollow Fiber Compression Technique

In this section, the hollow fiber compression technique is described in detail. The technique is based on the propagation of laser pulses in dielectric capillaries filled with noble gas. Owing to nonlinear effects occurring during propagation, the pulses undergo spectral broadening; optical compression is then achieved by a dispersive delay line. It must be clarified at this point that spectral broadening could be easily obtained also by focusing the intense femtosecond pulses directly in a bulk medium. Nevertheless, the lack of spatial uniformity in the laser beam profile would lead to a not uniform self-phase modulation; in order to have an optimal compression of the pulse, beam clipping would then be required before the compression stage [31]. On the contrary, the use of a guiding structure allows one to obtain uniform spectrally broadened pulses. In the following, we will discuss the properties of hollow fiber propagation modes and we will present a numerical model for nonlinear propagation of ultrashort pulses in a gas-filled capillary.

2.1 Propagation Modes in Hollow Fibers

Light propagation in a hollow waveguide is a well-studied topic [32], which was developed when long-distance communication in standard optical fibers was still inaccessible. Electromagnetic radiation propagates in hollow fibers by grazing incidence reflections; only leaky modes are supported because of power losses through the fiber walls. Three kinds of propagation modes can be excited: transverse circular electric (TE_{0m}) modes, in which the electric field lines are transverse concentric circles centered on the propagation axis; transverse circular magnetic (TM_{0m}) modes, with the electric field directed radially; hybrid modes (EH_{pm}, with p \geq 1). In EH_{pm} modes all field components are present, but axial components are so small that such modes can be thought as transverse. For fiber diameters sufficiently larger than the optical wavelength, EH_{1m} modes appear linearly polarized and can be efficiently coupled to a laser beam. The radial intensity profile of EH_{1m} modes is given by \( I_0(r) = I_0J_0^2(\mu_m r/a) \), where \( I_0 \) is the peak intensity, \( J_0 \) is the zero-order Bessel function, \( a \) is the capillary radius and \( \mu_m \) is the \( m \) th zero of \( J_0(r) \). The complex propagation constant \( \beta(\omega) \) of the EH_{1m} mode is given by [32]

\[
\beta(\omega) = \frac{\omega n(\omega)}{c} \left[ 1 - \frac{1}{2} \left( \frac{u_m c}{\omega n(\omega) a} \right)^2 \right] + \frac{i}{a^3} \left( \frac{u_m c}{\omega n(\omega)} \right)^2 \frac{\nu^2(\omega) + 1}{\sqrt{\nu^2(\omega) - 1}},
\]

(1)
where $\omega$ is the laser frequency, $\eta(\omega)$ is the refractive index of the gas and $\nu(\omega)$ is the ratio between the refractive indexes of the external (fused silica) and internal (gas) media. The refractive index $\eta(\omega)$ can be calculated at standard conditions (gas pressure $p = 1$ atm, temperature $T_0 = 273.15$ K) by tabulated dispersion relations [33]; the actual refractive index can then be easily determined in the operating conditions used for pulse compression [34].

When the laser beam is injected into the capillary, many modes can be excited. Nevertheless single-mode operation is generally required for pulse compression; thus mode discrimination must be actuated. This goal can be easily achieved by optimal coupling between the input laser beam and the fundamental fiber mode $EH_{11}$. Assuming a Gaussian linearly polarized input beam with an intensity profile $I_l(r) = I_{l0} \exp(-2r^2/r_l^2)$, it is possible to determine the equation for the coupling efficiency between the input beam and the capillary modes. Numerical calculations show that for an optimum value of $r_l/a = 0.65$, the coupling efficiency of the $EH_{11}$ mode with the laser beam is $\sim98\%$, while higher-order modes show a value lower than 0.5%. It is worth pointing out that even if higher-order modes were excited, mode discrimination would be achieved anyway, owing to the higher loss rate of $EH_{1m}$ with respect to fundamental mode. This is clearly shown in Fig. 1, where the transmission of the fundamental mode through a 70-µm-radius hollow fiber is compared to that of the next hybrid mode $EH_{12}$; after a 60-cm propagation, the $EH_{11}$ mode has a transmission higher than 60%, while $EH_{12}$ has a transmission lower than 10%.

Mode discrimination in the capillary allows one to perform a spatial filtering of the input beam. This characteristic is depicted in Fig. 2, where the measured beam diameter at the output of the hollow fiber is compared to numerical calculation performed assuming a free-space propagation of a beam with an initial shape equal to that of the $EH_{11}$ mode of the fiber. The good agreement between experimental and theoretical results is the demonstration that the hollow fiber delivers a diffraction-limited beam at the output.

![Fig. 1](image-url) Transmission of $EH_{11}$ and $EH_{12}$ modes for a 70-µm-radius hollow fiber vs propagation length along the fiber
2.2 Nonlinear Pulse Propagation in Hollow Fibers

The propagation of ultrashort pulses in nonlinear media is often treated considering the evolution of the pulse envelope alone. Such approach is valid down to single-cycle optical pulses [35], provided the slowly evolving wave approximation (SEWA) is applicable. The SEWA has two requirements: (a) the pulse envelope undergoes “small” changes during propagation and (b) the carrier-envelope phase does not change significantly on a distance equal to a wavelength. Both these conditions are met if nonlinear propagation in noble gases is considered. In the following, we will consider a numerical model for nonlinear propagation in the framework of the SEWA. Let us consider a linearly polarized input pulse, whose electric field in the hollow fiber is given in the spectral domain by

$$E_c(r, z, \omega) = F(r/a)A(z, \omega)e^{i\beta(\omega)z},$$

where $z$ is the propagation coordinate along the capillary axis; $r$ is the radial distance from the capillary axis; $F(r/a)$ is the modal field distribution along the section, which is supposed to be independent of the laser frequency; $\beta(\omega)$ is the propagation constant of the capillary mode excited by the laser input beam. Assuming $\omega_0$ to be the central laser frequency, the complex pulse envelope $\tilde{A}(z, t)$ can be calculated in time domain by inverse Fourier transforming of $\tilde{A}(z, \omega + \omega_0)$; this procedure corresponds in the temporal domain to the extraction of the pulse envelope from the electric field waveform by elimination of the optical carrier at the laser frequency.

In order to write the nonlinear propagation equation in a more convenient form, a moving reference frame is usually introduced, with the new coordinates $T = t - z/v_g$ and $Z = z$, where $1/v_g = Re[(\partial/\partial \omega)_{\omega_0}]$. In this new frame, the propagation equation for the pulse envelope is [35,36]
\[
\frac{\partial A}{\partial Z} = i\hat{D}A + i\gamma \left( 1 + \frac{i}{\omega_0} \frac{\partial}{\partial T} \right) A|A|^2,
\]

where \(\hat{D}\) is a differential operator accounting for radiation losses and dispersion that will be analyzed in the following and \(\gamma = \omega_0\eta_2/(cS_{\text{eff}})\) is a coefficient accounting for nonlinear third-order effects during the propagation. This parameter is a function of the nonlinear refractive index coefficient \(\eta_2\) (where the overall refractive index is \(\bar{\eta} = \eta + \eta_2|A|^2\)) and of the effective area of the waveguide, which is given by \(S_{\text{eff}} = 0.48\ \pi a^2\) for a hollow fiber. The gas nonlinear coefficient \(\eta_2\) is proportional to the gas pressure \(p\) according to the relation \(\eta_2 = p\psi_2\), where \(\psi_2\) is the nonlinear refractive index per unit pressure, which can be determined from tabulated values reported in literature [34]. It is worth pointing out that the second term on the right hand side of (3) takes into account two nonlinear phenomena: self-phase modulation and self-steepening. The first is responsible for spectral broadening of the injected pulse; the second accounts for envelope deformation owing to the different value of group velocity at the pulse peak (where the refractive index is higher and the velocity is lower) with respect to the wings of the pulse. This effect produces a pulse trailing edge steeper than the leading one, thus corresponding to an asymmetric pulse spectrum, more extended on the blue side.

One of the most used solving procedure for Eq. (3) is the so-called split-step Fourier method. Let us reconsider the propagation equation in the form

\[
\frac{\partial A}{\partial Z} = i(\hat{D} + \hat{N})A,
\]

where \(\hat{N}\) is the nonlinear operator acting on \(A\). Let us consider the propagation length divided in small slices of thickness \(h \sim 1 - 10\mu m\), so that operators \(\hat{N}\) and \(\hat{D}\) can be considered uniform over the slice. Let us also assume that the two operators commute in the slice. On the basis of this assumption, the propagation of the optical field along the slice can be expressed as [36]

\[
A(Z + h, T) = \exp(\omega)\exp(ih\hat{D})A(Z, T)\exp(ih\hat{N}) = \exp(ih\hat{N})A(Z, T).
\]

The operator \(\exp(ih\hat{D})\) in Eq. (5) can be easily evaluated in the spectral domain; using \(\mathfrak{S}\) to represent Fourier transform, it can be expressed as

\[
\exp(ih\hat{D})A(Z, T) = \mathfrak{S}^{-1}\{\exp[ih\hat{D}(\omega)]\mathfrak{S}[A(Z, T)]\},
\]

where

\[
\hat{D}(\omega) = \beta(\omega + \omega_0) - \text{Re}[\beta(\omega_0)] - \frac{\omega}{v_g}.
\]
The nonlinear operator can be simply written as

\[
\exp(i\hbar \hat{N}) = \exp \left[ \frac{i\hbar}{A} \left( 1 + \frac{i}{\omega_0} \frac{\partial}{\partial T} \right) A |A|^2 \right].
\]  

(8)

With the help of Eqs. (5), (6), (7), (8), the input pulse envelope can be propagated through the hollow fiber in a finite number of steps. Improved versions of Eq. (5) can be used in order to increase the accuracy of the calculation [36]. It must be pointed out that Eq. (7) takes into account the overall dispersion occurring in the hollow fiber: the expression for \( \beta(\omega) \) reported in Eq. (1) considers both the dispersion of the noble gas and that of the guiding structure.

2.3 General Considerations on the Compression Technique

Equation (3) can be generalized to a wider class of nonlinear effects, such as non-instantaneous response of the nonlinear medium or Raman effect [36]. Both these phenomena can take place in molecular gases such as \( N_2 \) and \( H_2 \). The non-instantaneous response is related to the alignment of the molecules along the field direction; its signature is the red shift of the broadened spectrum with respect to the initial center frequency of the pulse [19]. High-energy pulse compression techniques based on Raman effect have also been recently proposed [37,38], but their implementation is less trivial with respect to standard techniques.

In order to avoid retarded response of the nonlinearity or Raman effect, noble gases are usually employed in the hollow fiber compression. A further reason for this choice is the high damage threshold. The appearance of excessive gas ionization at high intensities must be avoided because it can be a source of unwanted nonlinear behaviors of the pulse; moreover, ionization at the capillary entrance can be detrimental for an optimal coupling with the laser beam. As a consequence, ionization imposes an upper limit to the input peak intensity of the pulse; for an assigned input pulse energy, this restriction corresponds to having a fiber radius larger than a certain value \( a_{\text{min}} \). In order to determine the minimum radius, we assume that the variation of the refractive index induced by the Kerr effect, \( \Delta n = \psi_2 p I \), is much larger than the change of the refractive index induced by gas ionization, \( \Delta n_p = \omega_p^2 / 2 \omega_0^2 \), where \( \omega_p = \sqrt{e^2 \rho_e / (m_e e_0)} \) is the plasma frequency, \( e \) and \( m_e \) are the electron charge and mass, \( \rho_e \) is the free-electron density in the gas, which can be calculated using the Ammosov–Delone–Krainov (ADK) theory [39]. Figure 3 shows the calculated minimum fiber radius as a function of the input pulse energy, calculated for various pulse durations, assuming \( \Delta n \geq 10^3 \Delta n_p \) and a fiber filled with helium. From numerical calculations, it turns out that the dependence of the minimum radius, \( a_{\text{min}} \), on the energy, \( \varepsilon_0 \), and duration, \( T_0 \), of the input pulse can be well fitted by the following simple expression [40]:

\[
a_{\text{min}} = A T_0^{-\alpha} \varepsilon_0^\beta,
\]  

(9)
where $\alpha \simeq 0.45$, $\beta \simeq 0.51$ and $A$ is a constant, which depends on the gas. The numerical values of the constant $A$ for various noble gases (in SI units) are the followings: $A_{\text{He}} \simeq 2.62 \times 10^{-9}$ ms$^a$J$^{-}\beta$, $A_{\text{Ne}} \simeq 1.14$ $A_{\text{He}}$, $A_{\text{Ar}} \simeq 1.79$ $A_{\text{He}}$, $A_{\text{Kr}} \simeq 2.08$ $A_{\text{He}}$.

Once the fiber radius has been chosen, there are two other free parameters in order to achieve the desired spectral broadening: the fiber length and the gas pressure. The fiber length is limited by propagation losses and by distortion of the temporal pulse shape. We will assume that the maximum fiber length is $\ell = 1$ m. In order to have a weak coupling from the fundamental transverse mode of the fiber to higher-order modes [41], the maximum pulse peak power is limited by the critical power for self-focusing, $P_{\text{cr}} = \lambda_0^2/(2\psi_2p)$ [42]. Assuming that $P_0/P_{\text{cr}}<0.3$, the maximum gas pressure turns out to be given by the following expression:

$$p_{\text{max}} = 0.15 \frac{\lambda_0^2}{\psi_2 P_0}.$$  \hspace{1cm} (10)

These scaling criteria must be considered as general guidelines that should be followed in the design of the compression setup; the degrees of freedom in the choice of fiber characteristics, gas type and pressure are sufficient to adapt the technique to a large variety of laser sources and desired compression performances.

### 3 Experimental Results

Using the hollow fiber technique, it is possible to generate few-cycle pulses with peak power of the order of 0.1 TW [22]. Input pulses of 20 fs with an energy of 1 mJ were coupled into a 60-cm-long, 500-μm diameter hollow fiber, filled with argon. After recollimation by a silver mirror the beam is directed toward the dispersive delay line. At the millijoule level, a prism chirped-mirror compressor
cannot be employed because of self-focusing in the prisms. In this case, only ultrabroadband chirped dielectric mirrors were used, which introduce an appropriate group-delay dispersion over a spectral range as broad as 150 THz (650–950 nm), and exhibit a high reflectivity over the wavelength range of 600–1000 nm. The overall transmissivity of the compressor, including the recollimating and steering optics, is \( \approx 80\% \). By best compression we measured the interferometric autocorrelation trace of Fig. 4, which corresponds to a pulse duration of 5 fs. Pulse energy after compression was 0.55 mJ, which corresponds to a peak intensity of 0.11 TW.

### 3.1 Sub-4-fs Regime

The compression of pulses down to the sub-4-fs regime requires the development of ultrabroadband dispersive delay lines for dispersion compensation. In 2002, a novel spectral broadening technique was introduced, based on hollow fiber cascading, which allows the generation of a supercontinuum extending over a bandwidth exceeding 510 THz with excellent spatial beam quality [29]. Pulses of 25 fs were coupled into an argon-filled (gas pressure 0.2 bar) hollow fiber (0.25-mm radius). Gas pressure was chosen in order to obtain pulses with duration of about 10 fs after compression using broadband chirped mirrors. Such pulses were then injected into a second argon-filled hollow fiber (0.15-mm radius). The output beam presents excellent spatial characteristics (single-mode operation) and it is diffraction limited. The pulse spectrum at the output of the second fiber extends from \( \approx 400 \) nm to \( > 1000 \) nm. The possibility to take advantage of such ultrabroadband spectrum is strictly related to the development of dispersive delay lines capable of controlling the frequency-dependent group delay over large bandwidths. In 2003, ultrabroadband dispersion compensation was achieved using a liquid-crystal spatial light modulator (SLM). The beam at the output of the hollow fiber cascading was collimated and sent into a pulse shaper consisting of a 640-pixel liquid-crystal SLM, two 300-line/mm grating
and two 300-mm focal-length spherical mirrors (4-f setup). Pulse characterization was performed using the spectral phase interferometry for direct electric field reconstruction (SPIDER) technique [43]. The measured spectral phase was used to compress the pulse iteratively: compression was started with an initially flat phase written on the liquid-crystal mask. Then, the measured spectral phase was inverted and added to the phase applied to the SLM. Typically, five iterations were necessary to yield the shortest pulse. Figure 5 shows the measured temporal profile of the shortest pulse. The full width at half maximum (FWHM) is measured to be 3.77 fs [28]. The spectrum, shown in Fig. 6, spans a bandwidth of about 270 THz.

### 4 Applications and Perspectives

The hollow fiber compression technique allows one to generate high-intensity few-optical-cycle pulses. One can concentrate high-energy densities in a very small volume by just focusing such pulses down to the diffraction limit, thus opening the way to the tracing, with unprecedented temporal resolution, of light–matter interaction in the extreme nonlinear regime. Amongst the numerous applications of this technique, the production of high-order harmonics focusing intense and ultrashort laser pulses in noble gases has attracted a very
strong interest. It has been demonstrated that sub-10-fs pulses can drive the emission of coherent radiation down to the soft X-ray region of the electromagnetic spectrum [44]. Many applications of this radiation to biology, solid-state physics and nonlinear optics can be envisaged. Fluorescence by K-shell vacancies has been induced in light elements by harmonic pulses [45]. Besides the excellent temporal properties of compressed pulses, the hollow fiber technique delivers diffraction-limited beams with good spatial properties. The intensity profile of the output beam has a strong relevance for the harmonic emission yield; improved performances in harmonic generation were demonstrated using pulses emerging from the capillary with respect to free-propagating laser pulses [46].

The development of novel cross-correlation techniques [47] has made possible to measure XUV pulse duration down to the sub-fs range and the generation of attosecond pulses by harmonic emission was demonstrated [48], thus boosting the ultrafast laser technology beyond the femtosecond barrier. It is worth pointing out that the generation of isolated attosecond pulses requires the use of 5-fs (or shorter) driving pulses with high peak power [49]. Therefore, the introduction of the hollow fiber compression technique has proven to be essential in the rapidly evolving field of attophysics. In this context, a key parameter of the light pulse electric field, which significantly influences the strong-field interaction, is the phase of the carrier frequency with respect to the envelope (the so-called carrier-envelope phase, CEP).

The first experimental evidence of the CEP role of few-cycle pulses has been obtained in strong-field photoionization [50]. For few-cycle pulses, depending on the CEP, the generation of photoelectrons violates inversion symmetry [51]. The CEP is expected to cause an anticorrelation in the number of electrons escaping in opposite sides orthogonally to the propagation direction of the laser beam. In the experiment, two electron detectors were placed in opposite directions with respect to the laser focus. For each laser pulse, the number of electrons detected with both detectors was recorded. A clear anticorrelation was measured using 6-fs pulses with random CEP. It is worth mentioning that CEP effects completely disappear for light pulse duration exceeding 8 fs. Much stronger CEP effects have been measured in high-order harmonic generation [52,53].

Perspectives in the use of the hollow fiber technique are related to its energy scalability. The technique can be easily employed up to mJ-level laser pulses; the upgrade toward higher energies (tens of mJ) is hindered by fiber damage and gas ionization, thus appearing to be problematic. It must be mentioned that a careful control of laser beam profile should be performed, in order to keep a good coupling with the capillary and avoid damage of the fiber entrance; light noble gases (helium or neon) should also be used, in order to increase the optical damage threshold. As a matter of fact, novel compression techniques for very high pulse energies, based on nonlinear laser–plasma interaction, have been proposed [54], but are still far from routinely operation.
5 Conclusions

Compression of high-energy pulses down to the sub-10-fs regime is nowadays a well-established technology, essentially based on the hollow fiber technique. Thanks to this tool, significant steps forward have been performed in nonlinear optics and ultrafast physics, in particular in the field of attosecond pulses. Numerous applications can be already envisaged and the apport of ultrafast technology to scientific production seems far to be completed.
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Ultrafast Laser Amplifier Systems

Gilles Chériaux

1 Introduction

Since the beginning of the 1990s the generation of high-intense laser pulses has known an unprecedented evolution, thanks to the conjunction of the possibility of the chirped pulse technique and the availability of spectrally broadband laser media. Lasers capable of producing petawatt pulses can now be built on few optical tables in a small laboratory. We review the generation and the amplification of ultrashort pulses by the chirped pulse amplification technique.

The application of the chirped pulse amplification (CPA) technique [1] to solid state lasers has made possible the generation of energetic few optical cycles pulses. Nowadays, nearly all high peak-power, ultrafast laser systems make use of the CPA technique, followed by optical pulse compression, as illustrated in Fig. 1.

The application of CPA to lasers originated with the work of Mourou and his co-workers [2,3]. This is a scheme to increase the energy of a short pulse, while avoiding non-linear effects and optical damages that could occur with very high peak power in the laser amplification process itself. This is done by lengthening the duration of the pulse being amplified by applying a chirp to the spectral components. This chirp is obtained in such a way that it is reversible, using the technique of optical pulse compression, developed by Treacy and Martinez [4,5,6,7,8]. By lengthening the pulse in time, energy can be efficiently extracted from the laser gain medium, while keeping the intensity below the level of non-linear effect. CPA is particularly useful for efficient utilisation of solid-state laser media with high stored energy density (1–10 J/cm²), where full energy extraction in a short pulse would lead to intensities above the damage threshold of the amplifier materials. The CPA scheme works as follows. Ultrashort pulses are generated at low pulse energy...
through the use of an ultrashort-pulse mode-locked laser (oscillator). This mode-locked laser typically generates light pulses at a high repetition rate ($\sim 10^8$ Hz) with pulse energy in the range of few nanojoules ($10^{-9}$ J), and with pulse duration in the range of hundreds to only few femtoseconds depending on the laser gain medium. These femtosecond pulses are then chirped using an optical stretcher consisting of a set of optical components generating a time delay between the different wavelengths of the initial short pulse. The pulse is stretched in order to reach tens of picosecond to nanosecond depending on the final energy reached. One or more stages of laser amplification are used to increase the energy of the pulse by several orders of magnitude. After optical amplification, a grating pair (optical compressor) is then used to “recompress” the pulse back to femtosecond duration. To achieve this recompression back to near the original input pulse duration without temporal distortions, proper optical design of the laser system is very important and especially the pulse stretcher.

In the following sections, we discuss in detail the various components of high-power ultrafast laser systems.

2 Ultrashort-Pulse Laser Oscillators

The CPA scheme separates the ultrashort-pulse generation process from the amplification process. The demonstration of the self-mode-locked Ti:sapphire laser by Sibbet and his group in 1990 [9] made possible the generation of very short pulses in a quite simple optical layout. Titanium-doped sapphire is a solid-state laser material with extremely desirable properties: a gain bandwidth.
spanning the wavelength region from almost 600 to 1100 nm, very high thermal conductivity, and an energy storage density approaching 1 J/cm$^2$. This last property, although desirable for high-energy amplification, was thought to prohibit the use of Ti:sapphire in femtosecond mode-locked lasers. Existing passively mode-locked dye lasers relied on the low-energy storage density of the laser dye to facilitate the mode-locking process and thus passive mode-locking is not feasible using most solid-state gain media. However, the self-mode-locked Ti:sapphire laser relies on a different mechanism to facilitate short-pulse generation; the Kerr non-linearity of the laser crystal. Since this non-linearity is instantaneous and independent of the energy storage density of the laser medium, it made possible an entirely new class of reliable, high average power, ultrashort-pulse (~6 fs) lasers [10,11,12,13,14,15,16]. The basic cavity configuration is quite simple, as shown in Fig. 2.

The energy source for the laser is a continuous wave (cw) laser – typically an argon-ion laser or a cw diode-pumped frequency-doubled Nd:YVO4 lasers. The cw light is focused into the Ti:sapphire crystal, collinear with the mode of the laser cavity itself. The only other cavity components are an end mirror and an output coupler, together with a set of optical components (prisms pair or negatively chirped mirrors) to compensate for group velocity dispersion of the Ti:sapphire crystal. Mode-locking in this laser is achieved through the action of the Kerr lens induced in the laser crystal itself. If the laser is operating in a pulsed mode, the focused intensity inside the Ti:sapphire crystal exceeds $10^{11}$ W/cm$^2$ sufficient to induce a strong non-linear lens which quite significantly focuses the pulse. If this occurs in a laser cavity which is adjusted for optimum efficiency without this lens, this self-focusing will simply contribute to loss within the laser cavity. However, modest displacement of one mirror away from the optimum cw position by only 0.5–1 mm can result in a decrease in loss in the laser cavity when Kerr lensing is present. Thus, the Kerr lensing couples the spatial and temporal modes of the oscillator, resulting in two distinct spatial and temporal modes of operation, i.e. the cw and pulsed one. The laser can be simply aligned to be stable in either mode.

The most significant advance in Ti:sapphire oscillator design since its original demonstration has been a dramatic reduction in achievable pulse duration. This was accomplished by reducing overall dispersion in the laser by using physically shorter Ti:sapphire crystals and optimum prism materials or mirrors [17,18,19,20,21]. It is now routine to generate pulse duration of 6 fs directly from such a laser at a repetition rate of ~80 MHz, with pulse energy of
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**Fig. 2** Schematic diagram of a Kerr-lens mode-locked oscillator
approximately 5 nJ, and with excellent stability. Such a laser is an ideal front-end source for a high-power, ultrafast amplifier system.

3 Pulse Stretching and Recompression

Before injection into the amplifier, the short pulse (10 fs–1 ps) is stretched in time by introducing a frequency chirp onto the pulse, which increases the duration by a factor of $10^3$–$10^4$. The duration of the stretched pulse is determined by the need to avoid damage to the optics and to avoid non-linear distortion to the spatial and temporal profile of the beam. A frequency-chirped pulse can be obtained simply by propagating a short pulse through optical material, such as a fibre. In the fibre, self-phase modulation (SPM) can broaden the bandwidth of the pulse; however, the distortion due to high-order phase terms introduced by fibres makes it difficult to use this design for femtosecond pulses.

To obtain even greater stretching factors, a grating pair arrangement can be used which separates the spectrum of a short pulse in such a way that different colours follow different paths through the optical system. Martinez realised that by placing a telescope between a grating pair, as shown in Fig. 3a, the dispersion is controlled by the effective distance between the second grating and the image of the first grating [7]. When this distance is optically made to be negative, the arrangement has exactly the opposite dispersion of a grating compressor [4], shown in Fig. 3b if one does not take into account the aberrations of the telescope. This forms the basis for a perfectly matched stretcher/compressor pair.

To avoid the wavelength-dependent walk-off (spatial chirp), a pair of mirrors are used in a roof geometry to direct the output above and parallel to the input beam. The parallelism of the grating faces and grooves must be carefully aligned to avoid spatial chirp on the output beam. For good output beam quality and focusing, the grating surfaces must also have high optical flatness ($\lambda/4$–$\lambda/10$). In fact, neglecting aberrations in the telescope used to project the image of the first grating, the stretcher phase function is exactly the opposite sign of the compressor.

![Fig. 3a](image-url) Femtosecond pulse stretcher
For the particular case of an aberration free optical stretcher, the second derivative of the spectral phase is given by

\[
\left( \frac{d^2 \phi_s}{d\omega^2} \right)_{\omega_0} = \frac{L_s \lambda^3}{\pi e^2 d^2 \cos^2 \theta} = \phi_s^{(2)}(\omega_0)
\]

where \( L_s \) is the distance between the two gratings at the central wavelength, \( \lambda \) is the central wavelength, \( d \) is the grating grooves spacing and \( \theta \) is the diffracted angle.

With this expression the stretched pulse duration is given by

\[
\Delta T = \Delta T_0 \sqrt{1 + \frac{16(\ln 2)^2 \phi_s^{(2)} s^2}{\Delta T_0^4}}
\]

or if one considers that \( \phi_s^{(2)} \) is large

\[
\Delta T = \frac{\phi_s^{(2)} 4 \ln 2}{\Delta T_0}
\]

In the real case, the telescope can introduce some geometrical or chromatic aberrations leading to spectral or temporal phase distortions. These alter the temporal shape of the pulse after the recompression. The duration is lengthened and some wings, containing a non-negligible part of the total energy, appear. In order to obtain a very low-level pedestal pulse, an aberration-free stretcher configuration has to be used. That means that the stretcher telescope has to be aberration free since it directly translates into spectral phase distortions, which produce poor recompression and a low dynamic range onto the temporal pulse profile. Thus, the design of the telescope has to be carefully investigated. A solution that is now widely used is an all-reflective stretcher design [22] based on an aberration-free Öffner triplet (see Fig. 4). The telescope is composed of a concave and a convex mirror whose focal length is half of the concave one.
These mirrors are in a concentric geometry. Such an optical system allows large stretching factor and the short pulse is recompressed to its Fourier limit.

Other schemes of pulse stretcher are used and especially when the stretched pulse duration is in the range of 10 ps the pulse stretcher can be a set of bulk material with chirped mirrors to compensate for third-order phase distortions. This kind of optical scheme has the advantage of being insensitive to the beam pointing. The recompression is therefore accomplished with a prisms pair. This solution has also the advantage of the very low loss throughput of the compressor. The main drawback of this scheme is the relatively low stretched pulse duration that can be obtained, which means that it is not usable for multiterawatt or PW laser systems [23,24,25].

4 Amplification

Since the late 1980s (following the availability of ultrashort-pulse solid-state laser sources at the appropriate wavelengths), most high-power ultrafast lasers have used solid-state amplifier media, including titanium-doped sapphire, Nd:glass, alexandrite, Cr:LiSAF and others [26]. These materials have the combined advantages of relatively long upper level lifetimes, high saturation fluences (from 1 J cm\(^{-2}\) to few tens of J cm\(^{-2}\)), broad bandwidths and high damage thresholds. To date, most high-power ultrafast lasers have used either frequency-doubled YAG and glass lasers or flashlamps as pump sources for these amplifiers. Of all potential amplifier media, titanium-doped sapphire has seen the most widespread use in the past 15 years. It has several very desirable characteristics, which make it ideal as amplifier material, including a very high damage threshold (~8–10 J cm\(^{-2}\)), a high saturation fluence (~1 J cm\(^{2}\)) and a high thermal conductivity (~46 W/mK at 300 K). Moreover, it has a broad gain bandwidth (~200 nm), and thus can support an extremely short pulse. Finally, it has a broad
absorption bandwidth with a maximum at 500 nm ($\sigma_{abs}$ at peak $\sim 6.5 \times 10^{-20}$ cm$^2$), making it ideal for frequency-doubled Nd:YAG or Nd:YLF pump lasers.

Since few years, optical parametric chirped pulse amplification (OPCPA) technique is developing. This technique has several advantages such as the very large spectral gain bandwidth and absence of thermal effect in the amplifiers. This technique is fully discussed in a following chapter of Ross.

In order to calculate the amplified energy in the configuration of different amplifiers configuration, the Frantz and Nodvik model can be applied to CPA. It is therefore a modified model that takes into account the chirp of the seed pulse. This model is well described in different literature [27,28].

We will now describe the different types of amplifiers that allow the increase in pulse energy.

Most high-power ultrafast laser systems use a high-gain preamplifier stage, placed just after the pulse stretcher, which is designed to increase the energy of the nJ pulses from the laser oscillator to the 1–10 mJ level [24,25, 29,30,31,32,33,34,35]. The majority of the gain of the amplifier system ($\sim 10^7$ net) occurs in this stage. The preamplifier is then followed by several power amplifiers designed to efficiently extract the stored energy and to increase the output pulse power to the multiterawatt or even petawatt level. There are two basic preamplifier designs, regenerative and multipass. These are illustrated in Figs. 5a and 5b.

Regenerative amplifiers are very similar to a laser cavity. The low-energy chirped pulse is injected into the cavity using a time-gated polarisation device such as a Pockels cell and thin film polariser. The pulse then makes $\sim 20$ round-trips through a relatively low-gain medium, at which point the high-energy pulse is switched out by a second time-gated polarisation rotation. A low-gain configuration is typically used in the regenerative cavity to prevent amplified spontaneous emission (ASE) build-up. With high gain, ASE can build up quite rapidly in a regenerative configuration and deplete the gain before the short pulse can extract it. The beam’s overlap between the pump and signal pulse is usually quite good in such an amplifier, which results in extraction efficiencies of up to 15%. Regenerative amplifiers are typically used as front ends for commercially available intense laser systems. This amplifier scheme tends to limit the pulse duration to 30 fs because of the relatively long optical path lengths associated with the multiple passes in the regenerative cavity together with the presence of high-index materials due to the Pockels cells and polarisers. This adds high-order dispersion, making the recompression more difficult for very short pulses. Nevertheless, regenerative amplifiers have also been used to generate 20 fs pulses [36,37] by the use of etalon or Fabry–Perot in the regenerative cavity in order to flatten the gain. Nevertheless such a technique introduces spectral modulations that lead to satellite pulses after recompression. This effect is prejudicial for laser–matter interaction at very high intensity. This contrast issue will be detailed thereafter.

A multipass preamplifier configuration (Fig. 5b) differs from the regenerative amplifier in that, as its name suggests, the beam passes through the gain
medium multiple times without the use of a cavity. The particular geometry for accomplishing this can differ from system to system [30,31,38,39]. In a multipass amplifier, since the optical path is not a resonator, ASE can be suppressed to a greater degree than with a regenerative amplifier. Thus, multipass amplifiers typically have higher gain per pass (7–10) compared with regenerative amplifiers, and fewer passes through the gain medium are needed. As a result, there is less high-order phase accumulation in multipass systems, and shorter pulses are easier to obtain upon recompression. Moreover, non-linear phase accumulation due to the $B$ integral is also less in multipass amplifiers. Multipass preamplifiers are not as efficient as regenerative, since the pump – signal overlap must change on successive passes through the gain medium in order to extract the beam (by separating it spatially). However, multipass preamplifier efficiencies can reach $\sim 10\%$. Multipass amplifiers are also used not only as preamplifier but also as power amplifiers. With a set of multiple amplifiers (e.g. regenerative or multipass as preamplifier and multipass as power amplifiers), a laser system based on the titanium-doped sapphire crystal can provide

![Diagram](image)

**Fig. 5** (a) Regenerative amplifier layout, (b) Multipass amplifier layout
pulses with a duration of 25–30 fs with energy in excess of several joules at a repetition rate of 10 Hz [40] or tens of joules at a repetition rate of a fraction of hertz [41].

The layout of a 10 Hz intense laser system is depicted in Fig. 6.

5 Limitations in Intense Laser Systems

The generation of multiterawatt or even petawatt peak power pulses is now obtained in many places, but many effects can affect the system output characteristics. The different limitations are discussed.

5.1 Thermal Effects

Although Ti:sapphire has extremely high thermal conductivity, significant attention must still be devoted to reducing thermal distortion effects associated with the fact that tens of watts of average power are deposited in the laser amplifier to obtain sufficient gain per pass. These include thermal lensing, birefringence and stress. A flat top pumping profile results in a parabolic thermal gradient and index of refraction variation across the beam, which acts as a lens whose focal length varies with pump energy. Local thermal expansion stress and bowing of the crystal surface add to the lensing effect, as well as to thermally induced birefringence. In multipass or regenerative amplifier systems, thermal lensing accumulates from successive passes through the amplifier, causing a rapid
change in amplified beam size that can lead to optical damages. In regenerative amplifiers, the cavity can be designed to compensate for the thermal lens in a manner similar to that in laser oscillators. This can be done also in multipass amplifiers by adding a negative lens between the successive passes into the amplifier medium but this solution does not allow pump power changes. Another solution that allows these changes while keeping the same divergence of the amplified beam is to cool the crystal to a temperature below \(-140^\circ C\), since at low temperature the thermal conductivity is increased by almost one order of magnitude as shown in Fig. 7 [42,43].

The focal length of the thermal lens increases in such a way that no more geometrical changes in the beam happen during the amplification. This technique can be applied to high-repetition-rate (kHz to multi-kHz) low-energy system [44] as well as lower repetition rate (10 Hz) systems that exhibit a lot more energy per pulse [40].

5.2 Pulse Duration Limitations

In the development of amplifier systems for high-power pulses with duration below 30 fs, there are two major effects that may limit the final pulse duration.

First, as discussed above, the finite bandwidth of the gain medium results in narrowing of the pulse spectrum during amplification. Assuming infinitely broadband input pulses injected into a Ti:sapphire amplifier with a gain of \(10^7\), the amplified output spectrum is \(\sim 47\) nm FWHM. This bandwidth is capable of supporting pulses as short as 18 fs at millijoule pulse energy. For tens of millijoules energy, the gain-narrowing limit is \(\sim 25\) fs. For all other materials, the gain-narrowing limit is more severe. In order to reduce the effect of gain
narrowing, some techniques have been used. One solution is based on generating gain-losses for the wavelength supporting the highest gain [45]. The spectral gain is modulated by the spectral transmittance of a Perot–Fabry inside a regenerative amplifier. This technique has lead to the production of 17 fs amplified pulses. Another solution is to shape the spectrum coming into the preamplifier with an acousto-optic device [46]. This modulator has improved the pulse duration from 30 fs to 17 fs for an amplified energy of 1 mJ. This technique has the advantage of being on-line and therefore is easy to implement. Another spectral modification in the case of a long-duration chirped pulse is that the leading edge of the pulse depletes the excited-state population so that the red leading edge of the pulse can experience a higher gain than the blue trailing edge of the pulse. That is the spectral shifting. It should be noted that gain narrowing, spectral shifting and gain saturation occur in all amplifier media, and are least severe for broadband materials such as Ti:sapphire.

The second limiting effect on pulse duration is the group velocity dispersion (GVD) that is due to the different components of the laser chain. The GVD introduces some spectral phase distortions that are harmful for the final pulse duration and shape. The pulse can be lengthened and can exhibit some wings. The temporal pulse profile is distorted because of its associated spectral phase. The spectral phase distortions arise from the material present in the laser chain and from the stretcher. These distortions are partially corrected by adjusting the length and the angle of incidence of the compressor and by cleverly choosing the number of grooves per millimetre of the compressor gratings. These compensations are valid for pulse duration greater than 30 fs. For shorter pulse duration, high-order phase distortions will limit the pulse duration and the temporal profile will exhibit some wings. Different techniques have been developed to compensate for the residual distortions [46,47,48,49,50,51,52]. They are based on active optical component; i.e. liquid-crystal spatial light modulator (SLM), acousto-optic modulator (AOM) or deformable mirrors (DM). The SLM and DM have to be placed in a spectral Fourier plane. An example of a DM system is illustrated in Fig. 8 [47]. The deformable mirror acts on the optical path length of the different spectral components to minimise the delay between each of these.

![Fig. 8 Layout of an adaptive stretcher [47]](image-url)
The compensations available with such a set-up allow a good control of the temporal profile as shown in Fig. 9. In such experiment it should be noticed that an optimisation parameter has to be used in order to quantify the improvement in the temporal pulse profile. A phase measurement tool is necessary and two types are widely used. Chronologically these are the FROG [53] (frequency resolved optical gating) and the SPIDER [54] (spectral phase interferometry for direct electric-field reconstruction).

The other solution is the use of an acousto-optic programmable dispersive filter (Fig. 10) placed on-line in the laser system [46].

This solution presents the advantage of controlling the spectral phase distortions and also to shape the spectrum of the input pulse in order to compensate for the spectral gain narrowing. This component presents interesting capabilities in generating large chirp allowing using it as a stretcher in low-energy systems.

### 5.3 Temporal Contrast of Intense Pulse

The development of laser chains based on the chirped pulse amplification leads now to peak powers higher than 100 TW. The focused intensity can reach $10^{22} \text{ W/cm}^2$ [55]. To keep the laser–matter interaction in the femtosecond regime, the pulse has to exhibit a high temporal contrast. The most important problem...
consists in the presence of an amplified spontaneous emission (ASE) background coming from the amplification process. At the output of the laser the ratio between the femtosecond pulse intensity and the ASE level is about $10^6$–$10^7$ leading to an ASE intensity as high as $10^{16}$ or $10^{15}$ W/cm$^2$, far above the ionisation threshold of most materials and susceptible to strongly modify the interaction process.

A classical CPA laser is seeded by a nJ energy level pulse originated from mode-locked oscillator. The temporal contrast of such a pulse when characterised on a high dynamic range is free of ASE pedestal and structures on at least 9 orders of magnitude.

So the ASE is usually rising up in the preamplifier where the total gain is $10^6$. The measured contrast level (ratio between the maximum pulse intensity level and the ASE level) at the output of such an amplifier is of 7–8 orders of magnitude. This contrast is lowered in the power amplifiers leading to 6 or 7 orders of magnitude at the output of a 100 TW laser chain.

Different possible solutions for improving the contrast consist in seeding the preamplifier with more energetic pulses, amplifying these energetic pulses via a low ASE preamplifier and also temporally filtering the ASE versus the femtosecond pulse in a non-linear interferometer before the power amplifiers. This non-linear filter seems to be nowadays the most powerful technique to increase the contrast. The methods used are numerous: saturable absorber [56], non-linear Sagnac interferometer [57], non-linear-induced polarisation rotation in hollow fibre [58] or in air [59] and cross-polarised wave generation [60]. With this last technique also named XPW, a contrast improvement of almost 5 orders of magnitude at the millijoule level with 40 fs pulse duration has been demonstrated (Fig. 11). This technique is achromatic so that shorter pulse duration can be efficiently filtered.

The need for having clean temporal pulses at the output of the ultrafast system leads then to a change in the design of the laser. In order to implement the temporal filter, a double CPA scheme is relevant [61]. The pulse coming from the oscillator is amplified up to the millijoule level and temporally
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**Fig. 11** Third-order correlation curves before (grey curve) and after (black curve) filtering by XPW non-linear filter [60]
recompressed. It is cleaned by passing through the non-linear filter. The second CPA system is then a power CPA system. The clean pulse is temporally stretched to few hundreds of picosecond (depending on the final energy level) and amplified allowing the possibility to have a pulse contrast in the range of 10 orders of magnitude after final recompression.

5.4 Focusability of Intense Femtosecond Lasers

The spatial quality of intense femtosecond pulses from chirped pulse amplification (CPA) systems is of great importance in order to reach very high peak intensity on target. In CPA laser systems, geometrical aberrations and surface quality from optical elements, clipping on mirrors, thermal effects and doping inhomogeneities in TiSa crystals affect the beam focusability. In other words, every effect than can degrade the spatial characteristics, i.e. energy distribution and wavefront, will lead to different propagation pattern and so to a poor focusability. Large part of the energy will be spread out into the wings of the focal spot. This will lead to an increase in focal spot dimensions and so to the decrease in intensity. A brief look at the theoretical definition of the intensity shows the importance of spatial quality:

\[ I = \frac{E}{\pi r^2 \times \Delta \tau} \]

\( E \) is the energy of the pulse, \( r \) the radius of the focal spot at \( 1/e^2 \) of the maximum intensity and \( \Delta \tau \) the pulse duration. The focused intensity has a quadratic dependence with the radius of the beam compared to a linear dependence with the energy and the pulse duration. Then, it is more efficient to reduce the size of the focal spot than increase the energy by adding another amplifier stage to the laser chain or decreasing the pulse duration.

The efficient solution for wavefront correction is also like in the temporal domain in the use of adaptive optic. Either a deformable mirror (DM) [62] or a liquid-crystal spatial light modulator (SLM) can be used [63]. The DM has the advantage of being positioned at the end of the laser chain, thanks to its damage threshold, but the possibility to modulate the wavefront is low because the number of actuators is relatively small; i.e. \( \sim 40-100 \). The SLM presents the advantage of a high spatial resolution (few hundreds of actuators), but it can only be placed at the beginning of the laser because the damage threshold is very low.

The potentiality of the correction with a DM is illustrated in Fig. 11. This shows the wavefront correction on a 10 Hz–100 TW TiSa laser delivering 25 fs pulse duration with an energy of 2.5 J. The wavefront before correction exhibits mainly astigmatism with distortions of 0.7 \( \mu \)m peak to valley (PV) that gives a Strehl ratio of 35%. After the correction, the distortions are reduced
to 0.22 μm PV (43 nm rms) and the Strehl ratio is higher than 90% [64] (Fig. 12). The Strehl ratio is the ratio between the experimental peak intensity and the calculated peak intensity of the experimental distribution associated to a flat wavefront.

The correction is very efficient in the far field, but nevertheless some drawbacks of that technique appear in the mid-field. The remaining phase distortions exhibit the frame of the actuators of the mirror even if the mirror is not segmented. This is due to each influence function of each actuator. These very low distortions have a relatively high spatial frequency that leads to a deterioration of the energy distribution during the beam propagation [64]. Figure 13 shows the evolution of the calculated energy distribution for different propagation lengths (Z).

Modulations appear in the beam profile with modulation in the range of 50% for a distance $Z = 10$ m. This is a very negative effect for all the components that are in laser chain after the deformable mirror.

6 Conclusion

Progress in high peak-power ultrafast lasers has been rapid in the 1990s, and new developments promise to continue to create exciting progress for the foreseeable future. Nowadays, the titanium-doped sapphire crystal technology allows for gain medium of 12 cm in diameter. Pulses of hundred joules with pulse duration less than 30 fs can be generated leading to a peak power of few
petawatts. After focusing with high-aperture off-axis parabola, intensity higher than $10^{23}$ W/cm$^2$ can be used for completely new physics of laser–matter interaction.

The capabilities of laboratory-scale laser systems will continue to improve in terms of available average and/or peak power and in terms of control and characterisation of the electromagnetic field of the pulse on a cycle-by-cycle basis. Developments in other areas of laser technology, such as diode-pumped lasers and adaptive optics for spatial and temporal wavefront control, can readily be incorporated into ultrafast systems.

Scientifically, these developments may make possible optical “coherent control” of chemical reactions and quantum systems and will extend ultrafast optical science into the X-ray region of the spectrum. Ultrafast X-ray techniques will allow us to observe reactions on a microscopic temporal and spatial scale and to develop a fundamental understanding of the most basic processes underlying the natural world. On a more applied level, the cost and complexity of ultrafast lasers will decrease, making feasible the widespread application of ultrafast technology for industrial and medical applications such as precision machining, thin film deposition, optical ranging, ophthalmological surgery and oncology.
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Optical Parametric Amplification Techniques

Ian N. Ross

1 Introduction

From the very early days of lasers, the non-linear interaction between optical beams and transparent media was recognised as an important process, starting with the demonstration of second harmonic generation in 1961 [1], and the theory for this as well as for other three- and four-wave mixing processes was already well established in 1962 [2].

One of these processes was optical parametric amplification (OPA), or difference frequency mixing, and with the development of Q-switching techniques, intensities sufficient to generate significant gain in an OPA became available. It was soon realised that a key property of the OPA was that energy from a fixed wavelength source could be transferred onto a beam with a tunable wavelength. The prospect of tunable coherent pulses opened up a major development of the techniques of OPA and the growth of new non-linear crystals in the mid-1960s, and laid the foundations for many applications in spectroscopy. However, because the optical parametric amplification process contains initially one strong and two weak beams (in contrast to harmonic and sum frequency generation with one weak and two strong beams), high intensities are required for the strong pump beam and the development became limited by laser damage which prevented very high intensities being used at the then available pulse durations.

With the advent of mode-locking techniques and the resulting sub-ns pulses this difficulty was removed and it became possible to realise high gain and with it all forms of devices including optical parametric oscillators (OPO), optical parametric amplifiers (OPA) and even optical parametric generators (OPG) which could achieve significant pump depletion in a single pass with no input signal or idler beam.

A second difficulty in the early development arose because spectroscopic applications generally required very narrow bandwidth and this proved difficult
with optical parametric devices, since their gain bandwidths were generally much larger than the transform limit of the pulse duration. With the development of techniques for generating sub-ps pulses, however, this ‘difficulty’ became a major benefit, and there has been a resurgence of development in optical parametric devices from the 1990s to the present. This work was boosted both by new group velocity matching geometries [3, 4, 5, 6, 7, 8, 9, 10, 11] which greatly increased the gain bandwidth of the OPA and by the appearance of new crystals such as BBO and LBO, and has even led to the possibility of amplifying pulses of duration close to a single cycle.

It was also realised that, using the OPA as a \textit{chirped pulse amplifier} [12] (CPA) in a technique we will refer to as optical parametric chirped pulse amplification (OPCPA) [13] and applying the technique to large aperture crystals such as KDP with high damage thresholds, it should be possible to achieve simultaneously high energy and large bandwidth (the latter leading to short pulse duration) and hence ultra-high power operation. Such systems would be expected to be focusable to intensities orders of magnitude higher than current laser systems, and would offer exciting new prospects for high field physics.

This article will concentrate on the recent short pulse, high-power applications of the OPA and will include the following:

(a) An analytical description of the OPA to provide tools for the design of OPA systems
(b) Considerations which are useful for achieving optimum designs
(c) A description of a number of designs exemplifying systems which are either in use or demonstrated, or which point to their future potential

\section*{2 The Principles and Analysis of Optical Parametric Amplifiers}

Figure 1 shows the basic principle of an OPA. A strong pump beam incident on the medium creates a non-linear polarisation through the second-order polarisability and leads to the occurrence of gain in the medium at a ‘signal’ and an ‘idler’ wavelength. Conservation of energy requires that the sum of the signal and idler frequencies must equal that of the pump, and this of course allows continuous tunability over a wide spectral range. A second condition, that of conservation of momentum or ‘phase matching’, is usually required to achieve high gain and significant energy transfer, and it is this condition which controls the wavelengths of amplified signal and idler. The phase-matching condition, unlike the conservation of energy, has a tolerance, and this determines the respective spectral bandwidths of the signal and idler.

The reader is referred to the literature on non-linear optics for a more general description of the OPA and to several recent theoretical treatments of OPAs [14, 15, 16, 17]. A simple analysis, which extends that in the literature, is presented...
below, with the results in a form which is convenient for use in designing and optimising OPA systems.

The operation of a non-linear mixing process can be described by the coupled wave equations. We use the analysis of Armstrong et al. [2] which describes the optical parametric process for the case of plane monochromatic waves in the slowly varying envelope approximation for which the coupled wave equations become

\[
\frac{dA_s^*}{dz} = +iK\frac{\omega_s^2}{k_s} A_p^* A_i \exp i\Delta k z; \quad \frac{dA_i^*}{dz} = +iK\frac{\omega_i^2}{k_i} A_p^* A_s \exp i\Delta k z;
\]

\[
\frac{dA_p}{dz} = -iK\frac{\omega_p^2}{k_p} A_s A_i \exp i\Delta k z
\]

where \(K = \frac{2\pi}{\lambda} \chi^{(2)}_{\text{eff}}\), with \(\chi^{(2)}_{\text{eff}}\) the effective second-order non-linear susceptibility, \(A_p, k_p\) and \(\omega_p\) are the amplitude, wave vector value and angular frequency of the pump wave respectively, with corresponding symbols for signal and idler waves and \(\Delta k = |k_p - k_s - k_i| = \text{phase mismatch}\).

\[\text{(1)}\]

### 2.1 Intensity Solution

Armstrong derives an analytical plane-wave solution for the development of the intensity of the three waves, including the effects of both significant depletion of
the pump and imperfect phase matching. In terms of physical quantities and assuming no idler input, this solution becomes

\[ 2gz = \pm \int_0^f \frac{df}{\sqrt{p(1 - f)(f + \gamma_s^2)f - (\Delta k/2g)^2f^2}} \]  

(2)

where \( g = 4\pi d_{\text{eff}} \sqrt{\frac{I_p(0)}{2\varepsilon_0 \hbar c n p c s c i}} \)

\( f = 1 - I_p/I_p(0) \) = fractional depletion of the pump beam

\( \gamma_s^2 = \frac{\omega s I_s(0)}{\omega s I_p(0)} \) = input signal to pump photon intensity ratio

\( p = I_p(0)/I_p(0) + I_s(0) \) = pump to total input intensity ratio

\( \theta(t) = \phi_p(t) - \phi_s(t) - \phi_i(t) \) = OPA phase (with \( \theta(0) \) inserted for the input value)

The form of this solution is demonstrated in Fig. 2 which shows the evolution of pump and signal intensity as they propagate through a non-linear crystal. The example is for a type I BBO crystal operating near degeneracy with a pump wavelength of 532 nm. Curves are shown for the exactly phase-matched signal wavelength and for a wavelength (or angular) de-tuning giving a phase mismatch of \( 3\pi \) at \( z = z_A \).

The cyclic nature of the process is at once apparent and indicates that 100\% depletion of the pump is possible; however, this can only be achieved for beams of uniform intensity and at specific values of crystal length and beam intensity.

Real beams are not normally flat top in space and time, and this will result in reduced efficiency as illustrated in Fig. 3, which shows the input and output pump and phase-matched signal for a propagation distance giving maximum efficiency. The maximum pump depletion is now 48\%. The input Gaussian temporal shape is seen to be both reduced in duration and severely modified in shape by saturated amplification in the OPA. This may be an important consideration in assessing performance for an OPCPA.
For small pump depletion, the solution reduces to the more familiar form:

Signal beam gain,

\[ G = 1 + (gz)^2 \left( \frac{\sinh (gz)^2 - (\Delta kz/2)^2}{\sqrt{(gz)^2 - (\Delta kz/2)^2}} \right) ^2 \]  

(3)

or, for exact phase matching \((\Delta k = 0)\):

\[ G = \cosh^2(gz) \]  

(4)

For example, a type I BBO OPA near degeneracy with a 532 nm 1 ps pump can operate without damage at pump intensities of 100 GW/cm\(^2\) giving a gain of \(10^6\) for a 1.5 mm length of crystal. This illustrates the very high gains possible with very short path in the gain medium and represents a significant advantage of OPAs since, for ultra-short pulse amplification, material dispersion can be a major limitation.

### 2.2 Phase Solution

The contribution to phase during OPA has not received as much attention as intensity because in most instances it has not been important. However, as interest grows in the application of OPAs to ultra-short pulses, the amplified signal or idler phase becomes increasingly important. A solution similar to that for intensity is possible for the phases of each of the three waves and is similarly derived. The imaginary parts of the coupled wave equations can be written:

\[
\begin{align*}
\frac{d\phi_s}{dz} &= -K \frac{\omega_s^2}{k_s} \frac{\rho_p \rho_i}{\rho_s} \cos \theta; \\
\frac{d\phi_i}{dz} &= -K \frac{\omega_i^2}{k_i} \frac{\rho_p \rho_s}{\rho_i} \cos \theta; \\
\frac{d\phi_p}{dz} &= -K \frac{\omega_p^2}{k_p} \frac{\rho_s \rho_i}{\rho_p} \cos \theta
\end{align*}
\]  

(5)
where the amplitude of each wave has been written in the form $\rho \exp(i\phi)$.

Equation 5 is readily combined and integrated to give [2]

$$\cos \theta = -\left( \Gamma + \frac{\Delta k}{2\sqrt{\omega_p^2}} u_p^2 \right) / u_p u_s u_i$$  

(6)

where a new variable is defined such that $u_p^2 = I_p / \omega_p I_0$ where

$$I_p = \frac{c^2 k_p}{8\pi \omega_p} \rho_p^2$$

and where analogous relations apply for the signal and idler, also $I_0 = I_p + I_s + I_i$ and $\Gamma$ is a constant of integration determined by the initial conditions.

Equation 6 can be used to eliminate $\theta$ from equation 5 and if there is assumed to be no input idler,

$$\frac{d\phi_s}{dz} = -\frac{\Delta k}{2} \left( 1 - \frac{\gamma^2}{(f + \gamma_s^2)} \right); \quad \frac{d\phi_i}{dz} = -\frac{\Delta k}{2}; \quad \frac{d\phi_p}{dz} = -\frac{\Delta k}{2} \frac{f}{1 - f}$$  

(7)

where, as also required for the intensity analysis, use has been made of the Manley–Rowe relations.

The initial phases of pump and signal are determined by the input beams and the input phase of the idler adjusts itself to maximise the signal gain. By inspection of the coupled wave equation for the signal, it can be seen that this occurs at $\sin \theta = -1$ or $\Phi_i(0) = \Phi_p(0) - \Phi_s(0) - \pi/2$.

Finally, by integrating equation 7, we can write down the equations for the phase of the three waves as

$$\phi_s = \phi_s(0) - \frac{\Delta k z}{2} + \frac{\Delta k \gamma^2}{2} \int \frac{dz}{f + \gamma_s^2}; \quad \phi_i = \phi_p(0) - \phi_s(0) - \frac{\pi}{2} - \frac{\Delta k z}{2};$$  

$$\phi_p = \phi_p(0) - \frac{\Delta k}{2} \int \frac{f dz}{1 - f}$$  

(8)

Inspection of these equations allows one to make the following statements about the phase relationships in an OPA.

(a) The phase of the amplified signal is independent of the initial phase of the pump. This has the important consequence that it is possible to maintain the optical quality of the signal while using for example a pump with both spatial aberrations and temporal phase variations resulting from a chirp.

(b) Phase changes resulting from amplification of the signal and idler only occur at wavelengths for which there is a phase mismatch ($\Delta k \neq 0$).

(c) The phase of the idler is particularly simple (see equation 8), depending only on the initial pump and signal phases and the phase-mismatch term $\Delta k z/2$.
(d) A very good approximation to the phase of the signal can be obtained if the input signal intensity is small compared to the input pump intensity. In this case $\gamma^2 \ll f$ and there is only a small contribution to the integral part of the equation for $\Phi_s$ from the region of significant pump depletion. We can then use, after some manipulation, the low-depletion solution for the signal phase (see, for example, Ross et al. [13]):

$$\phi_s = \phi_s(0) - \frac{\Delta k z}{2} + \tan^{-1} \left[ \frac{\Delta k}{2\sqrt{g^2 - (\Delta k/2)^2}} \tanh \sqrt{g^2 - (\Delta k/2)^2} \right]$$

(9)

(e) The OPA is a phase-sensitive amplifier, and the direction of energy flow is determined by the phase term $\theta$. When there is no input idler field, the initial idler phase self-adjusts so that $\theta(0) = -\pi/2$ and energy is transferred from pump to signal and idler. By combining equations 2 and 6, it can be shown that at maximum depletion, $\cos \theta = 1$, or $\theta = 0$. With further propagation, $\theta$ becomes positive and the direction of energy flow is reversed.

An illustration of the OPA phase is given in Fig. 4 which plots both the intensity gain and the phase of the amplified signal beam as a function of the signal wavelength in our BBO example. The phase variation is close to quadratic (linear chirp) with a swing of about $1.5\pi$ over the bandwidth of significant gain. If, as is often the case, the optical system is designed to compensate for the quadratic and cubic spectral phase, the residual phase error falls to a very small value ($0.024\pi$). The peak gain in this example was $10^6$.

2.3 OPA Spectral Bandwidth

The spectral bandwidth or ‘gain bandwidth’ is taken to be the FWHM of the gain against wavelength curve, and it is useful initially to consider the bandwidth in the absence of pump depletion. At wavelengths increasingly distant
from the phase-matched wavelength, the phase mismatch ($\Delta k$) increases according to the material dispersion, and the gain reduces as given by equation 3. The 50% gain points correspond to a particular value of $\Delta k L$ and this leads to a FWHM bandwidth inversely related to the length of crystal. The gain, however, as indicated in equation 3, increases with increasing pump intensity ($g \approx \sqrt{I_p}$) as well as with increasing crystal length. Consequently, it is possible to satisfy a requirement for high gain and high bandwidth by using a maximum pump intensity and hence a minimum crystal length. This is in contrast to a conventional amplifier for which the gain bandwidth always decreases with increasing gain. Figure 5 illustrates this feature of OPAs by showing, for a BBO OPA at degeneracy, the variation of gain bandwidth with gain for either constant pump intensity or constant crystal length.

### 2.4 Limiting Processes

This requirement to maximise the pump intensity to achieve maximum bandwidth leads us to look at the limits to this parameter. As with a conventional amplifier there is a ‘power limit’ for short pulses, usually determined by the B-integral parameter [18] characteristic of self-focusing, and an ‘energy limit’ for long pulses determined by the damage fluence. These limits for a BBO OPA are illustrated in Fig. 6, which also shows the line representing a gain of $10^6$. This shows that if, as is normally accepted as the limit for chirped pulse amplification systems, we require the B-integral to be less than 1 then we can only achieve a gain of $10^6$ for crystal lengths greater than 1.5 mm and this length sets a limit to the gain bandwidth. To achieve this bandwidth the energy limit also requires that the pulse duration must be below 2 ps in order to keep the fluence below 0.3 J/cm$^2$. It is only possible to increase the fluence and energy at
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**Fig. 5** The effect of gain on bandwidth for a BBO collinear OPA at degeneracy and at either constant pump intensity or constant crystal length
the same gain by increasing the pulse duration at a greater crystal length and this results in a reduction in bandwidth.

Note that in the example shown a high gain is achieved with a very short crystal length and the resulting ‘power limit’ is much greater than that for a conventional amplifier. Similarly short length ensures that material dispersion effects are small and this make the OPA attractive for ultra-short pulse applications.

2.5 Maximum Bandwidth Options

The example used above was BBO in collinear geometry at degeneracy (equal signal and idler wavelengths) and assumed a narrow bandwidth pump and for this case the gain bandwidth of the signal can be particularly high. For the optimised crystal length and intensity given by Fig. 6, the spectral gain curve is shown in Fig. 4 together with the OPA phase, both calculated using equations 3 and 9, respectively. The Fourier transform of the corresponding spectral amplitude and phase, assuming correction of the quadratic and cubic phase, is shown in Fig. 7 and indicates a potential pulse duration of 8.6 fs.

This does not however represent the maximum bandwidth and hence shortest pulse possible with a BBO OPA. A number of publications [3, 4, 5, 6, 7, 8, 9, 10, 11] present options for high bandwidth, and to briefly illustrate these, we consider the two separate cases: (i) a short broad-bandwidth pump pulse and (ii) a long narrow bandwidth pump pulse.

The main principle to be followed in all cases is to match the group velocities for pump, signal and idler since this ensures that, to first order, short pulses at the three wavelengths remain in step over the maximum length of crystal. To satisfy this requirement, it is usually necessary to operate the OPA with
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Fig. 6 The operational limits for a BBO OPA with a gain of $10^6$ arising from the B-integral (intensity) limit and the energy (damage) limit
non-collinear geometry and, as a consequence of this, to tilt the pulse front of one or more of the input pulses. This is best illustrated with a short pump and signal pulse example as shown in Fig. 8.

In this case by adjusting the pump to signal beam angle and the signal beam wavelength all the group velocities can be matched in one direction through the OPA. In addition, to maintain the synchronism over each pulse front it is necessary to apply a different pulse front tilt to the input pump and signal. Since a pulse front tilt corresponds to a dispersed pulse (generated, for example, using a prism or grating), care must be taken to ensure integrity of the pulses in the OPA and the dispersion must be compensated after the OPA. If the group velocity matching is not satisfied over the length of the crystal, the generated pulses are stretched in time and hence narrowed in spectrum. If the group velocities are well matched, the process only breaks down when the integrity of one or more of the pulses is affected by group velocity dispersion. The same principle applies if the pulses are chirped although the pulse duration is now
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**Fig. 7** The calculated shortest pulse profile as determined by the Fourier transform of the spectral amplitude and phase given by Fig. 4

(b) FWHM = 8.6 fs
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**Fig. 8** Group velocity and pulse front matching for maximum bandwidth operation of an OPA
longer than the transform limit. Imperfect matching will also result in a spectral narrowing and consequently in this case in a shortening of the stretched pulses.

We separate out the special case of a narrow bandwidth pump because it is the preferred option for the highest powers where the OPA is used as a chirped pulse amplifier (CPA) in the technique known as OPCPA [13]. In this case, the group velocity mismatch between pump and signal is only significant if temporal slippage is a fraction of the *chirped* pulse duration (in contrast to the case above for which slippage relative to the shorter *bandwidth-limited pulse duration* is important). The group velocity matching condition now reduces to [19, 20]

$$\cos \beta = \frac{n_{gi}}{n_{gs}}$$

(10)

where $\beta$ is the internal angle between signal and idler beams and $n_{gs}, n_{gi}$ is the group index of signal and idler, respectively.

The pulse front condition now allows a normal (undispersed) pulse front on the signal and generates an idler with a tilted pulse front (dispersed).

Figure 9 shows the variation of the optimum non-collinear angle with signal wavelength for a pump at 532 nm in BBO. The gain bandwidth at this optimised geometry can be estimated by evaluating the phase mismatch ($\Delta k$) as a function of signal wavelength using the material dispersion relation and finding the values (using equation 3) for which the gain is reduced by a factor 2.

Examples are shown in Fig. 10 for a number of pump wavelengths and materials.

One further option for generating ultra-high-gain bandwidth is through the use of a ‘chirp compensation’ technique [21]. This is best illustrated by Fig. 11 which gives for a fixed crystal angle the pairs of pump and signal wavelengths which maintain phase matching. If both pump and signal are chirped so that the correct wavelength pairs are maintained in synchronism during the pulses, then extreme values of gain bandwidth are possible. The technique requires the use of a chirped pump, often possible using a CPA pump laser, but the pump is not required to have as large a bandwidth as the signal. The ratio of chirps is also shown in Fig. 11 for the given example.

**Fig. 9** The calculated internal non-collinear angle between pump and signal for maximum signal gain bandwidth in a BBO OPA using a long narrow bandwidth pump pulse.
**Fig. 10** Maximum signal gain bandwidths for an optimised non-collinear BBO OPA as a function of signal and pump wavelength.

**Fig. 11** Calculated variation of the required pump and signal wavelengths, together with the required pump to signal chirp ratio, to achieve exact phase matching over an arbitrary bandwidth.
2.6 Energy Capacity

Non-linear crystals are widely used for frequency upconversion at high energies, when the energy limit is determined by the onset of damage at the fundamental wavelength for long pulses or by competition with other non-linear processes such as self-focusing at short pulse duration. Excellent quality large-aperture crystals are available and can equally be used as optical parametric amplifiers, although the limits are somewhat reduced since the strongest beam is now at the shortest wavelength. Typically we can use high-gain high-bandwidth crystals such as BBO and LBO up to energies of a few joules. For the highest energies, we must use KDP (or KD*P) which has lower gain and bandwidth but can be grown to sizes capable of operation at kilojoule energies.

2.7 Beam Quality

The attractive optical properties of optical parametric amplifiers can be reviewed as follows:

(a) There is no transfer of pump beam phase aberrations onto the amplified signal.
(b) The optical parametric amplification process involves no deposition of energy in the crystal, and in most applications there is very low linear absorption at the operating wavelengths. In consequence, there is little thermal distortion of the amplified signal beam.
(c) Passive optical distortions are generally small because high-quality crystals are available and it is possible to achieve the desired gain with a small thickness of material. Furthermore, amplifier schemes can be kept short to minimise air distortion, and this may even be eliminated by operating the OPAs in a vacuum.

2.8 Background Noise for an OPA (‘ASE’)

The issue of background noise (amplified spontaneous emission or ASE for conventional laser amplifiers) becomes increasingly important the higher the requirement for intensity on target. Current state of the art laser systems are capable of focused intensities of $10^{20}$ W/cm$^2$ or more, but these intensities are not useful for some experiments because it is not possible to keep the background intensity below the threshold for pre-damage to these targets. The source of this background for conventional lasers is spontaneous emission and the polarised ASE on target is then given by

$$ I_{ase} = \frac{F_s}{32F^2} \cdot \frac{\Delta \lambda_{ase}}{\Delta \lambda_{fl}} \cdot G_{ss} $$

(11)
where $G_{ss}$ is the small signal gain; $F_s$ the saturation fluence; $F$ the F.No. of focusing optic; $\tau_{rad}$ the upper state radiative lifetime; $\Delta\lambda_{fl}$ the fluorescence spectral bandwidth; and $\Delta\lambda_{ase}$ the output ASE spectral bandwidth.

For the OPA, spontaneous emission is not a useful concept. Instead the background noise can be considered to build up from the so-called vacuum fluctuations (one photon per mode) and the intensity on target is now given by [22]

$$ I_{ase} = \frac{\pi n^2}{4F^2} \frac{h\nu c \Delta\lambda_{ase}}{\lambda^4} G_{sat} $$

(6)

where $G_{sat}$ is the saturated gain.

A comparison between these two in equivalent systems leads to the conclusion that OPAs offer a significant reduction in the background intensity. Examples will be given below.

### 3 OPCPA Schemes and their Optimisation

The coupling of chirped pulse amplification with optical parametric amplification is a powerful technique capable of generating extremely high powers with very short pulses. The following sections consider how best to achieve the highest performance with this scheme and illustrates the discussion by reference to several designs ranging from ultra-short µJ pulse generation to the future potential for multi-petawatt pulses.

#### 3.1 The Amplification of Chirped Pulses

A chirped pulse is one with its spectrum dispersed in time with a monotonic increase (negative chirp) or decrease (positive chirp) of the wavelength with time. Generally, there is a close to linear chirp, but the small departure from linearity must be taken into account in assessing short pulse systems. Since, in an OPA, each wavelength corresponds to a value of phase mismatch as calculated from the dispersion relation, the amplification of a chirped pulse can be calculated by introducing into the analysis a time-dependent phase mismatch. Equations 2 and 8 can then be used to assess the intensity and phase performance, and these may also include a time and even a spatial dependence of the pump and signal intensities.

We may illustrate the OPA chirped pulse performance for a BBO OPA with a narrow bandwidth 526 nm pump and a chirped 140 nm broad bandwidth 1053 nm signal. Both pulses are assumed to have a flat-top spatial and a Gaussian temporal shape with equal duration. Figure 12 shows the calculated output signal intensity temporal profile for a crystal length giving maximum
pump to signal conversion efficiency. Since the signal pulse is assumed to be linearly chirped, these curves also represent the spectral profiles. This efficiency is 30% and the output signal bandwidth is 80% of the input signal bandwidth. Also shown is the intensity profile at a greater crystal length which now gives maximum spectral bandwidth and reflects that in general optimisation requires a compromise choice between the desirable parameters.

The curves in Fig. 12 also represent a typical amplified spectral shape under conditions of high efficiency. This is seen to be much squarer than the input pulse and consequently results in temporal wings on the re-compressed pulse which reduce the pulse contrast. Again a choice must be made. High contrast is possible using spectral profiling but generally comes with a reduction in both efficiency and output spectral bandwidth.

It is clear that, although often close to the actual shape in practise, the Gaussian profile does not represent the optimum temporal shape for pump and signal beams. Consideration of how best to optimise the profiles has been addressed \[23, 24\], with the conclusion that there are pairs of signal/pump pulse shapes which are matched for maximum pump depletion. The simplest pair is of course flat top for both signal and pump, but this may be difficult to realise in real systems. The characteristic of other complementary shapes is that the input signal should be an inverted version of the pump and intuitively this must be so since lower intensities of pump (reduced OPA gain) should be compensated by higher input signal intensities. Spectral filtering in a CPA pulse stretcher may be one route to appropriate shape control, but an approximation may also be effected in a multi-OPA-amplifier sequence by overdriving the earlier stage or stages to generate the inverted signal shape for the important final amplifier. An example is shown in Fig. 13 for an optimised three-stage PW OPCPA which has highly saturated initial stages to enable an output signal profile with both reasonable shape and higher values for efficiency and bandwidth.

It is a good working principle to strongly saturate all OPAs not only to optimise the beam profiles as indicated above but also because this results in a
Fig. 13 A PW OPCPA scheme, showing the calculated input and output pump and output signal profiles for (a) the second and (b) the final OPA. The re-compressed pulse profile is estimated in (c) by taking the Fourier transform of the amplitude and phase of the output signal spectrum. Compressor throughput is assumed to be 60%.

high level of stability for the output pulses, unlike the case of small signal gain, for which the amplified signal intensity is extremely sensitive to changes in the pump intensity. Under conditions of strong pump depletion, it is even possible to operate in a regime with a signal output variation less than the pump variation.

3.2 Tunable 10 fs High-Repetition-Rate OPCPA

A number of groups have developed kHz OPCPA systems [25, 26, 27]. The second harmonic of a high average power Ti:sapphire femtosecond system with a pulse duration of perhaps 150 fs is used to pump the OPA (usually BBO). The signal beam is generated by focusing a small fraction of the Ti:sapphire output into a material such as sapphire to generate a white light continuum. If the power of this fraction is adjusted to form a single self-focusing filament in the material, a stable continuum is generated having a linear chirp over typically a spectral range from 400 to 700 nm. One scheme for achieving short duration pulses which are spectrally tunable is to adjust the duration of this continuum to be longer than the OPA pump pulse so that only the bandwidth within the pump pulse duration is amplified and the centre wavelength can then be tuned by adjusting the delay between the pump and signal. The amplified signal is finally
Fig. 14 Schematic of the arrangement used by Cerullo et al. [25, 26, 27] for generating amplified sub-10 fs tunable kHz pulses. The seed signal pulse uses white light generation in sapphire(S), amplification occurs in a BBO OPA and compression is achieved using chirped mirrors re-compressed using typically prisms and/or chirped mirrors to achieve the shortest pulse corresponding to the amplified spectrum. A typical arrangement, taken from Cerullo et al. [25, 26, 27], is shown in Fig. 14.

Examples of their spectra obtained by amplifying different regions of the continuum are shown in Fig. 15, together with corresponding autocorrelation traces indicating pulse durations less than 10 fs over the spectral range 425–575 nm. Typically energies of 2 μJ are obtained at kHz repetition rate.

Fig. 15 The spectra and autocorrelation traces of the compressed pulses at different wavelengths for the kHz OPCPA system of Cerullo et al. [25, 26, 27]. Measured pulse durations assuming sech² profiles were 9.5 fs for the blue pulses and 8.5 fs for the red pulses.
3.3 Broadband OPCPA Pre-amplifier

The OPCPA can offer significant advantages as a first-stage high-gain amplifier in many short pulse laser systems, from modest systems with no further amplification to large systems in which the output is fed into a further amplifier chain. Typically the OPCPA is pumped by a commercial frequency-doubled Q-switched Nd:YAG laser and can provide a gain up to 10,000 per stage over a bandwidth of greater than 1000 cm\(^{-1}\) and tunable from approximately 700 to 1064 nm (Fig. 16).

A three-stage OPCPA [28, 29, 30], as shown for Collier et al. in Fig. 17, forms an excellent pre-amplifier for a large Nd:glass laser, amplifying a sub-nJ pulse up to 20 mJ with sufficient pump depletion to provide a highly stable output pulse. A further advantage of the OPCPA used in this mode is its potential to reduce the level of background noise from a large system. When the output of a laser is focused onto target, the source of this background is dominated by that of the first-stage amplification and this is reduced by the substitution of an OPCPA, which has a lower level and duration of background noise than the ASE of a conventional amplifier.

For example using equations 10 and 11, a factor 20 reduction in background is estimated for an OPCPA amplifier in comparison to a typical saturated Ti:sapphire amplifier over the same ASE bandwidth and at the same wavelength.

3.4 A High Gain OPCPA for Amplification up to Joule Energies

The development of OPCPA systems up to ultra-high power and intensity [31, 32] is possible through the availability of large crystals of suitable non-linear materials. LBO and BBO, available in sizes up to 2 cm, are capable of amplifying up to energies of a few joules, while KDP can be grown up to tens of centimetres and allow amplification up to the kJ level. Initial tests up to the

![Figure 16](image-url) Design schematic for a mJ 10 Hz OPCPA using a commercial Nd:YAG pump laser showing a gain bandwidth in excess of 1000 cm\(^{-1}\) over almost the entire tuning range of the OPA
joule level have been conducted [31] and show that at this energy the performance is well matched to analytical simulations. Figure 18 shows the two-stage OPCPA pumped by a few joules at 527 nm and amplifying a chirped signal beam at 1050 nm. The measurements demonstrated a saturated gain of $10^{10}$ (Fig. 19a), a pump depletion of 40% and high-quality amplified beams with low spatial and spectral phase aberrations. Figure 19b demonstrates that the amplification resulted in only a modest increase of 15% in re-compressed pulse duration. These tests provided data for planning towards ultra-high power, the next stage being the demonstration of PW capability with an OPCPA system.

### 3.5 A PW OPCPA

The design schematic for a proposed PW OPCPA system pumped by a Nd:glass laser is given in Fig. 13. Oscillator pulses of 30 fs at 1050 nm are stretched to 300 ps and amplified in a three-stage OPCPA pumped by 175 J 750 ps pulses at the second harmonic of a 150 mm aperture Nd:glass laser system. LBO is the
optimum material for the first two amplification stages, while only KDP can be grown to the aperture size required for the final stage. Pump and signal beams are spatially flat in the OPAs with Gaussian and sech$^2$ temporal distributions for input pump and signal, respectively. Strong saturation in the first two stages leads to an optimised input signal beam to the final amplifier and hence to a maximised re-compressed peak power. Taking into account losses in the compressor and phase effects in the OPAs a power of 1 PW is predicted at a pulse duration of 27 fs. Using equations 10 and 11 the background noise on a target at the focus of the re-compressed pulses is expected to be a factor of about 10 less than that for a PW Nd:glass laser.

### 3.6 Future Potential for a Multi-PW OPCPA

Perhaps the most important incentive of the OPCPA idea is that it is not limited to 1 PW and so it is of interest to estimate the maximum power that can be generated by an OPCPA system using current technology, and a scheme, similar to the above ‘PW’ design, and based now on a multi-beam Nd:glass pump laser, is proposed. The limiting factor in the OPCPA design is, in common with conventional CPA systems, the energy capacity of the compressor gratings. This design calls for square gratings with a groove density of 8001/mm and an
incident angle of 20° (diffraction angle = 30°) and current technology dictates a maximum size of 100 cm, and at a maximum fluence of 0.5 J/cm² the maximum energy capacity for a square incident beam is 4.7 kJ.

Figure 20 presents a schematic of this high-power design and includes the results of a simulation of its performance. Current glass laser technology [33] can provide an energy of approximately 3.4 kJ per beam in 1 ns at the pump wavelength of 526 nm and in a square 34 × 34 cm beam with flat profiles in both space and time. One beam drives a three-stage OPCPA to amplify a 1 nJ signal pulse which has been stretched from 20 fs to 400 ps. An output signal energy of 1.4 kJ is anticipated from the third stage. Two subsequent KDP booster amplifiers, each pumped by a second and third beam from the glass laser, enable further amplification of the signal up to 4.45 kJ, which is close to the capacity of the compressor. The peak power is calculated by taking the Fourier transform of the predicted output spectral amplitude and phase distribution and assumes that phase terms up to cubic can be compensated. A value of 22 fs was obtained giving finally an estimated power for this scheme of 163 PW.

The fluence in the OPAs is kept below 3 J/cm² for KDP and below 5 J/cm² for LBO, and with a total path in LBO and KDP of 29 and 57 mm, respectively, the effective overall B-integral on the signal beam is estimated to be less than 1.
The angular tolerance on the pump beams requires them to have a divergence no greater than 0.1 mrad which is more than $30\times$ the diffraction limit. In addition, the OPCPA system could be placed in vacuum to minimise beam distortion on the amplified signal, and with the implementation if needed of an adaptive optic an output beam quality close to the diffraction limit can be expected. Focusing this beam to a focal spot size of say 3 μm would then provide intensities in excess of $10^{24}$ W/cm².

### 3.7 Phase-Preserving Chirped Pulse OPA

Carrier-envelope phase-stabilised pulses are of great importance for metrology and attoscience. For further information see the chapter of Krausz and Cundiff. Recently phase-preserving OPA was demonstrated [34, 35]. Phase-stabilised 12-fs, 1 nJ pulses from a commercial Ti:sapphire oscillator were directly amplified in an OPCPA [34] and re-compressed to yield near-transform-limited 17 fs pulses. The amplification process was demonstrated to be phase preserving. In another work [35], the angular dispersed idler output of an OPA, with a centre wavelength of 1 μm, was compressed to below 5 fs. The resulting
phase-stabilised quasi-monocyclic pulse was characterised by non-linear cross-correlation frequency-resolved optical gating.

4 Conclusion

The optical parametric amplifier is an important alternative and additional amplification technique in the generation of optical pulses. As well as being tunable it can also have high gain, high bandwidth, high energy and high beam quality, and is particularly suited to the generation of ultra-short and ultra-high peak power pulses.

Straightforward analytical equations governing the operation of the OPA enable a simulation of many practical designs. Optimisation of these designs is possible with due consideration to features of operation such as pump depletion, the maximisation of efficiency and bandwidth and operational limits due to self-focusing and damage.

Several schemes based on OPCPA show that OPAs will have a major role to play in current and future applications of ultra-short pulse ultra-high power systems.

5 Parameter Set

\[ A_i = \text{complex field} \]
\[ d_{\text{eff}} = \text{effective second-order coefficient} \]
\[ \Delta k = \text{phase mismatch} \]
\[ \Delta \lambda = \text{spectral bandwidth} \]
\[ \Delta \Gamma = \text{gain bandwidth} \]
\[ f = \text{fractional depletion of pump beam} \]
\[ F_s = \text{saturation fluence} \]
\[ F = F.\text{Number (optical)} \]
\[ g = \text{amplifier gain parameter} \]
\[ G = \text{signal gain} \]
\[ \gamma = \text{photon intensity ratio} \]
\[ I = \text{intensity} \]
\[ k = \text{wave vector} \]
\[ L = \text{length} \]
\[ \lambda = \text{wavelength} \]
\[ n_i = \text{refractive index} \]
\[ n_{\text{gi}} = \text{group index} \]
\[ p = \text{intensity ratio} \]
\[ \rho = \text{wave amplitude} \]
\[ \tau_{\text{rad}} = \text{upper state radiative lifetime} \]
\[ \theta = \text{optical parametric amplifier phase parameter} \]
\[ u_i = \text{normalised intensity} \]
\[ \omega_i = \text{angular frequency} \]
\[ \varphi_i = \text{phase of the 'i' beam} \]
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Carrier-Envelope Phase of Ultrashort Pulses

Steven T. Cundiff, Ferenc Krausz, and Takao Fuji

1 Introduction

The phase of the electromagnetic field has typically not been a quantity of physical meaning in optics because all measurements are of intensity. Relative phases, for example, between two arms of an interferometer, can readily be measured and controlled, but not the phase of a single field. Recently, there has been significant progress in measuring and controlling the phase of the electromagnetic field of ultrashort pulses by using the envelope of the pulse as a phase reference [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. If we write the electric field of the laser pulse as

\[ E(t) = A(t) \cos(\omega t + \varphi), \]  

then \( \varphi \) determines the carrier-envelope phase (CEP) (see Fig. 1).

At high intensities [11], where electrons are responding to the electric field itself, rather than the intensity, \( \varphi \) can become significant. Typically, this arises when there is a threshold such as occurs for tunneling. This is shown schematically in Fig. 1b.

Currently, it is possible to measure and control the pulse-to-pulse change in \( \varphi \), which we designate at \( \Delta \varphi \), for the pulse train emitted by a mode-locked oscillator. Measurement, based on above threshold ionization [8], of \( \varphi \) itself has been demonstrated for amplified pulses and the influence of \( \varphi \) on high harmonic generation demonstrated [9].

---

1 The term “absolute” phase is often used in referring to \( \varphi \). This can be misleading as there is nothing absolute about the peak of the envelope used as a reference. This terminology has probably arisen to help distinguish between \( \varphi \) and \( \Delta \varphi \) and to emphasize the fact that \( \varphi \) is not relative to a second reference beam.
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In this chapter, we first discuss how control of $\Delta \varphi$ in mode-locked oscillators has been achieved using frequency domain techniques. We then discuss the role of $\varphi$ in high-intensity physics. Finally, we mention how control of $\Delta \varphi$ contributes to other areas.

### 1.1 Evolution of the Carrier-Envelope Phase

Because of dispersion, the group and phase velocities will differ and cause $\varphi$ to evolve rapidly when propagating through any material except vacuum. For example, propagation through 10 $\mu$m of fused silica will cause $\varphi$ to change by 1 rad for an 800 nm pulse. Correspondingly, 10 mm of air will have the same effect. In addition, phase shifts can occur due to diffraction or focusing of the pulse.

The evolution of $\varphi$ during propagation inside the cavity of a mode-locked laser has the important consequence that the phase of each pulse in the emitted train will increase by an amount $\Delta \varphi$. If $\Delta \varphi$ happens to be a rational fraction of $\pi$, then $\varphi$ is periodic; otherwise each pulse has a unique $\varphi$.

### 2 Measurement and Control of Carrier-Envelope Phase from Mode-Locked Lasers

Most high-intensity experiments use pulses that are originally produced by a mode-locked oscillator and subsequently amplified. Although the phase can be adjusted externally to the oscillator, it is desirable to start with a pulse train of constant $\varphi$, or at least evolving in a well-controlled manner. Thus, controlling $\Delta \varphi$ and ultimately $\varphi$ is an important prerequisite for high-intensity experiments that are sensitive to $\varphi$.

Typically, an amplifier runs at a rate of 1-100 kHz, whereas the oscillator produces pulses at a repetition rate of 10-100 MHz. Thus, one pulse out of $10^2$–$10^5$ is used from the pulse train emitted by the oscillator. This means that $\varphi$ must be coherent for at least this many pulses, for systematic control to be achieved.
2.1 Cross-Correlation

Time domain measurement of $\Delta \varphi$ is performed by using a cross-correlator [1, 2]. A cross-correlator is similar to an interferometric autocorrelator, except that one arm of the scanning interferometer is longer than the other by a multiple, $n$, of the time between pulses (see Fig. 2). This means that pulse $i$ in the pulse train is compared to pulse $i + n$, rather than with itself as would happen in an autocorrelator. In the resulting nonlinear interferogram, the shift of the interference fringes with respect to the peak of the envelope is due to $\Delta \varphi$. As noted above, propagation through air will shift $\varphi$. This is a significant effect in a cross-correlator because one arm is significantly longer, typically by $\sim 5$ m. This means that either the path traversed by this arm must be evacuated [1] or the entire correlator must be evacuated [2]. Fortunately, only a rough vacuum is required.

The first cross-correlation measurements by Xu et al. [1] were performed on a laser that did not have active stabilization of $\Delta \varphi$, but coarse control was obtained by changing the insertion of a glass wedge in the laser cavity. This work also provided the important observation that $\Delta \varphi$ depends on intracavity power. Two typical correlations demonstrating a $\pi$ shift in $\Delta \varphi$ from later work by Jones et al. [2], where the laser was actively stabilized as described below, are shown in Fig. 2.

2.2 Frequency Domain Description of Carrier-Envelope Phase Evolution in a Mode-Locked Pulse Train

Precision long-term stabilization of $\Delta \varphi$ can be achieved using the powerful tools developed for stabilization of single frequency lasers. To understand how $\Delta \varphi$ can be detected and stabilized using frequency domain techniques, we first

![Fig. 2](image-url)
need to describe the optical frequency spectrum of a train of ultrashort pulses, including $\Delta \varphi$.

If the spectrum of a mode-locked laser is measured using a typical spectrometer, a broad continuous spectrum will be observed. This spectrum is just that of the individual pulses. However, if a very high-resolution spectrometer were to be used, it would be observed that the spectrum actually consists of a comb of closely spaced lines, where the spacing corresponds to the repetition rate, $f_{\text{rep}}$, of the laser. Fourier analysis of a train of identical pulses easily shows that the frequency spectrum is indeed a comb, with the comb frequencies being integer multiples of $f_{\text{rep}}$. However, the phase evolution of the pulses means that the pulses are not identical. A more sophisticated analysis \cite{12, 13, 14} yields the result that the optical frequencies of the comb lines are given by

$$\nu_n = nf_{\text{rep}} + f_0,$$

where the offset frequency, $f_0$, is connected to $\Delta \varphi$ by

$$\Delta \varphi = 2\pi f_0 / f_{\text{rep}}.$$

This correspondence between time and frequency is shown schematically in Fig. 3. The important result shown in (3) is that the pulse-to-pulse phase evolution causes a rigid shift of the frequency comb by $f_0$. Thus, if we can measure $f_0$, we can accurately determine $\Delta \varphi$ because frequency measurements can be very accurate.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Connection between time and frequency domains. (a) Train of ultrashort pulses in time showing pulse-to-pulse phase change $\Delta \varphi$. (b) Spectrum showing comb of lines separated by $f_{\text{rep}}$ and offset by $f_0$.}
\end{figure}
2.3 Frequency Domain Detection of $\Delta \phi$

Given our understanding that $\Delta \varphi$ is manifest in the frequency domain as a rigid shift by $f_0$, we are faced with the question of how to measure $f_0$. It might be imagined that a very accurate absolute optical frequency reference could be used. However, this turns out to be impractical; instead, as we will discuss later, the techniques described here can be used to measure absolute optical frequencies. Measurement of $f_0$ is possible using a technique known as “self-referencing” [2, 15].

Self-referencing obtains $f_0$ by comparing the low- and high-frequency extremes of the spectrum. If the spectrum is sufficiently broad, the second harmonic of the low-frequency end of the spectrum will overlap with the high-frequency end. The heterodyne beat between these will yield a difference frequency given by

$$2\nu_n - \nu_{2n} = 2(nf_{rep} + f_0) - (2nf_{rep} + f_0) = f_0.$$  \hspace{1cm} (4)

Thus, $f_0$ can be determined directly given a spectrum that spans an octave, i.e., a factor of 2 in optical frequency, which we designate as $\nu$-to-$2\nu$ self-referencing. For narrow spectra, a higher-order version of this technique can be used. For example, if the second harmonic and third harmonic are compared ($2\nu$-to-$3\nu$), then a spectrum that spans only a half octave is required [15, 16]. The higher-order nonlinearities represent a disadvantage as higher intensities are needed, although the relaxed requirements on spectral width are an advantage.

2.4 Generation of an Octave-Spanning Spectrum

A transform-limited Gaussian or $sech(t)^2$ pulse with a full width at half maximum (FWHM) spectral width of an octave would have a temporal width of one cycle. Although sub-two-cycle pulses have been generated [17, 18], single-cycle pulses have not been achieved. However, the “octave” does not have to be at the FWHM, but rather can be significantly below that. In addition, it is not the temporal profile that counts, but rather the spectrum; thus strongly nonmonotonic spectra can be used. This allows the use of spectra that have been strongly broadened by self-phase modulation.

Using a low-repetition-rate laser (so that the pulse energy is correspondingly high) that generates 9 fs pulses, it is possible to achieve such an octave-spanning spectrum using self-phase modulation in standard optical fiber [3]. The discovery of strong spectral broadening of nanojoule pulses in microstructured fiber [19, 20] made it possible to achieve sufficient bandwidth from ordinary Ti:sapphire lasers. The spectral broadening in microstructured fiber occurs because it has a group-velocity-dispersion zero point within the spectral region of Ti:sapphire. In addition, microstructured fiber has a very strong
confinement, thereby increasing the effective nonlinearity. Similar effects have been observed in fiber tapers [21].

As discussed in Section 2.8, it is also now possible to generate an octave directly from a mode-locked oscillator.

2.5 Frequency Domain Stabilization

The heterodyne beat signal obtained with a \( \nu \)-to-2\( \nu \) interferometer can be used to stabilize the laser to produce a given value of \( f_0 \) and hence \( \Delta \varphi \). Typically, a phase-locked loop is used to eliminate small frequency errors that could result in accumulated phase error. It is very important that the reference signal be coherently related to the repetition rate, either by deriving it from the repetition rate [2] or by using two synthesizers with a common timebase and locking the repetition rate to one and \( f_0 \) to the other [4].

To close the loop, there must be a laser parameter that controls \( f_0 \), which is determined by the difference between phase and group velocities inside the cavity. In a standard 10 fs Ti:sapphire laser [22], a prism sequence is used to compensate for group-velocity dispersion in the laser crystal. This results in the spectrum being spatially dispersed on the flat mirror at one end of the linear cavity. By making small rotations of this mirror, a linear phase shift with frequency, which is equivalent to a group delay [23], can be generated [13]. This has successfully been used to lock \( f_0 \) [2].

An alternative scheme is to use the pump power to control the intracavity power. This has been shown empirically to alter \( \Delta \varphi \) [1, 4], although the exact mechanism remains unclear, with nonlinear phase shifts [1], nonlinear changes in the group velocity [24, 25], and spectral shifts [1, 26] all playing a role. Theoretical analysis has also shown that management of the intracavity dispersion, i.e., that consists of distinct regions with opposite signs of dispersion, affects the sensitivity of \( \Delta \varphi \) to changes in intensity [27]. This technique has the advantage over the previous method of higher speed and also has been shown to reduce the amplitude noise [4].

2.6 Phase Noise and Coherence

As mentioned above, most high-intensity experiments use amplified pulses, and only a small fraction of the pulses emitted by the oscillator are actually amplified. Thus, coherence of \( \varphi \) must be maintained sufficiently long so that the phase of the pulses that are actually amplified is controlled. Clearly the longer phase coherence can be maintained, the better.

One obvious concern is that the highly nonlinear nature of the broadening in microstructure fiber will result in conversion of amplitude noise on the input to phase noise on the output. Measurement of this conversion using a pair of
\(\nu\)-to-\(2\nu\) interferometers yields a conversion coefficient of 3784 rad/nJ for 4.3 nJ of coupled pulse energy and a 4.5 cm long fiber [6]. For a well-designed laser, the amplitude noise is sufficiently small so that this process results in \(\sim 0.5\) rad or less of phase noise.

The phase coherence of \(\varphi\) is directly reproduced in the phase of the heterodyne beat signal at \(f_0\). By measuring the power spectrum of the phase noise, or the frequency noise, it is possible to determine the root-mean-square (RMS) phase fluctuation from the relationship

\[
\Delta \varphi_{\text{RMS}}|_{t_{\text{obs}}} = \sqrt{2 \int_{-\infty}^{\infty} \frac{S_{f_0}(f)}{f^2} df} = \sqrt{2 \int_{-\infty}^{\infty} S_{\varphi}(f) df},
\]

where \(S_{f_0}(f)\) and \(S_{\varphi}(f)\) are the power spectral density of the frequency noise and phase noise, respectively, and \(t_{\text{obs}}\) is the observation time. Note that these expressions are only valid so long as \(\Delta \varphi_{\text{RMS}} < 2\pi\). This can be verified by measuring the power spectrum of the frequency noise using a frequency-to-voltage converter.

Measurement of \(S_{f_0}(f)\) is shown in Fig. 4 [7]. Both in-loop (using the same signal as used to lock the laser) and out-of-loop (using a second length of microstructure fiber and a second \(\nu\)-to-\(2\nu\) interferometer) results are shown. The latter is important because of the aforementioned conversion of amplitude to phase noise in the fiber. In principle, the in-loop measurement does not properly account for this because the feedback can compensate for amplitude induced phase errors by adjusting the phase of the laser. Amplitude-to-phase conversion actually results in a degradation of the phase coherence of emitted pulses, but an improvement of the in-loop signal.

![Fig. 4](image-url) Linewidth of \(f_0\) (offset for clarity) as measured on a dynamic signal analyzer (FFT). The in-loop measurement (solid) was taken with a resolution bandwidth of 0.976 mHz, while the out-of-loop (dashed) measurement was taken at 0.488 mHz. Note that measurements of the linewidths are still resolution limited [7].
The measurement-limited linewidths in Fig. 4 are 0.976 mHz (0.488 mHz) out of loop (in loop). These results are confirmed by separate measurement of the phase noise spectrum, which is integrated as per (5) to yield an out-of-loop coherence time of at least 163 s, again measurement limited (coherence time is defined to be the time it takes to accumulate 1 rad of phase fluctuation). Earlier measurements suggest that nonlinear beam steering inside the cavity might contribute to the phase noise [5].

These long coherence times show that $\Delta \varphi$ of mode-locked oscillators is sufficiently stable so that the pulse train provided to an amplifier will indeed have reproducible phases. This enables high-intensity experiments sensitive to $\varphi$ using phase-controlled pulses.

### 2.7 Detection of $f_0$ Using Quantum Interference

An alternative method of detecting $\varphi$ is to use quantum interference rather than optical interference. Quantum interference occurs between $m$-photon and $n$-photon absorption pathways. When both photons come from the spectrum of a single femtosecond pulse, $\varphi$ determines whether the interference is constructive or destructive. The simplest case is for $m = 1$ and $n = 2$, which is closely analogous to the $\nu$-to-$2\nu$ interferometer. For a system in which parity is a good quantum number, it is forbidden for two states to be simultaneously coupled by both one- and two-photon transitions. Simultaneous one- and two-photon transitions are possible for continuum states that do not have parity as a good quantum number. Transitions between valence and conduction bands in a semiconductor are an example of a system in which such quantum interference can be observed.

Quantum interference control (QIC) of injected photocurrents in semiconductors was demonstrated using a two-color pulse consisting of a 100 fs pulse and its second harmonic, with the relative phases being controlled by dispersion or by a two-color interferometer [28, 29]. In this realization of QIC, an injected current is generated, despite the absence of a bias field because the interference depends on $k$. Specifically, when the interference is constructive at $+k$, it is destructive at $-k$ and vice versa. An imbalance in carrier population with respect to $k$ represents a current. A conceptual diagram of how QIC of injected photocurrents can be used to measure $\varphi$ is given in Fig. 5.

The use of QIC to measure $\Delta \varphi$ was demonstrated by Fortier et al. [30]. In this demonstration, a mode-locked oscillator with $f_0$ locked to a known value was used to generate an oscillating photocurrent in a sample of low-temperature-grown GaAs. The photocurrent was collected with gold electrodes and detected by an electronic spectrum analyzer or lock-in amplifier. The signal to noise and bandwidth of the $f_0$ detection were limited because a simple load resistor was used for current-to-voltage conversion.
By designing a custom transimpedance amplifier, it was possible to improve both the signal to noise and bandwidth of the $f_0$ signal produced by QIC of injected photocurrents. These improvements in turn enabled stabilization of the $f_0$ using QIC [31]. The obtained phase noise spectrum is shown in Fig. 6. The integrated RMS phase fluctuations are comparable to those obtained with a standard $\nu$-to-2$\nu$ interferometer.

2.8 Phase Stabilization with Octave-Spanning Ti:Sapphire Oscillator

As mentioned in the previous section, a source of CEP noise is amplitude-phase conversion in microstructured fiber. Therefore, it is helpful to obtain an octave spectrum by self-phase modulation in a nonlinear crystal instead of microstructured fiber, or even directly from oscillator, to improve phase-locking quality.

Fig. 5 Conceptual schematic showing quantum interference between one- and two-photon absorption in a direct-gap semiconductor. The interfering absorption pathways are driven by the spectral wings of a single octave-spanning pulse. The interference can cause an imbalance in the carrier-population distribution in momentum space (represented by ovals), resulting in a net flow of carriers. The direction and magnitude of the resulting photocurrent are sensitive to $\varphi$.

Fig. 6 Phase-noise power spectral density (solid lines) and integrated phase noise (dotted lines) measured when the laser is locked using QIC (dark lines) and unlocked (lighter lines) [31].
An octave-spanning spectrum was demonstrated by moving the nonlinear medium inside the laser cavity [32, 33]. In this work, a glass plate was placed at a second waist inside the laser cavity. By managing the intracavity dispersion, it was possible to generate simultaneous time and space focii, and thus produce the high peak intensity needed for strong self-phase modulation.

Recently, broadband chirped mirror design and manufacturing techniques for multilayer mirrors have rapidly improved. Broadband chirped mirrors with high reflectivity from 600 to 1000 nm are now commercially available. Using these mirrors inside a Ti:sapphire cavity, the intracavity spectrum becomes broad, and the peak intensity of the pulse inside the cavity becomes so high that substantial white-light generation happens in the Ti:sapphire crystal. As a result, nearly one octave spectrum is generated directly from the oscillator (see Fig. 7) [17, 18, 24]. Locking $f_0$ without spectral broadening in microstructured fiber has been demonstrated [16, 35, 36]. Recently, the out-of-loop phase noise of such a system has been reported [37, 38]. The RMS phase fluctuation was $0.016 \times 2\pi$ rad, which is one order of magnitude better than the system with microstructured fiber. The phase-noise power spectral density and the integrated carrier-envelope phase error are shown in Fig. 8.

![Typical spectrum generated by the all-chirped mirror oscillator (blue curve) and net intracavity group-delay dispersion (GDD, black curve) [38]](image)

![Out-of-loop two-sided phase-noise power spectral density (PSD) and integrated carrier-envelope phase error. Dotted line shows noise floor of the detection system [38]](image)
2.9 Phase Noise After Pulse Selection

When the carrier-envelope offset frequency is $f_0$, every $R^{\text{th}}(=f_{\text{rep}}/f_0)$ pulse has the same $\varphi$. When only such pulses are selected for amplification (pulse picking), an amplified pulse train with constant $\varphi$ may result. As the phase-locked loop used for controlling and stabilizing $\varphi$ of the seed oscillator will always have a finite bandwidth and the system used to detect $\varphi$ will always be subject to noise, $\varphi$ will fluctuate. Pulse picking can be understood as sampling of the seed oscillator $\varphi$ and is therefore subject to aliasing.

It is very important to know how the CEP noise properties of the picked pulse sequence relate to those of the seed oscillator and how to estimate the power spectral density (PSD) of CEP fluctuations of the picked pulse train. Integrating this function within appropriate bounds yields the RMS phase error for a given integration time and bandwidth, which is the relevant metric for the quality of the CEP stabilization when considering experiments that are sensitive to $\varphi$ [39].

From discrete Fourier transform theory, for the pulse train picked by a certain frequency, $f'_{\text{rep}}$, the original noise at higher frequency than $f'_{\text{rep}}$ contributes to the noise of picked pulse train, $S'_\varphi$. The lowest frequency $\nu_{\text{low}}$ is defined by the inverse of observation time, $\tau_{\text{obs}}$:

$$ S'_\varphi(\nu_{\text{low}}) = \sum_{m} S_\varphi(mf'_{\text{rep}} + m\nu_{\text{low}}). $$

(6)

This equation shows that the phase-noise PSD of the original pulse train is moved blockwise into the Nyquist range of the picked train and stacks up there. As a result, the RMS phase noise after picking the pulse train is identical to the original RMS phase noise. Therefore, the phase noise up to Nyquist frequency ($f_{\text{rep}}/2$) should be taken into account even if the pulse train picked much lower frequency than the original repetition rate for further applications.

3 Phase Stabilization of Intense Few-Cycle Pulses

As is discussed in the previous section, when the CEP frequency of an oscillator has been stabilized to $f_0$, every $R$th pulse has the same phase. Normally in an amplifier system, the repetition rate of the pulse train is reduced to be comparable to the energy storage time of amplifier media. Then it is possible to have a phase-stabilized amplifier system just by seeding with an $f_0$-stabilized oscillator and adjusting the frequency of the Pockels cell to the fraction of $f_0$.

3.1 Phase-Stabilized Ti:Sapphire Amplifier System

The first phase-stabilized amplifier based on this concept was realized by Baltuška et al. [40] (Fig. 9). The phase-stabilized amplifier system delivers
\( \sim 1 \text{ mJ}, 20 \text{ fs} \), at a 1 kHz repetition rate. The output of the amplifier system was focused into a hollow wave guide and compressed by broadband chirped mirrors. The final output is \( \sim 0.5 \text{ mJ}, 5 \text{ fs} \).

### 3.2 Self-Stabilized \( \phi \) from an Optical Parametric Amplifier

In the previous sections, only active CEP stabilization schemes are introduced. As an alternative approach to stabilize CEP, difference-frequency generation can be used. When we define the comb frequencies as \( \nu_n \), the difference frequency between combs lines of the spectrum becomes

\[
\nu_n - \nu_m = (n f_{\text{rep}} + f_0) - (m f_{\text{rep}} + f_0) = (n - m) f_{\text{rep}},
\]

which is independent of \( f_0 \). Therefore, \( \varphi \) of the difference frequency is always constant even if \( \varphi \) of the original pulse train is not stabilized. It is demonstrated with a similar system to a \( \nu \)-to-\( 2\nu \) interferometer [41]. Additionally, phase noise
is canceled by the difference-frequency process; hence the CEP stability may be better than active feedback CEP stabilization [42].

The same principle can be applied for the idler wave of an optical parametric amplifier (OPA) system [43]. The system is based on noncollinear OPA pumped by the second harmonic of the output of a Ti:sapphire regenerative amplifier. The seed pulse is white-light continuum generated by the second harmonic. The experimental phase stability is shown in Fig. 10. The phase stability is $\pi/10$, which is comparable to an active phase stabilization scheme. The idler wave can be compressed down to 4.3 fs with sub-micro-Joule energy [44].

![Fig. 10](image-url) Experimental results of self-stabilization measurements. (a),(b) Spectra of residual fundamental, idler, and its SH beams. (c),(d) Solid curves show interference pattern averaged for 1000 shots, while dotted curves represent single-shot interferograms. (e),(f) Relative CEP jumps wrapped on a $\pm \pi$ interval. Note that the stable phase pattern obtained from the interference of the idler and its second harmonic is a direct proof of CEP self-stabilization [43]
3.3 Cavity Buildup

The ability to stabilize and control the phase evolution of the pulse train produced by mode-locked lasers provides an alternate approach for achieving high-intensity femtosecond pulses. By controlling $\Delta \varphi$, successive pulses in the train can be coherently superimposed in an optical storage cavity [45, 46]. Recently, it has been demonstrated that sufficiently intense fields can be achieved in the buildup cavity to ionize atoms and produce harmonics [47, 48]. This technique has the advantage of not needing an amplification stage and pump laser(s) and operating at the repetition rate of the oscillator; thus the comb structure of the oscillator occurs in the generated harmonics [47]. However, the achieved intensities are much lower so far, which limits how high a harmonic can be generated. The limits on intensity are still under investigation.

4 The Role of $\varphi$ in Strong-Field Interactions, Measurement of $\varphi$

Atoms exposed to high-intensity radiation tend to ionize. If the intensity is sufficiently high and the laser frequency sufficiently low, the laser electric field suppresses the Coulomb potential to an extent that allows the wave function of the most weakly bound electron to overcome the ionization barrier within a fraction of the laser oscillation cycle. This results in a microscopic current that near-adiabatically follows the variation of the optical field. Hence the motion of the detached electron wave packet, and thereby the induced macroscopic polarization, is directly controlled by the strong laser field. Microscopic processes occurring under these conditions tend to become increasingly sensitive to $\varphi$ as the pulse duration approaches the field oscillation period [11].

Products of strong-field interactions include high-energy free electrons and photons. If the driving laser radiation is confined to a few cycles, the basic characteristics of these products, such as yields, energy, and momentum distribution, are affected by $\varphi$. Once fully characterized and with their carrier-envelope phase stabilized, few-cycle light pulses provide a unique means of controlling strong-field interactions. Single-shot measurements drawing on the self-referencing technique [49, 50] and optical parametric amplification [43] will constitute helpful diagnostic tools for phase-sensitive nonlinear optical experiments, with the latter even providing an output (idler) wave with a self-stabilized carrier-envelope phase.

4.1 Optical-Field Ionization of Atoms

Within the quasi-static approximation, the instantaneous optical-field ionization rate (i.e., electronic current) is a function of the instantaneous laser electric field strength. The instantaneous ionization rate is sensitive to $\varphi$ as shown by
computations for $\varphi = 0$ and $\varphi = \pi/2$), corresponding to cosinusoidal and sinusoidal carrier fields, respectively. Somewhat surprisingly, the time-integrated ionization yield (i.e., the number of ionized atoms or free electrons the intense light pulse leaves behind) has been found to be independent of $\varphi$ even for a pulse comprising less than two cycles within their full width at intensity half maximum [11], at least in the quasi-static approximation. Recently, an investigation based on the full numerical solution of the time-dependent Schrödinger equation indicated a slight dependence of the integrated ionization yield on $\varphi$ [51].

The phase sensitivity of the integrated optical-field ionization yield can be substantially enhanced by ionizing atoms with a circularly polarized light wave and resolving the angular distribution of the photoelectrons [52]. If the ionizing few-cycle light is circularly polarized, the direction of the photoelectron momentum determining its drift motion after the laser pulse left the interaction volume depends on $\varphi$. Because electron rescattering off the parent ion is prevented in a circularly polarized field, the motion of the electrons subsequent to ionization can be accurately determined from Newton’s equations. The final direction of the electron momentum rotates with the electric field vector. For long pulses, electrons are being detached over many optical cycles, and the electron distribution is isotropic because ionization is equally probable for any phase. In the case of a few-cycle pulse, significant ionization occurs only on a sub-cycle timescale because of the sensitive (exponential) dependence of instantaneous ionization rate on the electric field. As a consequence, $\varphi$ determines the direction of the field at the moment of ionization and hence the direction of the freed electrons.

Figure 11 shows the angular distribution of the strong-field-ionized electrons produced in helium with a 800 nm pulse. The ionization rates were calculated by using a quasi-static model [53], while the electron trajectories were determined

![Fig. 11](image_url) Angular distribution of electrons freed by a strong circularly polarized 4.8 fs laser pulse ($E(t) = A(t)[e_x \cos(\omega t + \varphi) + e_y \sin(\omega t + \varphi)]$ with a peak field $6 \times 10^{10}$ V/m$^{-1}$) in the plane perpendicular to the propagation direction of the pulse for $\varphi = 0$. Inset: Time-dependent electric field vector rotating around the direction of propagation. A change in $\varphi$ changes the electric field direction at $t = 0$.
analytically by integrating the classical equations of motion. For \( \varphi = 0 \), the angular distribution of the electrons peaks at \( \theta = 270^\circ \), a change \( \Delta \varphi \) of \( \varphi \) rotates the electron trajectories by the same angle, i.e., shifts the angular distribution shown in Fig. 11 by \( \Delta \varphi \) [52]. At moderate peak intensities, where ionization occurs only at the peak of the pulse, amplitude fluctuations do not change the direction of the electrons, which is hence unambiguously related to \( \varphi \). These results suggest that ionization of atoms by a strong circularly polarized few-cycle light pulse may allow the determination of \( \varphi \) and thus the evolution of the electric and magnetic fields in the light wave packet. First experimental corroboration of these findings was obtained with 6 fs, 800 nm circularly polarized pulses [54].

### 4.2 Optical-Field-Induced Photoemission from a Metal Surface

Many applications call for linearly polarized light. However, changing of the polarization becomes increasingly difficult for bandwidths approaching the carrier frequency in the few-cycle regime. Hence, techniques for directly measuring \( \varphi \) of linearly polarized pulses are desirable. “Switching off” optical-field ionization for one of the two directions of the electric field vector, as it occurs on a metal surface (photoemission), is an option. In fact, the total number of photoelectrons emitted from a photocathode irradiated with p-polarized few-cycle laser pulses impinging at oblique incidence has been predicted to depend sensitively on \( \varphi \) [55].

This prediction, based on a simple model, has been recently corroborated by simulating photoemission for a metal (jellium) surface using time-dependent density functional theory [56]. The conduction-band electrons of a metal were modeled as a free electron gas confined in a rectangular potential well (jellium). Figure 12 depicts the predicted temporal evolution of the number of ejected electrons.}

---

**Fig. 12** Calculated instantaneous photocurrent emerging from a metal photocathode (jellium) upon exposure to an intense 5 fs pulse for different values of \( \varphi \) in the tunneling regime of ionization. The time delay between the pulse peak and emission current is caused by the finite time needed by emitted electrons to reach the “detector.” Inset: Emitted charge per laser pulse as a function of \( \varphi \).
photoelectrons if a 5 fs, 800 nm p-polarized pulse with a peak intensity of $2 \times 10^{13}$ W/cm$^2$ impinges at an angle of 45° on the jellium surface. The inset in Fig. 12 reveals that the photocurrent integrated over the temporal extension of the laser pulse appears to remain sensitive to $\varphi$, in contrast to the ionization yield of a gaseous medium by the same radiation. The different behavior might be attributed to symmetry breaking due to the surface: only one half of each oscillation cycle contributes to the overall yield. As a result, the number of photoelectrons per laser pulse (readily measurable as a macroscopic current) provides access to $\varphi$ and thus to the electromagnetic field evolution of linearly polarized few-cycle light pulses.

CEP detection with a metal was experimentally demonstrated by Apolonski et al. [57]. The schematic of the experiment is shown in Fig. 13. The photoemission signal is modulated by the stabilized $f_0$. As only $\varphi$ was varying periodically at $f_0$ in the laser pulse train, the modulation $S(t) = S_0 \cos(2\pi f_0 t + \theta)$ of the photocurrent observed with sub-5 fs pulses clearly indicates the phase sensitivity of the nonlinear photoeffect. As a further check, a pair of thin fused silica wedges were introduced (see Fig. 13) in the laser beam and the variation of $S_0 \cos \theta$ measured

![Fig. 13 Schematic of the experiment demonstrating $\varphi$ sensitivity of photoemission from a metal surface. A 10 fs phase-controlled pulse train passes through a 1.5 mm long single-mode fiber and a dispersive delay line consisting of ultrabroadband chirped mirrors to produce sub-5 fs pulses at a 24 MHz repetition rate. The carrier-envelope phase difference of the pulses can be shifted by known amounts by translation of one of a pair of thin fused silica wedges. They are focused with an off-axis parabola onto a gold photocathode. The multi-photon-induced photocurrent is preamplified by an electron multiplier and selectively amplified by a lock-in amplifier triggered by the reference signal $R(t)$ at $f_{\text{ref}} = 1$ MHz](image-url)
with the lock-in amplifier as a function of the change $\Delta L$ in the path length through the plates. A representative series of measurements are depicted as triangles in Fig. 14. The sinusoidal variation of $S_0 \cos \theta$ can be accounted for by $\theta$ varying linearly with the path length, $\theta = \theta_0 + \pi(\Delta L/L)$. $L_{\text{fit}}$ was evaluated as $L_{\text{fit},A} = 20.3(+2.0/-1.5) \, \mu m$ and $L_{\text{fit},B} = 19.3(+2.8/-1.9) \, \mu m$ from least-square fits (lines in Fig. 14) to the measured data obtained in two independent measurements depicted in panels (a) and (b) of Fig. 14, respectively. The experimental conditions and modeling of the experiments are described in the caption of Fig. 14.

![Fig. 14](image-url)

**Fig. 14** In-phase component, $S_0 \cos \theta$, of the modulation of the photocurrent, $S(t)$, as a function of the change in path length through the fused silica glass wedges shown in Fig. 13. (a),(b) Photoemission signal recorded with pulses of a peak intensity of $I_p \approx 2 \times 10^{12} \, W/cm^2$ and a duration (full width at half maximum) of $\tau_L = 4.5 \, fs$ and $4.0 \, fs$, respectively. The experimental data (triangles) are corrected for a constant (nonoscillating) phase offset of electronic origin. The lines are obtained by modeling the decrease of the photocurrent using the power law $S_0 \sim I_p^x$ with $x = 3.0$ and taking into account dispersive pulse broadening. Although the pulses broaden only by a few percentage upon traveling a distance of a few tens of micrometers in fused silica, the resulting decrease in their peak intensity is sufficient to notably decrease the photocurrent owing to the rapid $I_p$ scaling. $S_0$ decays faster in (b) simply because the shorter pulse broadens more rapidly upon propagation.
4.3 Generation of High-Order Harmonics and Attosecond Pulses

Atoms exposed to intense, linearly polarized femtosecond optical radiation emit coherent, high-order harmonics of the incident laser light [58, 59]. In a semiclassical approach, the microscopic origin of high-order harmonic radiation can be understood and described in terms of three elementary processes [52, 60]. An atom is ionized via tunneling ionization in the optical field and the freed electron gains energy from the laser pulse. As the direction of the linearly polarized electric field vector is reversed, the electron is driven back to the proximity of its parent ion and, with some probability, can radiatively recombine into its original ground state. This recombination gives rise to the emission of a high-energy photon in the extreme ultraviolet and soft X-ray (XUV) region. The dynamics outlined here take place within one oscillation cycle of the driving laser and is repeated each half laser cycle, forming a train of bursts for a multicycle driver laser pulse. The spectrum of this quasi-periodic emission is discrete, consisting of high-order odd harmonics of the pump laser radiation. Filtering the highest-frequency, shortest-wavelength part of the harmonic spectrum has been predicted to result in a train of bursts of attosecond duration [61]. This prediction has been recently confirmed experimentally [62].

Light pulses in the few-cycle regime benefit the process of ultrafast XUV pulse generation in several respects. They are capable of generating harmonics extending into the water window [63, 64] and enhance the harmonic photon yield as compared to longer-duration drivers. Most importantly, they are able to generate isolated XUV pulses of sub-femtosecond duration [65, 66]. Nevertheless, the time structure of the sub-femtosecond XUV emission is sensitive to the carrier-envelope phase.

If the driving laser pulses have a random \( \varphi \), only a few percentage of them are able to generate a comparatively energetic XUV pulse with a clean sub-femtosecond temporal structure. The overwhelming majority of laser pulses is unable to make a useful contribution to attosecond pump-probe measurements or even severely compromise temporal resolution. With \( \varphi \) stabilized, intense few-cycle laser pulses reproducibly and efficiently produce attosecond XUV pulses for time-resolved atomic spectroscopy.

High harmonic generation using a CEP-stabilized few-cycle pulse was demonstrated by Baltuška et al. [9] Coherent soft X-rays were generated by gently focusing the phase-stabilized 5 fs pulses (described in Section 3) into a 2 mm long sample of neon gas. Figure 15 shows a series of soft X-ray spectra produced under the conditions described in the caption for Fig. 15 for different values of \( \varphi \) of the 5 fs pump pulses. For \( \varphi = \varphi_0 \) (Fig. 15b), a broad structureless continuum appears in the cutoff region \( (h\omega > 120 \text{ eV}) \). Notably, with a change of the phase, the continuous spectral distribution of the cutoff radiation gradually transforms into discrete harmonic peaks, with the maximum modulation depth appearing for the settings of \( \varphi = \varphi_0 \pm \pi/2 \). This behavior is in agreement
with the intuitive picture presented above and allows us to identify $\varphi_0$ as zero with a residual ambiguity of $n\pi$, where $n$ is an integer. This ambiguity in the determination of $\varphi$ relates to the inversion symmetry of the interaction with the atomic gas medium. In fact, a $\pi$-shift in $\varphi$ results in no change of the light waveform other than reversing the direction of the electromagnetic field vectors. This phase flip does not modify the intensity of the radiated X-ray photons, but it becomes observable in photoelectron experiments explained in Section 4.5.
4.4 Attosecond Pulse Generation and Application

When the generated soft X-ray in the cutoff region is isolated, an XUV attosecond pulse is obtained. Using the XUV attosecond pulse, the photoelectron spectrum change due to electric field was measured with attosecond time resolution [10, 67]. The momentum of electron change $\Delta p$ by electric field $E_L(t)$ is

$$\Delta p(t) = e \int_t^\infty E_L(t')dt' = eA_L(t),$$

where $e$ is the electron charge and $A_L(t)$ is the vector potential in the Coulomb gauge. As a result, the photoelectron spectrum ejected from an atom by XUV light (here it is an isolated attosecond pulse) shifts because of the vector potential.

The experimental system is shown in Fig. 16. The generated XUV and the laser beams collinearly propagate, and the inner part ($\sim 3$ mm) of the beam is

---

**Fig. 16** Attosecond two-color sampling technique for probing electron emission from atoms. An extreme ultraviolet or X-ray pulse excites the atomic target and induces electron emission. A delayed probe light pulse transfers a momentum $\Delta p$ to the ejected electron after its release. $p_i$ and $p_f$ represent the electron’s initial and final momentum, respectively. (a) The transferred momentum sensitively depends on the phase and amplitude of the light field vector $E_L(t)$ at the instant of release resulting in a time-to-energy mapping on an attosecond timescale. For processes lasting less than a light cycle, the oscillating light field constitutes a sub-femtosecond probe, whereas processes lasting longer than a cycle are sampled by the amplitude envelope of the laser pulse. In both cases, a sequence of light-affected electron energy spectra is recorded at different delays, $\Delta t$, from which the time evolution of electron emission is reconstructed. (b) The experiments use a 97 eV, sub-femtosecond soft X-ray pulse for excitation and a 750 nm (1.6 eV), sub-7 fs few-cycle light pulse for probing electron emission. The two pulses are collinearly focused into a krypton gas target by a two-component mirror similar to that used in Ref. [66]. The kinetic energy distribution of the ejected photon and Auger electrons was measured by the time-of-flight spectrometer.
filtered with a zirconium filter (transmitting the XUV pulse and blocking the visible pulse). The inner (XUV) and the outer parts (visible) are delayed with a two-component Mo/Si broadband multilayer mirror (radius of curvature = −70 mm) placed 2.5 m downstream from the source and focused into a neon gas jet. The ejected photoelectron is detected by a time-of-flight spectrometer.

Figure 17 summarizes representative streaked neon photoelectron spectra recorded with the XUV and laser pulse impinging with a fixed relative timing set in the XUV generation process. For a cosine driver waveform (φ = 0), cutoff radiation (filtered by the Mo/Si multilayer) is predicted to be emitted in a single bunch at the zero transition of $E_L(t)$ following the pulse peak. The photoelectrons knocked off in the direction in the peak electric field at this instant should gain the maximum increase of their momentum and energy. Figure 17 corroborates this prediction. The clear upshift is consistent with the XUV burst coinciding with the zero transition of the laser electric field. Possible satellites would appear at the

![Figure 17](image)

**Fig. 17** Streaked photoelectron spectra recorded at a fixed delay of the probe laser light. Energy distribution of photoelectrons emitted from neon atoms excited by a sub-fs XUV pulse carried at a photon energy of $h\omega_{\text{XUV}} < 93.5 \text{ eV}$ (selected by the Mo/Si mirror).
adjacent zero transitions of $E_L(t)$ and suffer an energy downshift. The absence of a downshifted spectral peak of substantial intensity indicates a clean single sub-femtosecond pulse generation. With the phase adjusted to yield a sine waveform ($\phi = \pi/2$), cutoff emission is predicted to come in twin pulses (Fig. 17c). The double-peaked streaked spectrum (Fig. 17c) clearly reflects this time structure. High-energy XUV photons are now distributed in two bursts, each of which is less than half as intense as the isolated burst produced by the cosine waveform (Fig. 17d). These measurements demonstrate how light waveform control allows shaping XUV emission on a sub-femtosecond timescale.

The series of photoelectron spectra obtained by scanning the delay between the visible pulse and the XUV pulse is shown in Fig. 18. Since the shift of the photoelectron spectrum is proportional to the vector potential of the electric field, the field oscillation is clearly observed. The delay uncertainty of the measurement is estimated as 250 as.

### 4.5 Carrier-Envelope Phase Measurement with Above Threshold Ionization

Above threshold ionization (ATI) means that an atom absorbs more photons than necessary for ionization [52], which results in the generation of photoelectrons with kinetic energy. It is an extremely nonlinear process (8–10th order) to ionize rare-gas atoms with visible pulses. Therefore, the phenomenon is extremely sensitive to the peak-field strength of the optical pulses. Since the peak-field strength of few-cycle pulses strongly depends on $\varphi$, the spectra of the photoelectrons from ATI can be ideal for determining $\varphi$. Measurement of $\varphi$ with ATI has been demonstrated by Paulus et al. [8]. The experimental setup is shown in Fig. 19. By using a stereo detection system for the photoelectron, it is possible to measure the phase without ±$\pi$ ambiguity. The measured ATI spectra corresponding to different $\varphi$ are shown in Fig. 20. In particular, the high-energy parts of the photoelectron spectra show clear dependence on the CEP. By using this system, Lindner et al. directly observed the Gouy phase shift [68].

---

**Fig. 17** (continued) The photoelectron spectrum peaks at $W_0 = h\omega_{\text{XUV}} - W_b \sim 72$ eV in the absence of $E_L(t)$, where $W_b = 21.5$ V is the binding energy of the most weakly bound valence electrons in Ne. The spectrally filtered cutoff XUV bursts and the 5 fs, 750 nm driver laser pulses are depicted by blue and red lines, respectively. (a), (b) Streaked spectra obtained with “cosine” and “−cosine” laser pulses of a normalized duration of $\tau/L = 2.8$ and of a peak electric field of $E_0 = 140$ MV/cm. The green lines on the right-hand side depict spectra computed with an XUV burst derived from the measured asymmetric XUV radiation filtered by the mirror under the assumption of zero spectral phase. The satellite pulse is not modeled in this way because the corresponding modulation of the spectrum is not considered in the calculation. The difference in broadening of the up- and down-shifted spectral features appears to be a consequence of the quadratic temporal frequency sweep resulting from the asymmetric spectral distribution of the XUV burst. (c, d) Streaked spectra obtained with “sine” and “cosine” laser pulses characterized by $\tau/L = 2$ and $E_0 = 75$ MV/cm.
A series of kinetic energy spectra of electrons detached by a 250 as, 93 eV XUV pulse from neon atoms in the presence of an intense 5 fs, 750 nm laser field, in false-color representation. The delay of the XUV probe is varied in steps of 200 as, and each spectrum is accumulated over 100 s. The detected electrons are ejected along the laser electric field vector with a mean initial kinetic energy of \( \frac{p_i^2}{2m} \sim \hbar \omega_{\text{XUV}} - W_b = 93 \text{ eV} - 21.5 \text{ eV} = 71.5 \text{ eV} \). The energy shift of the electrons versus the timing of the XUV trigger pulse that launches the probing electrons directly represents \( A_L(t) \).

“Stereo-ATI” spectrometer. Two opposing electrically and magnetically shielded time-of-flight spectrometers are mounted in an ultrahigh vacuum apparatus. Xenon atoms fed in through a nozzle from the top are ionized in the focus of a few-cycle laser beam. The focal length is 250 mm (the lens shown in the sketch is in reality a concave mirror), and the pulse energy is 20 \( \mu \text{J} \). The laser is linearly polarized parallel to the flight tubes. Note that the laser field changes sign while propagating through the focus. Slits with a width of 250 \( \mu \text{m} \) are used to discriminate electrons created outside the laser focus region. A photodiode (PD) and microchannel plates (MCP) detect the laser pulses and photoelectrons, respectively.
Fig. 20 (Upper panels) Photoelectron spectra for different $\varphi$ controlled by fine movement of one of the wedges in Fig. 19. $\Delta x$ indicates the added glass. Black curves correspond to emission to the right (positive direction); red curves to the opposite direction. The inset shows the deduced corresponding real-time variation of the electric field. Without phase stabilization, identical spectra were measured to the left and right as expected. (Lower panel) Left–right ratio of the total electron yield (circles) and high-energy electrons (squares) as a function of glass thickness $\Delta x$ added or subtracted by moving one of the wedges. $\Delta x = 0$ corresponds to optimal dispersion compensation, i.e., the shortest pulses. Maximal left/right ratio for the total yield does not coincide with that for high-energy electrons. Note the different scales for low- and high-energy electrons. The upper x-scale indicates the $\varphi$ of the pulse, as deduced from comparison with theory.
5 Summary and Outlook

Clearly, $\varphi$ is an important new parameter that can be explored in high-field experiments. Recent progress has shown that it can be "tamed" inside mode-locked oscillators and preserved through amplification. Many of the first experiments in these directions have been described in this chapter.

In addition to high-field experiments, control of the evolution of $\varphi$ has already had a big impact on optical frequency metrology, the measurement of absolute optical frequencies referenced directly to cesium. Prior to the introduction of mode-locked lasers, absolute optical frequency measurement required the use of complex phase-coherent frequency chains [69, 70]. Although the potential of mode-locked lasers was recognized more than 20 years ago [71], only with recent improvements in the technology have significant measurements with mode-locked lasers been made. The enormous simplification made possible by self-referencing and related techniques [2, 72, 73] has led to an explosion of measurements and significant improvement in precision. For a review of optical frequency metrology with mode-locked lasers, see Ref. [74].

Closely related to optical frequency metrology has been the development of optical atomic clocks based on mode-locked lasers. An optical atomic clock uses an optical frequency transition as its "oscillator" instead of a microwave transition used in traditional atomic clocks. This significantly reduces the uncertainty in a given averaging time because of large frequency. The first demonstration using a trapped single Hg$^+$ ion yielded stability results comparable to the best cesium clocks [75]. An optical clock has also been demonstrated using I$_2$, which could lead to transportable clocks [76].

Remarkable advances have resulted from the synergy between precision optical techniques used in metrology and parallel progress in the generation of high-intensity pulses. Cross-fertilization between these seemingly disparate areas of research has resulted in truly remarkable strides over the past 5 years [77].
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Free-Electron Lasers – High-Intensity X-Ray Sources

J. Feldhaus and B. Sonntag

1 Introduction

Extending the range of lasers into the X-ray regime will open up many new and exciting areas of basic and applied X-ray research [1,2,3,4,5,6]. Free-electron lasers (FEL) based on the self-amplified spontaneous emission (SASE) are expected to generate laser-like X-ray radiation within the next years [6,7,8,9,10]. The principle of operation of a SASE FEL is schematically depicted in Fig. 1. Electron bunches with extremely high charge density, small energy spread and low emittance pass at GeV energies through the periodic magnetic field of a long undulator. The spontaneous emission of the transversely accelerated electrons builds up an intense electromagnetic wave, which acts back on the electron bunches leading to a longitudinal density modulation. This micro-bunching causes the electrons to emit coherently giving rise to an exponential growth of the power of the radiation. Optical elements, hard to manufacture for the X-ray regime, are not required since saturation can be reached in a single pass.

2 The Motion of a Relativistic Electron Through an Undulator

Under the Influence of an Electromagnetic Wave

An electron moving with relativistic velocity $\vec{v}_e$ along the axis ($z$) of an undulator is forced to oscillate in the transverse direction ($x$). Energy can be transferred from the electron to a superimposed radiation field if the time average of the scalar product $\vec{E} \cdot \vec{v}_e$ is positive along the undulator as depicted in Fig. 2. This occurs close to the undulator resonance where the electron falls
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back by one wavelength $\lambda$ during one undulator period $\lambda_u$ (see e.g. [10]). Let us assume an undulator field

$$\vec{B} = (0, B_0 \sin k_u z, 0),$$  \hspace{1cm} (1)

with $k_u = 2\pi/\lambda_u$, and an electromagnetic wave

$$\vec{E} = (E_0 \cos(kz - \omega t), 0, 0),$$  \hspace{1cm} (2)

---

**Fig. 1** Sketch of the self-amplification of spontaneous emission (SASE) in an undulator. In the lower part of the figure the longitudinal density modulation (microbunching) of the electron bunch is shown together with the resulting exponential growth of the radiation power along the undulator.

---

**Fig. 2** The electron orbit in a periodic undulator field (undulator period $\lambda_u$). An electron and the field of an electromagnetic wave (wavelength $\lambda$) are shown at (a) $z = 0$, (b) $z = \lambda_u/2$, and (c) $z = \lambda_u$.
with wavenumber \( k = 2\pi/\lambda \). The motion of the relativistic electron obeys the following equations:

\[
\frac{d(\gamma \vec{\beta})}{dt} = -\frac{e}{mc} (\vec{E} + c\vec{\beta} \times \vec{B}),
\]

(3)

\[
\frac{d\gamma}{dt} = -\frac{e}{mc} \vec{\beta} \times \vec{B},
\]

(4)

with \( \gamma = \frac{E_e}{mc^2} \) and \( \vec{\beta} = \frac{\vec{v}_e}{c} \). \( E_e \) is the electron energy. In a normal undulator and in the low gain regime of a FEL \(|\vec{E}| \ll c|\vec{\beta} \times \vec{B}|\), we can approximate Eq. (3) by

\[
\gamma \frac{d\vec{\beta}}{dt} = -\frac{e}{mc} \vec{\beta} \times \vec{B},
\]

(5)

yielding

\[
\beta_x = \frac{e\lambda_u B_0}{2\pi \gamma mc} \cos k_u z.
\]

(6)

Inserting Eq. (6) into Eq. (4) results in

\[
\frac{d\gamma}{dt} = -\frac{eE_0K}{2\gamma mc} \{ \cos[(k_u + k)z - \omega t] + \cos[(k_u - k)z + \omega t] \},
\]

(7)

with the undulator parameter

\[
K = \frac{e\lambda_u B_0}{2\pi mc}.
\]

(8)

Optimum energy transfer from the electron to the electromagnetic wave is obtained for

\[(k_u + k)z - \omega t = 0.\]

(9)

For a highly relativistic electron Eq. (9) is equivalent to the synchronisation condition

\[
\lambda = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} \right)
\]

(10)

that also can be derived directly from Fig. 2. Note that in this case the second term in Eq. (7) oscillates rapidly along the undulator and averages out.
3 Microbunching

Comparing Eq. (7) and Eq. (4) we find that the interaction of the electron with the magnetic field of the undulator and the electromagnetic field is equivalent to an interaction with an effective axial electric field:

$$E^{\text{eff}}_z = \frac{eB_0E_0\lambda_u}{4\pi mc\gamma\beta_z} \cos[(k_u + k)z - \omega t].$$

(11)

The corresponding “ponderomotive potential”

$$V_{\text{pond}} = \frac{e^2B_0E_0\lambda_u}{4\pi mc\gamma\beta_z(k_u + k)} \sin[(k_u + k)z - \omega t]$$

(12)

is propagating like a wave along the undulator axis. The synchronisation condition given in Eq. (10) states the requirement that for optimal energy exchange the axial velocity of the electron is equal to the phase velocity of the ponderomotive potential. The longitudinal motion of the electron in the ponderomotive potential can be described by a pendulum equation

$$\frac{d^2\Phi}{dz^2} = -\frac{2e^2B_0E_0}{(mc\gamma)^2},$$

(13)

with $\Phi$ the phase of the electron relative to the ponderomotive potential and $\gamma$ given by the synchronisation condition, Eq. (10). Figure 3 shows the result of a numerical solution of the pendulum equation for an extended electron bunch [11]. The electrons are initially spread uniformly over $-\pi < \Phi < \pi$ (left part of Fig. 3). This distribution is deformed along the undulator until most electrons are nearly vertically placed at saturation. A simulation of the real-space development of microbunching of the electron beam along the undulator is shown in Fig. 4 [3,4].

![Fig. 3](image-url)

**Fig. 3** Longitudinal phase space distribution of the electrons at (left to right) the entrance, in the middle, and close to the end (near saturation) of the undulator.
The electrons concentrated within a microbunch emit coherently. Since the power of the emitted radiation is proportional to the square of the number of electrons within a microbunch, the microbunching is driving the exponential growth of the radiation power shown in Fig. 1.

Beyond saturation the microbunching is destroyed and the radiation power drops. In the one-dimensional description assumed so far, the exponential growth of the radiation intensity is given by

\[ I(z) = I(0) e^{z/L_g}, \]  

with the gain length

\[ L_g = \frac{\lambda_u}{4\pi \sqrt{3} \rho}, \]  

and the FEL parameter

\[ \rho = \left\{ \frac{I}{I_A} \frac{\gamma}{16\pi^2 \sigma_i^2} \left( \frac{K^2}{1 + K^2} \right)^2 \left[ J_0 \left( \frac{K^2}{4 + 2K^2} \right) - J_1 \left( \frac{K^2}{4 + 2K^2} \right) \right]^2 \right\}^{1/3}. \]

\( I \) is the peak current of the electron bunch, \( I_A = 17.045 \) A is the Alfven current, \( J_{0,1} \) are Bessel functions, and \( \sigma_i \) is the transverse root-mean-square size of the electron bunch. The one-dimensional linear description of the FEL process is based on the assumption that the amplitude of the electromagnetic wave changes slowly on the scale of the undulator period, i.e. \( L_g >> \lambda_u \), which requires

\[ \rho << 1. \]
Saturation is reached at the saturation length

\[ L_{\text{sat}} = 4\pi L_g. \]  

(18)

The fraction of the electron beam power \( P_B \) converted into radiation at saturation, \( P_{\text{sat}} \), is approximately given by the FEL parameter \( \rho \):

\[ P_{\text{sat}} = \rho P_B. \]  

(19)

For high gain the one-dimensional theory requires for the relative energy spread

\[ \frac{\Delta \gamma}{\gamma} < \rho. \]  

(20)

The finite energy spread, angular divergence, and transverse size of the electron beam, the diffraction of the electromagnetic wave, and space charge effects cause an increase of the gain length. This increase can be kept small if the emittance of the electron beam is smaller than that of the electromagnetic wave:

\[ \varepsilon < \frac{\lambda}{4\pi}. \]  

(21)

This ensures optimum overlap of electron and photon beam along the undulator, provided that the electron beam is perfectly aligned on the undulator axis.

4 Start-Up from the Spontaneous Emission

At present there are no X-ray sources capable of providing a monochromatic coherent photon beam of sufficient intensity and spatial and temporal parameters well matched to those of the electron beam to be used as an input seed radiation. Therefore X-ray FELs are based on the amplification of the noisy spontaneous emission generated at the entrance of the undulator. In this case a large number of transverse radiation modes are excited in the entrance section of the undulator. The modes experience very different amplifications along the undulator, and if saturation is reached at the end of the undulator only a limited number of modes are expected to survive, leading to a high degree of transverse (or spatial) coherence. In the linear gain regime, i.e. before saturation is reached, the statistical nature of the photon beam manifests itself in very spiky spectra in the frequency and the time domain [9]. For an electron bunch of sufficient duration \( T \), with \( \rho \omega T \gg 1 \), i.e. the electron bunch is much longer than the slippage of the radiation with respect to the electrons, the spectral width of the radiation, \( \Delta \omega \), close to saturation is approximately

\[ \Delta \omega \approx \rho \omega. \]  

(22)
The characteristic width of the spikes, $\Delta \omega_{\text{spike}}$, is given by

$$\Delta \omega_{\text{spike}} \approx \frac{1}{T}.$$  \hspace{1cm} (23)

From Eqs. (22), (23) the number of spikes can be estimated

$$n_{\text{spike}} \approx \rho \omega T.$$ \hspace{1cm} (24)

The radiation consists of a superposition of wave trains, or modes, of coherence length

$$l_c \approx \tau_c c,$$  \hspace{1cm} (25)

with the coherence time

$$\tau_c \approx \frac{1}{\rho \omega},$$  \hspace{1cm} (26)

Which are randomly distributed over the length of the electron bunch. Based on the assumption that the amplified spontaneous emission is completely random, the probability $P$ of the radiation energy per pulse, $W$, can be approximated by the gamma distribution [9]

$$P(W) = \frac{M^M W^{M-1}}{\Gamma(M) \langle W \rangle^M} \exp\left(-M \frac{W}{\langle W \rangle}\right).$$ \hspace{1cm} (27)

The parameter $M$ can be interpreted as the number of modes contributing to the radiation. Figure 5 shows the probability distribution of the pulse energy measured at a wavelength of 109 nm during the first tests of the SASE FEL at the TESLA Test Facility at DESY, Hamburg [12]. The experimental result can

![Fig. 5 Probability distribution of the radiation pulse energy $E$ at 109 nm wavelength measured in the linear gain regime of the SASE FEL at DESY [12]]
be well approximated by a gamma distribution with $M = 14.4$. The parameters of the FEL are given in Table 1.

The stochastic nature of the SASE process is also reflected in the spectral distribution. The Fourier transform of the random intensity distribution along the radiation pulse results in narrow spikes in the spectral domain whose widths $\Delta \omega$ are given by the pulse duration $\Delta \omega \approx 2\pi / \tau_{\text{rad}}$. The upper panel of Fig. 6 shows the spectral distribution of a single radiation pulse measured at maximum electron bunch compression, corresponding to an average number of $M = 2.6$ modes. The pulse duration $\tau_{\text{rad}} \approx 50$ fs derived from the spectral line width is consistent with that estimated from the statistical intensity fluctuations and the measured gain length [13]. The lower panel of Fig. 6 shows the spectral distribution of a single radiation pulse for a somewhat weaker electron bunch compression. The pulse duration is now $\tau_{\text{rad}} \approx 100$ fs which is reflected in the narrower line widths and the larger number of modes, $M = 6$. The average spectral envelope $\Delta \omega_{\text{avg}}$ is not much changed since it is determined by the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Test facility (2000–2002)</th>
<th>User facility (expected)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electron beam</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam energy</td>
<td>MeV</td>
<td>182–272</td>
<td>~300–1000</td>
</tr>
<tr>
<td>Energy spread (RMS)</td>
<td>MeV</td>
<td>0.3 ± 0.2</td>
<td>1</td>
</tr>
<tr>
<td>Bunch length (FWHM)</td>
<td>µm</td>
<td>~300</td>
<td>&lt;120</td>
</tr>
<tr>
<td>Bunch diameter (FWHM)</td>
<td>µm</td>
<td>240 ± 70</td>
<td>160</td>
</tr>
<tr>
<td>Normalised emittance</td>
<td>mm mrad</td>
<td>(6 ± 3)π</td>
<td>2π</td>
</tr>
<tr>
<td>Electron bunch charge</td>
<td>nC</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Peak electron current</td>
<td>A</td>
<td>400 ± 200</td>
<td>2500</td>
</tr>
<tr>
<td>Number of bunches per train</td>
<td>ns</td>
<td>1–1800</td>
<td>1–7200</td>
</tr>
<tr>
<td>Bunch separation</td>
<td>ns</td>
<td>444 or 1000</td>
<td>1000 (&gt;111)</td>
</tr>
<tr>
<td>Repetition rate of pulse trains</td>
<td>Hz</td>
<td>1</td>
<td>up to 10</td>
</tr>
<tr>
<td><strong>Undulator</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undulator period $\lambda_u$</td>
<td>mm</td>
<td>27.3</td>
<td>27.3</td>
</tr>
<tr>
<td>Peak magnetic field $B_0$</td>
<td>T</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>Undulator gap</td>
<td>mm</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Effective undulator length</td>
<td>m</td>
<td>13.5</td>
<td>27</td>
</tr>
<tr>
<td><strong>Photon beam</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wavelength $\lambda$</td>
<td>nm</td>
<td>180–80</td>
<td>6.4b</td>
</tr>
<tr>
<td>Spectral bandwidth</td>
<td>%</td>
<td>0.6a</td>
<td>0.36b</td>
</tr>
<tr>
<td>Beam size at undulator exit (FWHM)</td>
<td>µm</td>
<td>~250a</td>
<td>190b</td>
</tr>
<tr>
<td>Beam divergence (FWHM)</td>
<td>µrad</td>
<td>~300a</td>
<td>24b</td>
</tr>
<tr>
<td>Pulse duration (FWHM)</td>
<td>fs</td>
<td>~1000a</td>
<td>200b</td>
</tr>
<tr>
<td>Peak power</td>
<td>GW</td>
<td>~0.05a</td>
<td>2.8b</td>
</tr>
<tr>
<td>Pulse energy</td>
<td>mJ</td>
<td>~0.05a</td>
<td>0.56b</td>
</tr>
<tr>
<td>Number of photons per pulse</td>
<td></td>
<td>~2×10^{13}a</td>
<td>2×10^{13}b</td>
</tr>
</tbody>
</table>

\(^a\) Experimental values for wavelengths close to 100 nm.

\(^b\) Design values for 1 GeV electron beam energy.
coherence length. However, the measured value of $\Delta \omega_{\text{avg}}$ is approximately twice as large as that estimated from the gain length, and the profile is also distinctly asymmetric for the shortest pulses. More recent FEL simulations are in full agreement with these results [14]. They use a more realistic electron distribution based on the so-called start-to-end simulations of the electron bunch from the electron gun to the entrance of the undulator, revealing strong space charge effects which result in a large correlated energy spread.

A realistic, quantitative description of a SASE FEL is only possible by means of three-dimensional time-dependent numerical simulation codes. Several such codes have been developed over the last years (see e.g. [9,11]). They allow one to study the influence of all relevant electron beam parameters such as charge density, emittance, energy spread, the axial and transverse profiles of the electron bunch, and the finite pulse duration and may even include the interaction with the walls of the vacuum chamber and undulator field errors and misalignment. These codes have provided the basis for stringent tests of existing FELs and for optimising the parameters of future facilities.

5 Soft X-Ray SASE FEL Facilities

Proof-of-principle experiments on a short-wavelength SASE FEL were successfully performed at the TESLA Test Facility (TTF) at DESY [12,13,15]. Saturated SASE operation was achieved in the vacuum ultraviolet at wavelengths...
between 80 and 120 nm. The GW radiation pulses were used for first exploratory experiments on clusters [16] and solids [17] demonstrating the unique properties of this new radiation source. Subsequently this FEL has been completely rebuilt and converted into the first FEL user facility for VUV and soft X-ray radiation, now called FLASH (Free electron LASer in Hamburg). The schematic layout of FLASH is shown in Fig. 7.

A low-emittance electron beam is generated in a laser-driven radiofrequency (RF) electron gun. Subsequently the electrons are accelerated in superconducting cavities operated at 1.3 GHz. In order to achieve high peak current the electron bunches are longitudinally compressed in bunch compressors. At FLASH this is done in two steps in order to preserve the high electron beam quality. The undulator, providing the periodic magnetic field for the generation of the FEL photon beam, is a planar permanent magnet structure with a fixed gap. Quadrupoles are mounted between the 4.5 m long undulator modules in order to keep the electron beam diameter small over the whole length of the undulator. Various devices for the diagnosis of the electron and photon beam are installed along the FEL and behind the undulator exit [18,19].

The superconducting cavities of the accelerator imply a special timing of the electron beam and thus of the FEL pulses; 1.3 GHz radiofrequency (RF) power from 5 and 10 MW klystrons fills the cavities with a strong electromagnetic field for up to ~1 ms at a typical repetition rate of 1, 5, or 10 Hz. Electron bunches can be accelerated only during these high-field periods. In principle the electron bunch structure can be rather flexible within a RF burst, up to a certain maximum total charge determined by the cryogenic power available for cooling the cavities to a temperature of 2 K. The FEL pulse structure of the VUV FEL FLASH at DESY at maximum current is displayed in Fig. 8.

The commissioning of the VUV-FEL has started in September 2004 at an electron beam energy of ~450 MeV. First lasing at 32 nm wavelength was observed in January 2005 with pulse energies around 10 μJ and pulse durations

Fig. 7 Schematic layout of the FLASH facility at DESY. The electron beam energies indicated in the bottom line have been used during the commissioning of the facility at ~30 nm wavelength

Fig. 8 The pulse structure of FLASH running at maximum current
of ~25 fs [20]. This is the shortest wavelength that has so far been reached by a SASE FEL. The FEL beam has been transported to the new experimental hall where it can be switched between five experimental stations. High-quality X-ray optics is used to guide the radiation beam to the experiment and focus it on the sample. The layout of the experimental area is shown in Fig. 9. Since August 2005 approximately 50% of the time has been scheduled for scientific experiments, the remaining time is mainly used for improving the performance of the facility towards routine operation in an extended wavelength range.

It will be possible to tune the photon energy of the FLASH FEL radiation from approximately 20 to 200 eV. Figure 10 compares the peak brilliance of the VUV FEL FLASH at DESY with that of the X-ray FELs proposed at DESY.
[3,4] and Stanford (LCLS) [21], the spontaneous radiation emitted by these FEL undulators, and the undulator radiation of present third generation synchrotron radiation sources. The parameters of the electron beam, the undulator, and the photon beam are summarised in Table 1.

6 Hard X-Ray SASE Free-Electron Lasers

Free-electron lasers based on SASE are excellent candidates for extremely bright sources emitting femtosecond pulses of coherent hard X-ray radiation. The main components, such as the laser-driven RF electron gun, the superconducting linear accelerator, the bunch compressors, and the undulators will be very similar to those discussed for the soft X-ray FELs. To reach photon energies of 10 keV the electron energies have to be raised up to \( \sim 20 \text{ GeV} \) and the length of the undulators increased to the order of 100 m.

There is growing excitement worldwide for the development of such unique X-ray sources. Several X-ray FELs have been proposed in Asia, Europe, and the United States. The best source for the current status of FEL projects is http://sbfel3.ucsb.edu/www/vl_fel.html. The first FEL for hard X-rays with wavelengths down to 1.5 Å will be the Linac Coherent Light Source (LCLS).
which is under construction at Stanford. It will use part of the existing LINAC at the Stanford Linear Accelerator Center [21]. The European XFEL in Hamburg will employ a superconducting linear accelerator, the construction of which is expected to start in 2008 [22]. This facility is designed as a multi-user facility with initially three different SASE FELs between which the electron beam can be switched. The photon energy of each FEL can be tuned by varying the undulator gap. The XFEL design parameters are collected in Table 2. The peak brilliance of LCLS and XFEL are included in Fig. 10. The commissioning of the two facilities is scheduled for 2009 and 2014, respectively.

A fundamental limit for the shortest obtainable wavelength is imposed by the growth of the uncorrelated energy spread of the electron beam due to the quantum fluctuation of the undulator radiation. The minimum wavelength is approximately

$$\lambda_{\text{min}} \approx \frac{4\pi e_n [\text{mm mrad}]}{\sqrt{I [\text{kA}] L_u [\text{m}]}}$$

(28)

where $e_n$ is the electron beam emittance normalised to the electron energy, $I$ the peak current, and $L_u$ the undulator length [9].

<table>
<thead>
<tr>
<th>Table 2 Design parameters of the European X-FEL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance goals for the electron beam</strong></td>
</tr>
<tr>
<td>Beam energy range</td>
</tr>
<tr>
<td>Emittance (norm.)</td>
</tr>
<tr>
<td>Bunch charge</td>
</tr>
<tr>
<td>Bunch length (1$\sigma$)</td>
</tr>
<tr>
<td>Energy spread (uncorrelated)</td>
</tr>
</tbody>
</table>

| **Main Linac**                                 |
| Acc. gradient @ 20 GeV                        | 23 MV/m |
| Linac length                                  | Approx. 1.5 km |
| Beam current (max)                            | 5 mA |
| Beam pulse length                             | 0.65 ms |
| # Bunches p. pulse (max)                      | 3250 |
| Bunch spacing (min)                           | 200 ns |
| Repetition rate                               | 10 Hz |
| Avg. beam power (max)                         | 650 kW |

| **Performance goals for SASE FEL radiation**  |
| Photon energy                                 | 15–0.2 keV |
| Wavelength                                    | 0.08–6.4 nm |
| Peak power                                    | 10–20 GW |
| Average power                                 | 40–80 W |
| Number photon per pulse                       | $0.5–4 \times 10^{12}$ |
| Peak brilliance                               | $2.5–0.08 \times 10^{33}*$ |
| Average brilliance                            | $1–0.03 \times 10^{25}*$ |

* In units of photons/(s mrad$^2$ mm$^2$ 0.1% bw)
7 Seeding with Coherent Radiation

Since the process of amplification in a SASE FEL starts from noise the output radiation consists of a number of independent wave packets. Consequently the temporal structure and the spectral distribution of the radiation display a large number of uncorrelated sharp spikes (see Eqs. (22), (23), (24), (25), (26)) [23,9].

Figure 11 shows the spectrum calculated for 6.4 nm wavelength radiation from FLASH at DESY. For many scientific applications the removal of this random spiking is essential. It would be much more elegant if the FEL process could be controlled in such a way that Fourier-limited radiation pulses with adjustable duration could be produced. This is possible if the FEL is used not in the SASE mode (where it amplifies the shot noise in the electron beam), but rather as an amplifier seeded by coherent radiation. Since seed pulses of sufficiently intense, coherent radiation are presently not available at very short wavelengths, two different routes to achieve coherent seeding have been investigated.

One is to produce the coherent seed radiation in a SASE FEL tuned to the same wavelength [24]. This concept, also called self-seeding, has the advantage that it is independent of any external radiation source (which must be very stable, continuously tunable, operate at short wavelengths, and must be precisely matched to the electron beam in space and time, synchronised to <100 fs). The schematic layout of a self-seeded FEL for the soft X-ray region is shown in Fig. 12.

The first undulator, a short SASE FEL operating in the linear gain regime, produces radiation pulses with the characteristic features of SASE (Fig. 11) at a power level approximately three orders of magnitude below saturation in order not to spoil the electron beam quality. The electron beam is then sent through a magnetic chicane which is designed such that it destroys the density modulation introduced in the first undulator and delays the electron beam by the same

![Figure 11](image-url) Spectrum of a single radiation pulse close to saturation for a Gaussian axial profile of the electron beam.
amount as the radiation pulse. The radiation pulse is spectrally filtered by a narrow-band grating monochromator which stretches the pulse and provides a coherence length longer than the electron bunch length. This radiation is the seed for the second undulator which amplifies it to saturation.

The output radiation exhibits a narrow spectral line with only a small background of spontaneous radiation. The pulse energy is the same as that of a FEL operating in SASE mode, thus the spectral brightness has increased by almost two orders of magnitude. Due to the saturation in the FEL amplifier, the intensity of the single-line output radiation is rather insensitive to the fluctuating input seed intensity. The hardware components for a self-seeding mode of FLASH at DESY, covering a range of 6–60 nm wavelength, are currently under construction and will be installed and tested in the near future.

The other possible route to a temporally coherent X-ray FEL is to use an optical seed laser (or a higher harmonic generated in a nonlinear crystal or a gas) for the first stage of an FEL cascade making use of high-gain harmonic generation (HGHG). The schematic layout of a HGHG FEL is shown in Fig. 13. The first, short undulator, called the modulator, is tuned to the frequency of the coherent seed laser whose interaction with the electron beam introduces a small longitudinal energy modulation. The magnetic dispersion section converts this energy modulation into a density modulation. The second undulator, called the radiator, is tuned to the $n$th harmonic of the seed frequency. When the modulated electron beam passes the radiator, the radiation produced by the $n$th harmonic component is amplified to saturation. This concept was demonstrated in the mid-infrared by seeding with a CO$_2$ laser and generating the second harmonic in the radiator [25]. Later this scheme was employed to generate...
intense, coherent ultraviolet radiation at 266 nm wavelength as the third harmonic of 800 nm using a Ti:sapphire seed laser [26]. The radiation pulse energy at saturation was typically 100 μJ with a pulse duration of ~0.6 ps. The third harmonic of the output radiation at 88 nm wavelength, still at the 1 μJ level, was successfully used for first experiments probing the superexcited-state dynamics of methyl fluoride [27].

HGHG can be used to generate radiation pulses with <20 fs duration, and in principle the HGHG FEL can be cascaded to reach still shorter wavelengths. This concept is currently being discussed for the next generation of VUV and X-ray sources (see e.g. [28]). However, simulations and theoretical investigations have shown that the beam quality will eventually be degraded by noise which is also amplified [28,29]. At the present time it is not clear where the physical and technical limits are, therefore intensive research and development is ongoing.

8 Outlook

Recent advances in linear accelerators, new developments in laser-driven low-emittance electron guns, and the feasibility of ultra-precise long undulators open up the exciting possibility of building single-pass free-electron lasers based on self-amplified spontaneous emission. These FELs promise to provide extremely intense, polarised, ultra-short pulse radiation in the soft and hard X-ray regimes. Their high peak and average brilliance, the tunability of the photon energy, and the coherence of the radiation will make the FELs into unique sources for many areas of research. The discussions on the research with X-ray FELs have just started and we are sure there is exciting science waiting for us.
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Numerical Methods in Strong Field Physics

Kenneth J. Schafer

1 Introduction

The numerical solution of the time-dependent Schrödinger equation (TDSE) for an atom or molecule in an intense, pulsed laser field is one of the most important theoretical tools available for the study of strong field phenomena. The reason for this is that in the regime where strong field effects occur the laser–electron interaction which tends to ionize the system is comparable in strength to the intra-atomic forces which bind the it. The presence of two equally strong, competing pieces in the Hamiltonian leads to an array of unexpected effects which are the subject of this book. It also necessitates a non-perturbative approach for its accurate description, and grid-based solutions of the TDSE allow us to treat the interactions on an equal footing, without making assumptions about the relative importance of the forces. They also have the flexibility to treat a wide range of physical systems and laser parameters, meaning that they can address a broad range of experimental data.

In this chapter we review some of the numerical methods available for solving the strong field TDSE on a space–time grid [1,2,3,4]. Our treatment is not comprehensive. We focus instead on introducing the main concepts that motivate the numerical methods that are most widely used; we give a brief introduction to these methods; and we illustrate some of the numerical tools that are available for extracting information from the time-dependent wave function for comparison with experiment. Throughout we wish to emphasize the relationship between the physics of strong field processes and the numerical methods used to describe them, how that physics determines which numerical methods will be most fruitful, and how the numerical methods can in turn be used to elucidate the physics of strong field processes in greater detail and even discover new phenomena.

The “three-step” model of strong field processes [5,6], though an oversimplification, nicely serves to illustrate the problem we wish to treat and the
numerical challenges we face. For now and in much of what follows, we assume that there is but a single electron in the system which strongly interacts with the laser. This electron is initially in a spatially localized bound state when it encounters a laser field of sufficient strength to cause some significant ionization. As the amplitude of the laser field rises and falls periodically, part of the bound state wave function evolves into a continuum wave packet, initially with very little energy. These wave packets can continue to interact with the ion core but they can also gain energy from the laser field. Part of each wave packet will move away from the ion core never to return. Another part will be driven back toward the ion core, returning after about one optical cycle. When it reaches the vicinity of the core several things can happen. The wave packet may scatter off the core, changing direction and possibly gaining additional energy from the laser field in the process. The wave packet can also coherently overlap with the remaining bound state amplitude, which leads to a time-dependent dipole moment and stimulated photon emission. The returning electron can also interact with another bound electron, leading to multiple ionization.

Even in this highly simplified picture, one that ignores, for example, resonant excitation pathways or complicated driving fields, one can appreciate the numerical challenges involved in solving the strong field TDSE. The methods used must be able to accurately represent a solution which is, at any given time, a superposition of bound motion, oscillating wave packets near the ion core, and purely outgoing ionizing wave packets. In addition to this, we are most often interested in calculating the dependence of various observables on the laser intensity, and the level of effort required to integrate the TDSE rises rapidly with increasing intensity or wavelength. For these reasons, the numerical methods employed in strong field physics, and the ones we will concentrate on, tend to be very simple and robust. The wave functions and the operators that make up the Hamiltonian are described by their finite difference representations, and the propagators that evolve the wave function in time are unitary approximations to the full propagator that are second-order accurate in the time step $\delta t$. It cannot be overemphasized that all of the elements of the calculation, from the choice of potential and electromagnetic gauge, to the representation of the operators and the propagator, must work together to produce the most efficient algorithm.

The numerical methods commonly used in strong field physics have been developed primarily to treat interactions of rare gas atoms with near-infrared radiation at a wavelength of about 800 nm, corresponding to the Ti:sapphire lasers currently found in most laboratories. Through relentless development these lasers have been pushed to their performance limits: they can produce amplified pulses with peak intensities above $10^{15}$ W/cm$^2$ and pulse durations barely longer than an optical cycle, which is about 2.5 fs [7]. The last few years, however, have seen a proliferation of new sources with the potential for driving strong field processes. These include mid-infrared lasers with wavelengths between 2 and 4 $\mu$m, which will also operate in the high-intensity, few cycle regime [8], and attosecond sources, available as both single attosecond pulses [9] or a train of sub-femtosecond pulses [10], in the XUV regime. XUV or soft X-ray
free-electron lasers are also developing toward shorter pulse durations and higher peak intensities [11]. Looking further ahead, facilities such as the Linear Coherent Light Source at Stanford, scheduled to open at the end of the decade, promise to eventually deliver intense coherent X-ray pulses with a duration of a few femtoseconds. All of these sources will require that the numerical methods that are so well adapted for IR lasers be greatly extended and improved.

2 Single Active Electron Approximation

We begin with the TDSE for a one-electron atom in strong laser field. We use atomic units, \( e = \hbar = m_e = 1 \). For wavelengths much larger than the atomic length scale and non-perturbative intensities we can use the classical electron–field interaction in the dipole approximation. In the length gauge this is

\[
\left( i \frac{\partial}{\partial t} \right) \psi(r, t) = \left[ -\frac{1}{2} \nabla^2 + V(r) + (\mu \cdot r) E(t) \right] \psi(r, t),
\]

Equation (1) can be used to treat a wide variety of multielectron systems with a suitable choice of the one-electron potential \( V(r) \). This model, known as the single active electron approximation or SAE [14], assumes that only one electron at a time interacts strongly with the laser field. For systems such as the alkali metal atoms or a negative ion, this approximation makes intuitive sense since the valence electron sits outside a closed shell. The SAE is more widely applicable than this, however, because it can be applied whenever the probability of simultaneous, multiple excitations of the system is small. For the rare gases, where the valence electrons are part of a filled shell, extensive calculations have found it to be a good approximation when the photon energy is much smaller than the energy necessary to remove one electron from the system [1,15,16]. In this case the ionization is dominated by sequential processes in which one electron is completely removed before another is excited. The contribution of different electrons to observables such as the time-dependent dipole moment or the photoelectron spectrum can therefore be calculated separately and added together (either coherently or incoherently as is appropriate). It is also often the case that the electron orbitals that are aligned along the field (such as the \( m = 0 \) orbitals for a laser linearly polarized along the \( z \) direction)
experience a much higher ionization rate than the other electrons, and sufficient accuracy can be obtained by considering only these orbitals.

The most obvious shortcoming of the SAE is that it ignores the simultaneous interaction of more than one electron with the laser field. For the laser wavelengths most often employed in experiments (∼ 800 nm) this turns out to be an excellent approximation except in situations where a doubly excited state is resonantly coupled by the laser to the ground state. The largest practical shortcoming of the SAE in strong field physics is that it ignores the possibility that the active electron may interact with other electrons in the system, a non-resonant process that can lead to non-sequential multiple ionization, a topic which we will discuss in the section on multiple electron effects.

The great virtue of the SAE is not only the reduction in complexity that it provides as a one-electron approximation but also the fact that it is a linear equation which automatically allows for the kind of superposition (bound + continuum) solutions which are the hallmark of strong field processes. SAE calculations can also be done exactly to within numerical error. This means that they can be used as a benchmark in determining the extent of one-electron versus multielectron effects in an experiment. Since it is often not possible to calculate non-sequential processes with high accuracy, proof that a non-sequential process has in fact been observed may come from the departure of the experimental results from the calculated sequential results [17]. Conversely, in reference [18] a highly accurate match between SAE theory and experimental data was used to rule out what were initially assumed to be multiple electron effects in high-energy photoelectron spectra [19].

2.1 SAE Potentials

The potentials used to model intra-atomic forces in SAE calculations may be divided into two classes, model potentials and pseudopotentials. Model potentials are used for their simplicity, which allows for fast computation in one dimension or for a tractable treatment of electron–electron interactions in multiple dimensions. They can also be used to examine the effect of certain features of the atomic system, for example, by eliminating excited states from the calculation. Pseudopotentials are constructed to facilitate detailed comparison to experiment and so strive for as accurate as possible a representation of the active electron wave function.

2.1.1 Model Potentials

By far the most commonly used model potential in strong field physics is the one-dimensional "soft Coulomb" potential

\[ V(x) = \frac{-q}{\sqrt{x^2 + a^2}}. \] (2)
It contains no singularity, which would be difficult to treat numerically in one dimension, and supports a Rydberg series of states close to threshold [2]. The form of the potential can be motivated by considering the hydrogenic potential in cylindrical coordinates \( V(\rho, z) = -q/\sqrt{\rho^2 + z^2} \) and replacing \( \rho^2 \) with a constant, \( a^2 \). By choosing \( q \) and \( a^2 \) appropriately the ionization potential of different systems can be reproduced, which allows for a qualitative match to three-dimensional ionization rates when the ionization is non-resonant. As an example, if we use \( q = 1 \) and take \( a^2 \) equal to \( \langle \rho^2 \rangle \) in the hydrogen ground state \( (a^2 = 2) \) we obtain the hydrogen ionization potential of \( E_I = 1/2 \text{ au} \). For this value of the softening parameter there is also an analytic wave function available [20] which can be used as an additional check on the accuracy of the one-dimensional discretization. Of course, matching the ground state energy does not guarantee that the excited states energies will be correct, and indeed they are overbound. The first excited state is typically bound by approximately \( E_I/2 \).

### 2.1.2 Pseudopotentials

For three-dimensional SAE calculations we use a one-electron pseudopotential that has as its ground state the valence state that we are interested in. The potentials take the form

\[
V(r) = \sum_{\ell} V_{\ell}(r) |\ell\rangle \langle \ell| - 1/r, \tag{3}
\]

where the short-range potentials \( V_{\ell} \) can depend on the angular momentum of the electron. This form of the potential, which is non-local in space, allows for great flexibility in treating different atomic systems when spherical coordinates are used.

We have done extensive SAE calculations on both the rare gases and the alkali metals. For the rare gases the potentials are constructed from the valence orbitals of the atoms obtained from a Hartree–Slater calculation for the ground and singly excited states of the atom. The exchange correlation parameter is adjusted so that the orbital energy agrees with the experimentally determined value. We also modify the Hartree–Slater equations to incorporate the correct, long-range Coulomb attraction. The valence orbital, of angular momentum \( \ell \), is then used to construct the \( \ell \)-dependent potential for that value of the angular momentum [14]. For example, for the xenon \( 5p \) orbitals we obtain the \( \ell = 1 \) potential from a ground state calculation and the \( \ell = 0 \) and \( \ell = 2 \) potentials from \( 5p^56s \) and \( 5p^55d \) calculations, respectively. For \( \ell > 2 \) we use the \( \ell = 2 \) potential. The effective potential used in the TDSE calculations is constructed by removing the nodes from the valence orbital of interest and then inverting the single-particle Schrödinger equation for this pseudo-orbital to obtain \( V_\ell(r) \). Further fine adjustments of the individual potential in each \( \ell \) channel allows us to achieve excellent agreement with experimental excitation energies.
For alkali metal atoms, use semi-empirical pseudopotentials given by Stevens in [21] to describe the valence electron–ion core interaction. The short-range potentials include a core potential term which accounts for the shielding of the nuclear charge by the core electrons, as well as the orthogonality constraints imposed by the exclusion principle, and a polarization term which accounts for the polarization of the ion charge cloud through dipole and quadrupole potentials proportional to $r^{-4}$ and $r^{-6}$, respectively. To obtain the correct energies and transition matrix elements, the short-range terms $V_c$ and $V_{\text{pol}}$ are in general dependent on the angular momentum channel. Since the pseudopotential is $\ell$-dependent it is non-local; however, the range over which it is non-local is restricted to distances close to the ion core. The potential is effectively local for distances greater than about 5–10 au. As an example, Fig. 1 shows the pseudopotential for potassium in the lowest three angular momentum channels. We plot the sum of the pseudopotential and the centrifugal term $\ell(\ell+1)/2r^2$. The corresponding hydrogen potentials are shown for each channel. For distances greater than about 5 au the two potentials agree, which means that the short-range potentials have become negligible.

2.1.3 Modifying the Pseudopotentials

The pseudopotentials and model potentials discussed above can often be modified to either illuminate the physics of some strong field process or reproduce a known spectroscopic feature which is not already well described by the potential. The latter example is the well-known Cooper minimum which occurs in all the alkali metal atoms at an energy below 1 eV. If one calculates the one-photon matrix element using the Stevens potentials as published, they all exhibit a Cooper minimum in the $s \rightarrow p$ channel as they should. The energy of the minimum in the cross-section, however, ranges between 1 and 10 eV for the various atoms. The precise position of the minimum depends sensitively on the details of the short-range part of the potential. By making small changes to the polarization term in the Stevens potential, the Copper minima can be well reproduced without changing the excitation energies by more than a fraction of a percent.
2.2 Choice of Gauge

The choice of electromagnetic gauge has a large influence on the numerical effort involved in strong field calculations, through both the number of spherical harmonics $\ell_{\text{max}}$ and the time step $\delta t$ required for convergence [22]. In the length gauge the TDSE in the dipole approximation for an electron in a time-varying field polarized along the $z$ axis is

$$i \frac{\partial \psi_l}{\partial t} = (H_0 + \mathcal{E}(t)z)\psi_l,$$

where $H_0$ is the field–free ion–valence electron Hamiltonian and $\mathcal{E}(t)$ is the laser electric field.

This gauge is preferred near the ion core where the interaction is reasonably small, even for intense fields. When the electron is ionized, however, it travels far from the ion core where the interaction grows rapidly. This has two undesirable consequences. First, the large interaction requires that a small time step be used in the time integration. Second, the oscillations in the electron’s motion induced by the field, which are on the order of the free-electron oscillation amplitude $\sim \mathcal{E}/\omega^2$, require the use of a very large number of angular momentum functions.

If we define the vector potential $A(t)$ and an auxiliary function $\Phi(t)$ by the relations

$$-\frac{\partial A(t)}{\partial t} = \mathcal{E}(t); \quad \frac{\partial \Phi}{\partial t} = \frac{1}{2} A^2(t),$$

then for local potentials we can use the gauge transformation

$$\psi_l(r, t) = e^{-i(A(t)z+\Phi(t))}\psi_r(r, t)$$

(6)

to write the TDSE in the velocity gauge as

$$i \frac{\partial \psi_r}{\partial t} = \left( H_0 - iA(t) \frac{\partial}{\partial z} \right) \psi_r.$$

In this gauge the phase factor that describes the free-electron-like oscillations in the ionized electron’s wave function is mostly removed, which results in a large reduction in the number of angular momentum channels needed for convergence. The interaction is also bounded when the electron travels far from the ion core. This has the practical effect that the size of the angular momentum basis no longer scales with the box size. Close to the ion core, however, the interaction $A(t)p_z$ can be very large which again makes the equation hard to integrate. The two interactions are comparable in strength at a distance from the ion core on the order of the free-electron oscillation
amplitude. Calculations that employ a small computational box, such as those used to describe ionization rates or high harmonic generation, can generally be done in the length gauge. Calculations of photoelectron spectra, which require large box sizes so that the ionizing wave function can be analyzed at the end of the laser pulse, may be more efficient in the velocity gauge.

2.3 SAE Calculations

Once we have an SAE potential and have chosen an electromagnetic gauge for the interaction term, we solve the one-electron TDSE by integrating Eq. (1) for a particular laser wavelength, peak intensity, and pulse duration [1]. The laser pulse usually takes the form

$$E(t) = F(t)E_0 \sin(\omega t + \varphi(t)),$$

where $E_0$ is the peak amplitude of the electric field, $\omega$ is the central frequency of the laser, and $F(t)$ is an envelope function. The phase $\varphi(t)$ is a constant for transform-limited pulses and varies in time for chirped pulses. For few cycle pulses, even a constant value of $\varphi$, known as the carrier envelope offset (CEO) phase, has important consequences for the ionization dynamics [23]. When carrying out calculations in the velocity gauge we begin by specifying $E(t)$, which can be directly measured in an experiment [24], and calculating $A(t)$ from it. The important requirement is that both $E$ and $A$ must be zero at the end of the calculation. Furthermore, care should be taken in specifying the envelope function $F(t)$ so that $A(t)$ oscillates around an average value of zero during the pulse. Though this requirement is not strictly speaking necessary, it is very difficult to integrate the TDSE accurately otherwise.

We start from a well-defined initial state which may be a combination of eigenstates. It is important that the initial state consist of a superposition of eigenstates of the discrete field-free Hamiltonian. Use of analytic approximations introduces spurious couplings between the grid eigenstates. For the time integration we use a short time approximation to the full (time-ordered) evolution operator to propagate the wave function from time $t_n$ to time $t_{n+1} = t_n + \delta t$:

$$|\psi(t_{n+1})\rangle = e^{-i\hat{H}_n \delta t} |\psi(t_n)\rangle.$$

For a time-dependent Hamiltonian such as we typically encounter in laser–matter interactions $\hat{H}_n$ is the Hamiltonian at the intermediate time $t_n + \delta t/2$. Since we have ignored the time-ordering operator that appears in the full propagator, the short time propagator is itself second-order accurate in time. This means that there is little advantage in evaluating the short time propagator to higher order than this, unless it is required for some other reason, such as maintaining unitarity.
Knowing the time-dependent wave function we can calculate time-dependent observables such as the dipole moment $\langle \hat{\varepsilon} \cdot \mathbf{r} \rangle$ responsible for photoemission [25,26,27,28,29] and asymptotic quantities such as the probability to find the electron in an excited state or with a particular outgoing energy (photoelectron spectrum) [30,31,32,33,28,34], the angular distribution of the emitted electrons [35], etc. We can also calculate time-dependent quantities which, while not directly observable, can give us insight into the dynamics. An example is projecting onto a particular dressed state while the laser is on as a means of identifying resonant pathways into the continuum [36].

2.4 Discrete Form of the TDSE

In this section we discuss the discrete form of the TDSE in both the length and velocity gauges. In one dimension computational efficiency is rarely a crucial issue, and a variety of methods can be employed to obtain numerical wave functions. As a concrete example, we consider a finite difference representation of the wave function on a uniform grid $x_j = (j - N/2)\delta x \{ j = 1 \ldots N \}$. The time-dependent coefficients $\psi_j(t)$ describe the amplitude of the wave function $\psi(x, t)$ at the grid points $x_j$. A three-point finite difference treatment of the TDSE results in an equation of motion for these coefficients:

$$i \frac{\partial \psi_j}{\partial t} = \left[ \hat{H}_0 \psi \right]^j + \left[ \hat{H}_1 \psi \right]^j,$$

where the field-free (electron–ion) term is

$$\left[ \hat{H}_0 \psi \right]^j = -\frac{1}{2(\Delta x)^2} \left[ \psi_{j+1} - 2\psi_j + \psi_{j-1} \right] + V_j \psi_j$$

with $V_j \equiv V(x_j)$ and the electron–laser interaction term in either the length ($L$) or velocity ($v$) gauge is

$$\left[ \hat{H}_1 \psi \right]^j = \mathcal{E}(t)x_j \psi_j \text{ or } \left[ \hat{H}_1 \psi \right]^j = \frac{-iA(t)}{2\Delta x} \left[ \psi_{j+1} - \psi_{j-1} \right].$$

The boundary conditions for the solution are that $\psi_j = 0$ at the left and right boundaries of the grid. Higher accuracy at a given grid spacing may be obtained by using either a higher-order finite difference discretization or a spectral method for evaluating the derivative terms [37].

In three dimensions the interaction in the length gauge for a laser linearly polarized along the $z$ direction is proportional to $r \cos(\theta)$ $\propto r V_0$ which strongly suggests that we begin by expanding the time-dependent state vector in a mixed basis of discrete radial functions times spherical harmonics,
where \( \langle \theta, \phi | \ell, m \rangle = Y^m_{\ell}(\theta, \phi) \). For now we restrict ourselves to linear polarization which means that the \( m_\ell \) quantum number is conserved. For this reason, the \( m_\ell \) label is suppressed in the following equations. We discuss elliptically polarized driving fields, for which \( m_\ell \) is not conserved, below. It is usually convenient to make a transformation to the scaled coefficients \( \phi_\ell = r_j \psi_\ell \) which satisfy the normalization condition

\[
\Delta r \sum_{\ell = |m|}^{\ell_{\text{max}}} \sum_{j=1}^{N_r} |\phi_\ell|^2 = 1. \tag{14}
\]

We could substitute this form of the wave function into the TDSE directly and use a point finite difference representations of the operators on a uniform radial grid \( r_j = j \Delta r \ \{ j = 1 \ldots N_r \} \) to obtain equations of motion for the coefficients \( \phi_\ell \). A characteristic feature of spherical and other non-cartesian coordinate systems is that the initial state in the calculation has significant amplitude near one of the boundaries (\( r = 0 \) in this case). Finite differencing schemes can incur large errors near the \( r = 0 \) boundary (where the order of the method may not be preserved due to an inconsistency in the application of the boundary conditions), and this requires a small grid spacing to counteract. The errors associated with using low-order finite difference operators in spherical coordinates can be greatly reduced by avoiding discretizing the TDSE directly. Instead we begin by inserting the discrete wave function (13) into the Lagrange-type functional [3,38,39]:

\[
L = \left< \psi | i \frac{\partial}{\partial t} - T - V - H_1 | \psi \right>, \tag{15}
\]

where \( H_1 \) is the electron–laser interaction in either gauge, and requiring that \( \psi^* \) obey the Euler–Lagrange condition

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\psi}} \right) - \frac{\partial L}{\partial \psi} = 0. \tag{16}
\]

This is equivalent to requiring that the action associated with this functional be stationary with respect to small variations of the time-dependent coefficients. In the limit \( \Delta r \rightarrow 0 \) this procedure leads directly to the usual TDSE for \( \psi(r, t) \). For a discrete wave function, the procedure leads to a discrete version of the TDSE that consistently accounts for the boundary conditions imposed on \( \psi \) at small \( r \) because the functional includes the \( r = 0 \) boundary condition explicitly.

We use a uniform radial grid that is offset by \( \Delta r/2 \) from the standard grid: \( r_j = (j - 1/2) \Delta r \ \{ j = 1 \ldots N_r \} \). We note that the variational procedure can

\[
|\psi(r, t)| \rightarrow \sum_{\ell = |m|}^{\ell_{\text{max}}} \psi_\ell(r_j, t)|\ell, m\rangle, \tag{13}
\]
also be used to derive discrete versions of the TDSE on a non-uniform grid [40].
Carrying out the angular integrals in Eq. (15), discretizing the kinetic energy with a three-term finite difference formula, and making the transformation \( \phi^j = r_j \psi^j \), we derive equations for the time evolution of the coefficients. We omit the details of the derivation, which are fairly involved and are given in full in reference [3], and quote the result first in the length \((L)\) gauge:
\[
\frac{\partial \phi^j}{\partial t} = [\hat{H}_0 \phi^j]^j_t + [\hat{H}_1 \phi^j]^j_t,
\]
(17)
where the atomic term is
\[
[\hat{H}_0 \phi]^j_t = -\frac{1}{2(\Delta r)^2} \left[ \alpha_j \phi^j_{j+1} - 2\beta_j \phi^j_j + \alpha_{j-1} \phi^j_{j-1} \right] + V^j_t \phi^j_j,
\]
(18)
and the interaction term is
\[
[\hat{H}_I \phi^j]^j_t = E(t) r_j [c^j_{\ell} \phi^j_{\ell+1} + c^j_{\ell-1} \phi^j_{\ell-1}].
\]
(19)
The dimensionless radial coefficients \(\alpha_j\) and \(\beta_j\) are
\[
\alpha_j = \frac{r^2_{j+1/2}}{r_j r_{j+1}} = \frac{j^2}{j^2 - 1/4}; \quad \beta_j = \frac{r^2_{j+1/2} + r^2_{j-1/2}}{2r^2_j} = \frac{j^2 - j + 1/2}{j^2 - j + 1/4}.
\]
(20)
The angular coefficients \(c^j_{\ell}\) are just the usual \(3j\) coefficients
\[
c^j_{\ell} = \sqrt{\frac{(\ell + m + 1)(\ell - m + 1)}{(2\ell + 1)(2\ell + 3)}}.
\]
(21)
The field-free Hamiltonian matrix, \(\hat{H}_0\), is diagonal in the \(\ell\) quantum number and tridiagonal in the radial index \(j\). Likewise, \(\hat{H}_I^j\) is diagonal in \(j\) and tridiagonal in \(\ell\). Far from the \(r = 0\) boundary both \(\alpha_j\) and \(\beta_j\) approach 1, and we recover the standard second-order finite difference equations. Setting all the \(\alpha_j\)s and \(\beta_j\)s = 1 and using a grid that is not offset we recover the “naive” second-order accurate discretization of the TDSE alluded to above. The variational formulation reduces the error in the ground state energy by about a factor of 5 over the naive discretization for the same grid spacing (typically, we use \(\Delta r = 0.25\) au with a variety of pseudopotentials). An exception to this rule is the \(r = 0\) Coulomb problem. In this anomalous case, the naive discretization gives a better energy than the variational derivative. The problem comes at the \(r = 0\) boundary and can be fixed by the replacement \(\beta_1 \rightarrow \beta_1 + \delta \beta_1\) where
\[
\delta \beta_1 = \frac{Z \Delta r}{8} (1 + Z \Delta r).
\]
(22)
This simple re-scaling of the first diagonal coefficient in the kinetic energy matrix yields an excellent quality wave function with an error of about $10^{-5}$ in the total energy.

In the velocity gauge the interaction is proportional to

$$
\frac{\partial}{\partial z} = \cos(\theta) \frac{\partial}{\partial r} - \frac{\sin(\theta)}{r} \frac{\partial}{\partial \theta}.
$$

This more involved form might suggest using cylindrical coordinates, but the resulting simplicity will be overwhelmed by the need for a much greater number of grid points. Continuing with the spherical basis, the variational procedure yields, after some additional effort, the interaction Hamiltonian as the sum of two terms

$$
\begin{align*}
[\hat{H}_1 \phi]^j_\ell &= [\hat{H}_1 \phi]^j_\ell + [\hat{H}_2 \phi]^j_\ell, \\
[\hat{H}_1 \phi]^j_\ell &= \frac{iA(t)}{r_j} \left[ (\ell + 1) c_\ell \phi^j_{\ell+1} - \ell c_{\ell-1} \phi^j_{\ell-1} \right], \\
[\hat{H}_2 \phi]^j_\ell &= \frac{iA(t)}{2\Delta r} \left[ c_\ell \left( \alpha_j \phi^{j+1}_{\ell+1} - \alpha_{j-1} \phi^{j-1}_{\ell-1} \right) + c_{\ell-1} \left( \alpha_j \phi^{j+1}_{\ell-1} - \alpha_{j-1} \phi^{j-1}_{\ell-1} \right) \right].
\end{align*}
$$

The first term, weighted by $1/r_j$, is tridiagonal in the $\ell$ coordinate. The second term couples the radial and angular coordinates and is tridiagonal in both. This increased complexity makes time propagation in the velocity gauge more difficult than in the length gauge. As discussed above, however, for large box calculations the gain in efficiency from using fewer angular functions and larger time steps more than compensates the additional complication.

2.5 Time Propagation

The Hamiltonian in both the length and velocity gauges consists of two pieces: $\hat{H}_0$, the atomic Hamiltonian which is diagonal in the $\ell$ quantum number, and the interaction piece $\hat{H}_1$. In both gauges we use a split-operator expansion of the full short time propagator which is unitary and correct to $O(\delta t)^3$:

$$
\psi(t + \delta t) = e^{-i(H_0 + H_1)\delta t} \psi(t) \approx e^{-iH_0\delta t/2} e^{-i\delta t} e^{-iH_1\delta t/2} \psi(t).
$$

The interaction term is evaluated at the midpoint of the time step. The action of the exponentials on the time-dependent wave function cannot be calculated directly due to the non-diagonal nature of the matrices representing $\hat{H}_0$ and $\hat{H}_1$. We therefore resort to approximations to the full exponentials which are themselves unitary and correct to the same order in $\delta t$ as the split-operator method. The propagator for $\hat{H}_0$ is approximated by the Crank–Nicolson form [40]
\[ e^{-i\hat{H}_0\delta t} \approx \left[ 1 + i\hat{H}_0\delta t/2 \right]^{-1} \left[ 1 - i\hat{H}_0\delta t/2 \right] + O(\delta t)^3. \] (26)

The application of this operator requires the solution of a sparse set of linear equations at every time step:

\[
\begin{align*}
  &z^n \equiv \left[ 1 - i\hat{H}_0\delta t/2 \right] \phi^n, \\
  &\left[ 1 + i\hat{H}_0\delta t/2 \right] \phi^{n+1} = z^n.
\end{align*}
\] (27) (28)

Gaussian elimination and back substitution work well due to the diagonal dominance of the matrices. Each value of the \( \ell \) index can be handled separately and the solution of the linear equations can be greatly speeded up by making this the inner loop in the computation.

The interaction propagator could also be handled via the Crank–Nicolson method as was done in references [1,4], but the purely off-diagonal nature of the angular coupling also makes it possible to use an explicit method, a 2 \times 2 splitting technique previously used by Richardson and others [41,42] for cartesian grids. We demonstrate this method in the length gauge and leave the slightly more involved treatment necessary for the velocity gauge for an appendix. In the length gauge, \( \hat{H}_\ell^L \) is diagonal in \( j \) and so we may solve

\[ e^{-i\hat{H}_\ell^L/2} \phi^j = e^{-i\hat{L}^j} \phi^j \] (29)

at each radial point separately. We use \( \phi^j \) as a shorthand for the column vector composed of the coefficients \( \phi^j_\ell \) \( \{ \ell = 0 \ldots \ell_{\text{max}} \} \). The matrix that must be exponentiated, \( \hat{L}^j \), is tridiagonal in the \( \ell \) index. It can be split into even and odd pieces \( \hat{L}^j = \hat{L}^e + \hat{L}^o \) as shown below:
where the matrix elements are \( a_\ell = e(t) c_\ell r_\ell \delta t/2 \). The even and odd matrices consist of \( 2 \times 2 \) block-diagonal pieces which can be exactly exponentiated using

\[
\exp\left\{-i\begin{bmatrix} 0 & a \\ a & 0 \end{bmatrix}\right\} = \begin{bmatrix} \cos a & -i \sin a \\ -i \sin a & \cos a \end{bmatrix}
\]

A single propagation step in the length gauge is accomplished via

\[
e^{-i\delta t} = e^{-i\hat{L}^e \delta t/2} e^{-i\hat{L}^o \delta t/2} \frac{1 - i\hat{H}_0 \delta t/2}{1 + i\hat{H}_0 \delta t/2} e^{-i\hat{L}^o \delta t/2} e^{-i\hat{L}^e \delta t/2}.
\]

Although the matrices \( \hat{L}^e \) and \( \hat{L}^o \) do not commute, the symmetric placement of the operators makes this approximate propagator unitary and correct to \( O(\delta t)^3 \). The computation scales linearly with the total number of grid points.

### 2.6 Advanced Topics

#### 2.6.1 Elliptic Polarization

The algorithms we have been considering are specifically adapted to doing calculations on linearly polarized light. This means the wave function has two non-trivial dimensions. Three-dimensional calculations are needed to treat elliptical or circular polarized light. For these cases, the \( m \) dimension becomes a non-trivial index to our wave function since the laser field couples the various \( m \) states. In principle we need up to \( 2\ell_{\text{max}} m \) states, but if the polarization vector rotates in a plane, then only half of the values need to be explicitly calculated. Muller [4] has proposed an efficient scheme for treating elliptic polarizations with the same two-dimensional code used for linear polarization calculations. At each time step the coordinate system is counter-rotated to the laser field, meaning that the laser polarization is always parallel to the \( z \) axis at every propagation step. The rotation operation can be carried out more efficiently than the laser coupling can be calculated, which makes this method attractive. As an alternative, Madsen and co-workers [43] use a weighted representation of the spherical harmonics to cover the whole range of the angular coordinates with an optimal (for a given value of \( \ell \)) number of points.

#### 2.6.2 Mixed Gauge Propagation

To take maximum advantage of both the length and velocity gauges, we have developed a mixed gauge time propagation technique for solving the TDSE which uses the length gauge near the ion core and the velocity gauge at large distances. We switch gauges in a transition zone that is located away from the ion core. This insures that the potential is strictly local in the transition zone (the
short-range $\ell$-dependent terms having decayed) and the local gauge transformation Eq. (6) can be used. The mixed gauge approach allows us to use non-local pseudopotentials near the ion core, which give a superior description of the atomic potentials as compared to local pseudopotentials, while minimizing the numerical effort.

To implement the mixed gauge time propagation we use two partially overlapping radial grids. The length gauge grid extends from $r = 0$ to $r_L$ and the velocity gauge grid extends from $r_v$ to $R$, which is the maximum grid radius. The grids overlap, $r_v < r_L$, and the midpoint of the transition zone is $r_0$. At each time step $t_n$ we propagate both wave functions forward in time to $t_{n+1} = t_n + \delta t$ on their separate grids. Due to the presence of the artificial boundaries, some error accumulates in $\psi_L$ near $r_L$ and in $\psi_v$ near $r_v$. Before taking the next propagation step we replace the “bad” part of the wave function on each grid with “good” wave function that we obtain by using the gauge transformation on the wave function from the other grid. For instance, after every time step, the portion of $\psi_L$ between $r_0$ and $r_L$ is replaced by the gauge-transformed $\psi_v$ at the same radial grid points. Typically, $r_L = 30$ au and $r_v = 20$ au. The key to this method is that the errors at each propagation step are localized near the artificial boundaries. This is due to the fact that we use a finite difference discretization of the TDSE.

2.7 Computational Scaling

For grid-based finite difference calculations the total computational effort scales as $C = N_r N_\ell N_t$ where $N_r = R/\Delta r$ is the number of radial grid points, $N_\ell = \ell_{\text{max}} + 1$ is the number of angular momentum functions, and $N_t = T_{\text{pulse}}/\delta t$ is the number of time steps. This linearity in the computational parameters, even when using non-local SAE potentials, is an essential element of grid-based SAE calculations. It is not the whole story, however, since the computational effort is non-linear in several of the laser parameters. For example, raising the intensity leads to faster outgoing electrons which requires both a bigger computational box and a smaller time step to treat with the same accuracy. Similarly, using a longer pulse requires more time steps and a bigger box. The choice of gauge is crucial to these considerations, since in general it takes fewer spherical harmonics to represent the motion far from the ion core in the velocity gauge, and the time step may also be somewhat larger than for the length gauge.

2.8 Photoelectron Spectra

The most direct way to connect the numerical solution of the TDSE to experimental results is to calculate energy-resolved quantities using the wave function at the end of the integration when the interaction Hamiltonian has been
switched off. Measurements of photoelectron spectra, and especially energy-resolved angular distributions, are sensitive probes of ionization dynamics and are “single-atom” quantities in the sense that macroscopic effects are usually avoided in experiments by keeping the gas pressure low (there are, however, still intensity-averaging effects from the distribution of intensities experienced by atoms at different positions within the focal volume of the laser). The efficient extraction of energy-resolved information is not, however, straightforward given a numerical wave function spread over a large grid. Though it can in principle be accomplished by projecting \( |\psi(r, t_f)\rangle \) onto states of definite energy, this requires either the calculation of these states (as eigenstates of the asymptotic Hamiltonian) or their approximation by an analytic form. In the general case neither of these alternatives is attractive since the computation and storage of eigenstates is prohibitive in multiple dimensions and analytic approximations fail if the energy region of interest is close to a threshold or if the wave function has not yet reached a region where asymptotic states can be used.

As an alternative, we have developed and extensively used a window function technique that allows for the efficient calculation of energy-resolved quantities [30,44]. We define the window function of order \( n \) with a resolution of \( 2\gamma \) around an energy \( E \) as

\[
W(E, \gamma, n) = \frac{\gamma^{2n}}{(H_0 - E_k)^{2n} + \gamma^{2n}},
\]

where \( H_0 \) is the field-free Hamiltonian. The window around each energy is almost rectangular (the more so the higher \( n \) is) and has a half-width of \( 2\gamma \) independent of \( n \). We apply \( W \) to the wave function and obtain the energy-resolved ket \( |\Omega(r, E)\rangle \) (we suppress the \( n \) and \( \gamma \) labels on the kets):

\[
|\Omega(r, E)\rangle = W(E, n, \gamma)|\psi(r, t_f)\rangle = \sum_\ell \Omega_\ell(E, r)|\ell, m\rangle.
\]

Since the field-free Hamiltonian is diagonal in \( \ell \) we can find the coefficients \( \Omega_\ell \) by solving an implicit equation for the factorized form of the window operator. For instance for \( n = 1 \) (which we have found to be adequate) we solve

\[
(H_0^\ell - E + i\gamma)(H_0^\ell - E - i\gamma)\Omega_\ell = \gamma^2 \phi_\ell.
\]

This equation has the same form as the Crank–Nicolson propagator we discussed earlier and can be solved quickly using sparse matrix techniques.

Using the energy window method, the probability to find an electron with an energy in the range \( E \pm \gamma \) is given by \( \langle \Omega(r, E)|\Omega(r, E)\rangle \). As an example, energy-resolved angular distributions are found by integrating over the radial and azimuthal coordinates:
\[ F(E, \theta) = \Delta r \sum_j \int d\phi \langle \Omega(E, r_j, \theta, \phi) | \Omega(E, r_j, \theta, \phi) \rangle \]

\[ = \sum_{\ell=0}^{2\ell_{\text{max}}} \beta_{\ell}(E) P_{\ell}(\theta), \]

(36)

where we have used standard angular momentum algebra to re-express the result as a sum over \(2\ell_{\text{max}}\) Legendre polynomials. The angle-integrated photoelectron probability \(P(E)\) is \(2\beta_0(E)\), but if this is all that is desired it is simpler to calculate \(P(E)\) directly from

\[ P(E) = \Delta r \sum_{j=1}^{N_r} \sum_{\ell=0}^{\ell_{\text{max}}} |\Omega_{\ell}(E, r_j)|^2. \]

(37)

Although we most often calculate energy spectra using a uniform grid of energies separated by \(2\gamma\), it is also possible to calculate momentum distributions, \(H(p, \theta)\), for comparison to momentum-resolved imaging experiments [45]. This can be done by making a transformation from energy to momentum via \(E = p^2/2\) and accounting for the difference in phase space between the two distributions using the norm-conserving transformation \(H(p, \theta) = F(p^2/2, \theta)/p\). Calculating \(H(p, \theta)\) using values from a uniform energy grid, however, results in a sparsity of points at low momentum. To obtain a uniform spacing in momentum we use a non-uniform spacing in energy and take account of the integration weight \(2\gamma\) associated with the energy \(E_k\). An example of a theoretically calculated “velocity image map” using this method is shown in Fig. 6.

### 2.8.1 Sample Results

In Fig. 2a we show total (angle-integrated) ATI spectra for potassium and sodium, at a wavelength of 3.2 \(\mu\)m, corresponding to a photon energy of 0.39 eV. Ionization of K requires a minimum of 11 photons at this wavelength. The laser pulse has a trapezoidal shape, consisting of one cycle ramp and five cycles of constant intensity. The peak intensity is \(10^{12}\) W/cm\(^2\), which corresponds to a ponderomotive energy of 1 eV. The difference in the ionization yields is due to the higher ionization potential of sodium as compared with potassium. These results are representative of calculations over a range of laser intensities, and they were performed with the mixed gauge propagation code with \(\ell_{\text{max}} = 16\) and \(\delta t = 0.1\) au. Calculations using the length gauge for the entire radial grid required \(\ell_{\text{max}} = 200\) and \(\delta t = 0.02\) au for a similar level of convergence. The difference in numerical effort is a factor of \(\sim 100\).

Figure 2a illustrates a striking phenomena in the alkali metals. The production of high-order photoelectrons is very sensitive to the atomic species. K exhibits a plateau extending up to about \(10U_p\), whereas the Na distribution
shows essentially no change of slope beyond $3U_p$. One way to gain insight into the physics behind this strong field effect is to investigate its dependence on specific features of the atomic potential. To investigate the role of the $d$ potential in producing high-energy electrons, we exchange the $Kd$ potential by the $Hd$ potential, leaving the $s$ and $p$ potentials unchanged. This modified pseudopotential reproduces the total ionization rate and the low-energy portion of the ATI spectrum of the full $K$ atom. In Fig. 2b we show partial ATI rates for $K$, $Na$, and the modified $K$. The $Na$ spectrum has been scaled so that the total yield agrees with the modified $K$ yield. The effect of manipulating the $Kd$ potential is remarkable. The high-energy part of the spectrum is reduced by almost two orders of magnitude when using the $Hd$ potential and is now similar to the $Na$ spectrum. By manipulating one specific feature of the electron–ion potential we can significantly alter the rescattering process. We note that this change in the $d$ potential results in only small changes of the $d$ state energies. We have also tested several pseudopotentials which give correct $d$ state energies and find that the high-energy part of the photoelectron spectrum is unchanged.

### 2.9 Photoemission Spectra

The photoemission from an isolated atom in a strong field can be calculated from a knowledge of its time-dependent dipole moment

$$d(t) = \langle \psi(t)|z|\psi(t) \rangle.$$

(38)

We assume in what follows that the laser is polarized along the $z$ direction. In a gas of atoms the polarization is proportional to the density times the single-atom dipole moment. The non-linear component of the polarization is the input
to the time-dependent Maxwell equation that describes the propagation of the emitted radiation through the gas. The single-atom spectrum is proportional to the square of the Fourier transform of the dipole expectation value over the laser pulse:

$$|D(\omega)|^2 = \left| \frac{1}{T} \int_0^T dt e^{-i\omega t} d(t) \right|^2.$$  \hspace{1cm} (39)

Due to the inversion symmetry of the isolated atom, this spectrum is dominated by odd harmonics of the driving field when no other symmetry-breaking mechanism is present. These strong field high harmonics, as is well known, form a broad plateau that can reach into the soft X-ray regime. They also form the basis for attosecond pulse generation.

In an experiment, a gas of atoms is driven to emit harmonic radiation which is strongly modified as it propagates through the non-linear medium. A full description of harmonic generation must also account for these macroscopic phase-matching effects, which are beyond the scope of this article. We will concern ourselves with the details of the single-atom calculations and techniques that can be used to extract information from them about the dynamics of an atom in a strong field.

In practice, it is very hard to calculate the dipole moment directly from the time-dependent wave function because of the form of the matrix element, which heavily weights the behavior of the electron far from the ion core. This means that small errors in the wave function propagation show up as large errors in the time-dependent dipole. It is better to start by calculating the acceleration of the electron which is

$$a(t) = \frac{d^2}{dr^2} \langle z \rangle = -\langle [H, [H, z]] \rangle,$$  \hspace{1cm} (40)

where $H$ is the full Hamiltonian including the laser interaction. The dipole strength is related to the Fourier transform of the acceleration, $A(\omega)$, by

$$D(\omega) = A(\omega)/\omega^2.$$  \hspace{1cm} (41)

Intuitively we expect the acceleration to be dominated by contributions from regions near the ion core where the electron experiences a large force. Indeed, for a spherically symmetric potential the acceleration is proportional to the expectation value $\langle \partial^2 V(r)/\partial z \rangle$ which is $z/r^3$ for hydrogen. This weighting of the region close to the ion core helps make the calculation more tractable. That said, individual calculations of the high harmonic spectrum for a specific set of laser parameters are almost impossible to converge. There are two reasons for this. The first one is physical and stems from the fact that the individual harmonics in the spectrum are calculated as a coherent sum over several
quantum pathways that lead to the same final emission energy. These individual contributions are rapidly varying with laser intensity and wavelength, which means that very small changes in the laser parameters or the details of the calculation can lead to large changes in individual harmonics. Fortunately, such convergence is hardly warranted. What is of physical relevance is the highly non-linear intensity scaling of the harmonic’s amplitude and phase, and these trends can be converged with moderate effort. Realistically, two different single-atom calculations that showed the same dependence on laser intensity but differed in fine details and overall magnitude by a factor of two would not be cause for great concern.

The second reason high harmonic calculations are difficult to converge is numerical and stems from reflections of the ionized wave packets from the grid boundary. The proper damping of these reflections is crucial for calculating, for example, the characteristic high-energy cutoff of the spectrum. Wave packets that reflect from the grid boundary gain a great deal of additional energy from the laser field and completely mask the physical cutoff in the spectrum. Because of the broad spectrum of energies that make up the wave packets it is not possible to design “optimal” absorbing boundaries for the grid. Instead we use a very soft ($\cos^{1/8}$) mask function spread over several hundred grid points [46]. By using a large enough angular momentum basis we can avoid reflections in the “$\ell$ coordinate”. It is a good idea to remove any flux that reaches the maximum $\ell$ value and to keep track of the amount of flux lost via this route. It should be kept at the level of a few percent of the flux absorbed by the radial mask function.

When using $\ell$-dependent pseudopotentials we must calculate the acceleration by evaluating the double commutator in Eq. (40) numerically. This is expensive and requires roughly the same effort as the time propagation. Fortunately, there are high-quality approximations to the above-threshold portion of the spectrum available, and we turn to a discussion of these next.

### 2.10 Approximate Dipole Calculation

A useful way to gain insight into the physics of harmonic generation is to calculate approximations to the full time-dependent dipole that restrict the number or character of the states that can participate in the process. For instance, the role of the bound states can be systematically investigated by defining a subspace projection operator $\hat{P}_n$:

$$\hat{P}_n = |1\rangle\langle 1| + |2\rangle\langle 2| + \cdots + |n\rangle\langle n|.$$  \hspace{1cm} (42)

The projected wave function at a time $t$ is $|\Phi_n(t)\rangle = \hat{P}_n|\psi(t)\rangle$, where $|\psi(t)\rangle$ is the full time-dependent wave function. The approximate dipole moment is calculated by requiring that the transition either begin or end in the projected subspace:
\[
\langle d \rangle(t) = \langle \psi(t) | z | \psi(t) \rangle \approx \langle \psi(t) | \hat{P}_n z + z \hat{P}_n | \psi(t) \rangle - \langle \psi(t) | \hat{P}_n z \hat{P}_n | \psi(t) \rangle. \quad (43)
\]

As \( n \to \infty \) and \( \hat{P}_n \to 1 \), the approximate dipole goes over to the full dipole. The last term makes up for double-counting of transitions between states in the projected subspace. An equivalent way to write the approximate dipole that makes this clear is

\[
\langle d \rangle(t) \approx \langle d_n \rangle(t) = \langle \psi | z | \Phi_n \rangle + \langle \Phi_n | z | \psi \rangle - \langle \Phi_n | z | \Phi_n \rangle. \quad (44)
\]

This applies equally well when we calculate the acceleration form of the dipole.

In the rare gas atoms it was found that using just \( \hat{P}_1 \), where the state \( | 1 \rangle \) is the field-free ground state, is an excellent approximation to the full high harmonic spectrum, both amplitude and phase, for all harmonics above the ionization threshold [46]. This provides a validation for the rare gases of the physical model underlying the strong field approximation, which assumes that excited bound states play no role in the HHG process [47]. It also provides a very fast algorithm for calculating the HHG spectrum, because the projection operator eliminates all of the angular momentum channels except those adjacent to the channel containing the ground state.

In the alkali metal atoms, on the other hand, there exists a very strong dipole coupling between the \( ns \) ground state and the first excited \( np \) state. This strong coupling, which is absent in the rare gases, can be expected to play a role in strong field processes at MIR wavelengths [48]. Figure 3 shows a single-atom harmonic spectrum calculated for a potassium atom in a 3.2 µm, 80 cycle laser pulse with a peak intensity of 1 TW/cm². The spectrum exhibits many similarities with the better-known near-IR excitation of rare gas atoms, especially the general form of the spectrum and the cutoff. As an example of the role played by the strong ground–first excited state coupling, we compare the full result to two approximate dipoles calculated using

\begin{figure}
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\includegraphics[width=\textwidth]{fig3.png}
\caption{Single-atom harmonic spectrum for K. The full calculation is compared to approximate dipoles calculated using the continuum wave packet plus the 4s and the 4s + 4p states.}
\end{figure}
\[ \hat{P}_1 = |4s\rangle \langle 4s| \]  

and

\[ \hat{P}_2 = |4s\rangle \langle 4s| + |4p\rangle \langle 4p|. \]

The black squares in Fig. 3 are the result of including the dipole interaction between the time-dependent wave function and the ground (4s) state. This approximation, which as we said works very well in the rare gases, fails here, showing differences in both the conversion efficiency and the harmonic cutoff energy. However, when we include the first excited state in the projected subspace, as shown with black circles (inside the white squares), we get agreement with the full result, demonstrating explicitly the role played by the excited state in the harmonic generation process.

### 2.11 Relation to the Strong Field Approximation

As discussed in a separate chapter, the strong field approximation (SFA) is an alternate route to investigating strong field processes [47]. The SFA is itself a single active electron approximation, but one that ignores the role of excited states and the effect of the ion–electron interaction on the continuum dynamics of the electron. Even with these approximations, the full SFA is difficult to solve in the general case of a pulsed laser interacting with an atom. Its real efficacy derives from its evaluation via a saddle point method that emphasizes stationary contributions to the rapidly oscillating integrals that occur in the theory. In this saddle point SFA picture, the amplitude for any strong field process can be expressed as a coherent sum over only a few quantum orbits. These space–time trajectories follow a sequence of release into the continuum (ionization), acceleration in the IR field, and return to the ion core, where the electron can either rescatter or recombine. They provide a powerful framework for interpreting strong field processes [47].

The key features in an SFA explanation of any strong field process are the precise quantum orbits involved, their weights, and the scaling of these with increasing laser intensity. The quantum orbits and their intensity scalings are simple to calculate since the continuum dynamics in the SFA are essentially that of a classical electron in a strong laser field. This tends to be a good approximation, since the density of states in the continuum is high and the ionizing, oscillating wave packet spends most of its time outside the steepest part of the ionic potential. The calculation of the amplitude for a given process, however, depends sensitively on the details of the electron dynamics, and given the drastic assumptions in the SFA they can be suspect. TDSE calculations, which include a much better description of the electron dynamics, lack the powerful interpretive framework of quantum orbits for understanding their results. The two
approaches can be made much more useful if the quantum orbits and their weights can be extracted from the TDSE calculations. Sometimes, as in the case of resonant ionization, this cannot be done since the SFA does not apply. But often it can, and we briefly review two such cases, one pertaining to HHG and the second to high-order ATI spectra.

The SFA description of HHG gives a picture of the photoemission on a sub laser-cycle timescale in terms of the times at which the electrons that follow the various quantum orbits return to the ion core. The electric field with component $e^{i\omega_k t}$ will peak at times corresponding to the return of electrons with an energy $E_k$ at the time of return which satisfies $\hbar \omega_k = I_p + E_k$ where $I_p$ is the ionization potential. It follows that by applying a window function to the full dipole acceleration spectrum (amplitude and phase) calculated with the TDSE around a frequency $\omega_k$ and Fourier transforming to the time domain, we can examine the time dependence of the emission:

$$E_k(t) = e^{-i\omega_k t} \int d\omega e^{-i(\omega-\omega_k)t} [A(\omega)F(\omega - \omega_k)],$$  \hspace{1cm} (47)$$

where $F$ is the window function. To examine sub-cycle time dependences, we use a filter that is much wider than one harmonic interval. By sliding the window in energy we can build up a picture of the time dependence. An example, calculated by Tate et al. for argon driven by a 2 $\mu$m laser, is shown in Fig. 4. The return times and energies for the classical trajectories predicted by the SFA are shown as dark lines. The strength of the windowed emission along a given trajectory can be used to extract the weight of the process. At these wavelengths the correspondence to the SFA trajectories is very good. In similar calculations at 800 nm in the rare gases we have found that though the SFA quantum orbits are themselves very well reproduced in the TDSE calculations, their weights are often completely different, which can have large consequences for attosecond pulse generation [49].

Similar to HHG, the semi-classical orbits that give rise to high-energy electrons in above-threshold ionization spectra can be identified via the SFA. Bauer [50] has shown that these orbits, and their weights, can be extracted from a TDSE calculation using the window function technique discussed above.

---

**Fig. 4** Quantum orbits calculated via the TDSE for an argon atom interacting with intense, 2 $\mu$m light. The semi-classical predictions are shown as solid black lines in the left half of the figure.
When the energy window used in the analysis is very narrow, as in Fig. 5 (left), only interferences due to energy-resolved, spatially delocalized states can be seen. But when the energy window is made much wider than the photon energy, the classical orbits (again shown as heavy lines) clearly emerge.

### 2.12 Restricted Ionization Model

In this section we give an example of how a standard SAE calculation can be modified to gain greater insight into a physical process. We treat the case of an atom subject to a combined attosecond pulse train and infrared field:

\[
\mathcal{E}_X(t) + \mathcal{E}_{IR}(t).
\]  

(48)

The intensity of the XUV field is chosen such that the ionization is significantly enhanced over that due to the IR field alone, which means that the XUV field dominates the ionization step. We still expect that the continuum dynamics will be dominated by the IR laser, however, since the ponderomotive energy scales as \( \lambda^2 \). We can of course test these assumptions by comparison to exact calculations.

Our goal is to directly calculate the excited portion of the time-dependent wave function under the assumptions outlined in the previous paragraph. We begin with the TDSE
Here $H_A$ is the atomic Hamiltonian, $H_1$ is the interaction with the fundamental IR field, and $H_X$ is the interaction with the high-frequency XUV field. The ground state wave function $|\phi_0\rangle$ satisfies

$$H_A|\phi_0\rangle = E_0|\phi_0\rangle$$

and the XUV field has an average frequency given by $\bar{\omega}_X$ such that

$$H_X = \tilde{H}_X e^{-i\bar{\omega}_X t} + \text{c.c.}$$

This means that $\tilde{H}_X$ includes the (possibly complex) slowly varying envelope of the XUV field. We define a detuning $\Delta = E_0 + \bar{\omega}_X$. Next we write the wave function as

$$|\psi(t)\rangle = e^{-i\tilde{H}_X t}|\phi_0\rangle + e^{-i\Delta t}\tilde{\psi}(t).$$

So far this is still exact, because we have not specified what $|\tilde{\psi}(t)\rangle$ is. But the idea is clear: the full wave function is split into two pieces, a ground state portion that oscillates at a frequency set by $E_0$ and a “continuum” portion $|\tilde{\psi}(t)\rangle$ that has been formed via one-photon absorption and oscillates at approximately $\Delta$. Substituting this form of the wave function into Eq. (1) and canceling terms gives an equation for the time evolution of $|\tilde{\psi}(t)\rangle$:

$$i \frac{\partial}{\partial t} |\tilde{\psi}(t)\rangle = e^{+i\bar{\omega}_X t}(H_1 + H_X)|\phi_0\rangle + (H_A + H_1 + H_X - \Delta)|\tilde{\psi}(t)\rangle.$$  

This is our main result. The time evolution of $|\tilde{\psi}(t)\rangle$ has two components: an inhomogeneous source term corresponding to the absorption of a single XUV photon from the ground state and a homogeneous term corresponding to time evolution in the continuum at the “average” energy $\Delta$.

In practice $H_X(t) = E_X(t) \hat{\mu} \cdot \mathbf{r}$, where $\hat{\mu}$ is the polarization direction of the XUV field. If we define a source wave function $|\phi_s\rangle = \hat{\mu} \cdot \mathbf{r} |\phi_0\rangle$ then to take a short time step we use
\[
\left| \tilde{\psi}(t + \delta t) \right| = e^{-i(H_A + H_I - \Delta)\delta t} \left| \tilde{\psi}(t) \right| + \delta t \tilde{E}_X|\phi_s\rangle, \tag{55}
\]

where \(\tilde{E}_X\) is the slowly varying envelope (possibly complex) of the XUV field. As an example of how the XUV envelope is calculated, consider a full XUV field given by

\[
\mathcal{E}_X(t) = F(t) \sum_q \mathcal{E}_q \sin(q \omega_1 (t - t_d) - \varphi_q). \tag{56}
\]

\(F(t)\) is the envelope of the whole XUV pulse, \(t_d\) is the overall time shift of the attosecond pulse train, and phase locking is determined by the variation of \(\varphi_q\) with \(q\). The slowly varying envelope of the positive frequency part is then

\[
\tilde{E}_X(t) = \frac{1}{2} F(t) \sum_q \mathcal{E}_q e^{-i(q \omega_1 - \tilde{\omega}_X)(t - t_d)} e^{i(\tilde{\omega}_X t_d + \varphi_q)}. \tag{57}
\]

There are several uses for such a restricted ionization model. One of the most fruitful is to study the effect of the atomic potential on the ionizing wave function, by turning on or off the atomic potential in the term \(H_A = T + V_A\) which drives the continuum dynamics. Figure 6 demonstrates this effect for a helium atom ionized by an attosecond pulse train while subjected to a moderately strong IR field. With this restricted ionization model the interaction between the continuum wave packet and the ion core can be studied as a function of the IR field intensity and the delay between the XUV and IR fields.

Fig. 6 Comparison of velocity distributions calculated for a helium atom subject to an IR laser pulse (800 nm, \(5 \times 10^{13}\) W/cm\(^2\)) and attosecond pulse train with one pulse per IR cycle and an average energy close to the ionization threshold. The radial coordinate is proportional to momentum, and the polarization of the electric fields is along the horizontal. In (a) we neglect the atomic potential in the continuum dynamics, in (b) we include it.
3 Multiple Active Electrons

To calculate strong field phenomena that involve explicit multielectron effects requires going beyond the SAE. Interest in multiple active electron (MAE) effects has been driven first and foremost by the discovery of a significant probability for non-sequential double ionization (NSDI) in helium at IR frequencies and intensities above $10^{14}$ W/cm$^2$ [17]. NSDI has subsequently been studied in all the rare gases and several molecular systems. More recent motivations include experimental data on the ionization of heavy molecular systems which requires physics beyond the SAE for its explanation and the use of attosecond pulses, in combination with few cycle IR pulses, to study correlated processes such as Auger decay in the time domain [51].

The conceptually simplest approach to multiple electron systems is to simply solve the full $n$-electron TDSE. This requires the solution of a partial differential equation of dimension $3n$ (without spin and with perhaps some small reduction in dimensionality due to symmetries). It remains a computational tour de force even for two-electron systems, especially at the IR wavelengths used in NSDI experiments [52,53]. The details of such calculations are beyond the scope of this chapter. The interest in MAE effects, coupled with the prohibitive cost of solving the TDSE directly, has spawned a number of methods for studying MAEs in a simplified manner. In this section we discuss a number of these more tractable approximations.

3.1 The Aligned Electron Model

The simplest approach to studying MAEs in a computationally tractable manner is to reduce the spatial extent of the electron wave functions. The “aligned electron model” (AEM) restricts each electron to move on a line, which is taken to be the direction of the laser polarization [54,55,56]. The soft core form of the Coulomb potential discussed above is now used to describe the electron–electron interaction as well as the electron–ion interaction. For two electrons the Hamiltonian in the length gauge is (a slightly different form of this model is used in reference [54])

$$H = H_1(x_1) + H_2(x_2) + V_{12} + (x_1 + x_2)\mathcal{E}(t),$$

(58)

$$H_i = -\frac{1}{2} \frac{\partial}{\partial x_i} - \frac{2}{\sqrt{x_i^2 + a^2}},$$

$$V_{12} = \frac{C}{\sqrt{(x_1 - x_2)^2 + \epsilon}}.$$  

(59)
The single-particle softening parameter $a^2$ and the electron–electron softening parameter $\epsilon$ can be adjusted to mimic chosen parameters of a real system, e.g., the ionization potential of helium [56]. The correlation strength, $C$, can also be varied to study in a systematic way the effect of varying the amount of correlation between the electrons [57]. The numerical solution is usually carried out on a uniform cartesian grid on $n$ dimensions, meaning that two- or three-electron systems can be studied.

The split-operator method is again an efficient choice for time propagation:

$$e^{-iH\delta t}\psi(t + \delta t) \approx e^{-iV_{12}\delta t/2}e^{-iH_1\delta t}e^{-iH_2\delta t}e^{-iV_{12}\delta t/2}\psi(t).$$

The electron–laser interaction $E(t)\chi_i$ can be separated out into its own exponential or grouped with the $H_i$ term. The kinetic energy terms can be evaluated very accurately using fast Fourier transforms. We have found that it is preferable to use the fourth-order finite difference method of Muller [4] coupled to the Crank–Nicolson form of the propagator to evaluate the exp($-iH\delta t$) terms. The method is faster on the moderately sized grids (1024 × 1024) that we have tested and is as accurate as the FFT for all practical purposes. Given its linear scaling with increasing number of grid points (as opposed to the non-linear scaling of the FFT), this advantage will only increase for the larger grids needed to calculate photoelectron spectra. Though the two-electron AEM is a two-dimensional system, being cartesian it requires many more grid points for its solution than the two-dimensional SAE problem discussed earlier. For example, a box size of 256 au discretized using 1024 points along each dimension requires $10^6$ grid points, as compared to the $\sim 32,000$ points needed for an $r - \ell$ decomposition with the same box size.

Like its single-particle counterpart, the two-electron AEM exhibits many of the strong field phenomena of full dimensional systems. For example, the well-known “knee” structure in the double ionization probability as a function of laser intensity is reproduced. Though it gives qualitatively correct behavior, the relative amount of, e.g., double versus single ionization differs markedly from the experimental data on real atoms. The great strength of the model is that it can be solved exactly and so can be used to evaluate the role of physical effects such as correlation and to benchmark alternative theoretical treatments such as mean field theories [54]. Bauer has used the AEM to compare exact, SAE, mean field, and classical treatments of NSDI [56]. Ruiz et al. have treated a three-dimensional version of helium by using the two-electron AEM but allowing the electrons to move off axis in a constrained way [58].

### 3.2 Orbital-Dependent Potentials

An approach that goes beyond the AEM for treating many-electron systems while retaining some of the desirable features of the SAE is to use the *ansatz* that
the wave function can be approximated by a combination of time-dependent single-particle orbitals. These orbitals $\phi_i(r_i, t)$ evolve according to a single-particle equation that looks much like the single-particle TDSE:

$$i \frac{\partial}{\partial t} \phi_i(r_i, t) = \tilde{H}_i(t) \phi_i(r_i, t).$$  \hspace{1cm} (61)

This allows us to use all of the SAE machinery discussed above to evaluate the time evolution of the orbitals. One immediate consequence is that the Hamiltonians $\tilde{H}_i$ must depend on the orbitals themselves, which means they must be calculated at every time step in a self-consistent manner, but this also means that we can build some correlation effects into the calculation while still solving $n$ three-dimensional equations instead of one $3n$-dimensional equation.

The early pioneering work of Kulander [59,60] used time-dependent Hartree–Fock (TDHF) theory to study the strong field ionization of helium and xenon. In TDHF theory the wave function of the system is approximated by a single Slater determinant

$$\psi(r_1, \ldots, r_n, t) = \mathcal{A} \prod_{i=1}^{n} \phi_i(r_i, t),$$ \hspace{1cm} (62)

where $\mathcal{A}$ is the antisymmetrization operator. The Hamiltonian $\tilde{H}_i$ includes single-particle terms such as the kinetic energy, the interaction with the nucleus, and the interaction with the field. It also includes a Hartree term, due to the Coulomb interaction of the $i$th electron with the charge density of the other electrons, and an exchange term [1]. The Hartree term depends only on the density of the individual orbitals, while the exchange term depends explicitly on the orbitals themselves. This dependence makes the correlation term non-local and hence expensive to calculate. In practice it is usually replaced by a density-dependent term, the exchange–correlation term. The calculation of the density-dependent terms can easily be as time consuming as the propagation itself.

The attractive features of TDHF are that some degree of correlation between the orbitals is included through the enforced orthogonality of the orbitals, and that it allows for the possibility that multiple excitations could play a role in the ionization dynamics. Already in the first studies of strong field phenomena via TDHF theory, however, it was realized that the TDHF method contains basic flaws. The wave function, being a single Slater determinant, enforces unphysical correlations between, for example, single and double ionization probabilities. It is also unable to smoothly evolve to the final superposition state (bound + continuum) which is the hallmark of strong field ionization. Furthermore, the non-linearity of the equations destroys any hope of calculating accurate ionization rates when there is a significant probability of ionization. This is because as the wave function ionizes, the electron density near the core decreases, which causes the electron repulsion term to diminish. This increases the binding of the
remaining density to the core, which shuts off ionization. The hallmark of this effect is a non-exponential decay in situations where it would be expected; see references [59,1] for additional details and examples. There has been work on “extended” TDHF, in which some of the constraints on the orbitals are relaxed so that physically desirable superposition states can occur [61]. While there is an improvement in the sense that single ionization is more sensibly described and features such as some version of the NSDI “knee” occur, the agreement with exact benchmark calculations is still insufficient.

Another method which may provide a tractable route to calculating MAE effects is time-dependent density functional theory (TDDFT) (see [62,63] and references therein). The basic quantity in DFT is the electron density

$$\rho(r, t) = \sum_{i=1}^{n} |\psi_i(r, t)|^2.$$  \hspace{1cm} (63)

The theory is implemented via the time-dependent Kohn–Sham equations [64] which are of the form in Eq. (62). The Hamiltonian includes the Kohn–Sham potential which is constructed in principle from the electron density alone using functionals for the correlation and exchange energies. As in TDHF the potential depends on the orbitals through the density and the equations are non-linear, though this presents no real problem in the time propagation. In practice TDDFT also has seemingly severe flaws. First, since TDDFT provides the electron density (albeit in terms of orbitals) it can be problematic to define observables such as the photoelectron spectrum or the probability of double ionization (see reference [56] for example). Second, the construction of high-quality time-dependent exchange–correlation potentials $v_{xc}(t)$ is difficult since the exchange–correlation functional itself is not known for most systems. Though there has been some success in using TDDFT to qualitatively study HHG in molecular systems [63], no TDDFT calculation has been able to reproduce the NSDI “knee” even qualitatively using the best existing exchange–correlation functionals.

Recently, Lein and Kümmel [65] have carried out an ingenious calculation of the exact $v_{xc}(t)$ for a correlated system (the two-electron AEM) undergoing strong field ionization. Their conclusion is that the failure of TDDFT to reproduce the NSDI knee can be understood as a manifestation of a basic flaw in TDDFT which use approximate exchange–correlation functionals. They find that the exact correlation potential develops a quasi-discontinuous step as one electron is ionized and moves away from the nucleus. This behavior, which they argue is related to the known discontinuity in the exact ground state DFT exchange–correlation energy when the electron number passes through an integer, is smoothed out when approximate functionals are used, which leads to the suppression of the NSDI knee. To cement their case, the authors add a discontinuous piece to $v_{xc}(t)$ “by hand” and find that their TDDFT is then able to reproduce the correct NSDI behavior. This work points to a promising
future for TDDFT in strong field physics *if* functionals incorporating discontinuous behavior can be formulated and *if* they yield reasonable agreement with experiment.

Finally, we make mention of an extension to TDHF theory that can in principle provide an exact description of strong field correlated dynamics. Scrinzi, Brabec, and co-workers have formulated and tested a multi-configuration TDHF theory for studying strong field ionization from systems with many electrons [66,65]. In this version of TDHF the single Slater determinant restriction is relaxed and the *ansatz* for the wave function now consists of the linear combination of all the Slater determinants that can be formed from \( N \) linearly independent orbitals \( \phi_i(\mathbf{r}, t) \). If the set of \( N \) orbitals \( \phi_i \) form a complete set in the single-particle Hilbert space then the MCTDFH equations reduce to the full \( n \)-electron TDSE. But the theory may converge to the correct answer with a much smaller basis set. The reason is that the uncorrelated single-particle orbitals, which are chosen to optimally cover the initial correlated state of the system, evolve in time so as to maintain their coverage of the wave function. Provided that no new, strongly correlated structures appear in the wave function, the initial (small) basis set can suffice for the whole time evolution.

The most useful properties of MCTDHF are its ability to converge to a stable answer as the basis size is increased, as demonstrated for the interaction of up to six active aligned electrons in reference [65], and the way in which correlation is built in as the basis set size increases. By using more and more uncorrelated basis functions, the correlation of the full wave function is systematically increased. This allows for the systematic study of the role of correlation in strong field processes, something that has been lacking up to now. As an example, Caillat et al. [65] have shown that correlation is crucial in the understanding of the size dependence of the ionization probability of large “molecules” which are modeled as a one-dimensional system. The method, which will require large-scale computational resources if it is to describe three-dimensional systems, remains under active development.

In closing we wish to emphasize what we see as two key aspects of numerical methods in strong field physics. First, they are a fully integrated part of strong field theory, widely used along with more approximate theories such as the SFA, classical simulations, and simple models to explain the wealth of experimental data; and second, the proliferation of new experimental sources over the next decade, and the resultant flood of new data on strong field processes, will be the main driver of new theoretical developments.

### 4 Appendix: Velocity Gauge Time Propagation

Propagation in the velocity gauge is handled in a manner very similar to that used for the length gauge. Referring to Eq. (24) we use the symmetric splitting
\[
e^{-i\hat{H}_3 \delta t} \approx e^{-i\hat{H}_2 \delta t/2} e^{-i\hat{H}_1 \delta t/2} \left[ \frac{1 - i\hat{H}_0 \delta t/2}{1 + i\hat{H}_0 \delta t/2} \right] e^{-i\hat{H}_2 \delta t/2} e^{-i\hat{H}_3 \delta t/2}.
\]

The terms involving \( \hat{H}_1 \) (Eq. (25)) are of the same form as the interaction term in the length gauge and are treated in the same way:

\[
e^{-i\hat{H}_1 \delta t/2} \phi = e^{\hat{M} \phi},
\]

where the non-zero elements of the antisymmetric matrix of \( \hat{M} \) are \( a_t = A(t) r^{-1} (\ell + 1) c_t \delta t/2 \). Again the full matrix is split into even and odd \( 2 \times 2 \) block-diagonal matrices and the exponentiation is accomplished using the relation

\[
\exp \left\{ \begin{bmatrix} 0 & a \\ -a & 0 \end{bmatrix} \right\} = \begin{bmatrix} \cos a & \sin a \\ -\sin a & \cos a \end{bmatrix}.
\]

Exponentiating the terms involving \( \hat{H}_2 \) (Eq. (25)) is more complicated since they couple \( \phi_j \) to the four adjacent coefficients \( \phi_{j \pm 1} \). To do it, we use the \( 2 \times 2 \) splitting method twice in succession, first in the \( \ell \) dimension and then in the \( j \) dimension. The exponent \( -i\hat{H}_2 \delta t/2 \) can be written as a super-matrix, \( \tilde{N} \), which is tridiagonal in \( \ell \):

\[
\tilde{N} = -i\hat{H}_2 \delta t/2 = \begin{bmatrix} 0 & \hat{a}_0 & 0 \\ \hat{a}_0 & 0 & \hat{a}_1 \\ 0 & \hat{a}_1 & 0 \end{bmatrix} \ldots.
\]

Each of the elements \( \hat{a}_\ell \) are themselves matrices that are tridiagonal in \( j \):

\[
\hat{a}_\ell = c_l A(t) \frac{\delta t}{2\Delta r} \begin{bmatrix} 0 & \alpha_1 & 0 \\ -\alpha_1 & 0 & \alpha_2 \\ 0 & -\alpha_2 & 0 \end{bmatrix} \ldots
\]

with \( \alpha_j \) given by Eq. (20). We now split the super-matrix \( \tilde{N} \) into even and odd pieces which consist of \( 2 \times 2 \) blocks just as in Eq. (30)

\[
\tilde{e}^{\tilde{N}} = e^{\tilde{e}^e} e^{\tilde{e}^o}.
\]

Before applying each of these exponentials, we diagonalize them using a similarity transformation:
The application of the operators $e^{\pm \hat{a}_j}$ is then made by further splitting the matrices $\hat{a}_j$ into even and odd pieces in the $j$ index as in Eq. (30), and then using Eq. (66). The various even and odd matrices are placed symmetrically in Eq. (64) so that it remains unitary.
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Principles of Single Atom Physics: High-Order Harmonic Generation, Above-Threshold Ionization and Non-Sequential Ionization
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1 Introduction

The physics of atoms in strong laser fields has been a subject of intensive studies in the last 20 years. Atoms subjected to short-pulse high-intensity fields, of magnitude comparable to the Coulomb nucleus attraction field, respond non-perturbatively. Electrons initially in the ground state can absorb a large number of photons, much more than the minimum number required for ionization, thus being ionized with a high kinetic energy. This process has been called above-threshold ionization (ATI). Atoms subject to strong laser fields can emit one or several electrons. In some conditions, these electrons are emitted “simultaneously”, a process called direct or non-sequential ionization. Finally, efficient XUV photon emission in the form of high-order harmonics of the fundamental laser field (HHG) has been observed.

Our intention in this chapter is not to review in detail these phenomena. There have been at least three recent books which provide excellent reviews of the subject of atoms in strong laser fields in general, Refs. [1, 2, 3]. The development of this field of research is also well described in the Proceedings of the International Conferences on Multiphoton Processes [4, 5, 6, 7, 8, 9], the Proceedings of the “Super-Intense-Laser-Atom-Physics” meetings [10, 11, 12], and in numerous review articles (see, for example, [13, 14], as well as [15] for ATI, [16] for both ATI and non-sequential ionization, [17, 18, 19] for HHG, and [20] for two-electron atoms in strong laser fields). Our aim is to emphasize the common features of HHG, ATI, and non-sequential ionization: the experimental conditions and methods (Section 2), the history (Section 3), and the theoretical description (Sections 4 and 5).

Our chapter is organized as follows: We begin by a brief discussion of the experimental conditions for observing HHG, ATI, and non-sequential ionization (Section 2). In Section 3, we present some typical experimental results and
give a historical perspective for each of the phenomena. In Section 4, we review the theoretical approaches to describe the phenomena in question. In Section 5, we present a simple formulation of one of these approaches, called the strong field approximation (SFA) and apply it to HHG, ATI, and non-sequential ionization. We emphasize in particular its quasi-classical interpretation. Finally, we conclude in Section 6.

2 Experimental Conditions and Methods

A typical (general) experimental setup for studying atoms in strong laser fields is shown in Fig. 1. We discuss in turn the different elements of this setup.

2.1 Lasers

Lasers used to study atoms in strong electromagnetic fields have changed considerably during the past decade. The intensity available has increased from $10^{14}$ W cm$^{-2}$ to $10^{19}$ W cm$^{-2}$. The pulse duration has decreased from $\sim$10 ps to $\sim$10 fs. The shortest laser pulses used today to study atoms in strong laser fields are about 5 fs (two cycles) long. The advantage of using short pulses is that atoms get exposed to a higher laser intensity before they ionize. This leads to electrons with higher kinetic energy, a larger amount of non-sequential ionization relative to sequential ionization and higher-order harmonics.

The repetition rate of the lasers has increased from a few shots per minute for the Neodyme-glass lasers to 10–100 kHz for the recent titanium–sapphire (Ti:S) lasers, allowing experimentalists to improve considerably the statistics of the data, as well as to have access to a larger dynamical range. For example, precision measurements of ATI spectra extending over five or more decades have become possible (see, for instance, [21] and references therein) using lasers with very high repetition rates.

![Fig. 1 Typical schematic experimental setup in the study of atoms in strong laser fields. An intense short-pulse laser is focused into an interaction chamber which contains a gas of atoms. Ions or electrons can be detected, e.g., with time-of-flight techniques. Alternatively, the radiation which is emitted on axis can be analyzed with an extreme-ultraviolet spectrometer](image-url)
Many types of lasers have been used, ranging from excimer lasers (XeF [22] or KrF [23], with wavelengths 193 nm and 248 nm, respectively), Nd:YAG, Nd:Glass (1 μm), Ti:S (800 nm), dye lasers, etc. In addition, the second harmonics of these lasers [24, 25, 26], as well as different sum- or difference-frequency mixing processes, involving, for example, an optical parametric amplifier [27, 28] or a Nd:YFL mode-locked laser to get into the mid-infrared range [29], have also been employed. The processes of interest scale roughly as $\lambda^{-2}$, which make long wavelength lasers more interesting. In the last ten years, the “favorite” tool has become the Ti:S laser, providing very short-pulse durations, high laser intensities at high repetition rates.

The different parameters of the laser pulses, such as the polarization, the focusing characteristics, the spatial, and temporal profiles, are often varied in the experiments. For example, the studies of harmonic generation with pulses of varying degree of ellipticity have been historically important to confirm the quasi-classical description of the process (see below). Recent experiments do not simply vary a given parameter, but attempt to shape a laser pulse (by varying, for example, its phase, or its degree of ellipticity) in order to get a specific result. Bartels and coworkers [30] have thus managed to enhance the generation of one harmonic relative to the others by an order of magnitude by varying the phase of the laser with a deformable mirror. The pulse was shaped using an evolutionary algorithm.

### 2.2 Ionization Experiments

In the ionization experiments, the atomic gas is usually introduced with a leak valve, in order to get a uniform gas density in the interaction region. Pressures varying from $10^{-8}$ to $10^{-5}$ mbar are optimized in order to get the maximum number of events, but at the same time to avoid space charge effects in the interaction region as well as collisions in the detector tube. In the recent cold-target recoil-ion momentum spectroscopy experiments [31, 32], supersonic gas jets are also used, providing cold atoms in the interaction region (30 K). Many different atomic species have been investigated, especially in the early days: alkalis, alkaline-earths, hydrogen (see, for example, [33]), and rare gases (we do not discuss here the ionization of molecules or clusters in strong laser fields). The first two species have relatively low ionization energies and, in the near-infrared and visible regions, ionize mostly in the so-called multiphoton regime, where the atom is not much perturbed by the laser field. The atoms that have been most studied experimentally have been the different rare gases, from He to Xe. The detection of ions with different charge states requires a time-of-flight spectrometer, with an acceleration stage where ions are accelerated, a field-free tube where ions travel at different speeds, and a detector, e.g., multichannel plates or an electron multiplier. The experimental measurement consists in varying the laser energy and in detecting the number of ions produced as a function of the laser intensity. Recently, measurements of recoil-ion momenta have been performed using imaging detectors [31, 32].
Electron energy spectra have been recorded with many different detectors. The simplest one is the time-of-flight (TOF) tube, providing good resolution, but limited efficiency. TOF detectors also allow one to record angular distributions by varying the laser polarization with respect to the axis of the flight tube. The detection efficiency can be increased by using a magnetic bottle [34] or a parabolic electrostatic mirror [35]. Of course, the information on the angle of emission is lost but the detection efficiency increases from a few percent to 50%. Imaging techniques [36, 37, 38] are now becoming more and more popular since they allow one to get “the whole picture” (energy and angle) at once. Recently, coincidence techniques have been used to detect only those electrons accompanying a double ionization process [37, 38] (see the chapter of Ullrich and Voitikiv).

2.3 Photon Detection

In the high-order harmonic generation experiments, the gas medium is provided by a gas jet, hollow fiber [39, 40], or a (small) gas cell [41]. The atomic density is usually much higher than that in the ionization experiments, up to a few hundred mbar, since the number of photons increase rapidly with the atomic density. This aspect is described in more detail in the chapter of Salières and Christov. Rare gases are also the “favorite” species, for obvious technical reasons. In addition, some work has been done with alkali ions [42], as well as alkali atoms using mid-infrared lasers [29]. Photons are separated in energy and detected by an XUV spectrometer, including a grating, sometimes a refocusing mirror, and a detector (electron multiplier). Lately, experimental investigations of high-order harmonics have concentrated on the characterization of the radiation in different conditions, in both space [43, 44, 45, 46, 47, 48] and time [49, 50, 51, 52, 53, 54]. The characterization of the spatial properties requires imaging techniques. The temporal properties of the short-pulse radiation are usually measured by a cross-correlation or autocorrelation technique based on photoelectron spectroscopy.

3 Typical Experimental Results and Historical Perspective

We now present a few typical experimental results and give a small historical background for the three phenomena. Again, our emphasis is not to make a thorough review but to illustrate the common features of the three phenomena.

3.1 High-Order Harmonic Generation

Harmonic generation in gases in the multiphoton regime have been studied since the end of the 60’s. In this regime, the harmonic intensity diminishes rapidly with the harmonic order and only a few orders can be observed. In contrast, at high intensities, a typical harmonic spectrum exhibits a fast decrease for the first few harmonics, followed by a long plateau, which ends
up by a rapid cutoff. An experimental spectrum is shown for example in Fig. 2 [55]. It is the first HHG result obtained in a gas of neon with a short-pulse (125 fs) 800 nm Ti:S laser. It shows odd harmonic peaks up to the 111th order (even harmonics are forbidden owing to the inversion symmetry). The increase of the harmonic efficiency at low orders is simply due to the grating response not taken into account in the data. The spectrum shows a beautiful plateau up to the $\sim 87$th harmonic. The efficiency then drops rapidly.

Recent experiments using very short laser pulses (in the 10 fs regime) show even higher orders, corresponding to energies $\sim 500$ eV [56, 57]. An example is shown in Fig. 3 [19]. The spectral range of the harmonic emission as well as the conversion efficiency is presented for three different rare gases: Ar, Ne, and He. The efficiency is highest in Ar, but the highest photon energies are obtained in He.

As discussed in more detail in the chapter of Salières and Christov, efficient HHG requires not only efficient radiation of single atoms but also macroscopic constructive interference of contributions of participating radiation sources, i.e., efficient phase matching [58, 59]. The properties of the harmonic emission (ultrashort-pulse duration, high brightness, good coherence) make it a unique source of XUV radiation, used in a growing number of applications ranging from atomic [60, 61] and molecular

![Fig. 2](image1.png) Harmonic spectrum taken in neon with a 125 fs 800 nm titanium–sapphire laser. The intensity is $1.3 \times 10^{15}$ W cm$^{-2}$. The first increase is simply due to the grating response. The decrease at high energies is the harmonic cutoff. The spectrum extends up to the 111th harmonic (from [55])

![Fig. 3](image2.png) Harmonic conversion efficiency in Ar (filled circles), Ne (filled squares), and He (open triangles) with a 7 fs 800 nm laser pulse. The intensities are, respectively, $5 \times 10^{14}$ W cm$^{-2}$, $2 \times 10^{15}$ W cm$^{-2}$, and $3 \times 10^{15}$ W cm$^{-2}$. Results of calculations including propagation effects are presented as dotted, dashed, and solid curves, respectively (from [19])
The harmonic radiation is intense enough to induce non-linear optical processes in the XUV range, as recently demonstrated by [71, 72, 73]. It can also be used to generate extremely short (attosecond) light pulses [74, 75, 76, 77] (see the chapter of Scrinzi and Muller). Recently, it was shown that the process of HHG itself can be used for attosecond spectroscopy of molecular orbitals. The harmonic radiation is proportional to the dipole matrix element between the recombining electron and the molecular orbital of the valence electron. By using a tomographic method, the molecular orbital could be reconstructed from the measured harmonic spectrum and information could be gained on the structure of the molecule [78, 79, 80].

One can select the following milestones in the short history of this subject:

- **First observations:** The first experimental observations of the plateau in the HHG spectrum were done in Chicago [22] and in Saclay [81] at the end of the 1980s.
- **Early work:** Most of the early work has concentrated on the extension of the plateau, i.e., the generation of harmonics of higher frequency and shorter wavelength going progressively from $\sim 20$ nm at the end of the 1980s to $\sim 7$ nm in the mid-1990s [23, 55, 82, 83, 84]. Today, harmonic spectra produced with short and intense laser pulses extend to the water window (below the carbon K-edge at 4.4 nm) [56, 57].
- **Simple man’s theory:** A breakthrough in the theoretical understanding of HHG process in low-frequency laser fields was initiated by Krause and coworkers [85] who showed that the cutoff position in the harmonic spectrum follows the universal law $I_p + 3U_p$, where $I_p$ is the ionization potential, whereas $U_p = e^2E^2/4m\omega^2$ is the ponderomotive potential, i.e., the mean kinetic energy acquired by an electron oscillating in the laser field. Here $e$ is the electron charge, $m$ is its mass, and $E$ and $\omega$ are the laser electric field and its frequency, respectively. An explanation of this universal fact in the framework of a “simple man’s theory” was found shortly afterwards [86, 87, 88, 89]. According to this model (also called three-step model) (see also note 1) harmonic generation occurs in the following manner: first the electron tunnels out from the nucleus through the Coulomb energy barrier modified by the presence of the (relatively slowly varying) electric field of the laser. It then undergoes oscillations in the field, during which the influence of the Coulomb force from the nucleus is practically negligible. If the electron comes back to the vicinity of the nucleus, it may recombine back to the ground state, thus producing a photon of energy $I_p$ plus the kinetic energy acquired during the oscillatory motion. According to classical mechanics, the maximal kinetic energy that the electron can gain is indeed $\simeq 3.2U_p$. A fully quantum mechanical theory, which is based on a strong field approximation (SFA) and recovers the simple man’s theory, was formulated soon after [90, 91].

\[^1\] It is worth reminding that the first formulation of the “Simple man’s model” was proposed in 1987.
● Ellipticity studies: The simple man’s theory leads to the immediate consequence that harmonic generation in elliptically polarized fields should be strongly suppressed, since the electron released from the nucleus in such fields practically never comes back, and thus cannot recombine [89, 92]. Several groups have demonstrated this effect [93, 94, 95], and have since then performed systematic experimental [96, 97, 98, 99, 100] and theoretical [101, 102, 103] studies of the polarization properties of harmonics generated by elliptically polarized fields.

● Optimization and control: Progress in experimental techniques and theoretical understanding stimulated numerous studies of optimization and control of HG. These studies involved among others (for more complete references see [17, 18, 19])
  – Optimization of the laser parameters [30]
  – Generation by multicolored fields [24, 25, 26, 27, 28]
  – Optimization of the generating medium [19, 39, 40, 41]
  – Characterization and optimization of the spatial and temporal properties [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54]

● HHG and quantum orbits: The microscopic physics (the quantum orbits) behind high-order harmonic generation was shown in a series of experiments investigating the temporal coherence of the harmonics [104, 105, 21]. These quantum paths are easily predicted by the SFA approach, as described in more detail in Section 5. Analysis techniques to extract these quantum paths from (more exact) theoretical approaches, in particular the numerical integration of the time-dependent Schrödinger equation [106, 107, 108], were also developed.

● Attosecond physics: Future applications of high harmonics will undoubtedly involve attosecond physics, i.e., the physics of generation, control, detection, and application of subfemtosecond laser pulses. Three types of proposals for reaching the subfemtosecond limit have been put forward over the last few years: those that employ ellipticity effects [109, 110, 111], those that rely on phase locking between consecutive harmonics [92, 112, 113, 114, 115, 116], and those that concern single harmonics [117, 118, 119]. The latter two proposals have been realized in spectacular experiments: trains of 250 as pulses, corresponding to the coherent superposition of harmonics 11–19 generated in argon, were measured by Agostini et al. [74] (see also [120] for earlier indications), whereas a single isolated 650 as pulse was observed by Krausz and his collaborators [75, 121]. These limits have recently been extended to 170 as for pulses in a train [77, 122] using compression of the intrinsically chirped attosecond pulses [123] in aluminum filters as well as 250 as for single attosecond pulses [76].

3.2 Above-Threshold Ionization

The phenomenon of ATI was the first characteristic phenomenon of the intense laser-atom interactions detected experimentally ([124, 125], see also [15]). From
the fundamental point of view, it is equally important as HHG, but its significance for practical applications is more limited. It is “cleaner” in a way than HHG, since macroscopic effects amount to performing a volume integration and in accounting for the effect of the laser pulse on the ionized electrons, which is a much simpler task than accounting for phase matching effects in harmonic generation. The “gap” between single atom (microscopic) calculations and the actual experimental results is smaller in ATI than in HHG, and comparisons between theory and experiment are more precise and reliable.

We present in Fig. 4 a typical low-energy ATI spectrum [126], obtained in xenon, with a 100 ps 1064 nm Nd:YAG laser. It shows a number of electron peaks separated by the laser photon energy. The energy of these peaks is given by

\[ E = (n + s)\hbar \omega - I_p, \]

where \( n \) is the minimum number of photons needed to exceed the atomic binding energy and \( s \) is usually called the number of “excess” or “above-threshold” photons carried by the electron.

As in HHG, in the multiphoton regime, the intensity of ATI peaks diminishes rapidly with the peak order. As the intensity approaches the non-perturbative regime, the AC-Stark shift of the atomic states begins to play a significant role in the structure of this spectrum. The first effect is the shift of the ionization potential given roughly by the ponderomotive energy, \( U_p \). If the electron exits the laser focus while the laser is still on, it is accelerated by the gradient of the field. The quiver motion is converted into radial motion away from the focal volume, increasing the kinetic energy by \( U_p \) and exactly canceling the shift of

Fig. 4 Schematic ATI spectrum obtained in xenon with 100 ps 1064 nm pulses at intensities exceeding \( 10^{13} \) W cm\(^{-2}\). The photoelectron peaks are labeled by \( SN \) where \( N \) is the minimum number of photons necessary for ionization of the Xe ground state leaving the ion in the \( ^2P_{3/2} \) state, which is expected to be the dominant contribution (from [126])
the continuum. The electron energies are still given by Eq. 1. However, when the ponderomotive energy exceeds the photon energy, the lower ATI peaks disappear from the spectrum. This has been called peak shifting [125], since the strongest ATI peak moves to higher order as the intensity increases. An example of this effect is shown in Fig. 4: the peak labeled $S_0$ has completely disappeared, while the peak $S_1$ is partly suppressed compared to higher-order contributions.

If the laser pulse is short enough (<1 ps), the field turns off before the electron can escape from the focal volume. Then the quiver energy is returned to the field and the ATI spectrum becomes much more complicated. The observed electron energies correspond directly to the energy above the shifted ionization potential:

$$E(\text{short pulse}) = (n + s)\hbar\omega - (I_p + U_p).$$

(2)

In this case, electrons from different regions of the focal volume are emitted with different ponderomotive shifts. Any enhancement of the ionization probability due to resonance effects on AC-Stark shifted states will lead to a substructure in the ATI spectrum [16, 127, 128, 129].

The above discussion is appropriate to the case of linear polarization where the excited states of the atom can play a significant role in the excitation. In a circularly polarized field, the orbital angular momentum must increase one unit with each photon absorbed so that multiphoton ionization is allowed only to states which see a large centrifugal barrier. The lower energy scattering states cannot penetrate to the vicinity of the initial state so that the ATI spectrum in circular polarization peaks at high energy and is very small near threshold [130].

The experimental precision in detecting electron spectra increased significantly from the mid-1990s owing essentially to higher laser repetition rates. Thus, ATI spectra with many decades in number of counts could be recorded. Amazingly, the spectra exhibit features somewhat similar to the HHG plateau. After a steep decrease for the first orders, up to $2U_p$, the intensity of the ATI peaks varies much less rapidly with a large plateau extending to $\sim 10U_p$. An example of such an effect is shown in Fig. 5 [131], obtained in xenon with 800 nm, 120 fs pulses at $1.5 \times 10^{14}$ W cm$^{-2}$. As described in more detail below, this effect originates from the rescattering of the electronic wave packet on the nucleus after some evolution in the laser field. While with linear polarization, electrons are typically generated along the polarization’s direction, angular distributions exhibit a much more complex (off-axis) structure at the edge of the plateau(s), called “scattering rings” [132]. Similarly as for HHG we point out the following milestones in the short history of this subject:

- **First observations:** The first experimental observations of above-threshold ionization were done by Agostini and coworkers in Saclay in 1979 [124]. The effect of the ponderomotive potential leading to “peak switching” was shown by Kruit and coworkers in 1983 [125].
**Early work:** Most of the early work has concentrated on the low-energy part of the spectrum, with the following important results (for more complete references, see [13, 14, 15, 16]):

- Effect of the ponderomotive potential for long pulses [125]
- Influence of the laser polarization [130]
- ATI with short laser pulses, AC-Stark shifted resonances [127, 128, 129], population trapping [133]
- Transition from the multiphoton to the tunneling regime, showing progressive disappearance of the substructures in the spectrum with increasing intensity, going from Xe to He [134]

**ATI plateaus and scattering rings:** Second-generation ATI experiments started in the mid-1990s triggered by the development of high-repetition-rate lasers. High kinetic energy electron spectra with an extended plateau [135, 136, 137] as well as rings in the electron angular emission (in particular at the edges of the plateau) [132, 138, 139] were observed.

**Simple man’s theory:** The better understanding reached in HHG processes, thanks to the simple man’s model [86, 87, 88, 89],\(^2\) made its impact on ATI as well. ATI could now be understood as a combination of dominant direct tunneling process (without returning to the vicinity of the nucleus) and indirect processes in which the electron is rescattered one or several times onto the nucleus. The ATI plateau and scattering rings were thus interpreted in terms of rescattering processes, in the framework of the simple man’s theory

---

\(^2\) See Note 1.
More sophisticated quantum approaches [142, 143] showed that the contributions of the relevant quasi-classical electron trajectories (orbits) were interfering, so that the orbits were eventually called “quantum orbits”.

- **Ellipticity studies:** Perhaps the most complex and rich structure in ATI spectra has been obtained in experiments in which the ATI electrons were generated by elliptically polarized laser pulses. In contrast to ATI with linear polarization, where the high-order ATI spectrum contains a single plateau with a cutoff around $10U_p$, a staircase spectrum with several steps was observed for elliptical polarization [144, 145, 146].

- **Enhancement of ATI peaks:** The latest experiments [131, 147, 148, 149] report an enhancement of groups of ATI peaks at specific values of the laser intensity. These effects have been attributed to resonances with particular Rydberg states [150, 151], to “channel closing” effects [148, 152], and to interfering quantum orbits [151, 153].

### 3.3 Non-sequential Ionization

Although ATI and HHG experiments are usually performed on multielectron systems, the rare gases, they involve essentially the response of a single electron to a laser field. However, at sufficiently high laser intensities, atoms undergo multiple ionization. Such processes, observed for the first time in 1975 in alkaline-earth atoms [154], necessarily involve many electrons. The simplest way to understand multiple ionization when an atom is exposed to a strong laser field is via the so-called sequential stripping mechanism, i.e., a sequence of single electron ionization acts: ionization of the atom, then of the singly charged ion, then of the doubly charged ion, and so on [155, 156].

The experimental study of the number of multiply charged ions produced as a function of the laser intensity reveals that sequential ionization is not the only mechanism responsible for double and multiple ionization. The existence of a “knee” in the double ionization result observed for the first time in 1983 in xenon [157, 158] indicates the existence of another process “direct” or “non-sequential” responsible for the double ionization. We show in Fig. 6 results obtained in helium with a 100 fs titanium–Sapphire laser by DiMauro and coworkers [135]. The number of singly and doubly charged ions is reported as a function of the laser intensity in a double-logarithmic plot. The saturation effect observed for the singly charged ions is due to saturation of ionization, which happens when most of the atoms in the interaction volume get ionized. The first part of the doubly charged ion curve follows that of the singly charged ions and saturates at the same intensity. It means that both ion charges come from the same species, i.e., the neutral atom in its ground state, so that the double ionization occurs via a non-sequential process. At higher intensities, the number of He$^{2+}$ ions increases again, owing to sequential ionization.

Ion data such as those shown in Fig. 7 remained the only experimental signature of multiple ionization processes in strong laser fields during a quarter
of a century. Very recently, however, recoil-ion momentum spectroscopy measurements, directly reflecting the energy distribution of the electrons emitted in a non-sequential ionization process, as well as electron–ion coincidence techniques, gave a much better experimental insight into the origin of the non-sequential process [31, 32, 37, 38, 159]. We show in Fig. 8 a recoil-ion momentum measurement, performed in neon [31, 32]. Analysis of the momenta distribution shows that the most probable explanation for the non-sequential process is tunneling followed by rescattering leading to emission of a second electron.

Similarly as for HHG and ATI, we point out below our selection of the milestones in the short history of non-sequential ionization:

- **First observations:** The “knee” in the ionization yield of xenon was observed in 1983 [157, 158].
- **Early work:** The main effort during the 1980s was to test the limits of the sequential stripping mechanism with the available laser powers [156, 160] and to understand the process responsible for the ionization of the different charge states (multiphoton or tunneling) [155, 156, 160, 161]. The theory of direct tunneling ionization had been formulated already in the 1960s by Keldysh [162], and developed by Faisal [163] and Reiss [164] (KFR theory).
Ammosov et al. [165] used this theory to derive tunneling ionization rates (ADK rates) that have been extensively used in comparison with experimental results.

- **Experiments with short pulses and high repetition rates:** Non-sequential ionization was “revived” at the beginning of the 1990s with the development of short-pulse high-repetition-rate lasers. Beautiful “knees” were observed in the double ionization of helium using short-pulse Ti:S lasers [135, 166]. It was rapidly extended to higher charge states and other atoms [167].

- **Simple man’s theory and theoretical progress:** This model also made its impact on the understanding of non-sequential ionization. As a consequence of electron rescattering on a parent ion, a second electron could be ejected [89]. Another mechanism called *shakeoff* by analogy with single-photon double ionization was proposed. In this model, ionization of the second electron is due to adjustment of the wave functions after the ionization of the first electron [166, 168]. Finally, collective tunneling was also discussed [169]. Several important theoretical approaches were developed in the late 1990s. The so-called CRAPOLA model [170], which treats the first electron in the framework of the single active electron (SAE) approximation [171], but accounts for the effects of the first electron onto a second electron, was the first to give evidence for dominance of the rescattering mechanism in non-sequential ionization. The simple man’s model stimulated further
developments of the strong field approximation (SFA) [172, 173], with, for example, inclusion of the Coulomb rescattering [174, 175]. Finally, enormous progress has been achieved in numerical simulations of multielectron ionization processes [176, 177, 178, 179, 180, 181, 182].

- **Ellipticity studies**: If rescattering is the dominant process leading to non-sequential ionization, it should be very sensitive to the laser degree of polarization. This was indeed the findings of a series of experiments performed in the late 1990s [94, 183, 184].

- **Electron and ion momentum distributions**: Using cold-target recoil-ion momentum spectroscopy (COLTRIMS) [31, 32] and electron–ion coincidence [37, 38, 185], it is now possible to get new insights into the physics of non-sequential ionization and to confirm in particular the correctness of the rescattering mechanism.

In conclusion, there are obviously many common points in the physics (as well as in the history) behind the three phenomena reviewed in this chapter. A unified view of HHG, ATI, and non-sequential ionization, originating from simple man’s model, formulated within the strong field approximation and expressed in terms of quantum orbits, is slowly emerging [153, 186]. It will be presented in

Fig. 8 Quantum path distributions for the 27th and 15th harmonics in argon. The figures on the left are obtained from TDSE calculations, whereas the ones on the right are due to the SFA (from [107])
more details in Section 5. In the next section, we review the theoretical methods that have been used to treat the problem of an atom in a strong laser field.

4 Theoretical Methods

The theoretical problem consists in finding the time-dependent wave function of an atom with several active electrons. Strictly speaking, we need to solve the time-dependent Schrödinger equation that describes the interaction of a many-electron atom with a laser field. During many years, theorists have concentrated their effort on solving the problem of a hydrogen atom, or more generally, a single active electron (SAE) [171] atom in a strong laser field. In this SAE approximation, the role of electronic structure in an atom is to determine an effective (for instance, Hartree–Fock) static potential felt by the (active) electron interacting with the laser field (for a discussion of some two-electron effects, see, for instance, [187, 188, 189]). In this section, we review the main methods that have been used to calculate the response of a single atom to a laser field within the SAE approximation.

We can identify four types of methods that have been used to solve the “one-electron” problem: the numerical methods, the classical phase space averaging method, the pseudo-potential model, and the strong field approximation, which we will present in some detail in Section 5.

- **Numerical methods:** The aim of these methods is to solve numerically the time-dependent Schrödinger equation (TDSE) describing an atom in the laser field. Since the laser field oscillates periodically (at least in the adiabatic case, i.e., for long pulses), one of the possible approaches is to use a Floquet analysis ([190]; for a recent review, see [14, 191]). However, the direct integration of the TDSE is far more often used (for a review, see [13, 192]). In one dimension, such integration can be performed using either the finite element (Crank-Nicholson), or split operator techniques; in the context of ATI and HHG, it has been first used by the Rochester group [15, 193], but then employed by many others as a test method. In three dimensions, the numerical methods have been pioneered by Kulander [171, 194], who used a 2D finite element (“grid”) method. Pretty soon it was realized that basis expansion methods that employ the symmetry of the problem (i.e., the spherical symmetry of a bare atom, or the cylindrical symmetry of an atom in a linearly polarized field) work much better [195, 196]. Modern codes use typically expansions in angular momentum basis and solve the coupled set of equations for the radial wave function using finite grid methods (cf. [85]), Sturmian expansions [197, 198], or B-spline expansions [199, 200]. Most of those codes are quite powerful and allow one to calculate the atomic response directly in three dimensions [23, 197, 198, 201, 202] without adiabatic approximation [117]. Many seminal results concerning especially harmonic generation have been obtained using direct numerical
methods: For example, the first observation of the $I_p + 3U_p$ law [85], the importance of pulse shape and blue shifting effects [203, 204, 205], and the proposal of subfemtosecond pulse generation [19, 117, 206, 207, 208].

- **Classical phase space averaging method**: A lot of useful information about atom-intense laser interaction processes can be gained from a purely classical analysis of the electron driven by the laser field. In order to mimic quantum dynamics, classical Newton equations are solved for an ensemble of trajectories generated from an initial electron distribution in the phase space. This distribution is supposed to reproduce the true quantum initial state of the system, so that averages over this distribution are analogs of quantum averages. Such approach has been developed in the context of HHG by Maquet and his collaborators [209, 210].

- **Pseudo-potential model**: Many important results in the theory of harmonic generation have been obtained by Becker and his collaborators who have solved exactly (and to a great extent analytically) the zero range pseudo-potential model [211]. In this model, the electron is bound to the nucleus via the potential

$$V(r) = \frac{2\pi}{\kappa m} \delta(r) \frac{\partial}{\partial r} r,$$

where $m$ is the electron mass. This potential supports a single bound state with the energy $-I_p = -\kappa^2/2m$. This model, originally formulated in the case of a linearly polarized field, was extended to one-color [101] and two-color [212] fields with arbitrary polarization and used to study the polarization properties of harmonics generated by elliptically polarized fields [213]. It also accounts for the ground state depletion [214]. Structures in the harmonic spectra are associated in this model to above-threshold ionization channel closings [215], rather than with quantum interferences between the contributions of different electronic trajectories [216]. Nevertheless, Becker’s model leads to the same final formulas for the induced atomic dipole moment as the SFA theory described below, and essentially to the same results (for a detailed comparison, see [103]).

## 5 Strong Field Approximation

In this section, we present the strong field approximation (SFA) to the time-dependent Schrödinger equation. It is a generalization of the Keldysh–Faisal–Reiss approximation [162, 163, 164]. A first formulation of the SFA for harmonics can be found in [217]. We begin by a general derivation and a discussion of the conditions of validity, before applying the theory to the three phenomena reviewed in this paper. More details of our version of the SFA can be found in the series of Refs. [90, 91, 102, 143, 216, 218], and in the review [17, 18].
5.1 Derivation of SFA

We consider an atom (or an ion) in a single electron approximation under the influence of the linearly polarized laser field $E(t) = (E(t) \cos(\omega t), 0, 0)$. In the length gauge, the Schrödinger equation takes the form

$$i\hbar |\Psi(x, t)\rangle = \left[ -\frac{\hbar^2 \nabla^2}{2m} + V(x) - E(t) \cos(\omega t) x \right] |\Psi(x, t)\rangle. \tag{4}$$

Initially (i.e., before the turn-on of the laser pulse), the system is in the ground state, denoted as $|0\rangle$, which in general has a spherical symmetry.

We assume that $I_p \gg 1$ in units of the laser photon energy (typically $I_p \approx 5-20$ laser photons) and that $U_p$ is comparable or larger than $I_p$. We start our discussion by considering the case when ionization is weak, so $U_p$ should be large, but still below the saturation level, $U_{\text{sat}}$, when all atoms ionize during the interaction time. In this regime of parameters, the tunneling theory [162, 163, 164, 165] becomes valid [156]. The intensities are large enough ($10^{14}-10^{15} \text{ W cm}^{-2}$) so that intermediate resonances, including dynamically induced ones (see, for instance, [127]), play no role. The electron undergoes transitions to continuum states which we label by the kinetic momentum of the outgoing electron $|q\rangle$. These are eigenstates of the free Hamiltonian corresponding to outgoing electrons with kinetic momentum $q$:

$$\left[ -\frac{\hbar^2 \nabla^2}{2m} + V(x) \right] |q\rangle = \frac{q^2}{2m} |q\rangle. \tag{5}$$

Since we use an expansion into eigenstates of the free Hamiltonian, we account in principle for the Coulombic correction to the asymptotic phase shift of the states $|q\rangle$ when $V(x)$ is a long-range potential. The electron leaves the atom typically when the field reaches its peak value. The effect of the force due to the potential, $-\nabla V(x)$, is then negligible. As the electron is accelerated in the field, it immediately acquires a high velocity, so that the role of $V(x)$ is even less pronounced. That is particularly true if the electron returns to the nucleus with a large kinetic energy of the order of $U_p$. At the turning points, the electron velocity might be quite small but these points are located typically very far from the nucleus.

The above considerations suggest that the following assumptions should be valid in the regime of parameters that we consider:

(a) The contribution to the evolution of the system of all bound states except the ground state $|0\rangle$ can be neglected.

(b) In the continuum, the electron can be treated as a free particle moving in the electric field with no or little effect of $V(x)$.

For intensities much smaller than saturation intensity, we can additionally neglect the depletion of the ground state. Otherwise, the depletion of the ground
state has to be taken into account, as discussed in Section 5.2. Assumption (b) is non-questionable for short-range potentials, but is also valid for hydrogen-like atoms, provided $U_p$ is large enough. Generally speaking, assumptions (a) and (b) hold when there are no intermediate resonances and when the Keldysh parameter $\gamma = \sqrt{T_p/2U_p}$ is smaller than one, i.e., in the tunneling or over-the-barrier ionization regimes. The latter condition requires $I_p \leq 2U_p$ and implies that (i) when the electron is born in the continuum it is under the influence of a very strong laser field and (ii) when it comes back to the nucleus it has a large kinetic energy, so that the atomic potential force can be neglected. Obviously, the latter implication concerns only highly energetic electrons, e.g., in the case of HHG those responsible for the production of harmonics of order $(2M + 1)\hbar\omega \geq I_p$.

There are, as we mentioned, several theoretical approaches that incorporate assumption (b) in solving Eq. (4) [162, 163, 164, 165]. We here follow Ref. [219, 220], since this approach is more closely related to standard methods of quantum optics, in the sense that it neglects, or treats as a perturbation, part of the interaction Hamiltonian. Quite generally (both for short-range and long-range potentials), the continuum–continuum (C–C) matrix element can be expanded into the most singular part and "the rest" (less singular or regular), as

$$
\langle q|e^x|q' \rangle = i\hbar\nabla_q \delta(q - q') + g(q, q').
$$

The first term on the right side in Eq. (6) describes the motion of the free electron in the laser field. The second term is responsible for electron rescattering processes. On the energy shell $(q^2/2m = (q')^2/2m)$, this term is related to the scattering amplitude for the potential $V(x)$. If during rescattering the electron absorbs at least one photon, $|q^2/2m - (q')^2/2m| \geq 1$. Far from the energy shell $g(q, q')$ depends on the momentum transfer $q - q'$.

Assumption (a) implies that the time-dependent wave function can be expanded as

$$
|\Psi(x, t)\rangle = e^{iI_p t/\hbar}(a(t)|0\rangle + \int d^3q b(q, t)|q\rangle),
$$

where $a(t)$ is the ground state amplitude and $b(q, t)$ are the amplitudes of the corresponding continuum states. We have factored out here free oscillations of the ground state amplitude with the bare frequency $I_p$. The Hamiltonian governing the evolution of $\Psi(x, t)$ can then be projected onto the space spanned by $|0\rangle$ and the continuum states $|q\rangle$. The projected Hamiltonian can be divided into two parts:

$$
H = H_0 + H_1,
$$
where

\[
H_0 = - I_p |0\rangle \langle 0| + \int d^3q \frac{q^2}{2m} |q\rangle \langle q|
\]

\[- E(t) \cos \omega t \int d^3q [d_x(q)|0\rangle \langle q| + h.c.]
\]

\[- iheE(t) \cos \omega t \int d^3q \int d^3q' |q\rangle \nabla_x \delta(q - q') \langle q'|
\]

while

\[
H_1 = -E(t) \cos \omega t \int d^3q \int d^3q' |q\rangle g_x(q, q') \langle q'|
\]

(9)

(10)

Here \(d(q) = \langle q|ex|0\rangle\) denotes the atomic dipole matrix element for the bound-free transition and \(d_x(q)\) is the component parallel to the polarization axis. \(H_0\) includes dominant effects of the motion of the electron in the laser field, whereas \(H_1\) takes care for rescattering.

The Schrödinger equation for the amplitude \(b(q, t)\) reads

\[
\hbar \ddot{b}(q, t) = - i \left( \frac{q^2}{2m} + I_p \right) b(q, t) + iE(t) \cos(\omega t) d_x^*(q)
\]

\[- heE(t) \cos(\omega t) \frac{\partial b(q, t)}{\partial q_x}
\]

\[+ iE(t) \cos(\omega t) \int d^3q' g_x(q, q') b(q', t).
\]

(11)

In writing Eq. (11), we have neglected the depletion of the ground state, setting \(a(t) = 1\) on the right hand side. The whole information about the atom is thus reduced to the form of \(d(q)\) and \(g(q, q')\).

A generalized strong field approximation may now be formulated as a systematic perturbation theory with respect to \(H_1\). Zeroth-order SFA corresponds to the exact solution of the Schrödinger equation generated by \(H_0\) only. The Schrödinger equation reduces to the first two lines in Eq. (11), and its solution takes the form

\[
b_0(q, t) = i \int_0^t dt' E(t') \cos(\omega t') d_x(q + e(A(t) - A(t'))/c)
\]

\[\times e^{-i \int_0^t dt''(q + e(A(t) - A(t''))/c)^2/(2mI_p)/\hbar}.
\]

(12)
where $\mathbf{A}(t)$ is the vector potential. Introducing the canonical momentum $\mathbf{p} = \mathbf{q} + e\mathbf{A}(t)/c$, we get

$$b_0(\mathbf{q}, t) = i \int_0^t dt' E(t') \cos(\omega t') d_\chi(\mathbf{p} - e\mathbf{A}(t')/c)$$

$$\times e^{-i \int_0^t dt'' [(\mathbf{p} - e\mathbf{A}(t')/c)^2/2m + I_p]/\hbar}.$$  

(13)

The interpretation of this result is straightforward. $b_0(\mathbf{q}, t)$ is a sum of probability amplitudes that the electron is born in the continuum at time $t'$ with the canonical momentum $\mathbf{p}$. These amplitudes are given by the first two factors in the integrand of Eq. (13). They are then propagated until time $t$, and acquire a phase factor $\exp(-iS(\mathbf{p}, t, t'))$, where $S(\mathbf{p}, t, t')$ is the quasi-classical action:

$$S(\mathbf{p}, t, t') = \int_{t'}^t dt'' \left( \frac{(\mathbf{p} - e\mathbf{A}(t'')/c)^2}{2m} + I_p \right).$$  

(14)

The effect of the atomic potential is assumed to be small between $t'$ and $t$, so that $S(\mathbf{p}, t, t')$ actually describes the motion of an electron freely moving in the laser field with a constant canonical momentum $\mathbf{p}$. Note, however, that $S(\mathbf{p}, t, t')$ does incorporate leading effects of the binding potential through its dependence on $I_p$. This zeroth-order solution will be used to describe high-order harmonic generation (Section 5.2), as well as the “direct” tunneling process in ATI (see Section 5.3).

Inserting the zeroth-order solution on the right hand side of Eq. (11), we obtain the first-order correction to SFA with respect to the rescattering term

$$b_1(\mathbf{q}, t) = - \int_0^t dt' \int_0^{t'} dt'' \int d^3 \mathbf{p}' E(t') \cos(\omega t')$$

$$\times g_\chi(\mathbf{p} - e\mathbf{A}(t')/c, \mathbf{p}' - e\mathbf{A}(t')/c) e^{-iS(\mathbf{p}, t', t'')}$$

$$\times E(t'') \cos(\omega t'') d_\chi(\mathbf{p}' - e\mathbf{A}(t'')/c) e^{-iS(\mathbf{p}', t', t'')}.$$  

(15)

The above expression has also a simple physical meaning. The electron makes transitions to the continuum at $t'$ with the amplitude

$$E(t'') \cos(\omega t'') d_\chi(\mathbf{p}' - e\mathbf{A}(t'')/c).$$

The kinetic momentum of the electron is then $\mathbf{q}' = \mathbf{p}' - e\mathbf{A}(t'')/c$. The amplitude is then propagated until $t'$, when the electron undergoes rescattering, followed by subsequent propagation until $t$. The propagation in both cases consists of accumulation of phase factors, expressed as exponentials of $i$ times the corresponding quasi-classical actions. This first-order correction to the solution of
the Schrödinger equation will be used in the description of ATI processes (Section 5.3).

5.2 Strong Field Approximation for HHG

The harmonic components are given by the Fourier transform of the time-dependent dipole moment \( ex(t) = \langle \Psi(x,t)|ex|\Psi(x,t) \rangle \). \( ex(t) \) can be expanded (in the zeroth-order approximation) as

\[
ex(t) = \int d^3q \ d_x^*(q)b_0(q,t) + \text{c.c.,} \tag{16}
\]

where \( b_0(q,t) \) is given by Eq. (12). The time-dependent dipole moment can be expressed as

\[
ex(t) = i \int_0^t dt' \int d^3p \ E(t') \cos(\omega t')d_x^*(p - eA(t)/c)
\times d_x(p - eA(t')/c)e^{-iS(p,t,t')} + \text{c.c.} \tag{17}
\]

The integral over \( p \) can be approximated using the saddle point method as

\[
ex(t) = i \int_0^t d\tau \left( \frac{\pi}{\nu + i\tau/2mh} \right)^{3/2}
\times d_x^*(p_s - eA(t)/c) \exp(-iS(p_s,t,\tau))
\times E(t - \tau) \cos(\omega(t - \tau))d_x(p_s - eA(t - \tau)/c) + \text{c.c.,} \tag{18}
\]

where \( \nu \) is a positive regularization constant. We have introduced a new variable, the return time \( \tau = t - t' \), which is the time the electron spends in the continuum between the moments of tunneling from the ground state and recombination back to the ground state. The saddle point value of the momentum (stationary point of the quasi-classical action) is given by

\[
p_s = p_s(t,\tau) = \int_{t-\tau}^{t} dt' \ eA(t')/c\tau. \tag{19}
\]

Note the characteristic prefactor \( (\nu + i\tau/2mh)^{-3/2} \) in (20) coming from the effect of quantum diffusion. It cuts off very efficiently the contributions from large \( \tau \)s and allows often one to extend the integration range from \( \theta \) to infinity.
This expression (Eq. (18)) can be generalized to an elliptically polarized field $E(t)$, and ground state depletion can be taken into account (for details, see [91, 102]):

$$ex(t) = i \int_0^t d\tau \left( \frac{\pi}{\nu + i\tau/2mh} \right)^{3/2} d^*(p_s - eA(t)/c) \exp(-iS(p_s, t, \tau))$$

$$\times E(t - \tau) \cdot d(p_s - eA(t - \tau)/c) a^*(t)a(t - \tau) + c.c. \tag{20}$$

The field-free dipole transition element from the ground state to the continuum state characterized by the momentum $p$ can be approximated by [91, 221]

$$d(p) = \frac{1}{168 M. Lewenstein, A. L’Huillier}$$

$$\frac{2^{7/2}}{\pi} \frac{5/4}{(p^2 + \alpha)^3}, \tag{21}$$

with $\alpha = 2mI_p$, for the case of hydrogen-like atoms and transitions from $s$ states.

Finally, the amplitude of the ground state fulfills in general the integrodifferential equation:

$$\dot{a}(t) = \int_0^t d\tau \Gamma(t, \tau) a(t - \tau),$$

where

$$\Gamma(t, \tau) = \left( \frac{\pi}{\nu + i\tau/2mh} \right)^{3/2} E^*(t) \cdot d^*(p_s - eA(t)/c) \exp(-iS(p_s, t, \tau))$$

$$\times E(t - \tau) \cdot d(p_s - eA(t - \tau)/c). \tag{22}$$

When the pulses are not too short and not too strong, and the change of $a(t)$ on the time scale of one period of the fundamental frequency is small, we can make a series of approximations: $\dot{a}(t) \simeq -\int_0^t d\tau \Gamma(t, \tau) a(t)$, so that

$$a(t) = \exp\left(-\int_0^t \gamma(t') dt'\right),$$

where $\gamma(t) = \int_0^t d\tau \Gamma(t, \tau)$. Furthermore, $\gamma(t)$ can be approximated by its average over one laser period $\bar{\gamma}(t) = \frac{1}{T} \int_{t-T}^{t+T} \gamma(t') dt'$ where $T = 2\pi/\omega$. The intensity-dependent ionization rate is twice the real part of the (complex) decay rate $\Gamma(t)$. 
Expressions (20) and (22) result from a single active electron approximation. In the case of rare gas atoms, all electrons on the outer shell can be “active”. In the case of He, with two (equivalent) s electrons in the ground state, the total dipole moment and the total ionization rate are simply given by twice the above expressions (Eqs. (20) and (22), respectively). In the case of the other noble gases (six p electrons on the outermost shell in the ground state, two in each of the \( m = -1, 0, 1 \) states), the procedure is more complex. The two expressions (Eqs. (20) and (22)) should be replaced by twice the sum of contributions from each magnetic quantum number \( m = -1, 0, 1 \); each of those contributions should be calculated by replacing Eq. (21) by an appropriate field-free dipole matrix element describing the transition from the \( \ell = 1, m = -1, 0, 1 \) states to the continuum. Fortunately, the dependence of the dipole moment and ionization rate on the details of the ground state wave function is rather weak, and typically reduces to an overall prefactor [91, 102] that determines the strength of the dipole but not the form of its intensity dependence. For these reasons, in most of the calculations for noble gases other than helium, we still use the s-wave function to describe the ground state (Eq. (21)), but multiply the results by an effective number of active electrons, \( n_{\text{el}} \approx 4 \). Total ionization rates of helium and neon calculated with \( n_{\text{el}} = 2, \approx 4 \), respectively, agree very well with the ADK ionization rates [165].

The two expressions (20) and (22) have the characteristic semi-classical form that can be analyzed in the spirit of Feynman path integrals: they contain (from right to left) transition elements from the ground state to the continuum at \( t - \tau \), a propagator in the continuum proportional to the exponential of \( i \) times the quasi-classical action, and finally transition elements from the continuum to the ground state. Applying the saddle point technique to calculate the integral over \( \tau \) (and \( t \) if one calculates the corresponding Fourier components or time averages), one can transform both expressions into sums of contributions corresponding to quasi-classical electron trajectories (labeled by \( n \)), characterized by the moment when the electron is born in the continuum \( t_n - \tau_n \), its canonical momentum \( p_n(t_n, \tau_n) \) (see Eq. (19)), and the moment when it recombines \( t_n \) [91, 216]. Since we deal here with tunneling processes (i.e., where electrons pass through a classically forbidden region), these trajectories are in general complex. Typically, only the trajectories with short return times \( \text{Re}(\tau) \) contribute significantly to the dipole moment (Eq. (20)); The number of relevant trajectories with, for example, return times shorter than one period is \( \sim 2 \).

The \( K \)th Fourier component of the dipole moment (Eq. (20)) can then be written in the form

\[
e x_k = \sum_n a_n \exp \{-iS[p_n, t_n, \tau_n]/\hbar\},
\]

where the sum runs over the relevant trajectories (quantum orbits), \( a_n \) is a corresponding amplitude, and \( S \) denotes the action. This corresponds indeed to a Feynman’s path integral: The sum is, in fact, an infinite-dimensional
functional integral, which reduces, in the framework of the SFA, to a sum over a few quantum orbits.

To understand in more detail how this reduction works, we apply the saddle point technique, not only to calculate the integral over \( p \) but also to evaluate the remaining integrals over \( \tau \) and \( t \). This method is asymptotically exact provided \( U_p, I_p, \) and \( K \) are large enough. The saddle point equations that arise from the derivatives of the classical action (Eq. (14)) take the form

\[
\nabla_p S(p, t, \tau) = x(t) - x(t - \tau) = p\tau/m - \int_{t-\tau}^{t} \text{d}t'' eA(t'')/mc = 0, 
\]

\[
\frac{\partial S(p, t, \tau)}{\partial \tau} = \frac{(p - eA(t - \tau)/c)^2}{2m} + I_p = 0, 
\]

\[
\frac{\partial S(p, t, \tau)}{\partial t} = \frac{(p - eA(t)/c)^2}{2m} - \frac{(p - eA(t - \tau)/c)^2}{2m} = Kh\omega. 
\]

The first of these equations indicates, as already mentioned, that the only relevant electron trajectories are those such that the electron leaves the nucleus at time \( t - \tau \) and returns at \( t \). Eq. (25) has a somewhat more complicated interpretation. If \( I_p \) were zero, it would simply state that the electron leaving the nucleus at \( t - \tau \) should have a velocity equal to zero. In reality, \( I_p \neq 0 \) and in order to tunnel through the Coulomb barrier the electron must have a negative kinetic energy at \( t - \tau \). This condition cannot be fulfilled for real \( \tau \)s, but can easily be fulfilled for complex \( \tau \)s. The imaginary part of \( \tau \) can then be interpreted as a tunneling time, just as it has been done in the seminal paper of Ammosov et al. [165]. Finally, we can rewrite the last expression (26) as

\[
\frac{(p - eA(t)/c)^2}{2m} + I_p = E_{km}(t) + I_p = Kh\omega. 
\]

This is simply the energy conservation law, which gives the final kinetic energy of the recombining electron that generates the \( K \)th harmonic.

These equations can be used to derive for instance the cutoff law. Indeed, Eq. (27) clearly says that the maximum emitted harmonic frequency is given by the maximum possible kinetic energy the electron has at the moment \( t \) of collision with the nucleus. Qualitatively, this conclusion is fully consistent with the classical model of Refs. [88, 89]. Quantitatively, there are differences, since Eqs. (24) and (25), which have to be considered together with Eq. (27), naturally account for the tunneling process and its influence on the electron kinetic energy at the moment it encounters the nucleus again. Perhaps the most important quantum mechanical effect, however, is implied by expression (23): the amplitude of the \( K \)th harmonic is a sum of interfering contributions corresponding to different electronic trajectories. The interfering contributions have
a phase (given by the real part of the classical action) which is intensity dependent. We can write Eq. (23) as

$$e^{iK_n} = \sum_n a_n \exp\{-i\alpha_n I\}, \quad (28)$$

where the coefficient $\alpha_n$ is the factor in front of the laser intensity for each quantum path labeled by $n$. To illustrate the meaning of this expression, we present in Fig. 8 quantum path distributions obtained in argon, using TDSE (left) and SFA (right) for the 27th (top) and 15th (bottom) harmonics [107]. Each vertical line represents a quantum path, and the color code indicates their respective weight. There are mainly two of them with the TDSE, whereas the SFA seems to emphasize only one. The induced intensity-dependent phase, approximately given by $S = U_p \tau$, where $\tau$ is the electron return time [216, 218], plays an important role in propagation, phase matching, and attosecond pulse generation (for more details, see the chapter of Salières and Christov). The fact that several quantum orbits contribute to harmonic generation has been experimentally shown [104, 105, 21]. As an example, we present in Fig. 9 an experimental result [104] showing a spatial distribution resulting from the interference of two (equivalent) 15th harmonic beams, separated by a time delay of 0 fs on the left and 15 fs on the right. There are clearly two spatial regions (a central one and an outer ring) with two different coherence times, since the interferences have disappeared after 15 fs on the outer ring, but are still present on the central part. This effect is due to the influence of two different quantum orbits (see Fig. 8), leading to different spatial and temporal characteristics.

**Fig. 9** Spatial distribution resulting from the interference of two (equivalent) 15th harmonic beams generated in Ar, separated by a time delay of 0 fs on the left and 15 fs on the right. There are two spatial regions, with two different coherence times. This effect has been interpreted in terms of two contributing quantum paths, with different phase behavior, leading to different spatial and temporal properties (from [104]).
5.3 Generalized Strong Field Approximation for ATI

ATI is described by the combination of Eqs. (13) (“direct” tunneling) and (15) (rescattering), taken at the end of the laser pulse \( t = t_F \). Note that, in the limit \( t \to \infty \), we can assume \( A(t \to \infty) = 0 \) (see [143] for details), so that canonical and kinetic momenta are the same (\( p = q \)). To analyze these expressions in a quasi-classical sense, we perform the integrals entering those expressions using a saddle point method. This method [90, 91] is expected to be accurate when both \( U_p \) and \( I_p \), as well as the involved momenta \( p \) and \( p' \), are large. Since the quasi-classical actions are proportional to \( I_p \), \( U_p \), \( q^2 \), etc., the factors \( \exp(-iS/\hbar) \) are rapidly oscillating, and the integrals can be approximated by the value of the integrands at the stationary points of the quasi-classical actions. Such a procedure is legitimate provided \( d_x \) and \( g_x \) are slowly varying and in particular are non-singular at the saddle points of the actions (see discussion in [91]). As shown below, the advantage of our approach is that it captures the essential underlying physics.

The zeroth order term describing direct tunneling becomes then

\[
\begin{align*}
\mathcal{B}_0(q, t_F) & \propto i \sum_n A_n E(t'_n) \cos(\omega t'_n) d_x(p - eA(t'_n)/c) e^{-iS(p, t_F, t'_n)},
\end{align*}
\]

where the sum is extended over the saddle points enumerated by \( n \), \( t'_n \) denotes the time at which the electron tunnels out, \( t_F \) is the final time, and \( A_n \) is the amplitude of the \( n \)th saddle point contribution.

The saddle points are derived from the condition

\[
\frac{(p - eA(t'_n)/c)^2}{2m} + I_p = 0.
\]

In general, the trajectories are complex, and there are four families of solutions of Eq. (30): \( t + 2\pi k, -t + 2\pi k, t^* + 2\pi k, -t^* + 2\pi k \), where \( k \) is an integer. The summation over this sequence of saddle points leads eventually to appearance of peaks in the spectrum at \( p^2/2m = N\hbar\omega - I_p - U_p \), where \( N \) is an integer. Only two of these families contribute to Eq. (29), since the action \( S(p, t_F, t'_n) \) must have a negative imaginary part to describe appropriately an exponential decay of the ionization amplitudes.

It is interesting to note that even for \( I_p = 0 \), and \( \theta = 0 \) (angle between \( p \) and the direction of the field), there does not exist real solutions (real quantum orbits) for \( p > \sqrt{4U_p m} \). This indicates that there is a cutoff for electrons of kinetic energies higher than \( 2U_p \). Note also that since there are contributions of two families of trajectories to each of the ATI peaks, the probability amplitude of direct tunneling displays in general interference effects. We stress that this is a generic feature that occurs also when we consider rescattering events.
A similar analysis can be done for the first-order solution (15). In this case, the result is

\[
\begin{align*}
\frac{b_1(q, t_F)}{2m} &= -\sum_{\text{sp}} A_n E(t_n') \cos(\omega t_n') \mathfrak{g}_X(p - eA(t_n')/c, p_n' - eA(t_n')/c) \\
&\times e^{-iS(p, t_F, t_n')} E(t_n') \cos(\omega t_n') d_X(p_n' - eA(t_n')/c)e^{-iS(p_n', t_n', t_n^{''})}, 
\end{align*}
\]

where the saddle points are stationary points of the sum of actions \( S(p, t_F, t) + S(p', t, t^{''}) \), with respect to \( t', t^{''}, \) and \( p' \).

The saddle points are solutions of the following set of equations:

\[
\begin{align*}
\frac{(p_n' - eA(t_n')/c)^2}{2m} + J_p &= 0, \\
p_n'\tau/m - \frac{e}{mc} \int_{t_n'-\tau}^{t_n'} A(\tilde{t}) d\tilde{t} &= 0, \\
\frac{(p - eA(t_n')/c)^2}{2m} - \frac{(p_n' - eA(t_n')/c)^2}{2m} &= 0,
\end{align*}
\]

where we have introduced the return time \( \tau = t_n' - t_n^{''} \).

The first of the above equations in the limit \( J_p \to 0 \) expresses the fact that the main contribution comes from the electrons that leave the nucleus at time \( t_n^{''} = t_n' - \tau \) with zero kinetic momentum, but with canonical momentum \( p' \). The second equation determines the value of \( p' \) which allows the electron to return to the nucleus at \( t_n' \). Finally, the third equation describes rescattering at \( t_n' \) and simply states that the kinetic energy is conserved in this process. Neither the canonical momenta \( (p) \) nor even the kinetic momenta \( (p - eA/c) \) have to be conserved at \( t_n' \). The kinetic momenta may undergo a change of sign (backward scattering).

Generally, there are many families of solutions of Eqs. (32, 33, 34). In the limit \( J_p \to 0 \), each of these families contains different values of \( \tau \) corresponding to trajectories with one or several returns of the electron to the nucleus at \( t_n' \). Due to quantum diffusion, trajectories with a single return are the most relevant ones. Even when we restrict ourselves to the families of trajectories with single returns, there are still four families corresponding to different values of \( t_n' \). Each of the families contains an infinite number of solutions \( t_n' + 2\pi k \), where \( k \) is an integer. Only some of these families contribute, however, to Eq. (31) since they must also fulfill the condition that the imaginary parts of \( S(p, t_F, t') \) and \( S(p', t', t^{''}) \) are negative.

For \( \theta = 0, J_p = 0 \), the saddle point equations become particularly simple. For instance, Eq. (34) implies that we deal either with forward scattering

\[
p = p_n'
\]
or backward scattering

\[ p = -p'_n + 2eA(t'_n)/c. \]  

\( (36) \)

On the other hand,

\[ t'_n - \tau = \arccos(p'_n/\sqrt{4U_pm}), \]  

\( (37) \)

i.e., \( t'_n - \tau \) is real, provided \( p'_n \) is real and \( p'_n/\sqrt{4U_pm} \leq 1 \). One may ask how large \( p \) can be to have real solutions of the saddle point equations and thus lack of decay of probability amplitudes (i.e., plateau structures). For the forward scattering obviously the condition is \( p'_n/\sqrt{4U_pm} \leq 1 \), i.e., \( p'^2/2m \leq 2U_p \). Forward scattering is expected in this limit to affect most significantly low-energy part of the ATI spectrum. It is a little trickier to consider the case of backward scattering. Setting \( 2eA(t'_n)/c \) to its extremal value \( -2\sqrt{4U_pm} \), we obtain for the case of backward scattering that \( p \geq -3\sqrt{4U_pm} \), i.e., \( p'^2/2m \leq 18U_p \). This estimate is obviously exaggerated, but it clearly indicates that backward scattering might in principle affect the parts of the ATI spectra that correspond to much higher energies, which indeed is the case (see Ref. [143] for detailed calculations of ATI spectra using the SFA).

Again, as an illustration of this formalism, we present in Fig. 10 an experimental ATI spectrum, obtained for elliptical polarization [21]. To each plateau

---

**Fig. 10** ATI spectrum in xenon for an elliptically polarized laser field with ellipticity \( \xi = 0.36 \) and intensity \( 7.7 \times 10^{13} \) W cm\(^{-2} \) for emission at an angle with respect to the polarization axis as indicated. The different steps of the spectrum are shaded differently. For each step (from left to right), the responsible quantum orbits, calculated from the stationary action principle (see text) are displayed above (from top to bottom). The crosses mark the position of the atom, and the length scale of the orbits is given in the upper left of the figure (from [21]).
shown in this figure, it is possible to associate a quantum orbit (or quantum path), derived from Eqs. (32, 33, 34).

5.4 Generalized Strong Field Approximation for Non-sequential Ionization

To our knowledge, a time-dependent formulation of the SFA for multielectron problems such as non-sequential ionization has not been presented in the literature so far [222]. A related generalized S-matrix theory [172, 173, 186] has been very successful in explaining experimental momentum distributions. It was also stressed [174, 175] that to get full quantitative agreement with the experiment, Coulomb refocusing of the electron trajectories has to be accounted for. In the following, we will not attempt to derive the time-dependent version of the SFA for two electrons, but we will rather follow the “minimal correlation” approach of Becker and his coworkers, which leads to a description of non-sequential ionization in the form of a Feynman sum over few relevant electronic trajectories.

Here the process in question involves two electrons, which have the final momenta \( p_1 \) and \( p_2 \), respectively. Let \( I_{2p} \) be ionization potential for two-electron ionization (i.e., \( -I_{2p} \) is the ground state energy), and let \( I_{1p} \) be the ionization potential for a singly charged ion (i.e., \( -I_{1p} \) is the energy threshold for continuum states with one electron freed from the nucleus). Let \( t_n - \tau \) denote the time at which the first electron tunnels out, \( t_n \) the time at which it rescatters on the nucleus, and \( \tau \) the return time, i.e., the time the first electron needs to come back to the nucleus. Let \( p_n \) denote the canonical momentum of the first electron born in the continuum at \( t_n - \tau \). With this notation the stationary action equations become

\[
\frac{(p_n - eA(t_n - \tau)/c)^2}{2m} + I_{2p} - I_{1p} = 0, \tag{38}
\]

\[
p_n\tau - \frac{e}{c} \int_{t_n-\tau}^{t_n} A(\tilde{t})d\tilde{t} = 0, \tag{39}
\]

\[
\frac{(p_1 - eA(t_n)/c)^2}{2m} + \frac{(p_2 - eA(t_n)/c)^2}{2m} - \frac{(p_n - eA(t_n)/c)^2}{2m} + I_{1p} = 0. \tag{40}
\]

Again, there are typically several physically relevant families of solution of these equations. Summation over such families in the expression of the form Eq. (23) leads eventually to appearance of peaks in the energy spectrum at

\[
\frac{p_1^2}{2m} + \frac{p_2^2}{2m} = N\hbar\omega - 2U_p - I_{2p},
\]

Some steps toward such formulation have been achieved.
where $N$ is an integer. The analysis of the above equations allows both for qualitative understanding of the non-sequential ionization process and for quite accurate quantitative description of momentum distributions [172, 173, 186].

### 6 Conclusion

We have presented a review of the physics of atoms in strong laser fields, concentrating on the single atom response. We hope that the readers of this chapter will share our opinion that even the “simple” single atom physics is only apparently simple, and is in fact very rich and leads to a whole variety of fascinating phenomena and applications.

We have focused in this chapter on an accurate description and explanation of HHG, ATI, and non-sequential ionization provided by SFA, which in turn, when analyzed using the stationary phase principle, leads to a unified description of all of the considered processes in terms of Feynman integrals, or better to say Feynman sums over few relevant electronic trajectories.

The readers should not get the impression that SFA explains and describes everything and that there are no more open challenging problems in the physics of single atoms in strong fields. Our aim was to convince the readers that a lot has been already achieved in this area, and a lot can be understood using the elegant language of Feynman’s path integrals. Nevertheless, the area is still full of open problems and challenges.

In HHG for instance, the problem of optimization of generation process is far from being solved and may lead to many surprises in the future. Applications of HHG has just begun to arise, and one expects a lot of activities in this area. Optimal generation of attosecond pulses, or pulse trains, is another issue. Attophysics is being now born and there are numerous open questions concerning applications of attosecond XUV pulses, in particular for time-resolved attosecond spectroscopy (TRAS). The first steps toward this direction has been recently achieved by Krausz and his collaborators, who have used attosecond pulses for monitoring an Aug decay [223] as well as for visualizing an optical light wave [224].

ATI seems to be the area in which many of the fundamental questions have been already answered. Even this point of view is misleading: for instance, ATI and more generally electron scattering in the presence of strong laser light is becoming a test ground for attophysics [76, 122].

Finally, the systematic study of multielectron ionization and electron correlation processes in strong laser fields has just begun. Both in experiments and in the theory there are fundamental questions, involving for instance control of rescattering effects, role of laser pulse duration. We may expect a lot of activities in this area in the next future.
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1 Introduction

Ionization is fundamental to many technologies. Mass spectrometry relies on ionization, as does femtosecond laser machining. Ionization is the fundamental nonlinearity behind attosecond science – the worldwide effort to generate optical pulses that last only a single atomic unit of time. Molecular ionization and the fate of the molecular fragments (ions and electrons) will be the focus of this review.

Ionization of atoms and molecules in intense, infrared or near-infrared laser fields is fundamentally different from that in low-intensity fields. The latter requires either a photon with sufficient energy to directly ionize or an electronic resonance that aids in the ionization. An example of the latter is resonance-enhanced multiphoton ionization (REMPI). When the laser intensity becomes great enough, the need for electronic resonances is removed. Indeed, the electronic levels are strongly modified by the presence of the intense field, and the idea of resonances is less applicable.

Intense field ionization can be divided into two regimes that we will discuss soon – multiphoton vs tunnel ionization. We will concentrate on the latter regime, since it fits most current high-intensity experiments with titanium:sapphire lasers.

The process of removing electrons from atoms and molecules can be divided into several distinct steps. It starts with the detachment of the electron from the core, a process which is rich in interesting complications. The freed electron can then move under the influence of the laser electric field and can possibly recollide with the core. Recollision leads to well-known phenomena like high harmonic generation that can be used as a source of short-wavelength sub-femtosecond pulses. The motion of the molecular ion in the laser field is another source of study, leading to methods of controlling chemical bonds.
Clearly, many of the things that we are learning about molecules have the potential for application elsewhere, particularly in chemistry. The spectrum of high harmonics from molecules contains information about the electronic orbitals that are ionized and their symmetries. The recolliding electrons, after diffracting from the molecular core, also contain information about the molecular geometry. Both of these effects can be used as probes of molecular structure in pump-probe experiments, with the possibility of femtosecond and even sub-femtosecond time resolution.

2 Experimental Setup

Although strong field molecular ionization is being studied in many laboratories worldwide [1, 2, 3, 4, 5, 6], we will focus on experiments performed at the National Research Council of Canada. That allows us to present a unified experimental section.

A kilohertz Ti:sapphire laser system was used in all the experiments, with a 39 fs pulse duration at 800 nm wavelength and an energy of 800 μJ. The 800 nm pulse could optionally pump an optical parametric amplifier (OPA) that produced tunable near-infrared pulses with a duration of 60 fs. The laser was focused into the vacuum chambers with f/2 50 mm focal length on-axis parabolic mirrors.

Several vacuum chambers were used for experiments. One was a simple time-of-flight mass spectrometer containing molecules at a pressure of 10⁻⁶ Torr. A uniform electric field was applied and ions were observed through a 1 mm diameter hole in one electrode. The signal was detected with a micro-channel plate detector and recorded with a multichannel scaler. Another chamber had a constant electric field acceleration region and a time- and position-sensitive delay line anode detector. This detector system was able to collect multiple ions per laser shot and to determine their initial three-dimensional velocities.

For experiments in which the ellipticity of the laser polarization was varied, a sequence of optical elements were used to change the ellipticity while maintaining the direction and magnitude of the major axis of the ellipse. The laser beam passed through a rotating half-wave plate, a rotating polarizer and finally an achromatic quarter-wave plate with a fixed vertical optical axis. The fixed quarter-wave plate ensured that the major axis of the ellipse remained vertical. The polarizer before it controlled the magnitude of the minor axis. The half-wave plate was then used to keep the magnitude of the major axis constant. The ellipticity, defined as the ratio of the two electric field components, was less than 0.02 for linear polarization.

For all wavelengths, the intensity was calibrated by measuring the saturation intensity of Xe⁺ and comparing it with that calculated by the ADK model. This provides an intensity reference that allows different laboratories, with different lasers and focusing geometries, to compare their actual intensities.
3 The Initial Ionization Process

We first consider ionization of atoms by intense laser fields. We then generalize to molecules with single electrons and then to multielectron systems.

With typical ionization potentials of 12–20 eV, atoms can only be ionized directly by lasers with wavelengths shorter than about 150 nm. For the more typical visible or infrared lasers, ionization by strong laser fields can be divided into two regimes: multiphoton and tunneling. Multiphoton ionization occurs when an electron gains energy by absorbing a number of photons simultaneously. Tunnel ionization occurs when the optical frequency of the field is low enough that the electron has time to tunnel through the potential barrier, as seen in Fig. 1.

One can use a classical analysis to estimate the laser intensity that is required to tunnel ionize an atom, called the “over-the-barrier” threshold, \( I_{th} = K I_p^4 / (16 Z^2) \), where \( I_p \) is the ionization potential of the atom and \( Z \) is the charge state of the ion that is produced by ionization. In atomic units, \( K = 1 \), but if \( I_p \) is in eV and \( I_{th} \) is in W/cm\(^2\) then \( K = 6.4 \times 10^{10} \). Below this dividing line the electron is bound. Strong field physics still occurs, for example, the Stark shift can be very large [7]—and through this very large Stark shift we can control either internal [8, 9] or external [10, 11, 12, 13, 14] degrees of freedom of a molecule. However, in this review we will restrict our considerations to ionization phenomena—intensities above (or near) \( I_{th} \).

While classical physics can provide an approximate dividing line, ionization is quantum mechanical in nature. Most femtosecond laser experiments are performed in an intensity region where tunnel ionization is important. The parameter that determines if the tunneling approximation is valid is the Keldysh parameter [15], \( \gamma = (I_p / 2 U_p)^{1/2} \), where \( U_p = e^2 E^2 / (4 m \omega^2) \) is the ponderomotive potential, \( e \) and \( m \) are the electronic charge and mass, \( E \) is the electric field strength at which the atom ionizes and \( \omega \) is the angular frequency of the laser.

![Fig. 1](image-url) The combined laser field and Coulomb potential of the ion plotted as a function of the distance from the ion, illustrating the barrier suppression responsible for tunnel ionization. The potential is \( V(r) = -1/r + E_x \), where \( E_x \) is the instantaneous laser electric field.
radiation. If $\gamma < 1$, the tunneling conditions are satisfied [15]. For $\gamma \gg 1$ a multiphoton picture is more appropriate.

A theoretical model was developed by Ammosov, Delone and Krainov, called the ADK model [16], that has been successful in describing tunnel ionization of atoms. It has been further improved in the PPT model [17, 18, 19] and the Yudin–Ivanov model [20]. All these models predict a steeply increasing ion yield as the laser intensity approaches $I_{th}$.

Since molecules are usually larger than atoms and the atomic tunnel ionization calculations assume a short-range potential, it has been thought up to now that molecules will be easier to ionize than atoms with the same ionization potential. In reality, neutral molecules at their equilibrium internuclear separation tend to be more difficult to ionize than equivalent atoms [21, 22, 23, 24], sometimes much more difficult [22].

The starting point for understanding ionization in molecules is to compare their ionization with atoms. Early models simply substituted molecular ionization potentials in atomic tunneling models such as ADK [16]. It was assumed that the molecule’s relatively low ionization potentials and lower-lying excited states would raise their ionization rates beyond tunneling rates. Even an early adaptation of the atomic tunneling model to molecules, where the extended range of the molecular potential was taken into account, predicted easier ionization [25, 26].

The first indication that this was not the case came from diatomic molecules, where results on HCl [21] and especially O$_2$ [23] began to cast these predictions in doubt. The O$_2$ results are important because O$_2$ has the same $I_p$ as Xe and allows direct experimental comparison.

The question is: Are these isolated special cases or is the behavior general and does it extend to larger molecules with low ionization potentials? Direct comparison with rare gas of the same ionization potential is not possible in general, so a consistent approach for comparing the ionization of molecules and atoms with diverse ionization potentials is required.

We have developed an experimental approach that allows $I_{sat}$ to be defined in a manner that can be directly connected to theory and that can be applied consistently between different laboratories. We refer the reader to [22, 27] for details. Figure 2 shows $I_{sat}$ plotted as a function of ionization potential. The solid line is the ionization potential dependence of $I_{sat}$ calculated using ADK tunneling theory [16]. The inset shows the results on an expanded scale where the rare gas atoms He and Ne can be included. There is good agreement with the ADK results for He, Ne and Xe, validating our experimental approach. For molecules the key observation is that tunneling theory does not provide an upper bound for the saturation intensity. All the organic molecules studied show $I_{sat}$ is greater than that predicted by ADK theory, some by as much as a factor of 4.

As yet there is no clear understanding of the general resistance of molecules to strong field ionization. It seems that there might be a combination of causes. Based largely on the results on O$_2$ and the observation that N$_2$ does not show
suppression, it has been proposed [28] that interference in the exit channel suppresses ionization in species with anti-symmetrical electronic ground states. We have observed such quantum interference by studying the elliptical dependence of recollision processes in benzene [29]. However, this mechanism for ionization suppression is by no means established. The theory predicts suppression in other molecules with anti-symmetric ground states such as F$_2$. Although N$_2$ and F$_2$ have similar ionization potentials, due to differences in molecular symmetry, theory predicts ionization of F$_2$ to be suppressed by two orders of magnitude relative to N$_2$. Contrary to this, very small variation of the measured ratio of N$_2^+$/$F_2^+$ with the laser intensity (Fig. 3) indicates no suppression of ionization of F$_2$ relative to N$_2$. A similar study comes to the same conclusion for S$_2$ [30]. Also questioning the role of interference is the fact that we have been unable to observe the expected ellipticity dependence in the recollision-driven dissociation of O$_2$.

It is intuitively obvious that ionization probability should depend on the orientation of the molecule with respect to the laser polarization axis. However, until recently all the experiments were performed on samples with isotropic angular distributions, and therefore reported spherically averaged single ionization rates. Using short laser pulses to dynamically align molecules in the gas phase, we for the first time measured the angular dependence of the strong field single ionization probability for N$_2$. We found that a nitrogen molecule aligned
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**Fig. 2** One might think that, because molecules are more spatially extended than atoms, their electrons can pick up more energy from a laser field, and hence that molecules will be easier to ionize than an equivalent atom. This is not true. Most molecules are more difficult to ionize than an atom that has the same ionization potential. In some cases, the orbital symmetry of the highest orbital makes it very difficult to ionize. This graph shows the appearance intensity for ionization of a number of organic molecules, plotted against their ionization potential. The curve shows the appearance intensity predicted by the ADK model for that ionization potential.
parallel to an electric field is about 4 times more likely to be ionized by a 40 fs, $3 \times 10^{14}$ W/cm$^2$ pulse than the one aligned perpendicular to the field [31]. This result is in good agreement with predictions of the theory extending ADK to small molecules [32]. This theory also predicts that for O$_2$, due to the symmetry of its outermost orbital, the angular dependence of ionization probability exhibits a maximum at 45° orientation. That prediction is yet to be tested experimentally.

The treatments applied to diatomic molecules largely ignore one of the most important differences between atoms and molecules, especially for larger molecules. This is the multielectron nature of the problem. Single-active-electron models can treat rare gas atoms successfully because their excited states are well above their ionization potentials. This is not generally the case in molecules.

In the quasi-static tunneling regime, where the laser frequency is well below any molecular resonance, multielectron effects can be most simply addressed through the polarizability of the molecule. In a strong ionizing field, screening of the ion core by the induced dipole effectively raises the ionization barrier, resulting in suppression of tunnel ionization [8]. A simple modeling, using several electrons in a box [33], supports this qualitative picture.

Another significant difference between atoms and molecules is the presence of nuclear coordinates in the latter. Those degrees of freedom can couple dynamically to the electric field, resulting in alignment and deformations on timescales comparable to the pulse duration and affecting the observed
ionization rates. For example, it is clear that light molecules like F$_2$, N$_2$ and O$_2$ can undergo significant alignment before being ionized by pulses of 40 fs or longer (and H$_2$/D$_2$ molecules even by much shorter pulses). For complete understanding of molecular ionization, one will have to account for those dynamic effects as well.

In summary, for small molecules in the adiabatic limit [34], our best understanding is that the basic ideas of tunnel ionization are valid, but they must be adapted to a realistic electronic wave function and the knowledge that tunneling occurs through a potential barrier that includes the influence of all of the molecule’s electrons. Thus, H$_2$ will be quite atomic-like while C$_{60}$ is quite different from an atom.

4 The Characteristics of the Newly Formed Electron

The act of ionization forms not only an ion, but also an electron. Since the electron can only be launched during the fraction of each cycle when the field is strong, electron wave packets are formed [35]. For small molecules and low charge states, the laser field dominates the motion of the electron after detachment. It is the most important force determining the motion of the wave packet. After birth, the electron is accelerated away from the parent ion but, as the field reverses, the electron can be driven back [36]. Depending on the electron’s phase of birth in the laser field the electron can recollide with its parent, exciting the second electron or knocking it free. This process is known as non-sequential double ionization [36, 37].

Although the classical-like motion of the electron in the strong field is most important, tunneling determines some of the characteristics of the electron wave packet and studying these characteristics gives insight into tunnel ionization. In particular, once the electron passes through the tunneling barrier, its motion perpendicular to the laser field is not influenced by the field [38]. The electron velocity perpendicular to the laser field is determined by the uncertainty in the position and velocity at the time of tunneling through the barrier. This lateral motion is readily observed.

This section concentrates on experiments to measure the lateral momentum. We use double ionization and fragmentation as a diagnostic. For atoms, it is known theoretically [39] and experimentally [38] that the lateral velocity distribution is Gaussian. We show that it can be qualitatively different in molecules. For C$_6$H$_6$, the distribution of lateral velocities has a local minimum at zero lateral velocity and a global maximum at $\sim 3$ Å/fs [29]. At still higher lateral velocities, the distribution function falls rapidly to zero just as in an atom. We also show that the lateral velocity spread is slightly different for H$_2$ molecule aligned parallel and perpendicular [35].

We now know, in a general way, the probability of the electron emerging from an atom or molecule as a function of the laser field strength. We next
concentrate on the characteristics of the newly emerging electron. As it departs the ion, the electron, which is confined laterally by the structure of the tunnel region (Fig. 1), acquires a velocity $v_{\perp}$ in the direction perpendicular to the laser field, in addition to a parallel velocity $v$. The transverse velocity is a characteristic signature of the intrinsic quantum mechanical nature of strong field ionization. It determines the subsequent expansion of the electron wave packet in the lateral direction [36, 38] as long as the electron is distant from the ion. For atoms, the initial transverse velocity has a Gaussian distribution with 1/e width given by $v_{\perp} = (E/\sqrt{2I_p})^{1/2}$ (in atomic units), where $I_p$ is the ionization potential of the atom and $E$ is the peak electric field amplitude [39].

After the electron is detached, it moves in the laser field as a free electron [40]. Its oscillatory motion can bring the electron back to the ion, where it recollides with its parent [36]. During this free evolution, the field controls the electron motion. In elliptically polarized light, the electron is displaced from the ion in the direction of the minor component of the electric field (Fig. 4). This gives us the experimental means to measure the transverse velocity distribution [36, 38].

As the laser ellipticity, defined as the ratio of the electric field components ($\varepsilon = E_y/E_x$) increases, the transverse displacement increases. Ultimately the transverse displacement of the electron wave packet exceeds the wave packet radius and the electron never returns to the ion. Above this ellipticity, any phenomena caused by the electron–ion recollision are no longer observed. We use non-sequential ionization to measure the diameter of the electron wave packet at the time of recollision, and hence $v_{\perp}$.

In atoms, the probability of non-sequential excitation and double ionization vs polarization ellipticity has a Gaussian distribution and is always a maximum for linear polarization ($\varepsilon = 0$) and falls off rapidly with increasing ellipticity of the laser polarization. The width of the Gaussian distribution is governed by the ionization potential and the laser intensity. For a laser intensity of $10^{15}$ W/cm$^2$ at 800 nm, double ionization of Ne has a 1/e width of $\varepsilon \sim 0.13$, which
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**Fig. 4** Illustration of the trajectory of the electron in elliptically polarized light. The *left panel* shows how a small amount of elliptical polarization causes the just-detached electron to move laterally, so that it is less likely to recollide with the parent ion. The *right panel* illustrates circularly polarized light, whereby the electron trajectory never returns to the parent ion. By means of controlling the ellipticity of the laser light, one can control the electron trajectory or even turn off the recollision process. This technique is important in clarifying the shape of the electron wave packet and its influence upon recollision.
corresponds to a transverse displacement of 12 Å [38]. Since the effective collision cross-section is small (∼1 Å²), the transverse displacement allows us to measure the spatial distribution of the wave packet when it returns to the ion in 1.77 fs. From this distribution we determine the transverse velocity at the time of ionization to be 7 fs/Å, in close agreement with the calculated value of 7.5 fs/Å.

Recollision must certainly occur in molecules. However, in addition to electronic excitation and double ionization, in molecules the nuclear degrees of freedom can be excited, resulting in fragmentation of the molecule. The dependence of double ionization (or recollision-induced fragmentation) on the ellipticity of the laser polarization identifies non-sequential double ionization in molecules. We review measurements of the lateral spread of the electron wave packet in H₂ [35] and C₆H₆ [29]. We show that transverse velocity spread depends slightly on the molecular alignment with respect to the laser polarization in H₂ [35]. In C₆H₆ [29], we show that both fragmentation and double ionization have identical ellipticity dependence. At intensities of 10¹⁴ W/cm², for 1.4 μm light illuminating C₆H₆ we show that all fragmentation is due to recollision. We begin with H₂. As a two-electron molecule it is similar to helium, but has a nuclear degree of freedom. We study the sensitivity of tunnel ionization to the direction of the internuclear axis by observing the expansion of the electron wave packet.

We infer the alignment direction of the molecule via inelastic scattering. Ionization results in a vibrational wave packet moving on the field-modified Σₕ potential energy surface until electron recollision occurs. During the recollision, the electron can either ionize the H⁺₂ ion or inelastically scatter, producing excited H⁺ leading to dissociation. In either case, high kinetic energy protons are produced. Their direction labels the molecular alignment. By selecting only those fragments that travel in a particular direction relative to the laser polarization axis, we can effectively have an ensemble of aligned molecules.

Figure 5 shows the ellipticity dependence of the recollision yield. At each ellipticity, the signal count is integrated in the kinetic energy range 4–9 eV. All high kinetic energy fragments have the same ellipticity dependence. The three curves in the figure are for argon and for H₂ molecules aligned parallel and perpendicular to the laser polarization. Argon, with almost the same ionization potential as hydrogen, is used as a reference for which the transverse velocity can be accurately calculated. For argon (open squares in Fig. 5) the measured transverse velocity spread is ∼5.6 Å/fs, in excellent agreement with 5.4 Å/fs predicted by the atomic tunneling theory.

The ellipticity dependence is slightly different for parallel and perpendicular orientations of the H₂ molecule. The measured transverse velocity spread is 4.2 Å/fs and 5.0 Å/fs for molecules aligned perpendicular and parallel to the laser field, respectively. It is interesting to note that although Ar has almost the same ionization potential as H₂, the transverse velocity spread of Ar is larger than that for either orientations of H₂. There are no theoretical predictions of the electron wave packet spread in molecules; however, qualitatively we expect
a smaller wave packet spread from the broader tunnel that characterizes a perpendicular molecule.

We now concentrate on C$_6$H$_6$. With 12 atoms, benzene might be expected to be quite different from an atom. In fact there are differences and similarities. The overall width of the transverse velocity distribution is similar to that for atoms. However, interference between different electron trajectories during the tunneling process results in a structure in the polarization dependence of ion yields that is not observed for rare gas atoms. Also, fragmentation in C$_6$H$_6$ can be switched on or off with small changes in the ellipticity of the laser polarization.

Figure 6 shows the ellipticity dependence of the C$_6$H$_6^{2+}$ signal and the sum of the most important fragments. Individually every fragment shows the same ellipticity dependence as the double ionization. We observe C$_4$H$_n^+$ ($n = 2, 3, 4$) and C$_5$H$_n^+$ ($n = 2, 3$) fragmentation channels with C$_4$H$_4^+$ as the most dominant channel. Also shown for comparison purposes is the ellipticity dependence of Xe$_2^{2+}$ obtained at $10^{14}$ W/cm$^2$. All the measurements were made at laser wavelength of 1.4 μm instead of 800 nm. At 800 nm, for molecules with relatively low values of $I_p$ ($<10$ eV), the ionization process is complex and the recollision energy is low.

The solid curve in Fig. 6 shows the best-fit Gaussian distribution to the experimental data of Xe. The half-width of the Xe distribution is consistent with the calculated values from the tunneling model (a width of ~0.16 translates to a measured transverse velocity distribution of 6.4 Å/fs while the calculated distribution is 7 Å/fs). For C$_6$H$_6$, a Gaussian fit to the measured data (dotted

![Fig. 5](image-url) The lateral spreading of the electron wave packet after ionization of H$_2$ can be determined by varying the ellipticity of the laser light. Here we show the number of H$^+$ ions whose kinetic energy is greater than 4 eV. This signal is due to excitation to the H$_2^+$ $\Sigma_u^+$ surface after an inelastic scattering event from the recolliding electron. As the ellipticity increases, the electron wave packet is pushed sideways more and more, mapping out the lateral shape of the wave packet. The ellipticity dependence is shown for H$_2$ parallel (circles) and perpendicular (triangles) to the laser polarization direction, and also for argon (squares), an atom with almost the same ionization potential as hydrogen. The narrowest distribution is from the perpendicular H$_2$.
curve) deviates significantly for $\varepsilon < 0.1$. However, its width of $\varepsilon \sim 0.25$ corresponds to a measured transverse velocity of $5.15 \text{ Å}/\text{fs}$. An atom with the same ionization potential will have a transverse spread of $5 \text{ Å}/\text{fs}$. Both double ionization and fragmentation have the same ellipticity dependence. So, if double ionization is due to recollision, then fragmentation must also be due to recollision. At the intensity of this measurement ($\sim 10^{14} \text{ W/cm}^2$) and at all intensities less than this, there is no fragmentation without recollision.

The transverse distribution is estimated by assuming a small cross-section and ignoring Coulomb focusing [41]. In C$_6$H$_6$, both non-sequential double ionization and fragmentation are maximum not at an ellipticity of $\varepsilon = 0$ (like in atoms) but at $\varepsilon \sim 0.1$. We show that this effect is due to the destructive interference between the two components of the wave function in the highest occupied molecular orbital.

The highest occupied molecular orbitals in C$_6$H$_6$ are doubly degenerate $\pi$-orbitals. They both have two nodal planes, one is the plane of the molecule and the other is perpendicular to this plane. A representation of the two degenerate highest occupied molecular orbitals is shown in Fig. 7. Dashed lines indicate nodal planes perpendicular to the molecular plane.

For simplicity, consider C$_6$H$_6$ with its plane perpendicular to the laser polarization. When viewed in three dimensions, a saddle-like structure of the potential surface is created by the ionic and laser fields. The saddle point is at a
distance of a few Angstroms from the ionic core. For tunnel ionization the electron must pass through this restricted region of the saddle. The symmetry of the wave function should be preserved in the saddle region. Electrons from either side of the node travel equal distances to the center of the saddle region, however, with opposite phases. Therefore they interfere destructively.

The momentum distribution of the electrons $\Phi(p)$ in the transverse dimensions is given by the Fourier transform of the spatial wave function $\Psi(r)$ in the saddle region, $\Phi(p) = \int \Psi(r)e^{-ipr}dr$. For an asymmetric wave function, $\Phi(0) = 0$. Since there are no electrons with zero transverse momentum, none return to the ion in linearly polarized light. This can be understood in terms of destructive interference of the components of the electron wave function after departing the saddle region. Due to destructive interference, there are never any electrons on-axis, so there must be a minimum in the non-sequential double ionization/fragmentation, as is observed.

In elliptically polarized light, the transverse field component compensates for the initial momentum, forcing some of the off-axis electrons to return to the ionic core, increasing the double ionization/fragmentation probability. However, in near-circularly polarized light, the transverse field imparts so much momentum that the electrons far overshoot the ionic core and the probability of double ionization/fragmentation drops to zero.

We have described what we would expect for a $\text{C}_6\text{H}_6$ molecule aligned perpendicular to the laser polarization. However, our experiments are performed with randomly oriented molecules. Let us now consider two other
orientations. (1) If the laser field is in the molecular plane of C₆H₆ but with polarization parallel to the nodal plane (dashed line in Fig. 7), the argument presented above applies. Therefore we expect a minimum in double ionization/fragmentation probability for linearly polarized light. (2) Since the molecular plane is itself a nodal plane, we again expect a minimum for linearly polarized light, when the laser polarization is perpendicular to the nodal plane (dashed line in Fig. 7).

Any other orientations result in incomplete interference. So, when one considers an ensemble of randomly oriented C₆H₆ molecules, interference results in a local minimum of non-sequential double ionization/fragmentation signal for linear polarization as observed in Fig. 6.

As the molecule becomes still larger, other atomic properties disappear. Although we do not show it here, in C₆₀ the electron preserves a significant fraction of its Fermi velocity when it departs from the molecule [8], giving us a “look inside” a large molecule in a strong laser field.

5 The Fate of the Ion: Bond Softening

So far, we have discussed ionization and the characteristics of the departing electron. Now we have two fragments to follow, the electron and the ion. First we concentrate on the molecular ion. Compared to atoms, molecular vibrations and rotations add richness (and another level of complexity) to the interaction of molecules with strong fields. A strong external field couples the electronic (ionization and excitation) and nuclear (rotation, vibration and dissociation) motions. A complex hierarchy of timescales, including response times for electronic and nuclear motion, field oscillation period and pulse envelope rise time, determines the dynamics of such a system.

Many features of molecules interacting with strong laser fields can be illustrated using the example of the one-electron molecule, the hydrogen ion. Despite its apparent simplicity, H⁺₂ exhibits most of the interesting strong field molecular physics seen in more complex systems. At the same time, it possesses a single vibrational coordinate (internuclear separation \(R\)) and it is free of electron–electron interaction. It is also helpful that just a pair of electronic states is sufficient to account for its behavior in strong fields.

The Born–Oppenheimer approximation allows the electronic and nuclear degrees of freedom to be separated. A molecule can be described by a set of potential energy surfaces, with electronic energy levels and wave functions parametrically depending on the internuclear separation (see Fig. 8(a)). Since the free-molecule Hamiltonian for H⁺₂ possesses inversion symmetry, all the electronic eigenstates are either symmetric (g-states) or anti-symmetric (u-states) with respect to inversion. The two relevant electronic states (attractive 1s\(\sigma_g\) and repulsive 2p\(\sigma_u\)) closely correspond to symmetric and anti-symmetric linear combinations of the 1s and 2p orbitals of atomic hydrogen.
An external electric field breaks the inversion symmetry and modifies electronic energies (by introducing Stark shifts) as well as electronic eigenstates (by mixing $g$- and $u$- states). For molecules aligned along the field, the resulting adiabatic electronic states acquire significant dipole moment (see Fig. 8(b)). The field polarizes the molecule, shifting the electron density towards one of the nuclei. Such polarization disrupts electron sharing and weakens the chemical bond. For a constant field, the induced dipole moment increases with internuclear separation, as does the Stark shift. The lowest potential energy surface becomes repulsive for large $R$. For sufficiently strong fields, the local potential minimum cannot hold any bound vibrational states, and the molecule dissociates. Classically this means that the polarizability of the molecule in a strong field increases with internuclear distance, and that dissociation minimizes the total energy of the system. Now known as bond softening, it was observed in static fields for $\text{H}_2^+$ many decades ago and in laser fields about a decade ago [21, 42].

**Fig. 8** This figure shows a few of the potential energy curves of $\text{H}_2^+$, both field-free and under the influence of an intense laser field. There are two states shown, the ground state $\sigma_g$ and the first excited state $\sigma_u$. In the presence of an electric field, these two states are coupled, as shown by the dotted lines. In (a), the low-frequency, quasi-static model is used, so that bond softening occurs with the $\sigma_g$ state, while bond hardening occurs with the $\sigma_u$ state. In (b) the Floquet picture is shown. Here the $\sigma_u$ surface is dressed down by three photons, and an avoided crossing is formed. In both cases, the laser-dressed state is a superposition of the $\sigma_g$ and $\sigma_u$ states, and the electrons will be polarized by the applied field. The induced polarization lowers the energy of the system, and so the molecule will try to align with the applied laser polarization.
In the case of a time-periodic electric field, the Floquet picture presents a framework for understanding molecule–field interactions. In the Floquet picture, upon an adiabatic turn-on of an oscillating electric field, each eigenstate of a free molecule evolves into a corresponding eigenstate of the time-periodic Hamiltonian (field-dressed state). A field-dressed state describes a common state of molecule and electric field. Upon quantization of the field, the field-dressed state can be represented by a coherent superposition of Floquet states. Floquet states are separated by a quasi-energy equal to the photon energy, with each state corresponding to a different number of photons in the field. A manifold of Floquet states (Floquet ladder) is formed around each state of a field-free molecule. The Floquet states possess the same symmetry ($g$ or $u$) as a corresponding field-free state. In the Floquet representation the time evolution of the system is seen as transitions between the Floquet states while absorbing and emitting photons. Coupling between the electric field and nuclear motion causes avoided crossings of potential energy surfaces of $g$ and $u$ Floquet states separated by an odd number of photons (parity conservation forbids two-photon transitions between $g$ and $u$ states). The coupling depends on the orientation of the molecule and intensity of the field. At sufficiently high intensity for molecules aligned along the field, the potential barrier becomes suppressed and the molecule dissociates into $\text{H}_2^+ \rightarrow \text{H} + \text{H}^+$ channel (see Fig. 8(b)). This process is usually referred to as bond softening (BS).

Bond softening was predicted theoretically for $\text{Ar}_2^+$ ions by Bandrauk and Sink in 1981 [43] and first observed experimentally in $\text{H}_2^+$ by Bucksbaum and co-workers in 1990 [42]. The kinetic energy of the BS fragments is low. The fragments are emitted preferentially along the direction parallel to electric field.

Bond softening can be controlled by modulated laser pulses [44]. A laser pulse composed of two wavelengths generated by an optical parametric amplifier is modulated at the difference frequency. If the molecule is ionized at one of the amplitude peaks, the vibrational wave packet may reach the outer turning point when the laser intensity is either high (another peak) or low (a node). If the intensity is low, the wave packet is not able to dissociate. On the other hand, if the intensity is high, the potential energy surface is been pulled down by the laser field, and dissociation can occur. By changing the modulation period, it was shown [44] that bond-softening dissociation could be either turned off or on.

6 The Fate of the Ion: Enhanced Ionization

The difficulty of ionizing neutral molecules relative to atoms is in sharp contrast with stretched ions [3, 45, 46, 47, 48]. As the molecule dissociates, the ionization rate of an ion increases until it reaches a maximum at a critical distance. This distance is approximately the distance where molecular bonds break. At larger distances, the rate decreases again. This general process is known as enhanced
ionization. A multielectron molecule exposed to a sufficiently long pulse will explosively ionize at or near the critical distance [47].

It may seem strange to a reader that, although we are dealing with ultra-short pulses, we have not discussed dynamics. There are many important dynamics issues and most are beyond the scope of this review. An early example of the new opportunities that molecules bring to strong field ionization is seen in experimental studies of enhanced ionization [46]. In this experiment, a vibrational wave packet was launched in I$_2^+$ with a pump pulse. A delayed probe pulse can catch the dissociating molecule at different internuclear separations. Varying the pump-probe delay allows the ionization rate to be probed as a function of the internuclear separation.

The coupling of bound states causes bond softening. This coupling also influences ionization. If ionization occurs in H$_2^+$, it produces a pair of protons repelling each other by a strong Coulomb force. The kinetic energy of the protons would equal the potential energy of the Coulomb repulsion, $U = 1/(4\pi \epsilon_0 R)$ (plus the small kinetic energy gained in bond softening), reflecting the internuclear distance at the moment of ionization.

Experimental kinetic energy distributions of protons measured for high laser intensities ($> 4 \times 10^{14}$ W/cm$^2$) [49, 50], are dominated by fragments with energies around 3 eV, as shown in Fig. 9. The experimental kinetic energy distributions indicate that H$_2^+$ is ionized at large internuclear distances ($R > 5$ atomic units), exceeding the equilibrium bond length ($R = 2$ au) by more than a factor of 2. The angular distribution of the fragments is strongly directional along the

![Fig. 9](image.png) An experimental spectrum is shown of the kinetic energy release (per D$^+$ fragment) from deuterium in an intense 800 nm laser field. The peak intensity was $5 \times 10^{14}$ W/cm$^2$, with a pulse duration of 50 fs. The laser was circularly polarized so as to turn off electron recollision. The large peak labeled $EI$ at 3 eV is due to enhanced ionization (also called charge resonant enhanced ionization, CREI). The smaller peak near 0.5 eV, labeled $BS$, is due to bond-softening dissociation. Additional peaks due to fast sequential double ionization would appear above 5 eV.
laser polarization vector. Similar observations were also made for other diatomic and triatomic molecules [51, 52, 53, 54].

Numerical solution of the time-dependent Schrödinger equation for $H_2^+$ in strong field [45, 48] confirms that the ionization rate for molecules aligned parallel to the field increases by orders of magnitude when the internuclear distance is increased from the equilibrium value to the critical length $R_c = 6$ au. This phenomenon is known as enhanced ionization.

As with bond softening, enhanced ionization in $H_2^+$ arises from the coupling of the 1 s$\sigma_g$ and 2p$\sigma_u$ states. A strong field mixes the two states, resulting in two field-modified states $\sigma_+$ and $\sigma_-$. These electronic states correspond to the electron being localized near the left or right proton. As the laser field oscillates, these states appear as potential wells that move up and down. The electron usually moves from side to side in phase with the laser field so as to stay in the lower well. As the internuclear separation increases, the oscillating field can effectively trap significant electron population in the upper potential well. In an alternative view, this can be seen as a non-adiabatic transition between the 1 s$\sigma_g$ and 2p$\sigma_u$ states. The electron trapped in the $\sigma_+$ state can reach the continuum by tunneling through the internal potential barrier. At a critical internuclear distance, that potential barrier is lowered by the adjacent nucleus and the ionization rate increases, as seen in Fig. 10. The ionization rate reaches its maximum for relatively large bond lengths, 2–3 times the equilibrium distance.

Figure 9 shows the kinetic energy spectrum for deuterons resulting from ionization of D$_2$ by a circularly polarized 800 nm, 50 fs laser pulse with peak

---

**Fig. 10** This sketch shows how enhanced ionization works. The potential energy surface seen by an electron is influenced by the two ions plus the applied electric field. The electron is in a superposition of the two electronic states, $\sigma_+ = \sigma_g + \sigma_u$ and $\sigma_- = \sigma_g - \sigma_u$. As the laser field changes direction, the electron will try to follow by staying in the lower potential well. Sometimes it will not respond quickly enough and will find itself trapped in the upper well. When that happens, it has a higher probability of tunneling through the barrier that separates the two wells and will then escape to the continuum. This enhanced ionization occurs preferentially at a particular internuclear separation.
intensity of $5 \times 10^{14}$ W/cm$^2$. The peaks corresponding to bond softening (0.6 eV) and enhanced ionization (2.8 eV) can be easily identified. To experience enhanced ionization, a molecule must first reach the critical distance by undergoing bond softening. Only those dissociating molecules, which fail to ionize at the critical distance will appear as low-energy bond-softened fragments. Strong field ionization and dissociation are dynamically coupled, so that the exact evolution of the system and relative amplitudes of its various channels depend strongly on intensity and temporal characteristics of the laser pulse.

Current experimental data and numerical simulations suggest the following sequence of events taking place in a hydrogen (deuterium) molecule interacting with a $5 \times 10^{14}$ W/cm$^2$, 800 nm, 50 fs laser pulse. First, the molecule is field ionized, and the resulting molecular ion starts to undergo bond-softening dissociation. When its bond length reaches the critical value, enhanced ionization takes place, followed by Coulomb explosion. As one lowers the laser intensity, enhanced ionization becomes less and less probable until at intensities below $10^{14}$ W/cm$^2$ only the bond-softening peak remains.

In molecules with many electrons, the dynamics is more complex, with many more electronic states being involved. However, just like in H$_2^+$, initial ionization by the field triggers dissociation of the ion. When a dissociating ion approaches the critical geometry, enhanced ionization turns on, and highly charged ions are produced through sequential multielectron ionization.

7 The Fate of the Electron: Measuring the Dynamics of Double Ionization

In this section, we discuss the formation and evolution of an electron wave packet. We can indirectly infer the few-cycle dynamics of the electron wave packet [55] using few cycle pulses interacting with atoms. However, we can directly measure its sub-cycle dynamics using non-sequential molecular ionization [35].

Ionization of a molecule simultaneously forms two wave packets. One is the electron wave packet described above. The other is a nuclear vibrational wave packet. We introduced the concept of a molecular clock and showed how nuclear motion in H$_2^+$ can be used to time-resolve [35] the electron wave packet formed by ionization of H$_2$. Alternatively, the electron can be used to measure nuclear motion [56].

Now we proceed to characterize the electron wave packet as it returns to its parent ion more fully – its time structure and magnitude. In so doing we measure the dynamics of non-sequential double ionization. We begin by calculating the electron’s recollision probability as a function of time.

We treat the motion of electron wave packet semi-classically [35, 55, 57]. We follow many electron trajectories and count the number of trajectories which can go through the small collision area, $\sim 1 \text{Å}^2$ using a hard sphere model. Each
trajectory is weighted by the ADK ionization probability as a function of optical phase, and given a distribution of initial velocities. Since we will concentrate on H$_2$, we use the lateral velocity of the electron wave packet measured above as the initial condition for the calculation.

The magnitude of the electron recollision probability is shown in Fig. 11. Although a single electron, we plot it as a current density – the current density that gives an equivalent probability of inelastic scattering. The ion sees an electron current rising to $\sim 10^{11}$ amp/cm$^2$ in a fraction of a fs. The electron probability passes the ion in a spike lasting $\sim 1$ femtosecond. However, as the field reverses, the electron can wash back giving a second (and subsequent) surge as seen in Fig. 11. The first current peak has a duration of about 1 fs and contains $\sim 50\%$ of the density.

We chose to use the parameters for H$_2$ because it gives us a method to confirm the current density in Fig. 11. The basic idea behind the experiment is to use H$_2^+$ motion as a clock to measure the time structure of the returning electron wave packet. Tunnel ionization of H$_2$ forms two correlated wave packets simultaneously at a peak of the laser cycle: one is the electron and the other is the vibrational wave packet on its ionic surface. Until the electron returns to the parent ion, the vibrational wavepacket moves on the potential energy surface of H$_2^+$ (X $\Sigma_g$). The half vibrational period of H$_2^+$ is $\sim 10$ fs, which is somewhat longer than the timescale of electron’s return. We use this well-known vibrational motion to provide a “molecular clock” against which we can time-resolve the current pulse with femtosecond resolution.

To read the molecular clock we use the inelastic scattering during the electron–ion recollision. At a time of recollision the vibrational wave packet

![Fig. 11](image.png)

The electron that is detached from a parent molecule is accelerated in the laser field and can return to the parent ion with considerable kinetic energy. The electron can (a) elastically scatter (b) inelastically scatter or (c) recombine and give off an xuv photon. Although this is only a single electron, it is instructive to estimate the equivalent current density. This figure shows the number of electrons whose trajectories pass inside the cross-sectional area for inelastic scattering from the H$_2^+$ $\Sigma_g$ to H$_2^+$ $\Sigma_u$ potential surface. This is then divided by the time of the encounter to determine the current density. This enormous current is significantly greater than what can be achieved with conventional electron guns, because the “photocathode” is the molecule itself.
on $\text{H}_2^+ (X \Sigma_g^+)$ is promoted to the $\Sigma_u^+$ state, leading to the dissociative fragments of $\text{H}_2^+$. The kinetic energy of $\text{H}_2^+$ indicates the internuclear separation of $\text{H}_2^+$ when the electron collides with the parent ion. We measure the kinetic energy distribution of $\text{H}_2^+$ dissociating from $\text{H}_2^+$ followed by ionization only due to electron recollision. To select this recollision channel alone, we use linear and elliptically polarized laser light and take the differences between them in the kinetic energy distribution of $\text{H}_2^+$.

We select the laser field perpendicular to the molecular axis in order to avoid bond-softening or enhanced ionization processes. This configuration ensures us that there is no laser-induced coupling between $\Sigma_g$ and $\Sigma_u$, allowing us to assess the motion of vibrational wave packet as a reliable time clock.

Figure 12 is a plot of the observed kinetic energy distribution of $\text{H}_2^+$. The dotted line is the calculated kinetic energy distribution associated with the contribution of the first electron’s return in Fig. 11. To obtain the curves we calculate the motion of the vibrational wave packet quantum mechanically on the field-free potential energy surface of $\text{H}_2^+ (X \Sigma_g^+)$ and promote it to $\Sigma_u^+$ surface according to the electron recollision probability shown in Fig. 5. The solid line is the incoherent sum of the kinetic energy distribution of $\text{H}_2^+$ produced by all five electron micro-bunches. The agreement between the observed and calculated confirms the time-dependent electron current density in Fig. 11.

Although we have concentrated on clarifying ionization, the electron is a valuable tool for probing molecules. It is controlled by the laser field, so it can be experimentally “steered”. The recollision electron, slaved to the field, is the convenient, short-wavelength probe that has been lacking in laser physics until now.

Fig. 12 Observed (square) and calculated (solid curve) kinetic energy distribution of $\text{H}_2^+$ fragments caused by electron recollision. $\text{H}_2^+$ was aligned perpendicular to the laser polarization. When $\text{H}_2$ is ionized, it goes to the $\text{H}_2^+ \Sigma_g^+$ state. When the electron recollides a fraction of an optical cycle later, it can collisionally excite to the $\text{H}_2^+ \Sigma_u^+$ surface, which then dissociates into $\text{H}$ and $\text{H}_2^+$. The motion on the $\text{H}_2^+ \Sigma_g^+$ surface after ionization and before recollision occurs at a well-known speed and forms the “molecular clock”. The agreement confirms the time structure of electron current density. The dashed lines show the calculated contribution from the first electron bunch (long dash) and third electron micro-bunch (short dash)
8 Conclusion

We have seen that high-intensity (but often very low energy) femtosecond pulses readily ionize molecules. Ionization is behind many technologies – laser machining and mass spectrometry are two examples. A better understanding of molecular ionization will be helpful as lasers play an increasing role in these applications.

When ionization is driven to extremes, many electrons can be extracted from a molecule in just a few femtoseconds. If done fast enough, even the lightest ions are confined by their inertia [58]. Then they Coulomb explode, yielding an image of the original atomic positions [59, 60]. It now seems practical [58] to image many small molecules by optically driven Coulomb explosion imaging.

We have also seen that strong laser fields modify the potential energy surface enough to overcome the strong bonds of many molecular ions. While bond breaking in neutral molecules by the non-resonant Stark shift will be uncommon, Stark shifts are still quite large. Via Stark shifts, intense pulses can be used to manipulate and control both the internal and external degrees of freedom of the molecule.

Finally, we have seen that the newly ionized electrons can be directed and controlled, making them tools for probing their parent ion [56]. Most importantly, it appears that the recollision electron might allow molecular imaging via “recollision electron diffraction” [35, 61].
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Probing Molecular Structure and Dynamics by Laser-Driven Electron Recollisions


1 Introduction

We review recent advances in measurement of electronic structure and nuclear dynamics in molecules using the sub-cycle electron dynamics inherent to high-order harmonic generation. The mechanism of high harmonic generation (HHG) is closely tied to the driven electron dynamics in a strong laser field. A consequence of this is the ultra-fast (few hundred attosecond) duration of emitted XUV harmonics. This property is the subject of an active programme of research to find application in attosecond domain measurements. Whilst the high photon energy and short duration of radiation is a consequence of the influence of the laser field, the amplitude of emission depends upon properties of the atomic or molecular system. Thus the HHG signal carries information about the atomic and molecular structure that, over the last few years, we have started to understand how to interpret. The aim of this contribution will be to describe techniques for ultra-fast measurement of molecular structure and dynamics that are based upon our understanding of the electron dynamics driven by a laser pulse within an optical cycle and the role of molecular structure.

In the strong-field limit (intensity $> 10^{14}$ W cm$^{-2}$) HHG can be well understood using the semi-classical model proposed by Corkum [1,2], which separates the process into three distinct steps. First, an intense linearly polarised laser pulse ionises an atom or molecule through field ionisation (predominately quantum tunnelling through the field-suppressed potential barrier) when the electric field amplitude is near a peak, launching an electron wavepacket into the continuum. In the next step, the electron wavepacket moves in response to the laser field: first being accelerated away from the parent ion and then returning at some later time (typically 0.5–1.5 fs for a laser field at 800 nm) as the laser field reverses direction. During this step the electron wavepacket gains energy from the laser field, which is then emitted as a
high-energy photon if recombination occurs on the return of the wavepacket to the parent ion: this is the third step in Corkum’s model. The spectrum extends up to a cut-off energy set by the maximum possible electron return energy which from classical considerations is \(3.17U_p + I_p\) (where \(U_p\) is the ponderomotive (quiver) energy of a free electron in the field and \(I_p\) the ionisation potential of the state). In this strong-field limit the excursion of the laser-driven electron from the atom will amount to many atomic radii and so there are distinct moments within the optical cycle when an electron on a given trajectory (energy) is ionised and returns.

A unique feature of this process is that under appropriate (to an extent experimenter-controlled) circumstances the soft X-ray radiation is emitted for a duration much less than the optical period (the optical period is 2.67 fs for a 800 nm laser) and exactly synchronised with the phase of the laser driving the process. A typical ultra-fast high-power laser pulse might have an energy of \(\sim 1\) mJ and a duration of 30 fs. This will be focussed into a sample of the target gas to an intensity in the range \(10^{14} - 10^{15}\) W cm\(^{-2}\). For a central wavelength of 800 nm the pulse will comprise \(\sim 10\) optical cycles, therefore there are a number of cycles near the peak of the pulse that are essentially identical to each other. A harmonic is emitted within every half-cycle resulting in a train of ultra-fast XUV pulses, separated by half the optical period, i.e. 1.35 fs, which is referred to as an attosecond pulse train or APT. Each XUV pulse has a duration given by the inverse of the available spectral bandwidth. APTs have been extensively investigated by a number of groups most notably in Lund [3,4] and Saclay [5]. The generation of an isolated attosecond pulse (rather than a pulse train) has also been achieved by the group of Krausz [6,7]. This is important since it allows pump–probe measurements of isolated ultra-fast events to be carried out. To do this requires laser pulses in the few-cycle limit, i.e. durations \(\sim 5\) fs [8], such that there is only a single recollision at the highest energy the emission from which can be spectrally selected to generate the attosecond pulse.

It is also possible to use the laser-driven electron recollision in a more direct way to make attosecond domain measurements. Because the electrons return in a brief and well-synchronised moment with an appreciable momentum (returning with kinetic energy in the 10–100 eV range for typical fields) the recollision can be used as a probe in several ways. For instance Corkum and colleagues pointed out that the ionisation event forms correlated electron/nuclear wavepackets in a molecule; these can be used to measure vibrational or dissociation dynamics from the kinetic energy released when the molecules are ionised by the returning electron [9,10].

The emission of harmonics from a molecular target of aligned molecules has been shown to carry structural information about the molecule with a very high temporal resolution [11,12,13,14,15,16]. This is possible because the HHG amplitude is dependent upon the dipole amplitude for the transition between the continuum state and the ground state. As the return electron energy is in the range of 10–100 eV the de Broglie wavelengths in the wavepacket span the spatial scales of interest in the ground state wavefunction and so the dipole is
sensitive to the electronic structure of the molecular ground state [16]. In the strong-field limit it is argued that the continuum state can be treated approximately as a superposition (wavepacket) of plane waves unaffected by the binding potential [15] and in this case the dipole matrix amplitude takes the form of a Fourier transform (x-p) of the ground state wavefunction.

2 Laser-Driven Electron Dynamics Within an Optical Cycle

We will now examine in a bit more detail the electron dynamics connected to the HHG process in the strong-field limit. Tunnel ionisation occurs only near the peak of the electric field amplitude (Fig. 1) due to the exponential dependence of the tunnelling rate on the factor \( \frac{2(2I_p)^{3/2}}{3E(t)} \) [17,18,19] (where \( I_p \) is the ionisation potential of the bound state and \( E(t) \) the electric field amplitude, both in atomic units) and this ensures that (a) the highest energy electronic state is field ionised first and (b) the ionisation is confined in time to \( \pm 200 \) as (or \(< 1/10\)th of an optical cycle) around the cycle peak. The liberated electron wavepacket moves in response to the laser field: first being accelerated away from the parent ion and then returning at a later time (typically 0.5–1.5 fs for a laser field at 800 nm) as the laser field reverses direction. The motion of the electron in the laser field is essentially classical motion of a charge in an oscillating electric field taking into account the constraints on the phase of the field at which the electron first

![Fig. 1](image_url) This shows the electron trajectory displacement (vertical scale) and return energy (darker = higher return energy) within the trajectories launched by ionisation in the optical half-cycle peaking at \( t = 0.0 \) fs. The laser electric field as a function of time is shown as a dashed line.
appeared in the continuum and assuming that it appeared close to the parent ion with an initial momentum close to zero [2,20].

Only electrons tunnel-ionised after the peak of the cycle may return; those arriving in the continuum before the peak never receive sufficient acceleration from the field to come back and so they directly ionise. During this step the electron wavepacket gains energy by virtue of the laser field up to a maximum value of $3.17U_p$ for electrons born at $\sim 1/20$th of a cycle (300 mrad after the peak or 133 as for a 800 nm field). This energy is emitted as a high-energy photon if recombination occurs on the return of the wavepacket to the parent ion giving the cut-off energy of $3.17U_p + I_p$.

Electrons born into the continuum between the peak of the electric field and $1/20$th of a cycle follow the so-called “long trajectories”, travelling far from the core before the electric field reverses direction. Electrons launched into the continuum between $1/20$th of a cycle and the zero-crossing of the electric field follow “short trajectories”, that is, their path in the continuum is short since the electric field reverses direction relatively quickly following their birth. For electrons born at $1/20$th of a cycle after the peak the short and long trajectories converge and of course this corresponds to the highest energy return and so gives rise to the highest energy photon emission (the harmonic cut-off). Within each “class” of trajectories, the energy of the colliding wavepacket varies depending on its time of birth [5,20]: e.g. for electrons following shorter trajectories, those which follow the very shortest paths return with relatively low energy since they have experienced little acceleration by the field. Long trajectories have the opposite dependence, with the electrons spending longer in the field returning with smaller energy. Some long trajectories give rise to multiple electron returns but their role in HHG is usually insignificant. Thus, there exists a direct relationship between the wavepacket return time and the energy of the harmonic photon emitted: for short trajectories, successively higher orders of harmonics are generated at longer time delays. This property of HHG is fundamental to the new technique demonstrated in this work, since it allows a range of pump-probe delays to be accessed by analysis of a single harmonic spectrum (this will be discussed in Section 4).

It is useful to be more concrete about the properties of the returning electron. These are determined by the peak intensity (field) of the pulse and the carrier wave frequency, as this sets the scale of the ponderomotive energy: $U_p = e^2 E_0^2/4m_0\omega^2$ (where $E_0$ is the electric field amplitude and $\omega$ the angular frequency of the field). The return electron kinetic energy will range from a few eV for the very lowest energy electrons up to $3.17U_p$ for the highest returns (to this should be added the ground state binding energy $I_p$ to get the energy of the photon emitted). For a 800 nm field focussed to an intensity of $5 \times 10^{14}$ W cm$^{-2}$, $U_p = 32$ eV and so the highest return energy is slightly above 100 eV. Assuming that the electrons returning in this field have a kinetic energy in the range of 10–100 eV the de Broglie wavelength of the return electron wavepacket spans the range from $3.9 \times 10^{-10}$ m (for 10 eV electrons) to $1.22 \times 10^{-10}$ m (for 100 eV electrons); the latter wavelength is close to the size of a typical diatomic
molecule. At this same intensity a field of 1.6 μm will have return energies up to 400 eV, so the shortest de Broglie wavelength in the wavepacket will be $0.61 \times 10^{-10}$ m, i.e. close to the size of a hydrogen atom.

### 3 Signatures of Molecular Structure in the HHG Signal

The investigation of high-order harmonic generation in aligned ensembles of molecules [11,12,21] has recently emerged as an important area in strong-field ultra-fast physics. This is because it may be possible to use the molecular alignment to control harmonic emission [21] and potentially enhance attosecond pulse generation [22]. It has been shown that the dependence of HHG on the molecular structure [13,14] can give new insights into measuring molecular structure on a sub-femtosecond timescale. The tomographic reconstruction of the electronic state of the N₂ molecule was recently demonstrated [12]. The newly developed capabilities for fixing the molecular frame axis in the laboratory frame underpin these recent developments [24].

That the molecular structure can be extracted from measurements of the HHG signal from aligned molecules arises through the nature of the process in the strong-field limit, i.e. when the Keldysh parameter $\gamma \leq 1$ (for 800 nm laser light this means $>10^{14}$ W cm⁻²). To see this we consider the strong-field approximation. The same effects will show up in other treatments; indeed several of the effects described here were first found using numerical solutions of the TDSE for model H₂ and H₂⁺ systems [13,14]. Nevertheless the SFA is the most transparent formulation in which to understand the connection between the HHG signal and the molecular electronic structure. The Lewenstein integral for the electron coordinate along the laser polarisation axis in the stationary phase approximation performed on the momentum space reads

\[
z(t) = 2\text{Re} \left\{ \int_0^\infty d\tau |a_G(t)|^2 \left( \frac{\pi}{\varepsilon + i\tau/2} \right)^{3/2} \times \right. \\
E_0 \cos(t - \tau) d_z(p_{st}(t, \tau) - A_z(t - \tau)) \cdot d_z^*(p_{st}(t, \tau) - A_z(t)) \cdot \exp[-iS_{st}(t, \tau)] \left. \right\}
\]

where $t$ is the recollision time, $\tau$ is the time spent by the electron in the continuum, $t - \tau$ is the ionisation instant, $E(t)$ is the electric field of the driving pulse linearly polarised along the $z$-direction, $A(t)$ is the vector potential, $S_{st}$ is the stationary dipole phase, i.e. the phase accumulated by the electronic wave-packet due to its motion in the electric field. The term $p_{st}$ is the stationary momentum and is given by $p_{st}(t, \tau) = -\int_{t-\tau}^{t} A(t') dt'/\tau$ while the term $\left( \frac{\pi}{\varepsilon + i\tau/2} \right)^{3/2}$ derives from the stationary phase approximation over the momentum space.
and takes into account the spreading of the electronic wavepacket. Finally, the term $a(t - \tau)$ is the ground state amplitude and is calculated taking into account the ionisation-dependent depletion, i.e.

$$ a_G(t) = \exp\left\{ - \int_{-\infty}^{t-\tau} \frac{w(t')}{2} \, dt' \right\} $$ \hfill (2)

where the rate $w(t)$ can be estimated by means of ADK theory [17].

In the Lewenstein integral the whole information about the molecule is contained in the term $d_z(p_{st}(t, \tau) + A(t - \tau)) \cdot d_z^*(p_{st}(t, \tau) + A(t))$ where $d_z$ and $d_z^*$ are the matrix dipole elements between the ground state $|0\rangle$ and a state of the continuum $|k\rangle$ (which is usually taken to be a plane wave with momentum along the laser polarisation):

$$ d(k) = \langle k|\mathbf{r}|0\rangle $$ \hfill (3)

The dipole terms are calculated at the ionisation instant $t - \tau (d_z)$ and recombination instant $t (d_z^*)$, respectively.

Since in the strong-field limit, the continuum states are close to plane waves $\exp(i \mathbf{k}.\mathbf{r})$, for a molecule with well-defined alignment it is in principle possible to extract the molecular state wavefunction $\psi_0$ from measurements of the harmonic spectrum [12]. In a simplified picture, this can be seen in the following way. For $z$-polarised light a recollision wavepacket can be written as the sum (integral) over the possible momenta of plane waves:

$$ \psi_c(z, t) = \int a(k) e^{ikz - iE_k t} \, dk $$ \hfill (4)

where the factor $a(k)$ describes the amplitudes for different $k$ in the superposition and can be seen to arise from the other terms in Equation (1) describing ionisation and propagation in the field. The harmonic spectrum from one such recollision in a single molecule is given by $S(\omega) \sim \omega^4 |\mathbf{D}(\omega)|^2$ where $\mathbf{D}(\omega)$ is the Fourier transform of the time-dependent dipole moment $\mathbf{D}(t) = \langle \psi_c|\mathbf{r}|\psi_0 \rangle \exp[i\mathbf{p}.t] + \text{c.c.}$ so that we have

$$ S(\omega) \sim e^2 \omega^4 |a(k(\omega)) < \exp(ik(\omega)z)|\mathbf{r}|\psi_0 >|^2 $$ \hfill (5)

The term within the bracket has the form of a Fourier transform of the function $\mathbf{r} \psi_0(\mathbf{r})$ and can be seen to be the same as the matrix element in Equation (3). [Under certain conditions, the form of Equation (5) remains valid even if more than one recollision contribute to a harmonic frequency $\omega$, but the factor $a(k)$ may lose the simple meaning given in Equation (4).] This
motivates the concept of retrieval from the measurement of the dipole moment over all $k$ which can be achieved by multiple measurements of the HHG spectrum (each over all $k$) for the different orientations of the molecule [12]. Whilst this is a very powerful idea it is not the only way to extract significant structural information from Equation (5) and instead we will examine here a simpler to implement idea. This is the measurement of recombination interference signatures for certain values of $k$ that give almost directly the internuclear separation. In principle these data can be obtained from a single alignment angle and in a few laser shots and so can lend itself readily to measurement of bond length changes in a pump–probe experiment.

Numerical simulations of the HHG from $\text{H}_2^+$ and $\text{H}_2$ as a function of the angle $\theta$ between laser polarisation and the internuclear axis showed for a specific harmonic order a characteristic minimum of the calculated dipole amplitude and modulation of the phase at an angle of $30^\circ$–$45^\circ$ [13,14] as can be seen in Fig. 2a. This was shown to be due to interference between the dipole amplitudes from the two atomic centres in the molecule when they were separated by half a de Broglie wavelength $\lambda_B$, i.e. the modulation arose in the recombination step in the HHG process. It was shown that a simple calculation of the electron de Broglie wavelength of a particular harmonic order compared to the internuclear separation in the direction of the recolliding electron was sufficient to approximately reproduce the position of interference minimum computed in a full numerical simulation (see Fig. 2b).

Fig. 2 (a) Calculated dipole amplitude (upper) and phase (lower) for $\text{H}_2^+$ in a field of intensity $5 \times 10^{14}$ W cm$^{-2}$ (800 nm) shown as a function of the angle between the laser polarisation vector and the internuclear axis, (b) projected internuclear separation vs electron wavelength. Lower set of points: interference minima for the 2D model molecules. (▽) $\text{H}_2^+$ at $R = 2$ a.u., $I = 10^{15}$ W cm$^{-2}$, various $\theta$; (●) $\text{H}_2^+$ at $R = 2$ a.u., $I = 5 \times 10^{14}$ W cm$^{-2}$, various $\theta$; (□) $\text{H}_2$ at $R = 1.4$ a.u., $I = 5 \times 10^{14}$ W cm$^{-2}$, various $\theta$; (⊙) $\text{H}_2^+$ at $\theta = 40^\circ$, $I = 5 \times 10^{14}$ W cm$^{-2}$, various $R$; (▲) $\text{H}_2$ at $\theta = 0^\circ$, $I = 5 \times 10^{14}$ W cm$^{-2}$, various $R$. Upper set of points (+): interference maxima for $\text{H}_2^+$ at $R = 2$ a.u., $I = 10^{15}$ W cm$^{-2}$, various $\theta$.
Consider a molecular wavefunction for the HOMO (highest occupied molecular orbital) of a diatomic molecule of the form of a linear combination of atomic orbitals (LCAO) of two identical wavefunctions $\varphi_0$ centred at each atomic core. If this molecule has an internuclear separation $R$ this can be written as

$$\psi_0(r) = \frac{1}{\sqrt{2}} (\varphi_0(r + R/2) + \varphi_0(r - R/2))$$  \hspace{1cm} (6)$$

Now we assume that this molecule is aligned at an angle $\theta$ to the field polarisation direction. By substitution of Equation (6) into the velocity matrix element (not the dipole), which is essentially a Fourier transform of the molecular orbital within the assumption of plane waves for the continuum states as before, we obtain

$$d(k) \sim d_{\text{atom}}(k) \cos \left( k \frac{R}{2} \cos \theta \right)$$  \hspace{1cm} (7)$$

This expression provides for the interference between the contributions to the emission from the atomic centres. For any molecule where the form of the HOMO is well described by the form (6) we can anticipate two-centre interference – indeed for multiple-centred wavefunctions we can anticipate a more complex interference signature.

In summary the conditions for interference were found to correspond to the simple conditions for constructive and destructive interferences, respectively:

$$R \cos \theta = n\lambda_B$$

$$R \cos \theta = \left( n + \frac{1}{2} \right) \lambda_B$$  \hspace{1cm} (8)$$

where $R$ is the internuclear separation and $n$ an integer. In the case of the first destructive interference $n = 0$. For anti-symmetric electronic states ($+$ in Equation (6) replaced by $-$) these conditions become reversed so the first corresponds to destructive interference and the second to constructive interference. In these expressions it is implicit that a plane wave approximation has been made. The detailed dispersion relation that is adopted to connect $\lambda_B$ to the electron energy (and thus to the harmonic frequency) is discussed below.

Earlier experiments employing adiabatic alignment showed the modulation of the HHG yield as a result of partial alignment in the molecular ensemble [11]. A limit in these experiments was that the adiabatic alignment technique as used was only able to induce relatively weak degrees of alignment in the sample [25]. Recent work using the impulsive alignment technique [26] has shown much larger alignment-dependent modulations of HHG indicative of higher degrees of alignment with the added benefit that the alignment is field free at the
rotational revivals and sub-revivals [12,14,15,21]. In this technique the molecular alignment is controlled by an initial ultra-fast laser pulse that excites a rotational wavepacket (coherent superposition of rotational states) in the molecules [27]. The rotational wavepacket exhibits strong molecular axis alignment at a regular period corresponding to rotational revivals, half-revivals and quarter revivals. For a rotational period $T$ these occur at delays of $T$, $T/2$ and $T/4$ (and integer multiples thereof). A second higher-intensity ultra-fast laser pulse then produces high harmonic emission from the molecules when they are close to the maximum degree of alignment. By varying the precise delay of this pulse the HHG emission intensity for different angular distributions can be measured. Alternatively the delay can be fixed to correspond to maximum alignment and the relative polarisation of alignment field and HHG drive laser can be varied to probe the HHG response for different alignment directions.

The simultaneous observation of the ionisation along with the intensity of the soft X-ray emission by Kanai et al. [15] allowed the efficiency of the first (ionisation) step of the process to be separated from the efficiency of the final step when the electron wave recombines to the initial molecular state. In their measurements CO$_2$ was found to have a minimum in the harmonic emission when the ionisation was maximum. Increased ionisation was accompanied by maximum harmonic emission in the cases of O$_2$ and N$_2$, but in the case of CO$_2$ this was more than offset by the reduced efficiency of the recombination step of the process. The parts of the molecular electronic state of CO$_2$ located near the two oxygen atoms make equal but opposite contributions to the X-ray emission due to the anti-symmetric nature of the $\pi_g$ HOMO. The suppression of the harmonic emission occurred when the two oxygen atoms in the molecule, which are a distance of 0.232 nm apart, are separated by exactly one complete wavelength of the electron wave in the direction of the laser polarisation. The soft X-ray emission amplitude from each of the two oxygen atoms is then exactly out of phase which leads to destructive interference in the total emission.

We show in Fig. 3 a robust signature of this interference seen in CO$_2$ measured by our own group and collaborators [16] that illustrates the effect of two-centre interference upon the HHG spectrum. A strong minimum in harmonic orders 27–39 is seen; these correspond to the position expected for the recombination interference and provide information for the dispersion

![Fig. 3 Measured harmonic spectra from CO$_2$ generated by 30 fs pulses with (solid curve) and without (dashed curve) pump beam (pump and probe pulses with parallel polarisation). Pump–probe delay $t = 21.1$ ps](image-url)
relation of the returning electrons [28]. Other effects, e.g. angle dependence of ionisation rate, can also play a role, as illustrated in recent calculations [29]. However, the experimental results of Kanai [15], where the strong anti-correlation between the ionisation rate and the harmonic signal is shown, the robustness of the dip seen in [16], and other recent experiments support the important role played by the recombination interference mechanism. These most recent experiments have observed a phase-jump between harmonics either side of the dip [30] (as predicted by Lein [13,14]) using the RABITT technique [31] that further confirms its nature.

The observation of interference dips in harmonic spectra from CO₂ molecules is a first step towards developing techniques of wider applicability [15, 16]. Likewise the recent tomographic reconstruction of the HOMO of N₂ from the scans of HHG spectra for different alignment angles [12] is a closely related advance. The full analysis of the reconstruction of structure by this pair of techniques for these two simple molecules is still being tackled. For instance the concept of tomographic reconstruction of a single-electron wavefunction (the HOMO of N₂) as determined in [12] rather than the physically more appropriate multi-electron wavefunction of the real molecule has been questioned. Recently a more sophisticated calculation (including exchange effects) has shown the reconstructed wavefunction to be still closer to the appropriate multi-electron than the single-electron wavefunction of N₂. At the time of writing the reconstruction measurements have only been published for N₂ but progress towards performing these for other molecules is being made. It is not yet clear for two-centre interference measurements how general the two or multi-centre interference signatures will be and whether their observation will be confined only to molecules where the wavefunction can be accurately described as a simple linear combination of atomic orbitals centred at the atomic locations.

An important issue for both techniques, and for variants built upon these basic ideas, is the extent to which the SFA is an applicable theory for structural reconstruction. The great simplicity of SFA in reducing the HHG emission to a simple mapping of the angle dependence of the transition dipole moment is very attractive and powerful. SFA, however, neglects the Coulombic binding potential in the continuum states and the laser field is ignored in the bound states, and therefore accuracy of the dipole moment calculations and gauge invariance are compromised. Alternative, more accurate, approaches lose the simple relationship between HHG emission and dipole matrix element and so do not lend themselves immediately to the retrieval of molecular structure. There is clearly a lot of work to be carried out in this area both by the theorist, for instance to examine what can be done to preserve the simple ideas offered by SFA in a more accurate theoretical framework [32,33], and by the experimenter to learn how to do these experiments in a way that reduces the reconstruction difficulties, for instance by ensuring that a large recollision momentum is achieved to improve the accuracy of the SFA.
We would argue that despite these difficulties there are considerable prospects to use these techniques as time-resolved probes. Even if there are uncertainties in the retrieval there are certain situations where large structural changes are happening quickly, accompanied perhaps by symmetry changes in the electronic wavefunction, and so a time-resolved method even if it is not exact will provide enormous new insight into chemical physics. The incorporation of the HHG probe techniques into a pump–probe scenario is envisaged. In fact two pumps – one to induce alignment and a second to investigate some photochemical change – are required. The performing of the HHG measurement at known molecular axis alignment and with variable delay with respect to the second probe should suffice to provide a new class of ultra-fast measurements that can follow structural changes. Short laser pulses (of 10 fs or less) in the second pump and probe will be required to achieve high temporal resolution, but these are now becoming available over a wide range of wavelengths. The position in the spectrum of the interference dip minimum can be followed in time through such a measurement and through this the temporal evolution of the internuclear separation will be determined. The limits in the SFA affect primarily the accurate calculation of the amplitude of the dipole moment and will have a more minor effect upon the position of the interference minimum making this technique fairly robust against the theoretical uncertainty.

4 Chirp-Encoded Measurements of Proton Dynamics in Molecules

In the case of molecular structure determination considered above it can be reasonably assumed that the atomic nuclei are too massive to move appreciably during the electron return time. That said, recent data have shown that if a pump–probe configuration is employed (in which the first pulse creates vibrational modes in a spherical molecule such as SF₆) then the harmonic signal generated by the probe will modulate as a function of delay time. It has been noted that the Fourier transform of this modulation includes signatures of all the active Raman modes indicating that the HHG signal is sensitive to small changes in internuclear separation (≈0.01 Å) caused by the vibrational motion [34].

If the molecule contains very light nuclei, such as protons or deuterons, then appreciable motion can occur on the electron return timescale. This is especially interesting as it is very difficult to see this very fast motion by any conventional means. We will describe a technique that has allowed us to study the ultra-fast rearrangement of protons in a molecule following tunnel ionisation in a strong field.

At recollision of the electron wavepacket with the parent ion the probability that recombination occurs, and therefore the strength of the harmonic signal emitted, is related to the quantum mechanical overlap between the wavefunctions of the electron wavepacket and the molecular ground state at the moment
of recollision. Lein predicted [35] that the harmonic signal will be weaker from a molecule whose nuclei move quickly compared to that from a molecule with slower nuclear motion, since the overlap of the wavefunctions decreases as the internuclear separation increases. In addition, since successive orders of harmonics are generated at later times (if short electron trajectories are isolated as was the case in our experiments) [36], the ratio of the harmonic signal for instance between $\text{D}_2$ and $\text{H}_2$ should increase as the harmonic order increases. The “rate” of increase of this ratio with harmonic order then yields information concerning the differing nuclear motion in the two species, and thus represents a measurement of the nuclear motion on an attosecond timescale. We have studied HHG in gaseous $\text{H}_2$ and $\text{D}_2$ to confirm this effect, detecting a clear signature of the nuclear motion that occurs during the time interval between the ionisation and recombination steps.

In these experiments the ionisation step can be thought of as the “pump” process in this technique, since, in the case of a molecule, a vibrational wavepacket is simultaneously launched at the moment of ionisation since the nuclear state makes an instantaneous transition to the ground state potential of the molecular ion. The “probe” is the recollision of the electron wavepacket with the parent ion. This is in common with the earlier technique using correlated electron and nuclear wavepackets of Niikura et al. [9,10]. In contrast the earlier technique used recollision-induced ionisation, rather than recombination followed by emission of radiation, for the probe signal, and requires a variation of laser wavelength over a significant range in order to obtain the required pump–probe delays. In the new technique the inherent chirp in HHG emission permits a range of delays to be simultaneously measured simply by observing the harmonic spectrum.

In these experiments we choose to study the interaction with a very short laser pulse so as to isolate other processes that could be excited in a longer pulse (for instance molecular alignment, vibrational modes and other channels to ionisation). The intense laser field acting as the pump for HHG was provided by 8 fs pulses centred at approximately 775 nm. The 8 fs pulses were generated by the compression of $\sim0.75$ mJ, 30 fs pulses (Femtolasers CompactPRO), which had been spectrally broadened through self-phase modulation in a differentially filled, 0.25 mm inner diameter, 1 m long hollow fibre. The laser beam was focused by a 400 mm focal length off-axis paraboloid beneath a solenoid gas jet operating at a repetition rate of 2 Hz. The beam waist was located 9 mm before the gas jet to ensure that short electron trajectories dominated the harmonic signal. The intensity at the interaction region was estimated to be $2 \times 10^{14}$ W cm$^{-2}$. The harmonic signal was spectrally dispersed in a grazing incidence flat field spectrometer and made incident upon an imaging multi-channel plate (MCP) detector. The harmonic spectrum was extracted by spatial integration of the MCP image. Since the first ionisation potential in the two species was very similar (15.43 eV for $\text{H}_2$, 15.46 eV for $\text{D}_2$), it was expected that the difference in phase-matching conditions for harmonic generation in the two cases is insignificant. This was confirmed by observation that the harmonics
generated in H\textsubscript{2} and D\textsubscript{2} had identical far-field spatial distributions. To make the comparison it was essential that H\textsubscript{2} and D\textsubscript{2} were delivered to the interaction region at an equal density which was verified by an independent interferometric measurement of the electron density through full ionisation of the sample in a high-power laser pulse.

The calculations for D\textsubscript{2} and H\textsubscript{2} are based on a model derived from the strong-field approximation (SFA) for vibrating molecules [35]. The model involves the propagation of the nuclear wavepacket $\chi(R,\tau)$ in the Born–Oppenheimer (BO) potential of the molecular ion, calculated by numerical solution of the vibrational time-dependent Schrödinger equation. Here, $R$ is the internuclear distance and $\tau$ is the electron travel time between ionisation and recombination (equivalent to the delay time $\Delta t$ when viewed as a pump–probe scheme). The initial wavepacket $\chi(R,0)$ launched in the BO potential of the ion is assumed to be real and identical to $\chi_0(R)$ (the vibrational ground state ) of the neutral molecule. The initial state is calculated by imaginary-time propagation in the BO potential of H\textsubscript{2}. Following Itatani et al. [12], the intensity of a harmonic with frequency $\omega$ is proportional to $\omega^2|a[k(\omega)]v[k(\omega)]|^2$, where $|a[k(\omega)]|$ is the amplitude for finding the active electron recolliding with the core with momentum $\hbar k$, and $v[k(\omega)]$ is the recombination amplitude in velocity form (not to be confused with the velocity gauge for the laser–electron interaction). The wave vector $k(\omega)$ is obtained using the relation $\hbar^2 k^2/(2m) = \hbar \omega$ (i.e. the photon energy is equated to the electron kinetic energy). Including nuclear and electronic coordinates, the recombination amplitude reads

$$v[k] = \int \chi_0(R) \langle \Psi_0(R)|k|e^{i k \cdot R} \Psi_0^+(R) \rangle \chi(R,\tau(k)) dR$$

(6)

where $\Psi_0(R)$ and $\Psi_0^+(R)$ are the electronic ground states of the neutral molecule and the molecular ion, respectively. The relation determining the travel time $\tau(k)$ is taken from the simple man’s model [1], assuming that only short trajectories near the peak of the laser pulse contribute to harmonic generation. Denoting as $r[k]$ all independent factors that can be written as prefactors of the integral over $R$, we have $v[k] = r[k] c[\tau(k), k]$, where the nuclear correlation function $c[\tau(k), k]$ collects the effects of the nuclear motion.

Assuming isotopic invariance for $a[k(\omega)]$, i.e. for the ionisation step and for the dynamics of the free electron before recombination, the ratio of harmonic intensities in two isotopes is given by the ratio of the moduli squared of the nuclear correlation functions in the two species.

We compare our experimental results with this calculation based on the strong-field approximation which collects the effect of the nuclear motion in the compact nuclear correlation function. The harmonics are approximately proportional to the modulus squared of the nuclear correlation function, $c(\tau) = \int \chi_0(R,0) \chi(R,\tau) f(k,R) dR$, where $\chi_0(R,0)$ and $\chi(R,\tau)$ are the initial and propagated vibrational wavepackets in the molecular ion, $R$ is the internuclear distance and $\tau$ is the travel time, which is equivalent to our delay time,
$\Delta t$ and $f(k, R)$ describes the effect of two-centre interference. The calculated curve is scaled to account for the slight difference in photoionisation cross-sections for H$_2$ and D$_2$. We have confirmed in test calculations that the influence of the Stark shifts in the Born–Oppenheimer potential is negligible for the present set of parameters. Two-centre interference in H$_2^+$ (or D$_2^+$) gives rise to a small but clearly discernable shift which is included through the $f(k, R)$ factor. As shown in Fig. 4a, we find good quantitative agreement between our measurements and the calculation.

The time evolution of the internuclear separation in each molecule was reconstructed from the recorded intensity spectra and their ratio by use of a genetic algorithm. As shown in Fig. 4b the agreement with the exact calculation is good. Therefore, the measurement of the harmonic spectrum ratio can be used to determine proton (deuteron) motion in H$_2$ and D$_2$ molecules $\sim$1 fs after ionisation, with a temporal resolution of $\sim$100 as (the difference in recollision times between successive harmonic orders). Here we use the data from H$_2$/D$_2$ primarily to test and confirm the method, since the potential surface and so the calculated dynamics of the proton are known in the case of H$_2$. Therefore the agreement between the measurement and the calculated ratio of the nuclear autocorrelation function is confirmation that the chirp of the electron is satisfactorily given by the semi-classical treatment validating the frequency to time mapping and other assumptions in the theoretical treatment such as the vertical ionisation.

The above demonstration of the measurement of the proton dynamics in a H$_2^+$ ion is a proof of principle for the chirp-encoded recollision technique. A similar experiment was conducted on CH$_4^+$ and revealed the ultra-fast onset of rearrangement of the protons in the few femtoseconds following ionisation.

![Fig. 4](image-url) (a) Ratio of harmonic intensities for D$_2$/H$_2$ plotted as a return time (black squares with errors); the dashed curve is the calculated ratio of the square of the nuclear correlation function. (b) Retrieved mean internuclear separation $<R>$ as a function of time. Retrieved data from experiment using genetic algorithm (solid lines) exact calculation using potentials (dashed lines)
that takes the molecule from the equilibrium tetrahedral structure of neutral CH$_4$ to the $C_2v$ structure of the cation [37].

Further refinements of the technique are now needed. These include a fuller accounting of effects that may alter the photon energy to return time mapping, e.g. Coulomb effects, two-centre interference; in principle the mapping can be checked in situ using the two-colour techniques recently reported by Dudovich and co-workers [38]. Extension to longer measurement times can be achieved by employing longer wavelength lasers.

It should be noted that the comparison of deuterated to protonated molecules of the same type was an experimental convenience that circumvented the need to more fully characterise the order dependence of the returning electron amplitude and the momentum-dependent factor in the transition dipole; nevertheless this could in principle be dispensed with. For instance measuring the harmonic spectrum over a range of intensities can in principle give us the extra information needed to unravel these factors from those depending solely on the return time. The technique should be extendable to many organic molecules containing protons, the ultra-fast rearrangements of which cannot be resolved by existing techniques. In principle the use of the temporal encoding of the return energy of the electrons might allow us to measure changes occurring within the states of the electrons remaining within the ion core during the “probe” electrons sojourn in the continuum. So for instance states excited by the strong field or by the removal of the electron (shake-off processes) might be time resolved with a temporal resolution of better than 100 as.

5 Conclusion

The techniques set out above are in their infancy. There remains much to do to explore their limitations and overcome these if a more general applicability is to be found. Nevertheless the proofs of principle already achieved and the rapid pace of development are very encouraging. Closely related techniques; for instance that look at the diffraction of the recolliding electrons after they are elastically scattered [39,40], are also promising new methods for ultra-fast structural analysis. Moreover exploration of these techniques is contributing new knowledge to our understanding of the interaction of molecules with strong laser fields. What is already clear is that laser-driven electron recollision is a probe with unique characteristics that can in principle provide sub-femtosecond temporal resolution and high spatial resolution structural information.
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1 Introduction

The interaction of intense short-laser pulses with atomic clusters has become an important area of research, particularly for understanding the physics of laser-generated plasmas [1]. Clusters are small particles of condensed matter, with sizes ranging from $10^2$ to $10^6$ atoms. As such, they are intermediate to macroscopic condensed matter and microscopic systems, such as atoms and molecules. Intense laser–cluster interaction creates small-scale plasmas (nanoplasmas). While these nanoplasmas are transient, because the clusters eventually explode, they nevertheless allow the investigation of fundamental laser–matter interaction processes such as ionization and laser energy absorption mechanisms. Since cluster sizes can span the transition region between microscopic and macroscopic systems, these processes can be investigated as a function of system size.

Interest in laser-induced cluster explosion was sparked by the experimental observation [2, 3, 4, 5, 6, 7] that highly charged, highly energetic ions are created during the interaction of intense lasers with noble gas clusters. The charge state and energy of these ions considerably exceeds those resulting from single-atom experiments with comparable laser intensities. While the average particle density in cluster experiments ($10^{19}$ cm$^{-3}$) is not much higher than in conventional atomic gas density experiments, the local density inside the clusters, $10^{22} - 10^{23}$ cm$^{-3}$, is close to solid state. Thus cluster beams are near-transparent to laser light, yet they absorb laser energy very efficiently [8], combining the advantages of both atomic gas and solid density targets.

This efficient energy absorption has now been confirmed by a wealth of experiments for a broad set of laser parameters, including wavelengths ranging from 100 nm to 1 µm, intensities ranging from $10^{15}$ to $10^{19}$ W/cm$^2$, and pulse durations ranging from 30 fs to 0.5 ps. To date, most experiments were performed in the near-infrared, corresponding to the Ti:sapphire laser wavelength
of 800 nm [8, 9, 10, 11, 21]; a few were performed at the KrF wavelength (248 nm) [22, 23]. Free-electron lasers (FEL) will allow the investigation of nanoplasmas in the vacuum-ultra-violet (VUV) to X-ray wavelength regime. A first set of FEL–noble gas interaction experiments was performed at 100 nm [24, 25], and experiments at shorter wavelengths (30 nm) are under way [26].

In contrast to noble gas clusters, there are fewer experimental studies of metal clusters in intense laser fields [27, 28, 29, 30, 31]. Unlike in noble gas clusters – where the atoms are bonded via weak van der Waals forces and the electrons are thus initially localized and bound to the nuclei – the ground state of metal clusters consists of delocalized valence electrons. As a result, quantum many-body effects play a role only at low laser intensities ($< 10^{14}$ W/cm$^2$), making the theoretical analysis much more difficult. For a review of metal clusters see Ref. [32].

In this chapter, we review the current understanding of noble gas cluster interaction with intense lasers. We begin by presenting some of the most interesting experimental results and possible applications. Next, we outline the major physical processes underlying the dynamics of intense laser–cluster interaction, which is followed by a discussion of the mechanisms of laser energy absorption by electrons. Finally, we show that laser–cluster interaction is an interesting tool for the investigation of plasmas in the strongly coupled regime and for investigating the interplay between collective and collisional processes that take place on a few femtosecond to attosecond time scales.

2 Experiments and Applications

The interaction of lasers with noble gas clusters has many possible applications. Primarily, these are a consequence of the energetic electrons and ions that are created through this interaction. For example, at moderate laser intensities ($\sim 10^{15} - 10^{16}$ W/cm$^2$) electrons with energies of a few keV [33] and ions of charge states $10^+$ and higher, with energies of tens to hundreds of keV, are created [34, 35].

The potential of using highly energetic ions from laser–cluster interaction to trigger nuclear reactions has been demonstrated recently through the observation of nuclear fusion in large deuterium clusters [36, 37, 38]. This has generated considerable interest, especially for the possibility of a tabletop neutron source. The use of clusters for fusion, however, is limited by several constraints. While laser-induced cluster explosion does lead to the creation of energetic ions, it also reduces the density by orders of magnitude, ultimately creating a plasma with the density of an atomic gas. Thus the requirements of high ion energy and high ion density are difficult to fulfil simultaneously.

The highly charged ions of laser–cluster interaction can also lead to the emission of X-ray radiation [39]. Clusters present an alternative to intense X-ray generation from laser-driven solid-state targets [40], and efforts have been made to optimize the life time and energy absorption of clusters and thus the X-ray yield [41]. Intense K\alpha and K\beta emission from krypton at
12.66 and 14.1 keV was observed in the interaction of $10^{18}$ W/cm$^2$ laser pulses with krypton clusters [42]. The highest laser energy to (Kα) X-ray conversion efficiency observed is $10^{-6}$, corresponding to 45 nJ X-ray pulse energy. This is close to the conversion efficiency of $\approx 10^{-5}$ obtained from intense laser–solid target interactions [43].

Finally, noble gas clusters can also be used to create plasma waveguides [44, 45] that are suitable to guide high-intensity laser pulses in under-dense plasmas. Guiding of intense laser pulses in plasmas is important for laser wakefield accelerators, X-ray lasers and high harmonic generation. The waveguide is created in the following way. The laser-heated clusters expand on a sub-ps time scale and eventually merge to form a locally uniform plasma in 10–100 ps. This hot plasma leads to the formation of a shock wave and a subsequent waveguide structure over a nanosecond time scale. The advantage of using clusters over atomic gases is a longer and better-quality waveguide.

3 Fundamental Concepts of Intense Laser–Cluster Interaction

Over the past decade considerable effort has been put into understanding the physical mechanisms driving the dynamics of laser–cluster interaction [46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62]. The dynamics generally follows three basic steps: (i) ionization creates free electrons within the cluster (inner ionization); (ii) electrons absorb energy from the laser field, and many escape the cluster (outer ionization) creating an overall positive space charge throughout the cluster; and (iii) due to electrostatic and hydrodynamics forces, the cluster eventually explodes.

While the mechanisms discussed below apply to the long-wavelength (visible and near-infrared) regime, this overall cycle of ionization, electron heating, positive cluster charge up, and eventual explosion applies over a broad range of wavelengths from the infrared to the XUV regime. Of course, the specific optical field ionization mechanisms change with wavelength. For example, tunnel ionization dominates in the infrared regime, whereas single-photon or multi-photon ionization dominates in the short wavelength of 100 nm and below [24].

3.1 Inner Ionization

At the leading edge of the laser pulse, the weakest bound electrons of the noble gas atoms are ionized. This happens through optical field (tunnelling) ionization, beginning when an intensity of around $10^{14}$ W/cm$^2$ is reached. Due to the presence of these (quasi) free electrons, the noble gas cluster becomes metallic. After the inner ionization of the first valence electron, other ionization mechanisms, in addition to optical field ionization, become relevant. These include:
**Impact ionization.** When the kinetic energy of a free electron is larger than the ionization potential of a bound electron, the free electron can share its energy with the bound electron during an atom–electron or ion–electron collision, resulting in the creation of two free electrons. Simulations show that impact ionization is very important for the creation of the most highly charged ions observed in clusters [60].

**Charge-enhanced ionization** [48, 55]. This effect was first discovered in intense laser interaction with diatomic molecules. After the first electron is removed, the field of the ion lowers the Coulomb barrier of the neighbouring atom. This lowers the ionization potential for the second electron, as illustrated in Fig. 1a, thereby facilitating optical field ionization. In clusters, a similar process can occur. However, the total electric field within the cluster is much

---

**Fig. 1** (a) Schematic of charge-enhanced ionization in a diatomic molecule. *The dotted line is the Coulomb potential felt by the most weakly bound electron of an atom in the presence of an intense laser field, when the adjacent atom has not been ionized. The solid line is the modified potential felt by this electron when the adjacent atom has been ionized. As shown, the ionization barrier of the electron has been effectively lowered by the adjacent ion, leading to enhanced ionization.* (b) Illustration of the motion of an electron cloud (dotted circle) relative to an ion cloud (solid circle) in response to an oscillating laser field. Every half cycle, there is a region of the ion cloud that becomes unshielded by the electron cloud; shielded regions are shaded. This leads to a macroscopic field at the cluster poles which augments the laser field and leads to enhanced ionization. (c) Illustration of a cluster during laser–cluster interaction after significant outer ionization has occurred. There are not enough electrons to shield the entire cluster, but they still do shield the core, indicated by the shaded region. This leaves an outer ring of positive charge which can lead to enhanced ionization in the unshielded region.
more complex due to the presence of many electrons. It thus exhibits strong fluctuations, which add a stochastic component to charge-enhanced ionization [58].

Polarization-enhanced ionization [16, 58]. To a first approximation the metal-like cluster behaves like two uniformly charged spheres: a positively charged ionic sphere and a negatively charged electronic sphere. Unlike the much heavier ionic sphere whose motion is practically unaffected by the laser pulse, the lighter electron sphere can be driven quite strongly by the laser field in the direction of the laser polarization, as illustrated in Fig. 1b. As a result, two sections of the cluster can become unshielded by the electron cloud every half cycle. These cluster “poles” then experience a very large space charge which adds to the laser electric field and enhances ionization. The highest charge states are created at the cluster poles leading to asymmetric Coulomb explosion of the cluster, which has been experimentally observed [16].

Cluster charge-enhanced ionization. Since outer ionization (described below) reduces the number of electrons within the cluster, a net positive cluster charge results and the electrons can no longer completely shield the ions. Numerical simulations have shown that for large clusters (∼10^5 atoms), the electrons will shield the core of the cluster, while leaving a ring around the cluster core unshielded [58], see Fig. 1c. The radius of the electron cloud is thus much less than the radius of the cluster. The resulting electric field adds to the laser electric field and enhances optical field ionization.

Enhanced ionization due to ion shielding. In a charge-neutral plasma, electrons can shield the field of an ion. As a result, the long-range Coulomb potential of the ion is modified to a short-range, exponentially damped potential. This serves to reduce the ionization potential, enhancing ionization [53]. Calculations based on Debye shielding show that the ionization potential can be reduced by up to a factor of two when the electron–ion interaction strength in the plasma becomes large (i.e. the plasma is strongly coupled). However, current analysis so far does not take into account the field of neighbouring ions, the strong plasma electric field fluctuations in the strong coupling limit, and the overall positive charge of the clusters. As discussed qualitatively in Ref. [53], these effects would induce a Stark shift that increases the ionization potential and may counteract the effect of Debye shielding. A quantitative calculation of the ionization potential is one of the open challenging questions in plasma and nanoplasma physics.

1 In general, the radius of the electronic cloud is determined by both the net positive cluster charge and the electronic temperature.
3.2 Outer Ionization

Outer ionization refers to the removal of electrons from the cluster. Near the leading edge of the laser pulse, when the cluster is quasi-neutral, electrons can escape easily. Eventually this results in a positive charging of the cluster and a corresponding build-up of a Coulomb potential outside the cluster. This potential will act against further outer ionization.

Further electrons will escape, however, if they absorb sufficient energy from the laser field to overcome the Coulomb barrier. A truly free electron will not absorb energy from a laser monochromatic field. However, the free electrons within the cluster experience the combined electric fields of the driving laser and of the cluster itself, which does result in the absorption of photons. This is because a third body of some sort is required to fulfil energy and momentum conservation during photon absorption. Discussion of cluster electron heating mechanisms is presented in detail in the next section.

3.3 Cluster Explosion

At the trailing edge of the laser pulse the cluster begins to expand. The explosion is driven by two forces: hydrodynamic and electrostatic. The former results from the pressure associated with the ideal gas of the heated free electrons inside the cluster and leads to cluster expansion. This mechanism dominates in the parts of large clusters that remain neutral due to shielding, as discussed above. The electrostatic force occurs as a result of the incomplete shielding, which causes the positive ions to repel each other and Coulomb explosion to take place. The time for an intermediate-sized deuterium cluster to double in size is around 30 fs and for an Xe cluster is around 300 fs. After 10–100 ps, depending on the initial cluster sizes in a given cluster beam, the exploding clusters will merge, creating a macroscopic low-density plasma.

4 Electronic Heating Mechanisms

In addition to the processes discussed above, the energetic explosion of laser-irradiated clusters is driven by energy absorption by electrons in the combined electric field of the laser and the cluster. While crucial to understanding laser–cluster interaction dynamics, the roles of the various proposed energy absorption mechanisms are still not well understood. We hope our discussion will contribute to a better understanding. Again, we focus here on long-wavelength laser irradiation.

One way to understand the different heating mechanisms is by modelling the collective electronic motion by means of a driven oscillator model. An equation of motion can be derived from hydrodynamic (Vlasov) plasma equations [63]
by modelling the electron and ion distributions as interpenetrating negative and positive spheres, as introduced in the last section. It is understood that the parameters introduced below describing the cluster state will change as a function of time due to both ionization and cluster explosion, but we assume these changes are relatively small over a single laser cycle. The equation of motion along the direction of laser polarization for centre of mass \( x(t) \) of a rigid electron cloud is

\[
\ddot{x} + 2\nu \dot{x} + \omega_m^2 x + F_{\text{nl}}(x) = -|Q_e|E_L(t)/M_e,
\]

(1)

where \( \nu \) is a damping coefficient arising from microscopic collisions (including both interparticle collisions, and random electron collisions with the cluster surface); \( Q_e < 0 \) and \( M_e \) are the charge and mass of the electron cloud, respectively; \( E_L \) is electric field of the laser; and \( F_{\text{nl}} \) contains nonlinear force terms. The dot and double dot refer to the first and second time derivatives, respectively. Due to the cluster’s spherical geometry, the fundamental plasmon resonance is at the Mie frequency,

\[
\omega_m = \omega_p / \sqrt{3} = \sqrt{e^2 Z n_i / (3\epsilon_0 m_e)},
\]

(2)

where SI units have been used. The bulk plasma frequency is \( \omega_p \), \( Z \) is the average ion charge, \( n_i \) is the ion density within the cluster, \( e \) is the unit charge, \( m_e \) is the electron mass, and \( \epsilon_0 \) is the vacuum dielectric constant.

The non-neutrality of the cluster leads to a net macroscopic cluster field which affects the motion of the electron cloud. If the particle distributions are both uniform, this macroscopic field is harmonic within the cluster radius, and Coulombic outside. Whenever part of the electron cloud is driven over this Coulombic region (i.e. the cluster surface) by the laser field, anharmonic oscillatory motion will result. This is the case illustrated in Fig. 1b and is a much different phenomenon than the random electron–surface collisions that contribute to a transferring of energy from collective electron motion to random thermal motion. Damping via random surface collisions has also been referred to as Landau damping [62], though it is different from the usual meaning of pure collisionless Landau damping in bulk plasmas. In the limit of uniform density distribution and when the electron cloud excursion over the cluster surface has a length much less than the cluster radius, an expression for \( F_{\text{nl}} \) in Eq. (1) can be found explicitly [64].

Nonlinear motion can also result when the particle distributions are non-uniform, even if no part of the electron sphere is driven over the cluster boundary. This can occur, for example, when significant outer ionization has taken place, and the electronic radius is less than the ionic radius; this is illustrated in Fig. 1c.
We can transform Eq. (1) into an equation for the total (kinetic plus potential) energy \(E(t)\) of the electron sphere, i.e. the total energy contained in the collective motion. Multiplying Eq. (1) by \(\ddot{x}\) and integrating over time yields

\[
E(t) = \frac{M_e}{2} \dot{x}^2 + \frac{M_e \omega_m^2}{2} \dot{x}^2 + V_{nl}(x)
\]

\[
= -2M_e \nu \int_{-\infty}^{t} \dot{x} \, dt' - |Q_e| \int_{-\infty}^{t} \dot{x}(t')E_L(t') \, dt'.
\]  

(3)

The first term of the last line of Eq. 3 determines the amount of energy lost from the collective motion to random, thermal motion via collisions (i.e. dissipation). The second term of the last line is the total amount of energy absorbed from the laser field, \(E_{\text{tot}}\). The quantity \(V_{nl}(x) = \int \dot{x}F_{nl}(x) \, dt'\) contains the part of the potential arising from the nonlinear force terms in the cluster. When damping is present, eventually all the absorbed energy gets transferred from the collective motion to thermal energy so that \(E(\infty) = 0\).

Armed with this simple driven oscillator model, we now discuss the heating mechanisms governing laser–cluster interaction. They can be grouped into two major categories: (1) collisional heating, governed by the damping parameter \(\nu\), and (2) nonlinear cluster heating, governed by the nonlinear potential.

### 4.1 Collisional Heating

Collisional heating arises from processes that contribute to the damping term in the equation of motion, Eq. (1). Since collisional heating is present in the limit of even a linear potential, in the following we neglect the nonlinear terms in Eqs. (1, 3) for simplicity.

In the absence of damping, \(\nu = 0\), and the total energy absorption over a laser pulse in a driven harmonic oscillator model is proportional to the spectral component of the driving field only at the Mie frequency, \(|E_L(\omega_m)|^2\) [65]. Here, the tilde refers to the Fourier transform.

The presence of damping mechanisms broadens the range of frequencies that can contribute to heating. This can be understood by examining the general solution of the linear version of Eq. (1) in the Fourier domain. The solution for the velocity \(v = \dot{x}\) of the electron cloud is

\[
\tilde{v}(\omega) = -\frac{|Q_e|}{M_e} \tilde{E}_L(\omega) \tilde{S}_m(\omega),
\]  

(4)

where we refer to \(\tilde{S}_m(\omega) \equiv i\omega/\left(\omega_m^2 - \omega^2 + 2i\nu \omega\right)\) as the Mie spectrum. Absorption of laser energy only takes place when there exists a significant overlap between the laser spectrum \(\tilde{E}_L(\omega)\) and the Mie resonance [7, 55]. For this reason, collisional heating is also referred to as “resonance heating”.
Assuming that $\omega_m$ and $\nu$ do not change over time, the expression from Eq. (3) for the total energy absorbed from the laser pulse can be rewritten as

$$-|Q_e| \int_{-\infty}^{\infty} \hat{x}(t')E_L(t')dt' = \frac{Q_e^2}{2\pi M_e} \int_{-\infty}^{\infty} \Re[\tilde{S}_m(\omega)]|\tilde{E}_L(\omega)|^2d\omega,$$

where $\Re$ refers to the real part of an imaginary quantity. From Eq. (5), we see that if the laser and Mie spectra do not significantly overlap, then there will be very little laser energy absorbed. This case is illustrated in Fig. 2a, where we plot $|\tilde{E}_L(\omega)|^2$ and $\Re[\tilde{S}_m(\omega)]$ for typical laser–cluster interaction parameters. In the time domain, this means that the electron cloud motion $x$ and the laser field oscillation are nearly in-phase, giving $\int \nu E_L = 0$ over a laser cycle. However, if there is significant overlap in the two spectra, as illustrated in Fig. 2b, then collisional heating can become large. In this case, the motion of the electron sphere will be dephased from the laser field oscillation, and $\int \nu E_L$ does not vanish over a laser cycle.

Throughout intense laser–cluster interaction, ionization and cluster expansion cause the Mie resonance to change as a function of time. If at some point during the interaction the overlap described above becomes large, and if this is sustained over a long enough time, significant collisional heating may occur. In the long-wavelength limit (visible and near-infrared), collisional heating does not play a role in the early stages of the laser pulse. This is because clusters have solid-state density, which by Eq. (2) gives $\omega_m$ much larger than the laser frequency. However, if $Zn_i$ (and thus $\omega_m$) is decreased sufficiently during the laser pulse (due to cluster explosion), and if the cluster explosion is at the same time not too rapid so that the resonance with the laser frequency is not passed through too quickly, collisional heating may occur to a significant degree.

Finally, we make a connection between the damped harmonic oscillator model discussed here and the familiar Drude-based model for cluster heating developed in Ref. [7]. Solving Eq. (1) in the linear regime, we find that the cycle-averaged rate of total laser energy absorption for $E_L = E_o \cos \omega t$ gives the well-known expression

$$\frac{dE_{\text{tot}}}{dt} = -|Q_e|\langle \hat{x}E_L \rangle = 3\varepsilon_0 V_e \frac{\omega_m^2 \omega^2}{(\omega^2 - \omega_m^2)^2 + 4\nu^2 \omega^2} \nu E_o^2,$$

where $V_e$ is the volume of the electron sphere. The damped harmonic oscillator model for clusters can thus be understood as the same mechanism behind the Drude-based model.

Damping mechanisms. Damping of the collective Mie oscillation comes predominantly from two sources that contribute to $\nu$: (1) scattering of individual electrons by the cluster surface [62] and (2) particle–particle scattering.
When the ionic charge states are high, electron–ion collisions dominate over electron–electron collisions [66]. The scattering of individual electrons by ions in the presence of a laser field can lead to inverse Bremsstrahlung heating (IBH) [49]. In a recent work it was found that damping appears to be dominated by electron–ion collisions for shorter (20 fs), moderately intense \((10^{14} - 10^{15} \text{ W/cm}^2)\) near-infrared laser pulses [67].

![Fig. 2 Laser spectrum \(|E\omega(\omega)|^2\) (dashed line) and the real part of the Mie spectrum \(\Re[S_m(\omega)]\) (solid line) versus angular frequency \(\omega\). The amplitudes of the spectra were normalized to one. The laser spectrum was calculated from a time-domain field envelope profile with \(\sin^2\) shape, with a full width at half-max of 30 fs and a wavelength of 800 nm (corresponding to an angular frequency of 2.4 rad/fs). The parameters for the Mie spectrum in (a) are \(Zn_i = 5.4 \times 10^{22} \text{cm}^{-3}\) (giving \(\omega_m = 7.5 \text{ rad/fs}\)) and \(\nu = 0.8 \text{ fs}^{-1}\), corresponding to typical laser–cluster interaction parameters. In this case, there is very little overlap between the spectra, so little collisional heating is expected. In (b), we set \(Zn_i\) to be an order of magnitude lower, which gives an \(\omega_m\) near the laser frequency. In this case, there is a large overlap, and collisional heating could be a dominant heating mechanism, if the cluster explosion is not too rapid.
Recently, a new mechanism was proposed that may serve to enhance IBH [61]. Usual IBH rates are based on the assumption of a Coulombic ion potential, which is an approximation to the true potential, especially very close to the ion. A Hartree–Fock analysis of IBH from a noble gas ion shows that the true potential would enhance large angle scattering events, which yield the strongest contribution to heating. The analysis is based on a field-free Hartree–Fock calculation, i.e. it neglects the effect of the strongly fluctuating plasma electric field on the ionic bound state. In order to determine the IBH enhancement more accurately, a more detailed analysis taking into account the effect of the plasma electric field on the ionic bound state will be necessary.

4.2 Nonlinear Cluster Heating

The linear versions of Eqs. (1, 3) are only valid when the ion sphere is uniformly distributed and infinitely extended with no cluster surface. As discussed, presence of a boundary and/or non-uniformity gives rise to the nonlinear (anharmonic) terms in Eqs. (1, 3). The nonlinearity is thus a result of the macroscopic interaction between the electron sphere and the ion field, quite distinct from the microscopic interaction of individual electrons with the cluster surface. As discussed above, the latter phenomenon contributes to damping and randomizes the motion of the electrons. Instead, the nonlinear surface interaction gives rise to an energy absorption mechanism independent of microscopic collisions.

The nonlinear terms in Eqs. (1, 3) lead to (i) dephasing between electron cloud and laser, even in the case where there would be very little dephasing in the linear limit, and (ii) nonlinear motion of the electron cloud. Both effects result in energy absorption. This effect was first identified in Ref. [58], where it was termed “laser dephasing heating”. Unfortunately, this name is not ideal, as it neither emphasizes the nonlinearity behind the process nor captures its distinctiveness from collisional/resonant heating. The nonlinearity-based mechanism due to the surface was confirmed in a subsequent work, where it was called “nonlinear resonant heating” [68]. This name is also somewhat misleading, since the nonlinear energy absorption process does not rely on a vicinity to a resonance. Therefore, we refer to this process here as “nonlinear cluster heating”.

The importance of nonlinear cluster heating is seen in Fig. 3, where the velocity of the electron cloud (current) of an Ar\textsubscript{10000} cluster during laser irradiation is plotted versus time [58]. The driving laser wavelength is 800 nm, the peak intensity is $8 \times 10^{15}$ W/cm\textsuperscript{2}, and the pulse duration is 100 fs. The time interval included in Fig. 3 begins approximately 30 fs before the laser pulse peak. The solid line is the macroscopic current retrieved from numerical analysis. The dotted line is the current of a free electron in the laser field, which would be proportional to the vector potential of the laser field, $A(t) \propto \int E_L(t)$.
The motion of a free electron is in phase with the laser field and does not lead to energy absorption. Comparison of the two curves clearly shows a strong nonlinear component (higher harmonics) and dephasing. Since in this example the laser frequency is far from the Mie resonance throughout the laser pulse, the origin of the dephasing is the nonlinear interaction.\(^2\)

Both collisional and nonlinear effects contribute to electron heating. Collisional heating plays a role for laser frequencies close to the Mie resonance, where it may be the dominant absorption mechanism. Whether resonance occurs or not depends on the specific experimental parameters. Coulomb explosion limits collisional heating to only a fraction of the laser–cluster interaction. Since nonlinear surface heating does not depend on resonance, it heats electrons over the whole cycle of the laser–cluster interaction. Sorting out which mechanisms prevail in which regions of parameter space remains an open issue.

### 5 Collective Versus Collisional Phenomena

Collective phenomena occur when microscopic particles respond to external perturbations coherently. In laser–cluster interaction, this occurs most strongly when the laser frequency is near resonance, possibly resulting in the excitation of a plasmon. Collisions destroy collective motion by transferring energy into random, thermal motion. If the collision time is small enough, collisional processes will dominate and destroy any collective motion before it has time to build.

\(^2\) A recent estimate of nonlinear cluster heating indicated results that were too small to explain the total energy absorption [61]. The authors used the shielded laser field inside the cluster, \(E_s\) [7] for the calculation of the energy absorption, \(\int_{-\infty}^{\infty} \hat{x}(t') E_s(t')\), rather than the full laser field, as required by Eq. (3).
Collision times are strongly affected by the interaction strength between particles. In plasmas, the interaction strength between electrons and between electrons and ions are characterized by electron–electron and electron–ion coupling parameters, defined, respectively, by \[ G_{ee} = \frac{V_{ee}}{k_B T_e}, \]

\[ G_{ei} = Z \Gamma_{ee}^{3/2}, \]

where \( k_B T_e \) is the average electron thermal energy and \( V_{ee} = 1/a \) is the average electrostatic energy between neighbouring electrons. The average distance between electrons is \( a = \left[ 3/(4\pi n_e) \right]^{1/3} \), where \( n_e \) is the electron density within the cluster. The parameter \( \Gamma_{ei} \) represents the ratio of ion to electron charge within the Debye sphere. The Debye length \( \lambda_d = \left[ T_e/(4\pi n_e) \right]^{1/2} \) determines the length over which charge fluctuations are screened by the electron plasma.

For \( \Gamma_{ei} \leq 0.1 \), corresponding to the limit of low particle density and high temperature, the plasma is “weakly coupled” and behaves as a macroscopic, fluid-like ensemble. In the high-density, low-temperature limit (\( \Gamma_{ei} \geq 1 \) and \( \Gamma_{ee} \geq 0.1 \)) the plasma is “strongly coupled”. In this regime, collisional processes dominate since they occur on timescales comparable to or faster than the oscillation time of collective effects.

We have shown in a recent work [67] that the coupling strength of the nanoplasmas created through laser interaction with noble gas clusters can be tailored through varying the laser intensity. This makes feasible both controlled experimental access to the transition region between strongly and weakly coupled plasmas and a direct numerical analysis through molecular dynamics-type computational methods. We simulated Xe\textsubscript{5000} and Xe\textsubscript{500} cluster interaction with 20 fs, 800 nm laser pulses of varying intensity, and plot in Fig. 4 the coupling parameters \( \Gamma_{ei} \) (circles) and \( \Gamma_{ee} \) (squares) as determined at the end of the laser pulse [67]. Since higher-intensity pulses create hotter electrons, both

![Fig. 4 Coupling parameters \( \Gamma_{ee} \) (squares) and \( \Gamma_{ei} \) (circles) for nanoplasmas created through the interaction of Xe\textsubscript{5000} (filled symbols) and Xe\textsubscript{500} (open symbols) with 20 fs, 800 nm laser pulses for intensities from \( 1.8 \times 10^{14} \) to \( 10^{16} \) W/cm\(^2\) [67]](image-url)
\( \Gamma_{ei} \) and \( \Gamma_{ci} \) become larger as the intensity is decreased. Both parameters span the range from weakly to strongly coupled and are largely cluster size-independent.

Clusters thus present an opportunity for a systematic, combined experimental and theoretical study of ultrafast electron kinetics in plasmas as a function of coupling strength. We conducted such a study through a numerical experiment that measures plasmon decay times for the nanoplasmas of Fig. 2 as a function of coupling strength in a pump-probe scenario. A plasmon is excited through a short second laser pulse near resonant to the Mie frequency. The plasmon decay time \( \tau \) is extracted by fitting the electron current within the cluster (parallel to the laser electric field) to the damped oscillator model.

In Fig. 5 we plot \( 1/\tau \) versus \( \Gamma_{ei} \) for the Xe\(_{5000}\) (filled circles) and Xe\(_{500}\) (open circles) nanoplasmas. As coupling strength increases, so does the damping rate, from 0.1 fs\(^{-1}\) for \( \Gamma_{ei} = 0.04 \) to \( \sim 1.5 \) fs\(^{-1}\) for \( \Gamma_{ei} = 0.9 \). The latter corresponds to 700 as. For \( \Gamma_{ei} \sim 1 \), we find \( 1/\tau \sim \omega_m/2\pi \), i.e. collective motion decays over one oscillation.

As discussed earlier, there are two possible damping mechanisms: particle–particle collisions and single electron collisions with the surface. Electron–ion collisions dominate over electron–electron collisions if the average ion charge state is high [66]. In our case, it ranges from 3.5 to 7.5. Damping via random, single electron–surface collisions is ruled out here by comparing the results for the two cluster sizes in Fig. 5. Thus \( 1/\tau \) is the electron–ion collision frequency \( \nu_{ei} \). Random surface collisions likely do not play a strong role in this regime for two reasons. First the average path an electron travels between surface collisions is enhanced for stronger coupling, due to many particle collisions. Second, since the cluster is positively charged, the electron distribution within the clusters thus has a smaller effective radius than the ion distribution. This leads to fewer random collisions with the cluster surface.

Experimentally, one could probe plasmon decay via loss absorption spectroscopy to measure the spectral width of the plasmon resonance. Since the decay time is comparable to the oscillation period for \( \Gamma_{ei} \sim 1 \), however, a broad source

Fig. 5 Electron–ion collision frequency \( \nu_{ei} \) for Xe\(_{5000}\) (filled circles) and Xe\(_{500}\) (open circles) nanoplasmas versus \( \Gamma_{ei} \) [67]
spanning the whole spectral range is required. This makes time-domain experiments an interesting alternative. The technology required to extend four wave mixing pump-probe techniques – the workhorse of nonlinear femtosecond laser spectroscopy [70] – into the necessary wavelength (vacuum-ultra-violet), time (attosecond), and intensity regime is starting to be within reach [71].

6 Conclusion

The interaction of noble gas clusters with intense lasers is inherently rich and complex. While we have presented an overview of the major features of this interaction as it is currently understood, there are many open issues that remain due to this complexity. These range from the quantitative determination of the true ionization potentials in complex cluster fields, to the role of non-Coulombic potentials beyond the field-free approximation, to the determination of which heating mechanism dominates in which interaction regime. Though our discussion here was aimed primarily at long-wavelength radiation, first experiments and theoretical analyses in the VUV regime indicate there is much that needs to be resolved there as well. Understanding the details of laser–cluster interaction, while interesting in its own right, will also be an important stepping-stone to understanding the details of strong laser interaction with much larger systems, such as solid surfaces and bulk media, for which there are a host of potentially useful applications.
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Laser-Induced Optical Breakdown in Solids

Matthias Lenzner and Wolfgang Rudolph

1 Introduction

One of the unique features of femtosecond light pulses is the high peak power at moderate pulse energies, which enables many interesting applications in fundamental and applied science. When interacting with condensed matter, irreversible material changes occur if the pulse fluence exceeds a certain critical value. On one hand, such processes severely limit the performance of optical components such as coatings and windows (laser damage) and are undesired. On the other hand, permanent laser-induced material modifications have found interesting applications for laser micro- and nanostructuring as well as for the production of three-dimensional waveguides.

Laser-induced breakdown has been studied since the invention of the laser using ever shorter pulses. The underlying physical processes are very complex as they involve matter far from thermal equilibrium under excitation conditions where perturbative approaches known from nonlinear optics fail.

The primary energy deposition in dielectric materials with UV, VIS, and NIR pulses is through the electronic system, followed by energy transfer to the lattice and resulting in material ablation if a certain excitation fluence is exceeded. Although the actual damage mechanisms depend on the material under study and are still an area of active research (and controversy), much can be learned from the initial excitation of the electrons. As an illustration, Fig. 1 shows the fluence region of a 100 fs pulse for which damage in wide-gap materials occurs together with some important benchmarks of light–matter interaction. At low fluences, region A, the interaction leads to anharmonic oscillations of bound electrons, which can trigger processes like self-phase modulation. With increasing fluence, the binding potential is changed under the influence of the external electric field up to a point where the probability
that the electron can tunnel (ionization) during one optical period $2\pi/\omega$ approaches unity, region B. At larger fluences, region C, the laser field approaches the Coulomb field between an electron and nucleus as a result of which the electron dynamics is driven by the external field with the nucleus as a perturbation. At even higher fluences, region D, the energy of the electron accelerated in the laser field reaches the rest mass energy, resulting in relativistic effects. The damage fluences of most dielectric materials are within a relatively narrow fluence region close to region B, but well below regions C and D. If we identify a permanent laser-induced material modification with damage, the fluence region can be divided into two parts with a well-defined boundary. Below this boundary, some material properties, e.g., the refractive index, are changed without material ablation; at the boundary (threshold fluence $F_{th}$) and at higher fluences the material breaks down and is ablated.

In this chapter, we review the energy deposition mechanisms that can lead to femtosecond laser-induced breakdown and ablation in solids. We will concentrate on wide-gap dielectric materials and only briefly mention important features in the interaction with (narrow-gap) semiconductors and metals. We will conclude with an introduction of fs laser-based material structuring as an emerging application.
2 Damage Induced by Nano- and Picosecond Pulses

Since the invention of the laser, numerous research groups have studied optical damage with laser pulses at various wavelengths and pulse durations \[3, 4, 5, 6\]. A large class of commonly used (bulk) optical materials \[7\], optical coatings \[8, 9\], and more recently liquids \[10, 11\] (important, e.g., for ophthalmic surgery) have been investigated. In parallel to the experimental work, significant efforts have been made to develop theoretical models of optical breakdown in dielectric materials.

Being intrinsically transparent to VIS–NIR pulses, dielectric materials are excited via heating of electrons in the conduction band (CB) involving quasi-free electron absorption followed by impact ionization. At a certain electron density, the plasma becomes highly absorptive for the remainder of the pulse leading to melting and evaporation of material (ablation). If (linear) absorption centers (as a source for CB electrons) are absent, the optical pulse acts on background carriers \[12, 13, 14, 15\] in the CB. Because of their stochastic distribution, the threshold fluence for ps and ns pulses exhibits relatively large fluctuations \[16\].

With ns and ps pulses, a dependence of the damage fluence \(F_{th}\) on the pulse duration \(\tau_p\), \(F_{th} \propto \tau_p^\kappa\) where \(\kappa \approx 1/2\), was found for bulk materials \[17, 18, 19, 20\] and coatings \[8, 21\]. This \(\sqrt{\tau_p}\) dependence is characteristic of situations where one-dimensional transport of the excitation occurs during the pulse. For example, the pulse is absorbed in a thin surface layer (spot area \(A\)), the produced heat propagates normal to the surface (\(z\) direction), and lateral diffusion can be neglected (spot size >> absorption depth). The pulse deposits an energy \(\alpha_a W\), which is distributed over a volume \(A\sqrt{D\tau_p}\) during the pulse, with \(\alpha_a\) being the absorption coefficient and \(D\) being the heat diffusion constant. The corresponding temperature change \(\Delta T = \kappa \alpha_a W/(A\sqrt{D\tau_p})\) will lead to damage (melting) if a certain threshold value (melting temperature) is reached. The corresponding incident laser fluence \(F_{th} = W_{th}/A \approx Q\sqrt{\tau_p}\) where \(Q\) contains the material parameters exhibits the \(\sqrt{\tau_p}\) dependence. A more rigorous approach involves solving the diffusion equation for the half space. The solution shows the surface temperature to also increase as \(\Delta T \propto F/\sqrt{\tau_p}\) \[5\]. A similar \(\sqrt{\tau_p}\) law controlled by heat diffusion was found when small (linear) absorption centers (impurities or defects) are present \[8, 22, 23\] and the absorbed laser power scales as \(\pi a^2 (a – \text{radius of the inclusion})\).

3 Damage Induced by Femtosecond Laser Pulses

A deviation from the \(\sqrt{\tau_p}\)-scaling of the breakdown threshold was first reported for pulses in the range of 4–10 ps \[24\]. Later, this deviation was confirmed for the case of femtosecond pulses, see Fig. 2 for example. The damage threshold with fs pulses is more deterministic as compared with longer pulses; stochastic background electrons in the CB lose their importance as photoionization of valence band (VB) electrons takes over owing to the high field strength of fs
pulses. As a consequence, damage is more likely be controlled by the intrinsic material properties of bulk and thin-film samples.

Numerous experimental studies dealt with the dependence of the critical pulse fluence $F_{\text{th}}$ on the pulse duration $\tau_p$ [9, 27, 30, 31, 32, 33], the laser wavelength $\lambda$ [30, 34, 35, 36], and the material [9, 27, 30, 32, 34, 35, 36]. These experiments were conducted on fluorides, oxides, and glasses using near infrared and visible laser pulses with durations as short as a few femtoseconds.

The actual processes leading to femtosecond laser pulse-induced dielectric breakdown and ablation are complex and still under investigation. Proposed mechanisms for material breakdown and removal include Coulomb explosion [37], plasma formation [38], thermal melting (heterogeneous and homogeneous nucleation) [37, 38], and material cracking due to thermoelastic stresses [39]. Most of the damage processes occur after the optical pulse for $\tau_p \approx 100 \text{fs}$.

Common to all these scenarios is that a critical amount of energy density has to be deposited in the material before breakdown occurs. In the sub-ps pulse regime, the absorption of near IR photons in dielectrics leads to the excitation of electrons to the CB. Models that identify the onset of damage with the production of a certain critical CB electron density $N_{\text{cr}}$ were suggested early on [18] and proved successful in explaining the observed $F_{\text{th}}(\tau_p)$ behavior until today [27, 30, 31, 33]. The exact value of this critical density is not known. One limit was defined by using an excited electron density at which the energy in the excited electron system equals the binding energy of the lattice [40]. For alkali-halides, for example, this requires an electron density of about $10^{19} \text{ cm}^{-3}$ [7]. Another critical density was introduced by setting the plasma frequency equal to the excitation frequency [41]. At this point, the material starts to absorb strongly. For laser pulses at 800 nm this happens at $N_{\text{cr}} \approx 10^{21} \text{ cm}^{-3}$. After the critical electron density is reached, melting, vaporization, and ablation start. There are indications that the critical electron density may also depend on the pulse duration [42].

Fig. 2 Damage fluence thresholds of fused silica. All experiments are performed with multiple pulses in air. Data are from references [25, 26, 27, 28, 29]
4 Light–Matter Interaction

Figure 3 illustrates the main processes associated with the excitation of dielectric materials with femtosecond pulses.

Photoionization and impact ionization produce CB electrons until a critical density is reached. One can formally write a rate equation for the CB electron density $n$:

$$\frac{dn}{dt} = \alpha + \beta - \vartheta,$$

where $\alpha$ and $\beta$ are the rates for impact and photoionization, respectively. $\vartheta$ is a relaxation term taking into account electron trapping [9, 43]. The latter term can explain the pulsewidth dependence of the threshold in dual-pulse ablation experiments [43].

4.1 Photoionization

In metals and most semiconductors of practical interest, the radiation of available femtosecond sources is absorbed via linear (one-photon) or free carrier absorption. In either case, Beer’s law applies and assuming a certain quantum efficiency, ionization rates and resulting electron densities can be calculated easily. Saturation effects and plasma shielding have to be taken into account at high electron densities. The so-excited electron

![Fig. 3 Schematic diagram of energy deposition and dissipation in wide-gap dielectric materials through excitation of electrons from the valence band (VB) to the conduction band (CB) in the presence of defect states (D). Contributing processes are photoionization (PI), impact ionization (Imp), electron–phonon–photon scattering (e–ph–pht, free carrier absorption), electron–phonon scattering (e–ph, cooling of the electron gas), electron–electron scattering (e–e), and electron-defect interaction (e-D) including the creation of self-trapped excitons](image-url)
system interacts with the lattice, which can be described by the two-temperature model [44].

The physics of dielectric materials having a bandgap energy that is larger than the photon energy of the incident laser pulse, $E_g > h\omega$, is more sophisticated. In the absence of states within the energy gap (due, for example, to defects or traps), the deposition of energy has to take place via a nonlinear optical process.

Initially, electron–hole pairs are excited by high-field excitation. This phenomenon was described more than 40 years ago by Keldysh [45]. According to this model, electrons are promoted to the conduction band by a combination of what is usually called multiphoton ionization (MPI) and tunneling ionization. Keldysh’s theory emphasized that MPI and tunneling are not competing mechanisms but merely two limiting cases of the same ionization process.

For ionization to occur, the electron has to overcome the atomic potential modified by the incident electric field. The Keldysh parameter

$$\gamma = \omega \tau = \frac{\omega}{|eE|} \sqrt{m_r E_g}$$

roughly represents the ratio of the time $\tau$ needed to tunnel through the resulting potential barrier and the period of the oscillating electric field, $T = 2\pi/\omega$. The quantity $E_g$ is the ionization potential, $m_r$ and $e$ are the effective mass and charge of the electron, respectively. A Keldysh parameter $\gamma \ll 1$ means that the electron has enough time for tunneling before the field changes magnitude and sign (see Fig. 4 C). In this limit tunneling ionization is the dominant excitation mechanism. In the other limit, $\gamma \gg 1$, multiphoton absorption plays the major role in the ionization (see Fig. 4 A). According to [45], the ionization rate can be written as

![Fig. 4 Band model of high-field laser excitation of a wide-gap solid. The laser pulse intensity is increasing from A to C. The gradient of the potential (tilt of the band structure) is caused by the electric field of the laser pulse. $E_C$ is the lower boundary of the conduction band, $E_v$ is the upper boundary of the valence band, $\gamma$ is the Keldysh parameter explained in the text.](image-url)
\begin{equation}
\beta = \frac{2\omega}{9\pi} \left( \frac{\omega m_e}{\gamma_1^2} \right)^{3/2} Q(\gamma, x) \times \exp \left\{ -\pi (x + 1) \frac{K(\gamma_1) - L(\gamma_1)}{L(\gamma_2)} \right\},
\end{equation}

where \( \gamma_1 = \gamma/\sqrt{1 + \gamma^2} \), \( \gamma_2 = \gamma/\gamma_1 \). \( K, L \) are complete elliptical integrals of first and second order, respectively, \( \langle z \rangle \) denotes the integer part of \( z \), and

\begin{equation}
Q(\gamma, x) = \left( \frac{\pi}{2K(2)} \right)^{1/2} \sum_{k=0}^{\infty} \left[ -k\pi \frac{K(\gamma_1) - L(\gamma_1)}{L(\gamma_2)} \right] \times \Phi \left( \pi \sqrt{\frac{2(x + 1) - 2x + k}{2K(\gamma_2)L(\gamma_2)}} \right),
\end{equation}

\begin{equation}
x = \frac{2\varepsilon_g}{\pi \hbar \omega \gamma_1} L(\gamma_2),
\end{equation}

with \( \Phi(z) = \int_0^z \exp(y^2 - z^2) \, dy \).

As explained above, the derived formula for the excitation rate reduces to multiphoton absorption in the high-frequency limit and to the equation for tunneling at low frequencies and strong fields. Figure 5 shows the ionization rate according to the Keldysh model as a function of laser intensity. At low fluences (\( \gamma \gg 1 \)), a simple multiphoton absorption model fits the data well. The sudden changes in the ionization rates occur at excitation intensities where the – now increased – effective bandgap reaches a value that requires an additional photon for excitation. Even though the Keldysh model needs to be modified for a more accurate description (see, for example, [46, 47]), it explains the main features of the excitation well.

Recently, there has been theoretical work about the enhancement of photoionization due to the presence of already ionized electron–hole pairs [48]. The electrical field of these pairs superposes the electrical field of the light wave and thereby leads to an exponential enhancement of the photoionization rate as well.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{Calculated photoionization rates as a function of laser intensity for \( \lambda_0 = 800 \) nm in quartz (\( \varepsilon_g = 9 \) eV). MPI is 6-photon-ionization with a rate \( \sigma_6 I^6 \) and \( \sigma_6 = 2.1 \times 10^{-47} \) cm\(^3\)s\(^{-1}\)W\(^{-5}\).}
\end{figure}
as the impact ionization rate (see below). This additional ionization is supposed to supersede the traditional avalanche ionization for pulses shorter than \( \approx 10 \text{ fs} \) which is about the time for an electron to be accelerated to an energy sufficient for impact ionization [49].

### 4.2 Impact Ionization

Electrons that are excited into the conduction band are continuously accelerated by the laser field. Energy deposition into the electron system is possible because momentum conservation is assured by the interaction with lattice phonons; this process is known as free carrier absorption. After reaching a critical value, the excess energy of these electrons can be transferred to valence electrons by impact, promoting these to the conduction band (impact ionization) see Fig. 6.

As a consequence, the conduction band electron density grows exponentially. The impact ionization rate from Equation (1) can formally be written as

\[
\alpha = \alpha_f(E)n, \tag{6}
\]

where \( \alpha_f(E) \) is the impact ionization coefficient. This equation stems from the DC avalanche breakdown in gases and crystals but has been shown to apply to laser pulse-induced breakdown as well [12, 50].

The dependence of \( \alpha_f \) on the electric field \( E \) is difficult to derive because \( \alpha_f \) contains information about two physical processes: free carrier absorption and impact ionization. In an effort to find an analytical approach that describes a broad class of dielectric materials, several models have been developed. A common ansatz is Keldysh’s impact ionization formula:

\[
\alpha_f = \eta[(E - E_c)/E_c]^2, \tag{7}
\]

where \( \eta \) is a constant and \( E \) is the kinetic energy of the electron [28]. Up to this point, almost all publications modeling dielectric breakdown with rate

---

**Fig. 6** Two possible paths of impact ionization. An electron, highly excited into the conduction band by free carrier absorption, ionizes a second electron from the valence band, observing energy and momentum conservation.
equations agree. However, the size of the assumed constants $\eta$ differs as well as the postulated critical energy $E_c$.

In order to fulfill energy and momentum conservation, the free electron needs to be promoted to a critical energy $E_c$ [28, 45, 51]:

$$E_c \approx 1.5 \left( \varepsilon_g + \frac{e^2 E^2}{4m_r \omega^2} \right).$$  \hspace{1cm} (8)

Equation (8) contains the sum of the bandgap energy and the ponderomotive potential, i.e., the energy of the electron oscillating in the laser field; the factor 1.5 results from the common assumption that the effective electron and hole mass are equal at the extrema of CB and VB. The “flux-doubling” model [15, 30, 52, 53] assumes that (i) as soon as an electron acquires the critical energy it ionizes a second electron and the excess energy is equally distributed between the collision partners and (ii) the shape of the electron distribution remains basically unchanged during the laser pulse. This model yields an impact parameter that is proportional to the field squared, i.e., $\alpha_f(E) = \alpha_i I$, where $I \propto E^2$ is the pulse intensity. This approach is strictly applicable only for photon energies sufficiently small compared to the bandgap energy [14].

There is another estimate where the impact ionization coefficient $\alpha_f(E)$ is proportional to $E$ in the high-field limit [54]. This model, developed for DC high-field electronic transport, considers a nonuniform distribution of electrons in the conduction band. It was used to explain the increasing threshold fluences for very short pulses (see Fig. 2) [31].

A quantum-mechanical method to calculate “the rate at which conduction band electrons absorb energy” (i.e., free carrier absorption) is employed in [55]. Here, the calculated absorption rate (which is significantly different from the classical one) is used as starting point to calculate the avalanche coefficient using the flux-doubling model.

Because the agreement between these models and experimental results is sometimes unsatisfactory, more sophisticated numerical models are established to describe the temporal evolution of the electron gas in the conduction band. In Ref. [28], for example, Equation (7) was replaced by a completely quantum-mechanical description. Here, the impact ionization contribution to the development of the distribution function in the Boltzmann equation was calculated from a collision integral. This approach, usually referred to as “full kinetic model” involves an extensive numerical apparatus but it allows to treat free carrier absorption and impact ionization separately, quantum-mechanically. It also considers the energy dependence of these processes [49, 56]. More recently, a set of rate equations were developed that use discrete electronic levels in the conduction band to account for the dependence of the impact ionization rate on the electron energy [57].

In summary, impact ionization in dielectric materials with femtosecond pulses will remain an interesting research area for years to come because of
the vast complexity of processes involved. For example, the role of the actual band structure of the material under investigation is largely unexplored.

### 4.3 Scaling Laws

Many experimental observations concerning the threshold fluence behavior and also its order of magnitude could be explained by the rate Equation (1) when the impact ionization term was approximated by \( \alpha = \alpha_i n I \) and the PI term by the multiphoton absorption term \( \beta = \beta_m I^m \). It is instructive to look at the predictions of this model concerning the dependence of the damage fluence on the bandgap with the assumption that the \( E_g \) dependence stems from \( \beta(E_g) \). Under certain conditions [58], one can derive from Keldysh’s theory [45]:

\[
\beta_m \approx \frac{\omega}{g} \left( \frac{m_r \omega}{\hbar} \right)^{3/2} \left( \frac{e^2}{8 \omega^2 m_e c e_0} \right)^m \exp(2m) \left( \frac{n_0 E_g}{m_0} \right)^m,
\]

where \( \omega \) is the carrier angular frequency of the laser pulse, \( m = \text{mod}(E_g/\hbar \omega) \) is the order of the multiphoton absorption process, \( m_r \) is the reduced mass, \( e \) is the electron charge, \( c \) is the velocity of light in vacuum, and \( n_0 \) is the refractive index. In a broad parameter range for the impact ionization coefficients and sub-ps pulse durations, this \( \beta(E_g) \) results in an approximately linear increase of \( F_{th} \) with \( E_g \) [9]. There is experimental evidence supporting these results, see Fig. 7.

### 4.4 Multiple Pulse Effects

The damage threshold of dielectric materials typically decreases with the number of pulses that illuminate one and the same sample site. This phenomenon,

**Fig. 7** Measured \( F_{th} \) as a function of bandgap energy. To illustrate the similar slopes of the data sets, the data points were normalized to the damage fluence at 5.1 eV. *Circles*—oxide films [9], *asterisks*—1053 nm, 400 fs, fluoride bulk materials [30]
sometimes called incubation, has been observed for different pulse repetition rates and pulse durations [4, 31, 32, 33, 53, 59, 60]. An example is shown in Fig. 8.

The international organization for standardization recommends a phenomenological fit function that relates the single pulse damage fluence $F_{th,1}$ to the $M$-pulse threshold

$$F_{th}(M) = F_{th,\infty} + \frac{F_{th,1} - F_{th,\infty}}{1 + \Delta^{-1} \log_{10}(M)}, \quad (10)$$

where $\Delta$ is a fit parameter [61].

In wide-gap materials, optical excitation can result in the formation of self-trapped excitons (STEs) and color centers [53, 62, 63, 64, 65], cf. Fig. 3. These excitations can be long lived with lifetimes up to months at room temperature depending on the material. The formation of STEs following optical excitation usually proceeds on a ps or sub-ps time scale [43, 66, 67]. While most likely not critically important for single pulse exposures, the accumulation of such defect states that can act as additional absorption centers affects the multiple pulse damage behavior. Since these defect states are within the bandgap, an absorption of lower nonlinear order than what is necessary for an interband transition suffices, increasing the absorption with pulse number. Indeed, a model taking into account such processes can explain the principal $F_{th}(M)$ behavior, cf. Fig. 8.

For a material that can be excited by a three photon absorption, for example,

$$F_{th}^3(M) = F_{th,\infty}^3 + \left[F_{th,1}^3 - F_{th,\infty}^3\right] \left(1 - \frac{T_{VB}}{T_S} B\right)^{M-1}, \quad (11)$$

where $T_S$, $T_{VB}$, and $B$ is the formation time of defects (STEs), the interband recombination time, and the ratio of $N_{cr}$ and the maximum possible defect density, respectively [60].
5 Applications

The advantage of material processing with femtosecond pulses is most obvious for wide-gap dielectrics, which are transparent to near infrared and visible laser light. Unlike for (linearly) absorbing materials such as metals and semiconductors, cw-high-power laser machining can be utilized for dielectric materials only to a limited extent. Not only can the high peak power of femtosecond pulses turn these materials into absorbing targets, but also the involved nonlinear absorption processes cause a high degree of spatial confinement (in three dimensions) of the deposited energy. This together with the associated deterministic breakdown thresholds makes femtosecond machining attractive [25, 27, 29, 34, 68] in particular for microstructuring. This application field also matches the commercially available fs laser systems with limited average power, typically not exceeding 10 W.

Several noteworthy features of femtosecond laser ablation (as opposed to machining with nanosecond pulses) have been observed:

- It is possible to process transparent materials.

![Fig. 9 Scanning electron micrographs of fused silica ablated by ultrashort laser pulses with a peak fluence of \( F_0 \). \( \lambda = 780 \text{ nm} \), 80 shots. Pulse duration and fluence are (upper left) \( \tau_p = 3 \text{ ps}, F_0 = 19.9 \text{ J/cm}^2 \), (upper right) \( \tau_p = 220 \text{ fs}, F_0 = 10.7 \text{ J/cm}^2 \), (lower left) \( \tau_p = 20 \text{ fs}, F_0 = 11.1 \text{ J/cm}^2 \), (lower right) \( \tau_p = 5 \text{ fs}, F_0 = 6.9 \text{ J/cm}^2 \).]
- More regular damage patterns as well as a higher reproducibility of structures from shot to shot are found [69].
- High intensities in the focal region at low average power result in low thermal load to the surrounding material and the material in the beam path.
- The penetration depth of the pulses can be controlled by changing the pulse duration; it can be as low as 100 nm [27].
- Only a small fraction of pulse energy is converted to heat and momentum (small heat-affected zone or shock-affected zone) [70].

To qualitatively demonstrate this phenomenon, typical ablation pictures for fused silica taken from a scanning electron microscope are shown in Fig. 9. Holes for different pulse durations between 5 fs and 3 ps were machined with 80 pulses from a Ti:sapphire laser system at a repetition rate of 1 kHz. It is obvious that the 5 fs ablation morphology (Fig. 9, lower right) is much more deterministic than in the case of longer pulses (Fig. 9, upper row). Differences are visible even when compared with the 20 fs pulses (Fig. 9, lower left). Although the applied fluence is higher for the picosecond pulses, it amounts to the same multiple of the damage threshold fluence for all pulse durations. The more stochastic behavior of long-pulse ablation as explained in Section 2 accounts for the difference in edge quality.

Femtosecond lasers are not necessarily advantageous for the processing of linearly (in the NIR–VIS) absorbing materials such as metals or semiconductors since the energy deposition itself does not depend much on pulse duration. In most materials, the electrons transfer the energy to the lattice on a time scale of a few ps, after which melting and evaporation occur. By carefully choosing the parameter range (wavelength, pulse duration, fluence) of the processing laser, one can structure these materials with the same high precision using more cost-efficient, longer-pulse, laser systems.

Another interesting application of high-intensity laser pulses is processing of transparent materials within the bulk. Not only can decorative accessories be produced this way, but also three-dimensional optical waveguides can be written within the materials [71]. The physical mechanism of this permanent modification of the refractive index is not completely resolved. Structural changes of the atomic network rather than optical breakdown are likely to occur [72]. At higher intensities, material can also be ablated if the debris is removed by, e.g., a wetting fluid. Microfluidic devices can be manufactured using this technique [73].
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Part III
Atmospheric Forcing and Waves
Macroscopic Effects in High-Order Harmonic Generation

Pascal Salières and Ivan Christov

1 Introduction

The use of powerful ultrashort laser pulses offers new perspectives in light–matter interaction because the external field may reach very high values before the atom is fully ionized. Recent experiments have shown that by using 800 nm laser pulses of duration around 10 fs, harmonics of order higher than 300 can be generated in noble gases, extending the spectral range of the emission to the water window [1, 2] and to the keV regime [3] (see the chapter of Lewenstein and L’Huillier). Moreover, the properties of the macroscopic harmonic emission (ultrashort pulse duration, high brightness, good coherence) make it a very unique source of XUV radiation, used in a growing number of applications ranging from atomic [4, 5] and molecular [6, 7, 8] spectroscopies to solid-state [9, 10, 11] and plasma [12, 13, 14] physics. The last two properties stem from the fact that harmonic generation is a coherent process so that the phase of the harmonic emission at a given time and position is determined by the generating laser field. This allows (under certain conditions) the coherent growth of the harmonic field in the nonlinear medium and the “transfer” of the laser coherence properties to the harmonic beam. However, both the physics of the emission and the generating conditions are very different from the ones relative to low-order harmonic generation (classical nonlinear optics) and very specific problems and processes arise in this new situation.

The generation of high harmonics takes place in a gas medium since there exist no solid-state materials that are transparent to the XUV radiation and that can stand the high laser intensities necessary to produce these harmonics. Although the dispersion of the gases is much lower than that of the solid materials, phase matching is required to achieve significant increase in the harmonic signal. This means that the driving polarization and the high-frequency light must have the same phase velocity as they travel through the generating medium. However, since the gases are isotropic the well-established
phase-matching techniques are not applicable and new ones have to be developed. Different generating conditions have been tried to optimize the conversion efficiency: laser tightly focused in a gas jet or cell, laser guided in a hollow core fiber filled with gas. Moreover, the high laser intensity may induce a strong ionization of the nonlinear medium. The resulting space- and time-dependent free-electron dispersion has important consequences for the propagation of both laser and harmonic fields.

In this chapter, we study how the macroscopic harmonic field builds up in the medium and review the main limiting factors to the harmonic yield. We first recall the propagation equations in order to introduce the main propagation effects: they define optimal generating conditions and determine the macroscopic properties of the harmonic emission. We then discuss the non-adiabatic phenomena occurring with ultrashort few-cycle laser pulses and the possibility of generating macroscopic attosecond x-ray pulses. Finally, we present some new proposals for phase matching.

2 Propagation Equations

In order to calculate the macroscopic response of the system, one has to solve the Maxwell equations for the fundamental and harmonic fields. A now standard approach has been developed by Anne L’Huillier and co-workers in the case of not too short laser pulses using the slowly varying envelope and paraxial approximations [15, 16]. Several groups have used similar approaches to study the effects of phase matching and to perform direct comparison of the theory with experiments [17, 18, 19]. Recently, the emphasis on ultrashort laser pulses has led to more general resolutions of the propagation equations [20, 21, 22, 23, 24]. For a review, see [25, 26].

First, we present simplified propagation equations in order to introduce the relevant parameters and discuss the main phenomena occurring during the propagation. Starting from the general wave equation describing the propagation of a linearly polarized electromagnetic field in an isotropic, globally neutral, non-magnetic, dielectric medium, one obtains, in the slowly varying envelope and paraxial approximations, the following coupled equations:

\[ \Delta_{\perp} E_1(r, t) + 2ik_1(r, t) \frac{\partial E_1(r, t)}{\partial z} = 0, \]  

\[ \Delta_{\perp} E_q(r, t) + 2ik_q(r, t) \frac{\partial E_q(r, t)}{\partial z} = -\frac{q^2 \omega_p^2}{\varepsilon_0 c^2} P_{NL}(r, t) e^{i(qk_1 - k_q)z}, \]

where \( E_1(r, t) \) and \( E_q(r, t) \) denote the slowly varying envelopes of the fundamental and \( q \)th harmonic fields, respectively, propagating in the medium with
wavevectors $k_1$ and $k_q$. The depletion of the fundamental field is neglected, considering the low conversion efficiency obtained in gases. The source term for the harmonic field (right-hand side of Eq. (1b)) is provided by the envelope of the $q$th Fourier component of the nonlinear polarization: $P_{NL}^q(r,t) = n_a(z,t)d_q(r,t)$, where $n_a(z,t)$ is the atomic density and $d_q(r,t)$ denotes the $q$th harmonic component of the total atomic dipole moment that includes the contributions of all active electrons (see the chapter of Lewenstein and L’Huillier). These equations are written in the moving reference frame, assuming a constant group velocity for the laser and harmonic pulses, given the low atomic densities used in experiments. The “slow” time dependence in the above equations accounts for the temporal profile of the fundamental field that enters Eq. (1a) through the boundary condition for $\mathcal{E}_1$.

An important simplification to the problem is obtained by assuming that the polarization is a local function of the incident electric field, both in space and time. The field creating a polarization in $(r,t)$ is $\mathcal{E}_1(r,t)$. In space, this approximation is valid for the dilute media used in experiments. In time, it implies that the polarization follows “instantaneously” or adiabatically the changes in the envelope of the electric field. This is questionable for high intensities and ultrashort pulses, and a number of non-adiabatic phenomena have been reported both in simulations and in experiments (see Section 6).

For not too short pulses, it is then possible to propagate independently temporal slices of the laser envelope, except for the ionization that of course builds up during the pulse. The amplitude and phase of the fundamental field are obtained by solving the propagation equation (1a), allowing the calculation of the nonlinear polarization and the solution of the propagation equation (1b) of the harmonic field.

3 Main Propagation Effects

The main processes governing the propagation of the harmonic field in the nonlinear medium – absorption, phase matching and amplification – are described in the following.

3.1 Absorption

Except for low orders, the harmonic photon energy is larger than the ionization potential of the generating rare gas, so that a significant portion of the emitted radiation may be reabsorbed. For low degree of medium ionization the reabsorption by the neutrals sets an upper limit on the achievable harmonic yield, as will be shown below. It enters Eq. (1b) through the imaginary part of the refractive index and thus of the harmonic wavevector: $\text{Im}(k_q) = r_0\lambda_1f_2n_a/q = n_a\sigma_q/2$, where $r_0$ is the classical electron...
radius, $f_2$ the imaginary part of the atomic scattering factor, $n_a$ the atomic density and $\sigma_q$ the photoionization cross-section. One can define an absorption length $L_{\text{abs}} = 1/n_a\sigma_q$ as the length over which a freely propagating field is attenuated by a factor $\exp(0.5)$.

### 3.2 Phase Matching

As is clear when considering Eq. (1b), an efficient energy transfer between the polarization and harmonic fields requires that they propagate with the same phase velocity. If this is not the case, destructive interferences between partial waves emitted at different $z$-positions in the medium come into play, stopping the coherent growth of the macroscopic harmonic field. From Eq. (1b), one can derive a phase-matching condition generalized to the strong field regime [27]:

$$k_q = qk_1 + \nabla\Phi_q,$$

where $\Phi_q$ is the intrinsic phase of the harmonic dipole moment $d_q$. In the following, we analyze this term and the main dispersion phenomena that play a role in phase matching.

#### 3.2.1 Dipole Phase

In the strong field regime, the dipole phase strongly depends on the laser intensity (see the chapter of Lewenstein and L’Huillier), so that the laser focusing in the nonlinear medium may result in large longitudinal and transverse gradients of this phase, influencing phase matching. The origin of this intrinsic phase is the action acquired by the electron wavefunction on the trajectory leading to the emission of the considered harmonic. It can be approximated by

$$\Phi_q \simeq -U_p\tau \simeq -\theta I_1,$$

where $U_p$ is the ponderomotive potential and $\tau$ the duration of the trajectory. In a first approximation, it varies linearly with the laser intensity $I_1$; the slope $\theta$ depends on the return time and exhibits a weak dependence on both the laser intensity and the harmonic order. In fact, it has quite a generic behavior for the high harmonics. When the harmonic is in the cutoff region, there is a single trajectory giving rise to the emission, characterized by $\theta_{\text{cutoff}} \simeq 13.7 \times 10^{-14}$ rad cm$^2$/W. In the plateau region, there are mainly two such trajectories corresponding, respectively, to $\theta_{\text{short}} \simeq 1.4 \times 10^{-14}$ rad cm$^2$/W and $\theta_{\text{long}} \simeq 25.7 \times 10^{-14}$ rad cm$^2$/W. Due to these different slopes, the best phase matching conditions will be different for the different trajectories, as will be shown below.

#### 3.2.2 Geometric Dispersion

The focusing of the laser beam in the nonlinear medium introduces a phase advance on axis known as the Gouy phase. In the focal region of a Gaussian beam, the correction to the fundamental wavevector can be written as

$$\delta k_{1,\text{geo}} = -2/z_1 \hat{z},$$

where $z_1$ is the confocal parameter. The correction to the
harmonic wavevector due to the diffraction of the freely propagating harmonic beam is of the same order of magnitude, so that for sufficiently high orders, one obtains \( \Delta k_{\text{geo}} = q \delta k_{1,\text{geo}} - \delta k_{q,\text{geo}} \approx -2q/z_1 \hat{z} \).

In the case of the guiding of the laser beam in a hollow-core fiber, the correction to the propagation constant writes \( \delta k_{1,\text{geo}} = -\lambda_1 u_1^2/4\pi a^2 \hat{z} \), where \( a \) is the bore radius and \( u_1 = 2.405 \) [28], resulting in \( \Delta k_{\text{geo}} \approx -q\lambda_1 u_1^2/4\pi a^2 \hat{z} \). Note that this mismatch is close to the Gaussian one in the case where \( a \approx 1.2w_0 \), where \( w_0 \) is the Gaussian beam waist.

### 3.2.3 Atomic Dispersion

The linear atomic polarizability may also play a role in phase matching, even though its role is small for low atomic density. The correction to the fundamental wavevector can be approximated to \( \delta k_{1,\text{atom}} = \pi\alpha_1 n_a/\lambda_1 \hat{z} \), where \( \alpha_1 \) is the static polarizability. The harmonic wavevector is modified by \( \delta k_{q,\text{atom}} = -r_0\lambda_1 f_1 n_a/q \hat{z} \), where \( f_1 \) is the real part of the atomic scattering factor. The resulting mismatch is

\[
\Delta k_{\text{atom}} = q \delta k_{1,\text{atom}} - \delta k_{q,\text{atom}} \approx n_a \left[ \pi\alpha_1 \frac{q}{\lambda_1} + r_0 f_1 \frac{\lambda_1}{q} \right] \hat{z}.
\]

### 3.2.4 Electronic Dispersion

High-harmonic generation is intrinsically linked to ionization. While the dispersion induced by the resulting ions is negligible due to their lower polarizability, the one induced by free electrons is a very important parameter as soon as there is a significant portion of ionization. Indeed, it affects the fundamental much more than the harmonic wave: \( \Delta k_{\text{elec}} = q \delta k_{1,\text{elec}} - \delta k_{q,\text{elec}} = r_0\lambda_1 n_e (-q + 1/q) \hat{z} \approx -r_0 q\lambda_1 n_e \hat{z} \), where \( n_e \) is the free-electron density.

### 3.2.5 Generalized Phase-Matching Condition

We can now write a detailed phase-matching condition: \( k_0^0 = qk_1^0 + \Delta k_{\text{geo}} + \Delta k_{\text{atom}} + \Delta k_{\text{elec}} - \theta \nabla I_1 \), where \( |k_0^0| = q|k_1^0| = 2\pi q/\lambda_1 \). The way the different vectors compensate – or not – each other determines how the harmonic field builds up in the nonlinear medium. The geometric and electronic contributions are opposite to the atomic contribution. The dipole phase factor has a direction determined by the \( r \) position in the focal volume. It is thus possible to find different phase-matching regimes depending on the generating parameters: the gas density influences the atomic and electronic dispersions, the laser intensity modifies both the electronic dispersion and the dipole phase factor, the laser focusing or guiding changes the latter as well as the geometric dispersion, the position of the jet relative to the focus determines the gradients of the dipole
phase. In order to illustrate these different regimes, we give below two examples: first in the case of a focused laser beam and second, for a guided beam.

When the laser beam is focused in the nonlinear medium, the position of the focus can serve as a phase-matching parameter, as illustrated in Fig. 1. When the jet is placed after the focus, the dipole phase gradient adds to the atomic dispersion to compensate for the geometric dispersion (and also possibly for the electronic dispersion, not shown here) resulting in a good phase matching on axis. If the jet is placed before the focus, the dipole phase gradient is now directed in the opposite direction preventing phase matching on axis. However, it is possible by going off axis to achieve a good phase matching thanks to the transverse gradient of the dipole phase [29, 27]. A signature of the way phase matching is achieved in the medium is provided by the spatial profile of the resulting harmonic beam. And indeed, a distortion from a narrow-centered profile to a large annular distribution has been observed when changing the jet/focus position [29], as illustrated in Fig. 1: the 39th harmonic was generated in a 1 mm long neon jet by a laser beam focused at 3 × 10^{14} \text{W/cm}^2 with a confocal parameter of 5 mm. Note finally that, when the jet is after the focus, only a small gradient of the dipole phase is necessary to achieve phase matching, which favors the contribution of the short trajectory that presents the smaller slope $\theta_{\text{short}}$. The situation is reversed when the jet is before the focus and more favorable to the long trajectory.

When the laser beam is guided in a hollow-core fiber, there is no longitudinal gradient of the intensity and thus of the dipole phase. Therefore, the only way to balance the net negative dispersion that comes from both the geometric dispersion and the free-electron dispersion is to vary the atomic dispersion by playing on the gas density [30, 31, 32]. Thus, there exists a maximum of the harmonic yield as a function of the gas pressure inside the capillary, as shown in Fig. 2.
The more dispersive the gas, the lower the optimum pressure for phase matching. With this technique, a spatially homogeneous phase matching can be achieved over long distances (see Section 3.3). Note that this type of optimization is only possible for a low degree of ionization (typically below 10%, see also Section 8) where the electronic dispersion is small.

More generally, if there is no exact compensation of the different dephasing terms, we are left with a phase mismatch term:

\[ \Delta k_{\text{tot}} = qk_1 + \nabla \Phi_q - k_q \]

that determines a coherence length

\[ L_{\text{coh}} = \frac{\pi}{|\Delta k_{\text{tot}}|} \]

the distance over which the nonlinear polarization and the harmonic field get dephased by \( \pi \). This is the elementary length over which the harmonic field builds up constructively.

3.3 Amplification

Amplification here is understood in the general meaning of an energy transfer between the laser and harmonic beams. In a focused geometry, the interaction range between the laser field and the harmonic field is limited to the size of the confocal parameter. This is because the harmonic generation is a very high order nonlinear process and as such it is very sensitive to the peak intensity of the laser pulse. Therefore, the typical length \( L_{\text{amp}} \) over which the amplitude of the polarization is high enough to contribute to the macroscopic emission is limited to a few mm. Moreover, the propagation of the laser field may be affected by a strong ionization: since the ionization is higher on axis than in the wings of the laser beam, there is a strong radial gradient of the free-electron density, equivalent to a diverging lens. This induces a defocusing of the laser beam as it propagates through the nonlinear medium. The reduced intensity sets a limitation on the amplification length [33]. This is particularly important when using long generating media, where \( L_{\text{amp}} \) becomes smaller than \( L_{\text{med}} \), the medium length.

The limitations of the focused geometry can be circumvented by using guided geometry which ensures quasi-planar propagation of the waves over distances far exceeding the confocal parameter. Currently there are two basic schemes which experimentally implement guided-wave high-harmonic generation. One uses self-guided pulses where the self-guided propagation results from a dynamic quasi-equilibrium between beam convergence due to self-focusing
and beam divergence resulting from the ionization [34, 35, 36]. However, the self-focusing occurs for a narrow set of parameters of the laser pulse and of the gas, which limits the interaction length to about 1 cm. Nevertheless, a conversion efficiency $\sim 10^{-6}$ for the 49th harmonic generated in neon has been observed, which surpasses by more than one order of magnitude that one in the focused geometry. More flexible control over the parameters for phase-matched propagation is achieved by using a hollow capillary. In this way, very long interaction lengths can be obtained. This is particularly helpful for harmonic orders corresponding to very long absorption lengths (low-absorption cross-section), like the 29th generated in argon. In addition, the spatial filtering that results from the guided geometry improves the spatial quality of both the laser and the XUV beams. An increase in the harmonic signal between two and three orders of magnitude has been obtained over a distance of 3 cm [31].

4 Optimal Generating Conditions

How will the macroscopic harmonic yield be affected by the various above-mentioned limitations? A useful insight into this problem is given by a simple one-dimensional model that allows an analytical solution of the propagation equation for the harmonic field [32]. The number of harmonic photons emitted on axis per unit of time and area is given by

$$N_{ph} \propto n_0^2 d^2 \frac{4L_{abs}^2}{q_1 + 4\pi^2 (L_{abs}^2/L_{coh}^2)} \left[ 1 + \exp \left( -\frac{L_{med}}{L_{abs}} \right) - 2 \cos \left( \frac{\pi L_{med}}{L_{coh}} \right) \exp \left( -\frac{L_{med}}{2L_{abs}} \right) \right].$$

(3)

The value of the photon flux as a function of the ratio of the different characteristic lengths is illustrated in Fig. 3. When $L_{abs}$ becomes much smaller than $L_{coh}$.

![Fig. 3](image)

Fig. 3 Number of photons emitted on axis as a function of the medium length (in units of absorption length). The dotted line corresponds to a zero absorption case. From [32]
both $L_{\text{med}}$ and $L_{\text{coh}}$, the output saturates at a value proportional to $4d_q^2/\sigma_q^2$, independent of the medium density. Note that since an upper limit on $d_q$ is set by ionization when increasing the laser intensity, it follows that there is a maximum value for the harmonic conversion efficiency. A rule of thumb to ensure that the macroscopic response is more than half the maximum response is obtained from Fig. 3 in the form of two conditions: $L_{\text{med}} > 3L_{\text{abs}}$ and $L_{\text{coh}} > 5L_{\text{abs}}$ [32].

Figure 4 illustrates the variation with pressure of these characteristic lengths in a typical case. For a pressure of 60 Torr, the dispersion terms cancel out leading to an infinite coherence length. If $L_{\text{med}}$ is too short (0.5 mm case shown in dotted line), it prevents the optimal conditions to be fulfilled simultaneously. In contrast, this can be realized in a large pressure range (from 55 to 115 Torr) if $L_{\text{med}}$ is large enough (2.5 mm case shown in dashed line). And indeed, a saturation of the harmonic yield due to absorption has been observed at these pressures in experiments [37]. The influence of the medium length has also been studied in [38].

An absorption-limited emission has been demonstrated by several groups in different generating conditions (gas jet or cell, hollow-core fiber), rare gases (xenon, argon, neon) and harmonic orders [30, 31, 32, 35, 37]. Using ultrashort laser pulses (less than 10 fs), it is possible to achieve such an emission at wavelengths down to 10 nm [39]. For shorter wavelengths, the coherence length remains the main limiting factor due to the strong free-electron dispersion resulting from the high degree of ionization necessary to generate these high harmonics. Since ionization builds up during the laser pulse, phase matching may be achieved only transiently and at different times depending on the position (intensity) in the medium. In order to get the maximum harmonic intensity, a phase-matched absorption-limited emission must be obtained at the highest possible laser intensity (that provides the highest $d_q$) [40, 41]. Typical conversion efficiencies reach a few $10^{-5}$ at 55 nm in xenon, a few $10^{-6}$ at 30 nm in argon, a few $10^{-8}$ down to 10 nm in neon.

---

**Fig. 4** Calculated absorption length (dot-dashed line) and coherence length (solid line) for H47 generated in neon at $4 \times 10^{14}$ W/cm$^2$ (laser beam ($z_1 = 9$ cm) focused 2.5 cm after the jet, ionization rate 0.3%, dipole phase $-\theta I_1$ with $\theta = 20 \times 10^{-14}$ rad cm$^2$/W). Medium lengths of 0.5 mm (2.5 mm) are indicated in dotted (dashed) lines. From [37]
5 Influence on the Macroscopic Properties

The way phase matching is achieved in the medium determines the harmonic emission profile, as shown in the preceding section. More generally, it can affect the coherence properties of the macroscopic emission: the spatial [42, 43] as well as the temporal [44, 45] coherence. In order to illustrate the latter effect, Fig. 5 presents the spectral profile of the 19th harmonic generated in neon for different jet/focus positions. When the jet is moved from after to before the focus, the harmonic spectrum broadens considerably and symmetrically, indicating a chirp of the emission. Indeed, since the dipole phase varies rapidly with the laser intensity, the harmonic emission by the short laser pulse presents a temporally varying phase. This phase modulation is all the more important as the electron trajectory leading to the emission is long (large slope $\theta_{\text{long}}$). The long trajectory being favored when the jet is before the focus, this position leads to a larger chirp and consequently a larger spectral width. This result corroborates the measurements of the coherence times inside the harmonic beam reported in [46, 47].

Like the intensity-dependent dipole phase, the ionization-induced free-electron dispersion may result in a degradation of the harmonic beam coherence, especially in a focused geometry [48, 49, 50]. Both are time- and space-dependent factors that degrade the correlation between the harmonic fields, particularly in the focal region where the intensity is high.

6 Few-Cycle Laser Pulse (Non-adiabatic) Phenomena

When the atom is exposed to a strong fast-increasing field, its response may be strongly distorted for three main reasons. First, the laser field amplitude varying significantly over the optical period may modify the electron trajectories leading to harmonic emission: an electron entering the continuum when the laser intensity is increasing experiences an additional acceleration before

---

**Fig. 5** Spectral profiles of the 19th harmonic generated in a 1 mm long neon jet by a 130 fs, 800 nm laser pulse focused ($f/80$) at $4 \times 10^{14}$ W/cm$^2$. From bottom to top, the jet is moved from after to before the focus, as indicated in the inset. The color shades, dark blue vs. light blue, refer to the contributions of the short (long) trajectory, resp. From [45]
returning, resulting in a blue shift of the emitted harmonic [51, 52, 53]. Second, the value of the carrier-envelope phase will determine the number of laser half-cycles contributing to the emission in the cutoff region of the spectrum, and consequently its shape (see Section 7) [54, 55]. Third, the transient ionization becomes a dominating mechanism which affects both the single-atom interactions and the propagation of laser pulses through the gas medium, where macroscopic effects like plasma dispersion take place (a phase-matching mechanism relying on this effect will be presented in the last section) [23, 56].

To illustrate the distorted ionization dynamics, let us now consider the response of an atom which is illuminated by a strong laser pulse which consists of only few periods of the carrier under the envelope. Figure 6(a) compares the time-dependent ionization calculated by ab initio solution of the three-dimensional Schrödinger equation (solid line) with the results from the quasi-static theory (for the quasi-static approximation see, e.g., [57] and the references therein).

The major difference between the quasi-static approximation of light–atom interaction and the (ab initio) solution of the Schrödinger equation is that the former relies on the concept of “ionization rate”. It is important to stress that the rate must be a positively defined quantity while the time derivative of the ionization probability as calculated by the Schrödinger equation is not (see Fig. 6(b)). This effect can be neglected for pulses much longer than the period of the carrier frequency because of the time averaging over many periods which takes place in that case. However, the return of the wavepacket to the core when the field reverses its sign strongly modulates the ionization yield in the case of a few-cycle laser pulse (see the deeps in the solid curve in Fig. 6(a)), which in return reshapes the laser pulse through the medium polarization. In fact, the negative values of the time derivative of the ionization probability lead to a negative loss experienced by the laser pulse, which means that the atomic polarization periodically restores energy back to the pulse at each half-cycle of the carrier [58]. This is an essentially non-adiabatic effect which is ignored in

Fig. 6 Time dependence of the ionization (a) and the ionization “rate” (b) for a hydrogen atom. Solid line numerical results; dashed line quasi-static approximation. The dotted line in (a) shows the laser field. From [58]
the quasi-static theory where the ionization rate is always a positively defined quantity. Moreover, during the propagation the phase of the laser field changes due to the dispersion, which also reflects on the ionization via the dependence of the ionization on the absolute phase of the laser field [58, 59]. These non-adiabatic effects should be taken into consideration when propagation and phase-matching issues are of importance. It should be noted that there exists another interpretation of the non-adiabatic response based on the assumption that the ionization of the atom can be calculated by using a static field ionization rate, for each instantaneous value of the electric field [60]. However, by still using the “rate” concept one ignores the essentially non-adiabatic effect that is due to the return of the electron wavepacket to the core, as discussed above.

7 Generation of Attosecond X-Ray Pulses

One of the most attractive challenges faced by extreme nonlinear optics is the generation of short-wavelength pulses with ultrashort duration. Since the harmonic comb spans hundreds of harmonic orders, its time counterpart should consist of series of x-ray pulses with unprecedentedly low duration, provided the different harmonic orders are in phase [61, 62]. In fact, the time dependence of the harmonic emission can be understood intuitively as ultrashort bursts emitted by the atom at each re-collision of the electron with the core, which happens twice per laser period (linear polarization is assumed) [63]. However, a more detailed analysis based on quasi-classical considerations reveals that the emission within each half laser cycle is more complex and it consists of the contributions of the two electron trajectories with the shortest return times [64]. Further, depending on the geometry of harmonic generation, the propagation may enhance the contribution of only one of these trajectories thanks to a better phase matching (see Section 3). As a result, the harmonic radiation at the output of the medium consists of a train of sharp short-wavelength pulses with sub-femtosecond duration, with only one pulse per half-cycle. Experimentally, a first indication of this attosecond localization of the harmonic emission was reported in [65] and more recently, a train of 250 as pulses has been measured, corresponding to the coherent superposition of harmonics 11–19 generated in argon [66]. For a detailed discussion see the chapter of Scrinzi and Muller.

Of course, a train of attosecond pulses with a terahertz repetition rate could find practical applications under some specific conditions. It is evident, however, that the unique time resolution offered in the attosecond timescale can be more easily exploited if isolated attosecond pulses are generated. The earlier proposals for generation of single attosecond pulses are based on the sensitivity of the harmonic efficiency to the degree of ellipticity of the laser light [67]. By irradiating the atom with two perpendicularly polarized laser fields of slightly different carrier frequency, the harmonic emission can be localized to the time interval where the net polarization is linear. A first experimental attempt in this
direction has been made using two chirped laser pulses delayed in time, resulting in a temporal gate of duration $\approx 4\,\text{fs}$ [68]. More recently, a new scheme for polarization gating was proposed, based on two time-delayed circularly polarized laser pulses [69, 70]. This technique would allow generating intense isolated attosecond pulses in the plateau region of the spectrum, as demonstrated in a recent experiment [71].

A different approach for generation of isolated attosecond pulses makes use of the fact that when the atom is illuminated by $\sim 20\,\text{fs}$ laser pulse, the harmonics close to the end of the plateau acquire a quadratic phase modulation (linear chirp, see Section 4), which allows further compression of these harmonics to sub-femtosecond pulse duration [52, 21]. However, the time envelope of the compressed harmonic pulse shows some structure on femtosecond timescale.

A direct method for generation of a clean single attosecond pulse is offered by the high-harmonic generation with a few-cycle laser pulse [72]. When $\sim 5\,\text{fs}$ laser pulse is used (800 nm) such that the maximum of the carrier wave coincides with the maximum of the envelope (cosine wave under the envelope), the harmonic emission close to the end of the plateau is localized to only one half-period near the pulse peak (if the atom is still not fully ionized) or to any one half-period before if the atom is fully ionized. Therefore, in this case the end of the harmonic plateau merges in a broad continuous band which is generated during the re-collision of the most energetic electron with the core. In this way the detrimental interference that comes from the contributions from the neighboring half-periods of the laser pulse is eliminated (they still contribute but to much lower photon energies). In other words, the harmonic generation close to the end of the plateau does not depend on the history of light–atom interaction in this case. Thus, the generated x-ray continuum at the end of the plateau can further be extracted by a filter or a x-ray mirror to produce a single attosecond pulse per laser pulse [72]. This regime of HHG is also favored by the decreased ionization of the atom when illuminated with a few-cycle laser pulse, which leads to generation of shorter wavelengths with higher efficiency. Of course, the quasi-single-cycle regime of HHG requires appropriate intensity and phase of the laser field (e.g., a cosine wave under the envelope). In case of non-optimal relation between intensity and phase, the end of the plateau can be modulated by the contributions from different half-cycles of the laser field (e.g., in case of a sine wave under the envelope [73]). It should be mentioned, however, that if the laser field is strong enough, a single attosecond pulse can be generated for arbitrary value of the carrier phase. In fact, there are two sources of dependence of the harmonic emission on the carrier phase of the laser pulse. One stems from the fluctuations of the phase in the femtosecond laser system, while the other comes from the dispersive phase as the laser pulse propagates through the ionizing gas, which leads to a slip of the carrier frequency with respect to the envelope. Experimentally, the generation of isolated 250 as XUV pulses has been demonstrated using the above technique of few-cycle laser pulses plus spectral filtering of the cutoff region [74, 75]. For more details, see the chapter of Scrinzi and Muller.
8 New Proposals for Phase Matching

In principle, the generation of attosecond x-ray pulses presumes high degree of ionization of the gas. This, however, limits the conversion efficiency because the plasma-induced negative dispersion adds to that due to the geometry and destroys the phase matching between the driving polarization and the harmonics. There exist new proposals to enhance the generation of high harmonics and attosecond pulses in the high ionization regime.

For laser intensities in the range $10^{14} - 10^{16}$ W/cm$^2$ where the ionization of the gas may be very strong, quasi-phase-matching techniques can be used. In the following, we detail two schemes for quasi-phase-matched regime of HHG and attosecond pulse generation in modulated hollow waveguides. One scheme uses thin glass plates with holes positioned periodically along a hollow-core fiber, which are intended to periodically modulate the phase of the fundamental pulse to match that of the harmonics [76]. Another scheme uses a weak corrugation of the walls of a tapered hollow fiber to periodically modulate the peak intensity of the laser pulse. In this way the harmonics near the cutoff are generated in selected regions along the fiber [77]. When the period of modulation of the fiber diameter is close to twice the coherent length of the cutoff harmonics, the signal builds up along the propagation and an enhancement of about three orders of magnitude is predicted. However, the bandwidth that can be phase-matched by using a periodic (sine) corrugation is limited because the frequencies at the extremes may have significantly different coherent lengths, especially for HHG with $\sim 5$ fs laser pulses for which the continuum near the end of the plateau may span more than 20 harmonic orders. To overcome this limitation a corrugated hollow waveguide with aperiodic groove spacing (linearly chirped fiber) can be used [78]. In this way, different portions of the fiber enhance different groups of frequencies and therefore a quasi-phase-matched regime of HHG can be achieved for the entire bandwidth of the x-rays generated by the single atom.

The propagation is modeled by a numerical solution of the three-dimensional scalar wave equations written for the laser field $E_1(r, t)$ and for the harmonic field $E_q(r, t)$ in a local frame of reference, moving with the speed of light along the fiber axis ($z$) [58]:

\[
- \frac{2}{c^2} \frac{\partial^2 E_1}{\partial z \partial t} + \Delta E_1 = \frac{1}{\varepsilon_0 c^2} \frac{e^2}{m} P(E_1) E_1 + I_p \frac{\partial}{\partial t} \left( \frac{1}{E_1} \frac{\partial P(E_1)}{\partial t} \right) \]

\[
- \frac{1}{c^2} \left[ 1 - \eta^2(n_a) \right] \frac{\partial^2 E_1}{\partial t^2},
\]

\[
- \frac{2}{c^2} \frac{\partial^2 E_q}{\partial z \partial t} + \Delta E_q = \frac{1}{\varepsilon_0 c^2} \frac{e^2}{m} P(E_1) E_q + \left\langle \frac{\partial}{\partial t} \right\rangle,
\]

where the first term in the right-hand side of Eqs. (4a, 4b) describes the dispersion that is due to the transient plasma, the second term in Eq. (4a) accounts for
the ohmic power dissipation that is due to ionization and the third term describes the dispersion by the neutrals. \( \eta(n_a) \) is the index of refraction as a function of the atomic density, \( n_a = n_o [1 - P(E_1)] \) where \( n_o \) is the initial (neutral) gas density and \( P(E_1) \) the ionization probability of the gas with ionization potential \( I_p \). Depending on the duration of the laser pulse, the average dipole acceleration \( \langle \hat{d}_q \rangle \) in Eq. (4b) and the ionization probability \( P(E_1) \) can be calculated either by a direct solution of the Schrödinger equation or by using semi-classical theory. The dependence \( \eta(n_a) \) above is easily calculated for some gases by using the approach of Ref.[79]. On the other hand, the absorption of the neutral gas can be taken into account by transforming the field to the spectral domain and then applying an appropriate filter.

The most important results on the propagation of an attosecond pulse in a chirped tapered waveguide are presented in Figs. 7, 8. Curve 2 in Fig. 7 shows the output harmonic spectrum. It is seen that the harmonic band between orders 89 and 105 preserves its continuous distribution during propagation and remains close to the shape of the spectrum generated by a single atom (curve 1 in Fig. 7).

In time domain, the frequency band at the end of the plateau corresponds to a single x-ray pulse as short as 200 as (solid line in Fig. 8b), which emerges at the output of the waveguide. It can be seen from Fig. 8 that at the beginning of the waveguide the attosecond pulse is generated close to the peak of the laser pulse, while at the output the attosecond pulse is shifted to the leading front of the laser pulse. Although the laser pulse is stretched and shifted in time due to the plasma dispersion, Fig. 8b proves that for an appropriate set of parameters the regime of single attosecond pulse generation can be preserved during the propagation in a hollow waveguide (see also [80]). At the same time the peak enhancement of the attosecond pulse energy is about three orders of magnitude.

Experimentally, high-harmonic generation in a quasi-phase-matched (QPM) regime has recently been demonstrated in a hollow-core fiber with periodically

\[ \begin{align*}
\text{Fig. 7} & \quad \text{Harmonic spectra for quasi-phase-matched generation of an attosecond pulse in a chirped waveguide. Curve 1 – at the input; curve 2 – at the output. From} [78]
\end{align*} \]
modulated inner diameter [81, 82]. These first experiments have proven that the efficiency of HHG near the end of the plateau can be enhanced significantly when the period of modulation of the fiber approaches its optimal value (see Fig. 9). It is important to point out that better operation in QPM regime is expected for the harmonics that are generated close to the peak of the laser pump pulse (the cutoff harmonics) because those are propagated under conditions of almost constant degree of ionization, and hence their coherent length is better defined.

In the case of the generation in a gas jet (focused geometry), different techniques have been proposed to realize QPM, based on a spatial modulation
of either the gas density [83] or the generating laser beam [84]: a relatively weak counter-propagating pulse disrupts the generation at the zones with destructive contribution to the harmonic signal, so that a quasi-phase-matched regime is achieved. Another manipulation of the fundamental field has been proposed to control and improve phase matching: when the laser beam is focused to two separated foci along the propagation axis, a better control of both the geometric dispersion and the atomic phase is possible [85]. Alternatively, truncated Bessel beams have been shown to modify phase matching (and consequently the harmonic spatial properties) as compared to Gaussian beams [86]. Finally, there is a growing activity on the enhancement of phase matching by adaptive control of the laser wavefront with a genetic algorithm, for harmonic generation in a jet, a cell or a fiber [87, 88, 89].

For very high laser intensities (typically above $10^{16}$ W/cm$^2$) another mechanism for phase matching may become dominant. This is the so-called “non-adiabatic self-phase matching” (NSPM) [23, 26] where the influence of the phase advance of the fundamental wave due to dispersion can be compensated thanks to dynamic changes in the electron density within an optical cycle. In the presence of ionization, the laser field experiences a linearly growing phase shift with the propagation. For multi-cycle laser pulses the change of free-electron density during one laser cycle is negligible and as a consequence the quasi-classical action along the trajectory leading to the harmonic emission remains constant. However, for a very short laser pulse the trajectories of the freed electrons are governed by slightly different electric field evolutions at different positions along the propagation. Therefore, the quasiclassical phase changes with the distance and that change is opposite in sign with respect to the dispersive phase. For a few-cycle laser pulse these phase contributions may cancel resulting in a growth of the harmonic signal. These theoretical predictions show that NSPM may enhance HHG significantly for very short wavelengths ($\sim$1 keV), thus making HHG in the soft x-ray regime possible.

Another proposal for efficiently generating water-window harmonics at high intensity is to use the dispersion characteristics of exploding atomic clusters that can transiently compensate the free-electron dispersion, dramatically improving phase matching [90]. Finally, let us note that phase matching of high-order frequency mixing processes is also a field of current research [91, 92].

In conclusion, we have detailed the main macroscopic effects playing a role in high-order harmonic generation, and in particular phase matching. This is a rich process, determined by the interplay between the microscopic atomic response and the propagation of the fields in the medium. It allows controlling and optimizing not only the conversion efficiency but also the macroscopic properties of the harmonic emission, and in particular its attosecond structure. The current trend is toward an improved control of the nonlinear interaction, through a precise control of both the laser beam and the gas medium.
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Attosecond Pulses: Generation, Detection, and Applications

Armin Scrinzi and Harm Geert Muller

1 Introduction

The shortest laser pulses that can currently be produced in the visible are barely longer than a single cycle and are thus approaching the extreme limit for pulses with such a spectral content. The much higher frequencies available in the UV, and especially VUV, allow much shorter pulses, and it is a fortuitous coincidence that the short visible pulses can be directly used to generate ultrashort XUV pulses with durations of a few hundred attoseconds (1as = $10^{-18}$ s). Such pulses may for the first time allow the time-resolved observation of valence and inner-shell electronic processes in atoms and small molecules, such as the dynamics of field ionization or complex relaxation processes in hollow atoms. In this chapter, the status of theory and experiment on generation and detection of attosecond pulses is given, and first applications are discussed.

Mechanisms for attosecond pulse generation have been investigated theoretically for almost two decades, concentrating on highly non-linear laser–matter interactions for the generation of the required bandwidth on the one hand and on the complex questions of pulse propagation and phase matching on the other hand [11,2]. This has led to increasing theoretical confidence about the presence of attosecond pulses in harmonic generation, but their direct measurement posed a big experimental challenge. In recent years, attosecond pulses have been detected [32,16] and pulse duration, time of emission [28], and even chirp [19] have been measured. Currently attention is focusing on applications, such as time-resolved spectroscopy of inner-shell dynamics [10], direct imaging of the electric field of light [14], or the observation of electronic relaxation during strong field ionization [23]. Other important developments will be the generation of harmonic pulses with higher energies and higher frequencies as well as the tools to control and manipulate the pulses.
The fundamental mechanism for attosecond pulse generation is the sharpening of the sinusoidal time dependence of a laser field by a highly non-linear response of a medium. Section 2 discusses these microscopic aspects of attosecond pulse generation.

Propagation of pulses in a medium and the important question of phase matching are discussed in the contribution of Salières and Christov in this book. Section 3 lists the aspects of propagation that are most important for attosecond pulses and presents a numerical experiment, where all essential physical processes have been included and which shows that surprisingly smooth and intense harmonic attosecond pulses are generated.

Experiments on pulse detection and alternative methods for pulse characterization are the subject of Section 4, and Section 5 reviews pump–probe applications of attosecond pulses and proposals for the observation of sub-femtosecond dynamics of electrons.

2 Ultrashort Time Structures in the Non-linear Response

The mechanism for attosecond pulse generation discussed here is based on a strongly non-linear response of a medium to the laser field. Even a simple, instantaneously reacting non-linearity produces the additional spectral bandwidth needed for short pulse generation. For the time structure of the pulses the frequency dependence of the spectral phases is crucial. Here it is useful to look at the problem in the time domain instead, where one can easily see that, irrespective of the nature of the non-linear response, one may always expect the transformation of smooth to sharp time structures, if coherence can be maintained in a strongly non-linear process. Figure 1 illustrates this remark: high powers of a sine function appear as a comb of Gaussian spikes. This simple structure has a broad spectrum with phase locking among the spectral

Fig. 1 Generation of sharp time structures in strongly non-linear processes: the functions \( f(t) = \sin(2\pi t) \) and \( f^{41}(t) \). The inset shows the corresponding harmonic power spectrum
components. At present, the two most promising non-linear mechanisms, where coherence is maintained, are excitation of $D_2$ near a Raman resonance [18,15] and generation of high harmonics by strong pulses [12]. Here we concentrate on the latter mechanism.

2.1 High Harmonic Generation

The production of a plateau of high harmonic radiation with constant intensity was first observed in experiments [12] and later reproduced in numerical simulations [22] and was explained in the time domain by the recollision picture [24,8]. In brief, harmonics are generated by an electron which is ionized at a given phase of the laser field, then is accelerated by the electric field, and finally recollides with the nucleus. Classical considerations show that a maximum electron energy of $3.17U_p$ is achieved for release at a phase of $\phi = 18^\circ$ after a peak of the electric field strength, which leads to recollision $234^\circ$ later near a node of the field [24,8,25]. ($U_p = E_0^2/4\omega^2$ is the ponderomotive potential for field amplitude $E_0$ and laser frequency $\omega$.) This means that ionization precedes recollision and high harmonic generation by more than half an optical cycle. The mechanism for generating non-linear distortion is far from instantaneous, but rather involves the integrated effect of the field over the entire time interval between ionization and recollision. As a consequence, the time structure of the generated harmonics is likely to be different from, and more complicated than, the train of Gaussian pulses appearing at the field maxima of the driver laser depicted in Fig. 1.

The recollision picture has been elaborated into a semiquantitative quantum mechanical theory within the frame of the strong field approximation [25] (see the chapter of Lewenstein and L’Huillier in this book). Already the classical picture shows that the highest frequencies are only produced during very brief moments and that the highest harmonics must appear with a very sharp time structure. This is confirmed by a time–frequency analysis of the atomic response to the laser field. The harmonic spectrum is obtained as the modulus of the Fourier transform of the acceleration of the dipole expectation value:

$$\ddot{d}(t) = \frac{d^2}{dt^2} \langle \Psi(t)|r|\Psi(t)\rangle,$$

where $\Psi$ is the time-dependent electronic wave function. For the time–frequency analysis the dipole acceleration is multiplied by a narrow window function $g(t)$ and Fourier transformed:

$$h_g(t, \omega) = |\mathcal{F}[g(t' - t)\ddot{d}(t')](\omega)|^2.$$
\( \mathcal{F} \) denotes the Fourier transform with respect to the \( t' \) coordinate. The window function was chosen as the Gaussian

\[
g(t) = \exp\left(-t^2/a^2\right)
\]

with a width of \( a = 260 \text{ as} \), corresponding to 1/10 of the laser optical cycle. The electronic wave function was calculated by numerical integration of the time-dependent Schrödinger equation [37]. The result for a hydrogen atom in a linearly polarized 5 fs laser pulse with a peak intensity of \( 5 \times 10^{14} \text{ W/cm}^2 \) and wavelength 800 nm is shown in Fig. 2. Harmonic frequencies increase as the laser field strength rises. The maximum frequency is generated at a delay after the peak field, which can be related to the trajectory for maximal electron acceleration: release and recollision times of this trajectory are marked in the plot. The total harmonic spectrum exhibits the characteristic plateau and a sharp cutoff around the maximum harmonic energy \( \omega_{\text{cut}} \approx I_p + 3.2U_p \). Note that because the time-window is far shorter than the laser period, the laser harmonic structure seen in the total spectrum is absent in the time–frequency plot.

The highest frequencies are produced only during a very brief period of a few hundred attoseconds. By separating these highest harmonics from the others by means of a band-pass filter, one may therefore expect a pulse duration on that scale, provided filtering can be performed without temporal and phase distortions of the transmitted harmonics. If instead of the 5 fs pulse a longer pulse is chosen, a train of short pulses separated by 1/2 the optical period is generated. With the very short pulse, the carrier-envelope offset of the laser plays an important role for a more detailed discussion see the chapter of Cundiff, Krausz, and Fuji. In our example, the carrier-envelope offset is chosen such that the peak field coincides with the maximum of the envelope (cosine pulse). When the phase is shifted by 1/4 optical period the field has two equal maxima and maximal harmonic frequencies are generated twice and instead of a single short pulse a double pulse is generated. In any case, the delay between field maxima and attosecond pulse generation remains independent of the laser phase. The time-locking of the XUV pulse to the laser field was a prerequisite.

![Fig. 2 Atomic dipole, harmonic yield and time–frequency analysis for hydrogen exposed to a 5 fs laser pulse at wavelength 800 nm and intensity \( 5 \times 10^{14} \text{ W/cm}^2 \). Peak laser field strength is reached at time 0. The arrows mark start and end time of the classical electron trajectory with maximum energy. Atomic dipole and harmonic yield are in arbitrary units](image.png)
for the first experimental observation of single attosecond pulses [16], which was performed without control over the laser phase. More generally, it allows exact timing of the attosecond pulse relative to the laser pulse on a timescale well below the optical period. This is needed for all attosecond experiments.

The plot also shows that harmonics below the cutoff energy are generated over an extended period of time with a well-defined time structure. For a given harmonic frequency, there are two intensity maxima, which can be associated with a long and a short classical electron trajectory, respectively [25]. The different lengths of the trajectories create different phases of the harmonics. In propagation, the different phases lead to different phase-matching conditions, which may lead to amplification of the contributions from one trajectory and suppression of the other contribution, resulting in a sharp time structure also for harmonics in the plateau [33,2]. A closer analysis shows that the harmonics near the short trajectory are emitted with a nearly linear chirp. This prediction was confirmed experimentally [28]. By compensating the chirp, trains of pulses as short as 170 as could be generated [27].

3 Propagation Effects

While the microscopic mechanisms of ultrashort pulse generation in non-linear interactions are well understood and seem to be robust with respect to variations of the laser parameters, accumulation of the microscopic contributions and propagation in a medium is a highly complex process, the details of which are only beginning to be understood. All questions affecting the efficiency of high harmonic generation arise again and in sharpened form for attosecond pulse generation. The most important problems are temporal phase matching between the fundamental and the harmonic pulse, intensity dependence of the harmonic phase, destruction of the fundamental pulse during propagation in the highly non-linear medium, absorption of the XUV radiation, transverse spatial coherence of the harmonic pulse, and the resulting spatiotemporal structure of the harmonic pulse. These and related questions are discussed in detail in the chapter of Salières and Christov in this book. The contribution of the separate effects strongly depends on the laser parameters, most importantly on laser intensity. Non-linear propagation of the fundamental pulse, rapid ionization, and the transverse coherence of the harmonic pulse require special attention, since very short and very intense laser pulses are most efficient for attosecond pulse generation. The XUV pulse must be propagated over significant distances without losing its temporal structure and it should be focusable to high intensities for non-linear optics experiments.

The highly non-linear nature of many of the effects makes it difficult to estimate their interplay in an experiment. This has motivated large-scale numerical calculations to predict and interpret experiments for a given set
of parameters [30, 6, 38]. In such a simulation it is important to simultaneously include all relevant effects listed above as well as the response on the atomic level. Important simplifications of Maxwell’s equations can be made, since high harmonic generation experiments are performed in dilute gases with plasma wavelength much larger than the laser wavelength. This means that modifications of the laser electric field over a single optical period remain small and back-propagating waves can be neglected. Based on this assumption, one derives equations that are first order in time. The slowly varying envelope approximation was adapted to the special demands of ultrashort pulses [26, 4]. Propagation equations are split into one equation for the laser pulse and a separate equation for the harmonic pulse, since the two parts are affected quite differently by the effects listed above. For the long-wavelength laser pulse, ionization and free-electron dispersion are most important, while propagation of the short wavelength remains essentially linear with a source term that depends only on the low-frequency laser field. After transformation into a frame of reference that moves at the velocity of light ($\tau = t - z/c, \xi = z$), the propagation equation for the laser field $E_\ell(\xi, \tau)$ reads [30]

$$\partial_\xi E_\ell(\xi, \tau) - \dot{D}E_\ell(\xi, \tau') = -\frac{1}{2c} \int_{-\infty}^{\tau} \omega_p^2(\xi, \tau') E_\ell(\xi, \tau') d\tau'$$

$$-\frac{I_p}{2\varepsilon_0 c} \frac{\partial_\tau n_e(\xi, \tau)}{E_\ell(\xi, \tau)} - \frac{\zeta^{(1)}}{c} \partial_\tau (1 - n_e(\xi, \tau)) E_\ell(\xi, \tau).$$

(3)

Here $\omega_p = (e^2 n_e/m\varepsilon_0)^{1/2}$ is the plasma frequency and $c, e, m, \varepsilon_0, I_p$, and $\zeta^{(1)}$ refer to the vacuum velocity of light, electron charge, electron mass, permittivity of free space, atomic ionization potential, and linear susceptibility of neutral atoms, respectively. The free-electron density is denoted by $n_e(t)$. Diffraction is generated by $\dot{D} = (c/2)\nabla^2 \int_{-\infty}^{t} d\tau'$. The first term on the right-hand side is the known free-electron dispersion, which leads to a strong non-linearity through the variation of the free-electron density $n_e(t)$ with time. The second term represents energy loss by ionization, which is proportional to the increase of free-electron concentration [13]. Contributions from this term become sizable when a significant portion of the atoms is ionized during a single laser cycle. The last term accounts for the linear response of neutral atoms to the field, which leads to a different refractive index for laser and XUV pulses, where the latter is set equal to 1. When neutral atoms are rapidly depleted by ionization, this term effectively introduces significant non-linearity also.

The linear propagation equation for the harmonic pulse, in turn, includes XUV absorption $\alpha_h$ and the source term for harmonics $P_h$:

$$\left(\partial_\xi + \alpha_h\right)E_h(\xi, \tau) - \dot{D}E_h(\xi, \tau') = -\frac{1}{2\varepsilon_0 c} \partial_\tau P_h(\xi, \tau) + c.c$$

(4)
Absorption data for a given atomic species can be obtained from experiments. The source term $P_h$ is the complete microscopic response

$$P_h(\xi, t) = \langle \Psi_\xi(t) | r | \Psi_\xi(t) \rangle,$$  \hspace{1cm} (5)

where $\Psi_\xi(t)$ is the electronic wave function of an atom subject to the field of the laser $E(\xi, t')$ that has passed the given location until time $t$. Here the evolution history is fully included, i.e., $P_h$ depends not only on the field $E(\xi, t)$, but also on all field values before $t$. As pointed out above, such non-adiabatic microscopic response is dominant for high harmonic generation, i.e., the frequency, intensity, and phase of harmonic generation at one moment depend, in a non-trivial manner, on electron release processes preceding it by more than half a laser cycle.

Numerical solution of the coupled equations above shows that an intense, spatially well-defined, and smooth single attosecond pulse is generated by a few-cycle laser pulse in a dilute gas. The pulse depicted in Fig. 3 is for harmonic frequencies near the cutoff of the harmonic plateau. These highest harmonics are produced at the peak laser intensity during a very short time (cf. Fig. 2) and therefore one can explain the smooth structure. More surprising is the observation of a single pulse below the maximal harmonic frequencies, where many different times contribute. Similar parameters were used in the first measurement of an isolated attosecond pulse [16]. Numerical and experimental findings support the theoretical prediction that phase matching favors one single contribution and suppresses all others [2], which leads to “self-cleaning” of the harmonic pulse.

4 Attosecond Pulse Measurements

Short wavelength, low intensity, and short duration make the measurement of attosecond pulses a difficult task, since commonly used autocorrelation and cross-correlation techniques cannot be extended into the attosecond time and
XUV wavelength regime [21,3]. For autocorrelation, there are few non-linear mechanisms [21] that are efficient enough at short wavelengths. To date, the only successful autocorrelation measurement of attosecond time structure exploited a specific range of relatively long harmonic wavelength for the two-photon ionization of He [41]. The method in principle is limited to photon energies below the ionization potential of the chosen atomic species. The time resolution of the more efficient cross-correlation techniques, such as two-color above-threshold ionization of gases [3], is limited to a few femtoseconds by the shortest feasible laser pulse duration. Even shortening the effective duration of the field with which one cross correlates, by using it in higher order, would not allow sub-cycle resolution [40]. A variety of new measurement techniques for attosecond pulses have been proposed that mostly rely on cross-correlation between the laser electric field and the attosecond pulse. In these techniques the dependence of XUV photoionization and photoelectron spectra on the phase of the laser field at the instant of XUV ionization is exploited. For XUV pulses shorter than the laser optical cycle, modulations of the electron spectra are observed, when the time delay between laser and XUV pulses is changed on a sub-laser-cycle timescale.

Here we discuss in detail the two methods that have provided experimental evidence for attosecond pulses to date. The first method is based on interference of two-photon transitions and it is best understood in terms of non-linear optics. It is applicable with low-intensity laser fields and also allows the characterization of long XUV pulses. The second method uses a streak camera principle to map the temporal shape of the XUV pulse into the electron spectrum. This process can be basically described using classical mechanics. It is naturally applied to single, sub-femtosecond pulses and requires a strong laser field for streaking. Since the first experiments it has been realized that both methods can be interpreted within the same quantum mechanical theory and that algorithms developed for frequency-resolved optical gating are applicable for the analysis of both methods [29].

### 4.1 Interference of Two-Photon Transitions

When the power spectrum of harmonics is known, the temporal structure of the XUV pulse can be reconstructed by measuring the relative phases of the harmonics. In the present method, the phase measurement is performed by observing the phase dependence of side-band peaks in the photoelectron spectrum of XUV harmonic radiation, which are generated by an additional laser field. Such a dependence, as first noticed by Veniard et al. [42], is brought about by the quantum interference between alternative paths to the side-band peak between the \((2N + 1)\omega_{IR} - I_p\) and \((2N - 1)\omega_{IR} - I_p\) ATI photoelectron peaks. \((I_p\) denotes the ionization potential and \(\omega_{IR}\) is the IR laser frequency.) Note that harmonic radiation generated in rotationally symmetric media does not contain
even harmonics and therefore the peak at the $2N\omega_\text{IR}$ position can only be created by a two-color, harmonic plus laser transition. For large $N$ the corresponding matrix element is \[32,42] \]

\[ T_{2N} = I_{\text{IR}}I_{\text{XUV}} \left[ |M_{2N-1}|^2 + |M_{2N+1}|^2 + 2|M_{2N-1}M_{2N+1}| \cos(2\omega_{\text{IR}}\tau + \varphi_{2N-1} - \varphi_{2N+1}) \right], \tag{6} \]

where laser intensity is denoted by $I_{\text{IR}}$ and it is assumed that both harmonics have equal intensity of $I_{\text{XUV}}$. The phases of the harmonics are $\varphi_{2N-1}$ and $\varphi_{2N+1}$, respectively, and $\tau$ denotes the delay between laser and harmonic pulses. A small atomic contribution to the phases is omitted for clarity [39]. $M_{2N\pm 1}$ are the lowest-order perturbative amplitudes for the two alternative transitions XUV$\pm$IR to the same side-band peak. For high harmonics, both amplitudes are of comparable strength and one obtains a pronounced modulation of the side-band peak with the relative delay between laser and harmonic pulses. The delay time $\tau_0$, where the peak is maximal, gives the phase difference between neighboring harmonics $2\omega_{\text{IR}}\tau_0 = \varphi_{2N+1} - \varphi_{2N-1}$.

Measurement of the harmonic phases by this technique (known as reconstruction of attosecond beating by interference of two-photon transitions, RABBITT) is in fact a form of spectral interferometry [17]. The side bands to the harmonics are the sum (XUV + IR) and difference (XUV$-$IR) frequencies of the involved fields and could be considered as two frequency-converted versions of the XUV field. If the IR has sufficiently narrow bandwidth it simply shifts the XUV spectrum to another frequency without any distortion of the relative phases and amplitudes of its spectral components. The frequency difference (shear) between the converted spectra is $2\omega_{\text{IR}}$, and the spectrally resolved interference at electron energy $E$ reveals the relative phase of spectral components at $\omega = E + I_p + \omega_{\text{IR}}$ and $\omega' = E + I_p - \omega_{\text{IR}}$.

By determining the relative phase of all pairs of frequencies spaced by $2\omega_{\text{IR}}$, RABBITT thus leads to unambiguous determination of the XUV phases on a spectral sampling grid with this spacing (i.e., on the central frequencies of all harmonics). Such a sampling allows complete reconstruction of a pulse that can be contained within an IR half-cycle. To completely characterize a longer XUV pulse, correspondingly denser spectral sampling is needed. Under conditions where the harmonics are spectrally narrow, the single RABBITT measurement described above does effectively provide complete knowledge of the spectrum on a much denser spectral grid, since no explicit phase determination is needed at frequencies where the amplitude is known to vanish. The reconstruction with the extra zero samples then leads to a train of identical attosecond beatings.

If, on the other hand, one has independent information that one is dealing with a single sub-cycle pulse comprising a range of harmonic frequencies in its spectrum, its chirp can be extracted from the phase differences on the coarse grid provided by the laser harmonics. In the case of a single, sub-laser-cycle


XUV pulse with a correspondingly broad spectrum, the practical problem occurs that the two-photon signals start to overlap the one-photon signals in energy. In that case, intensity dependence or angular distribution of the photoelectrons can be used to separate one- and two-photon signals. The interference between the XUV and XUV + IR signals, peculiar to this situation, contracts the spectral sampling grid to $\omega_{IR}$, which provides some compensation for the extra effort.

When one wants to fully characterize with this method a pulse exceeding the laser period, one needs a denser sampling also at frequencies between the harmonics. That, in principle, could be obtained by performing a second RABBITT measurement with a different IR frequency that makes the spectral shear such that the central frequency of one harmonic interferes with a frequency component out of the center of the neighboring harmonic [31].

### 4.2 Attosecond Streak Camera Techniques

A second class of techniques that allows to detect single attosecond pulses goes by the name of “attosecond streak camera” [7,20]. There the complete information about the attosecond pulse duration can be extracted from the shift and distortion of the XUV photoelectron peak in a simultaneously present laser field. The essence of this idea can be described in a simple classical model. Single-photon XUV electrons are set free at a time $t$ with an initial momentum $p(t)$ and are then accelerated by the laser field to a final momentum

$$p_\infty = p(t) - \int_t^\infty dt' eE(t') = p(t) + e c A(t),$$

where $E$ and $A$ are field and vector potentials of the laser pulse and $c$ is the velocity of light. The spectrum of electrons released during the whole XUV pulse is obtained as

$$b(p_\infty) = \int_{-\infty}^\infty dt f_X(t) a_i\left(p_\infty - e c A(t)\right),$$

where $a_i$ is the initial momentum distribution of XUV photoelectrons and $f_X(t)$ is the XUV pulse intensity envelope. Because of energy conservation, the initial distribution is concentrated around the sphere $p^2 = 2m_e(\omega_X - I_p)$, where $\omega_X$ is the center frequency of the XUV pulse and $I_p$ is the ionization potential of the medium. The angular distribution depends on the chosen medium. Shift and broadening of the initial electron momentum spectrum leading to the detected spectrum $b(p_\infty)$ are determined by strength and variation of the vector potential $A(t)$ during the ionization process, respectively, see Fig. 4.

The classical picture presented above needs modifications, when XUV ionization cannot be considered instantaneous compared to variations of the laser
field. This is the case when the laser field varies significantly during the XUV optical period, i.e., the condition $\omega_X > > \omega_0$ is violated. Quantum mechanical calculations show that for currently considered experimental parameters these corrections are negligible [20].

The proposals for experimental realization of that scheme differ in laser parameters and experimental geometry. In the original proposal [7] circular polarization and observation of the angular distribution of XUV photoelectrons was favored. In recent experiments streaking was obtained using the same linearly polarized laser pulse that generated the attosecond pulse. The advantage of that setup is that the XUV pulse is generated at a well-defined phase of the laser pulse, which allows its exact timing on a sub-laser-cycle timescale, even when the laser phase cannot be controlled. In the first set of experiments [9,16] electron momenta were measured perpendicular to the polarization of laser and XUV pulses. More recently, a different experimental geometry was proposed, which significantly improves the electron yield and allows direct experimental discrimination between single and multiple attosecond pulses [20]. The essence of that proposal is to observe the electron spectrum in polarization direction. Depending on the sign of the laser vector potential at the instance of release, electrons are either accelerated or decelerated. When there is only a single XUV pulse, a single photoelectron peak is produced, which is shifted to either larger or smaller energies. When, on the other hand, there is a train of XUV pulses separated by half an optical period, one of two subsequent electron peaks is shifted to higher energies, while the energy of the other is lowered, which leads to the observation of two separate electron peaks. The separation between the peaks only depends on laser intensity and phase of the laser at the instant of photoelectron emission. This experiment has been realized and has provided the final experimental confirmation of single attosecond pulses ([19], see below).

The same geometry also allows to determine the chirp of the XUV pulse. A positive chirp means that early electrons are emitted at slightly lower energies than later ones, which causes broadening of the spectrum. To measure the chirp, one uses the different slopes of the vector potential $A$ at two subsequent nodes. Assume that around the first node $A$ increases during the XUV pulse, which

\[
\Lambda(t_1) - \Lambda(t_0)
\]
causes early electrons to be decelerated, whereas later ones are accelerated. This further adds to the spectral broadening caused by the chirp. When the XUV pulse arrives half an optical period later, the vector potential decreases during the pulse, which compensates for the chirp. This is how measuring streaked spectra at different time delays allows recovery of the XUV time structure. In fact, general time–momentum distributions of electron emission can be recovered by a tomographic procedure [19]. A systematic theory of XUV pulse recovery and its practical implementation was given in Ref. [29].

4.3 Gating by the Laser Field

In a third type of cross-correlation technique [36], single XUV photon ionization is gated by strong laser field. The ionizing medium is chosen such that a single XUV photon is insufficient for ionization. A strong laser field is used to lower the ionization threshold and open the single photoionization channel during peaks of the laser field. Calculations show a strong dependence of the ionization yield on the laser phase. As in the methods discussed above, time resolutions on the scale of half the laser period can be achieved and, at least in principle, single pulses can be distinguished from multiple pulses.

4.4 Experiments

The first experiments to unambiguously establish the existence of attosecond pulses used attosecond cross-correlation techniques [32,16]. More recently, Tzallas et al. have also measured the autocorrelation of an attosecond pulse train using two-photon ionization of He as the non-linear process [41].

4.4.1 A RABITT Measurement

The first experimental proof of attosecond time structures was found in harmonics generated from a 40 fs, 800 nm pulse on argon [32]. Earlier experiments, using ponderomotive streaking [40], had shown that the XUV pulses emerging from this process have a time duration of about 11 fs. The XUV spectrum was determined from the photoelectron spectrum generated by the XUV pulse in a noble gas. The electron energies translate into XUV frequencies by simply adding the ionization potential of the ionized atom (in this case also argon). From the observed width of the electron peaks it follows that the individual harmonics have rather narrow bandwidth, not far from the limit expected for an 11 fs pulse. Apparently the conditions of this experiment were such that the individual harmonics were produced without too much chirp, and as a consequence their beating should produce a nearly periodic, 11 fs long beat pattern, with 1.35 fs (half an optical cycle) periodicity. The exact phases between the
harmonics were determined by the RABBITT scheme discussed above. The photoelectrons were produced in the presence of a fairly weak \((10^{10} \, \text{W/cm}^2)\) part of the fundamental beam, the phase of which could be varied by turning a glass delay plate through which the IR beam passed. The XUV + IR two-photon ionization yield was measured as a function of this IR phase and showed a strong dependence on it (fringe contrast about a factor 2). The periodicity of the modulation was 400 nm, as expected from interference between quantum paths differing by two IR photons (emitting vs. absorbing one) and revealed the relative phase of the two involved harmonics. The relative phases of the 11th to the 19th harmonic were determined, showing that (except for the last one) they were almost perfectly phased for producing a single bandwidth-limited, 250 as wide attosecond beat pulse in the 1.35 fs periodicity interval. Due to the phase shift of the 19th harmonic a weak second pulse appeared slightly after it.

### 4.4.2 Attosecond Streak Camera Measurements

The first measurement of attosecond pulses based on the streak camera principle reported pulse durations of 650 ± 150 as and produced indirect evidence for a single pulse with less than 10% of the pulse energy outside the central peak [16]. In that experiment, a light pulse with peak intensity \(\sim 5 \times 10^{13} \, \text{W/cm}^2\) at a central wavelength of \(\lambda \approx 750\) nm and a 90 eV X-ray pulse (\(\lambda \approx 14\) nm) were colinearly focused into a low-pressure krypton gas jet (see Fig. 5). The XUV pulse was produced from the laser pulse by high harmonic generation in a Ne gas jet with subsequent filtering. Both pulses were linearly polarized with identical polarization directions. The delay between the pulses was varied in time steps of 150 as by a mirror mounted on a piezo-element. Photoelectrons from the Kr 4p shell were collected from a rather large angle of \(\theta = \pm 40^\circ\) around the axis perpendicular to polarization. The angular distribution of Kr 4p electrons is nearly isotropic at a photon energy of 90 eV. Both width and position of the photoelectron peak at about 75 eV vary with the delay. The width of the electron peak has two distinct origins: First, electron momenta are spread by the laser vector potential during the time that the XUV pulse lasts, as discussed above. The second contribution to broadening is connected to the specific observation geometry chosen, where electrons were collected with a large aperture perpendicular to the laser polarization. The large opening angle enhances the total electron yield and amplifies the variations of width, providing a robust experimental observable (see Ref. [16]).

A periodic variation of the width of the photoelectron spectra was observed as a function of delay time. The period of the variation was approximately half the optical period of the laser, but at the center of the laser pulse a pronounced blue shift by almost 30% was seen, which was ascribable to self-phase modulation of the laser pulse during passage through the Ne gas jet. The fact that modulations were observed at all provides a save estimate for the XUV pulse duration of 650 ± 150 as. Longer pulses would have washed out any modulation of the width.
Fig. 5 Setup of the streak camera measurement of attosecond pulses. A 7 fs laser pulse is focused into a neon gas jet for harmonic generation. (The photo shows the interaction region). An ionization detector serves to determine the harmonic flux. The beam is split into a central part containing a range harmonics and the annular laser beam surrounding it by a Zr filter. The delay of the harmonic part relative to the laser is varied by moving the central part of a Mo/Si mirror mounted on a piezo-element. Both beams are focused into a krypton gas jet. Electron spectra are determined by time of flight (from Ref. [9])

Fig. 6 Measurement of a single 250 as pulse. Spectra taken near two subsequent nodes of the vector potential (peaks of the field) differ little, showing that the pulse is weakly chirped (from Ref. [19])
For this first streak camera measurement phase-stabilized laser pulses were not available yet and intensity was not sufficiently well controlled to decide whether the measured harmonics were from the cutoff or from the plateau region. The experiment therefore provided only indirect evidence for production of a single pulse, which had to rely on comparison with the numerical simulation [30]. In experiment [19] the use of phase-stabilized pulses with known intensity and a measurement geometry where electrons were recorded in polarization direction rather than perpendicular to it provided the experimental proof for single pulse production. For each time delay between XUV and laser pulse only a single photoelectron peak was observed, whose position was modulated in a sine-like shape, which is the signature of a single attosecond pulse (see discussion above). In the same experiment the chirp of the pulse was determined by comparing streaked electron spectra obtained with different time delays. It was found that the pulses from the cutoff spectral region were nearly transform limited with a pulse duration of $250(\frac{\lambda}{C_05 + 30})$ as (Fig. 6).

5 Applications

Processes on the attosecond timescale occur in the bound state electronic motion of atoms and small molecules, in laser–atom interactions, and in certain electronic relaxation processes in solids. According to the time–energy uncertainty, the characteristic energies corresponding to attosecond pulses are on the scale of $\sim 10$ eV, which shows that even quite energetic excitation dynamics is accessible to time-resolved observation.

First proposals for the observation of electronic dynamics by means of attosecond pulses all concern atomic physics problems. Attosecond time-resolved atomic physics experiments will be most advantageous in complex dynamical situations, where many states are involved and an understanding of the physics in terms of a wave packet becomes simpler than the interpretation by many interfering quantum mechanical states. However, most likely first attosecond spectroscopy experiments will concentrate on alternative observations of known spectroscopic processes, such as, for example, atomic relaxation or the resonant Auger mechanism [5]. Another case where fieldfree electronic structure is destroyed and a quasi-continuous spectrum is created is in strong electric fields. Attosecond pulses can be used to probe the electronic structure of an atom or a small molecule while it is being ionized by a strong field.

Apart from applications to electronic dynamics, attosecond pulses were also used to fully map out the field of a laser pulse [14], providing the first direct image of the electric field in a light pulse and giving direct proof of the high stability of the few-cycle pulses.

Below we first discuss the general problems of an attosecond measurement on the textbook example of observing quantum beats of an atomic
superposition state, we give a brief review of a recent attosecond pump–femtosecond probe experiment and outline a possible ionization dynamics experiment.

5.1 Quantum Beats of Low-Lying States

The most elementary electronic motion in atomic bound states is the quantum beats of electron density that are generated by the superposition of two bound states with different energies. For the hydrogen atom, the energy difference between ground and first excited states is about 10 eV, the corresponding beat period is about 400 as. Attosecond pulses provide the time resolution to observe such oscillations. As an observable one can probe the electron density near the nucleus, since XUV ionization is strongly favored for small distances from the nucleus. This can be understood in a classical picture, as the XUV field does not carry any significant momentum, and momentum exchange by collision with the nucleus is required to accelerate the electron to the rather large XUV photoelectron energy. In a superposition state, the electron density near the nucleus oscillates at the beat period and causes an observable modulation of the ionization yield.

Figure 7 shows the variation of the photoelectron yield from hydrogen atoms in a 1s–2s superposition state interacting with an attosecond-pulse for different XUV pulse delays [35]. We have chosen pulse parameters that seem in reach for state-of-the-art HHG systems [30,34]: XUV intensity $I_X = 10^{12} \, \text{W/cm}^2$, $\lambda_X = 13 \, \text{nm}$, and full width at half maximum duration $\tau_X = 150 \, \text{as}$. The ratio of populations is assumed to be $P(1s):P(2s) = 1:1$. The coherent macroscopic ensemble of superposition states is created by the same laser pulse that generates the attosecond pulse. Since both the quantum phase of the superposition state and the generation time of the attosecond pulse are locked to the laser phase, timing on a sub-laser-cycle timescale can be realized. In an experiment, a noble gas rather than hydrogen atoms would be used and energy-selective detection of photoelectrons would enhance the signal-to-noise ratio [35].

This elementary example shows the basic requirements for attosecond experiments: a sufficiently short and intense attosecond pulse, preparation of a coherent macroscopic ensemble of the target, and timing control of the pulse on an attosecond scale. Short pulses and the timing control have been achieved.

![Fig. 7 Modulation of the total photoelectron yield by the quantum beats of a superposition state for pulse parameters described in the text](image-url)
in the first attosecond measurements. Techniques for target preparation remain to be developed.

5.2 Time-Domain Observation of an Auger Decay

The new possibilities of ultra-fast time-resolved spectroscopy were demonstrated in an experiment, where an Auger decay was observed in the time domain [10] by techniques similar as in the attosecond pulse detection described above [16]. In this experiment, a vacancy was created in krypton by ejecting a 3d-electron using a sub-femtosecond XUV pump pulse. The vacancy is filled from the \( n = 4 \) shell by an Auger decay at a rate of about 8 fs. The probe pulse was a 6.5 fs laser pulse, which created a side band in the Auger electron spectrum. The intensity of the side band decreases with the delay time of the laser after the XUV pulse at a rate that corresponds to the Auger decay. By deconvolution of the laser pulse and the Auger decay, a decay time of \( \tau = 7.9(\pm 1.0 - 0.9) \) fs was found, corresponding to a decay width of \( \Gamma = 84 \pm 10 \text{ meV} \), in good agreement with the known spectral width of the transition \( 88 \pm 6 \text{ meV} \).

5.3 Ionization Dynamics Experiments

Ionization in strong fields occurs during fractions of a laser cycle on an attosecond timescale. It is an important process, which is only poorly understood in multielectron systems. Attosecond pulses allow a direct observation of the ionization dynamics and the subsequent relaxation processes in the ion. It seems to be a case for time-resolved spectroscopy, since in a strong laser interaction many states of the system become involved and the wave-packet picture becomes applicable.

The generic setup of an ionization dynamics experiment is the same as for the experiments discussed above: cross correlate a laser pulse with an attosecond XUV pulse on an atomic or molecular target. The strong laser ionizes the system and the ion is probed by the XUV pulse at various instances during the ionization process. There are two different, but related observables reflected in the XUV photoelectron spectrum: first, the change of ionization potential during relaxation of the ion changes the final XUV energies and, second, the electron density near the nucleus determines the total XUV photoelectron yield, as discussed above.

The rather high laser intensities involved in such an experiment cause severe distortions and backgrounds. Streaking of XUV photoelectron energies by the laser, which was used for the measurement of pulse durations, here causes unwanted blurring of the XUV spectrum. The effect can be reduced by using very short XUV pulses and observing perpendicular to the laser polarization axis, but in any case a deconvolution of ionic relaxation and laser streaking will
be necessary. Since laser ionization is investigated, a large background of laser photoelectrons is generated. Fortunately the bulk of laser electrons has energies below $2U_p$ [8]. Using large XUV intensities and higher frequencies may serve to separate the XUV photons from the background.

5.4 Trains of Attosecond Pulses

Even trains of attosecond pulses can be useful tools for probing systems, especially since they are synchronized with sub-cycle precision to the carrier of the driving pulse that generated them. They can be used to enhance ionization at specific phases of the laser field. This kind of control makes it possible to investigate the role of various types of trajectories in, e.g., harmonic generation or non-sequential double ionization [1].

6 Perspectives

All experimental setups described above combine a conventional laser with an XUV pulse. The simple reason is that correlation experiments need a non-linear process at their heart, which is facilitated by the strong laser. Even in cases where this is not obvious, such as pump–probe experiments with single-photon processes, the pump should be intense enough to significantly change the system, so that the probe can detect the difference, and the signal is proportional to the intensity of both pump and probe.

The near future will therefore bring more laser–XUV cross-correlations experiments, which, in principle, are limited in their time resolution to a fraction of the laser optical period. In the case of the near-infrared Ti:sapphire lasers mostly used now, the laser optical period is 2.6 fs and it has been demonstrated, both theoretically and experimentally, that resolutions of about 0.1 fs can be achieved [19].

To go beyond that limit, one needs attosecond XUV pulses to drive the system to be observed to a non-linear response, even if this non-linearity is only the saturation of a resonant process. While for specific systems and longer wavelength that can be achieved even at presently available attosecond XUV intensities, in general, there remains strong demand for higher-intensity attosecond pulses.
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1 Introduction

The generation of harmonics of the highest possible order has always been a major challenge in nonlinear optics. Generally, nonlinear optical processes become more efficient at higher laser intensities. However, qualitative changes in the nature of the nonlinearity of the laser–matter interaction take place in certain characteristic intensity regimes. One is related to the inner-atomic electric field strength (for the hydrogen atom – $10^9$ V/cm, corresponding to a laser intensity of about $10^{16}$ W/cm$^2$). At this intensity level, perturbative nonlinear optics breaks down [1, 2]. One of the remarkable effects in this intensity regime is harmonic generation up to the 300th order in noble gases [3, 4].

For intensities exceeding $10^{16}$ W/cm$^2$ matter is highly ionized. New nonlinear plasma physics rather than neutral atom nonlinear optics comes into play. The crucial parameter in this intensity regime is the dimensionless amplitude of the laser field $a_0 = eE/(m\omega_0c)$ which is equal to the normalized electron quiver momentum $p_{osc}/mc$. Here $E$ is an electric field strength of the laser pulse, $m$ and $e$ are the electron mass and charge, $\omega_0$ is a laser frequency, and $c$ is the speed of light. Significant qualitative changes in the nonlinear interaction take place in the relativistic regime, $a_0 > 1$. The corresponding light intensity is usually quoted as $I_\lambda \approx 1.37 \times 10^{18}$ W/cm$^2$μm$^2$, where $I$ and $\lambda$ are the laser intensity and wavelength, respectively.

On a femtosecond time scale, the motion of the ions can be neglected and nonlinearities of the electron current $j = -en_e\mathbf{v}$ are responsible for nonlinear optical effects. The electron density $n_e$ and the velocity $\mathbf{v}$ are nonlinear functions of the electromagnetic fields, and both sources of nonlinearity contribute to high-order harmonic generation (HOHG). In underdense plasmas, the two contributions tend to cancel each other and the resulting harmonic efficiency
in bulk plasmas is low [5, 6, 7, 8]. The situation is quite different in overdense plasmas where harmonic generation occurs in reflection geometry.

High-order harmonic generation from solids was observed for the first time many years ago by Carman et al. [9, 10] who used nanosecond laser pulses. A key point of the theoretical explanation was the assumption of a step-like plasma density gradient. Electrons driven across this steep gradient by the laser field perform a strongly anharmonic motion which leads to the generation of odd and even harmonics.

Recent theoretical work has suggested that HOHG from solid surfaces can be orders of magnitude more efficient [11, 12, 13, 14, 15] than HOHG in gaseous media. The crucial point is to carry laser–solid interaction into the relativistic regime using femtosecond laser pulses of very high intensity. The essential features of HOHG in this regime have been interpreted by Lichters et al. [16, 17] and von der Linde et al. [18, 19] in terms of a phase modulation effect. They have used the “oscillating mirror model” of HOHG, originally developed by Bulanov et al. [20]. This model also offers a descriptive view of HOHG in the time domain. According to this picture, the harmonic frequencies result from the anharmonic distortion of the laser carrier wave upon reflection from a rapidly oscillating surface.

Detailed numerical simulations of the complex collective electron dynamics, in particular particle-in-cell (PIC) simulations [16, 17, 20, 21], have greatly contributed to the understanding of harmonic generation at a plasma–vacuum boundary. In [16], it was shown that the results of PIC simulations and the predictions of the simple oscillating mirror model are in good agreement. However, most of the calculations have been carried out at much lower than solid density and mostly for step-like density profiles. These restrictions make direct comparisons with experiments difficult because the density and the density profile of the plasma are key parameters in HOHG from solid surfaces.

Although the generation of femtosecond laser pulses with relativistic intensities is state of the art [22], the conditions for relativistic interaction with a solid density plasma are rather difficult to actually achieve. Typically, prepulses and/or a slowly rising leading front of the laser pulse lead to a premature ionization of the target, and significant expansion of the plasma sheet may occur before the arrival of the pulse maximum. The plasma expansion lowers the thresholds of various types of plasma instabilities which can distort the plasma sheet or even destroy the conditions for harmonic generation [23, 24, 25, 26]. This difficulty has prevented relativistic interaction in most previous experiments [27, 28, 29, 30, 31]. Only recently has successful HOHG using femtosecond pulses in the relativistic regime been reported [32, 33, 34, 35].

2 Modeling of High-Order Harmonic Generation

2.1 Oscillating Mirror Model

Harmonic generation by an intense light wave incident on a plasma–vacuum boundary involves very complex, collective interaction of the electrons with the
electromagnetic fields. The oscillating mirror approximation [11, 16, 17, 18, 19] consists of two distinct steps. The first step is to neglect the details of the electron spatial distribution and to represent the collective electronic motion by the motion of some characteristic electronic boundary, e.g., the critical density surface. This surface represents the oscillating mirror from which the incident light is reflected. The ions are regarded as fixed, positive background charges. In the second step, the emission from the moving boundary is calculated, in particular the harmonic spectrum generated upon reflection of the incident light.

### 2.2 Oscillations of the Plasma Surface

Let an intense light wave impinge on an overdense plasma with a sharp boundary ($L \ll \lambda$). The overdense plasma is highly reflective. The electrons near the plasma boundary are driven by the total electric and magnetic fields resulting from the incident and reflected waves. Inside the plasma, the electromagnetic fields decay exponentially over a distance given by the skin depth.

The equation of motion of an electron near the boundary is

$$\frac{d(m\gamma\mathbf{v})}{dt} = -eE_l - e\mathbf{v} \times \mathbf{H} = F_p + F_{em},$$

where $\gamma$ is the Lorentz factor of the electrons. $E_l$ is the longitudinal electric field resulting from the electron–ion charge separation which gives rise to the restoring force $F_p = -eE_l$. The light wave with the electric and magnetic field strengths of $E$ and $H$ is acting on the electron with the force $F_{em}$.

We are interested in the motion of the plasma surface layer. A qualitative picture of this motion can be obtained by considering the orbit of a single free electron under the action of the electromagnetic wave of frequency $\omega_0$, neglecting for a moment the restoring force $F_p$. The electron performs the well-known “figure-of-eight” motion in a plane spanned by the wave vector and the electric field [36]. Figure 1a and b illustrate the situation for a slab of plasma for p- and

![Fig. 1](image-url) Directions of the electric and magnetic fields and “figure-of-eight” orbit of an electron: (a) for p-polarized light, (b) for s-polarized light. The dashed line indicates the incident and the reflected light.
s-polarized incident light, respectively. For p-polarization, the electron orbit is in the plane of incidence, and the normal component of the electron motion oscillates at \( \omega_0 \) (Fig. 1a). On the other hand, for s-polarization, the plane of the orbit is perpendicular to the plane of incidence. In this case, the electron moves back and forth across the boundary twice during one cycle of the field, i.e., we have a normal motion of the electron surface at 2\( \omega_0 \) (Fig. 1b).

It is quite useful to perform a Lorentz transformation from the laboratory frame \( K \) to a new frame \( K' \) which moves along the \( y \)-axis with a velocity of \( V = c \sin \theta \) [37] (see also [16, 20, 21, 38]). Here \( \theta \) is the angle of incidence in the laboratory frame, as shown in Fig. 1. This transformation allows the general case of oblique incidence in the laboratory frame to be reduced to normal incidence in the moving frame. It will considerably simplify the second step, i.e., the calculations of the emission caused by the oscillating electrons, which will be discussed later.

In the moving frame, the incident wave propagates normally to the plasma surface, while plasma itself moves with the velocity \(-V\) along the \( y\)-axis. The frequency \( \omega \) changes to \( \omega' = \omega_0 \cos \theta \). The amplitudes of the electric and magnetic fields of an incident p-polarized wave are in the \( K \) frame given by

\[
E_{i0} = (-E_0 \sin \theta, E_0 \cos \theta, 0), \quad H_{i0} = (0, 0, E_0).
\]

In the \( K' \) frame they take the form [36]

\[
E'_{i0} = (0, E_0 \cos \theta, 0), \quad H'_{i0} = (0, 0, E_0 \cos \theta).
\]

For s-polarization, the incident fields change from

\[
E_{i0} = (0, 0, E_0), \quad H_{i0} = (E_0 \sin \theta, -E_0 \cos \theta, 0)
\]

to

\[
E'_{i0} = (0, 0, E_0 \cos \theta), \quad H'_{i0} = (0, -E_0 \cos \theta, 0),
\]

respectively.

Let us estimate the amplitude \( s_0 \) of the electron oscillations along the \( x \)-axis in the nonrelativistic limit. We first find the tangential components \( E_t \) and \( H_t \) of the total field at the plasma boundary (\( x = 0 \)). For a highly reflective plasma, the amplitude of the reflected wave is nearly equal to that of the incident wave. For this reason, the total field \( H_t \) at the plasma surface is approximately two times as big as the tangential component of the magnetic field of the incident wave. The electric field is given by \( E_t = \zeta (H_t \times n) \) [39], where \( \zeta \approx -i(\omega_0/\omega_p) \) is the plasma impedance, \( n \) is the normal to the plasma surface in \( x \)-axis direction, and \( \omega_p \) is the plasma frequency. Correspondingly in the \( K \) frame, we have for the tangential components of the field
\[ E_y = 2(\omega_0/\omega_p)E_0 \sin \omega_0 t, \quad H_z = 2E_0 \cos \omega_0 t \]

and

\[ E_z = 2(\omega_0/\omega_p)E_0 \sin \omega_0 t \cos \theta, \quad H_y = -2E_0 \cos \omega_0 t \cos \theta \]

for the case of p- and s-polarization, respectively. Here we have taken \( E \propto \cos \omega_0 t \) for the incident wave. As one would expect, on the reflective surface the electric field strength is low due to the factor \( \omega_0/\omega_p \ll 1 \).

Changing to \( K' \) frame, we find according to (2), (3), (4), (5) [40]

\[ E'_y = 2(\omega_0/\omega_p)(E_0/\cos \theta) \sin \omega'_0 t, \quad H'_z = 2E_0 \cos \omega'_0 t \cos \theta \]

and

\[ E'_z = 2(\omega_0/\omega_p)E_0 \sin \omega'_0 t \cos \theta, \quad H'_y = -2E_0 \cos \omega'_0 t \cos \theta. \]

Now we consider the driving forces for p- and s-polarization at \( \omega'_0 \) and \( 2\omega'_0 \), respectively. Unlike in the laboratory frame (see Fig. 1a), there is no normal component of the electric field in the moving frame. The equivalent driving force oscillating at the frequency \( \omega'_0 \) is given by

\[ F'_{em \omega'_0} = \frac{e}{c} \mathcal{V}H' \propto 2eE_0 \sin \theta \cos \theta \cos \omega'_0 t. \quad (6) \]

For s-polarization, the driving force at \( 2\omega'_0 \) is given by

\[ F'_{em 2\omega'_0} = -\frac{e}{c} \mathcal{V}'H' \propto -\frac{2e^2}{m\omega_p c} E_0^2 \cos^2 \theta \cos 2\omega'_0 t. \quad (7) \]

In the nonrelativistic limit with the plasma restoring force \( F_p = m\omega_p^2 x \), (1) reduces to the equation of a driven harmonic oscillator, and the oscillation amplitude at the frequency \( \omega \) is

\[ s_0(\omega) = \frac{F_{em}(\omega)}{m(\omega_p^2 - \omega^2)}. \quad (8) \]

Substituting (6) and (7) into (8) and taking into account \( \omega_p \gg \omega'_0 \), we get

\[ \frac{s_0}{\lambda} = \frac{1}{\pi} \left( \frac{\omega_0}{\omega_p} \right)^2 a_0^2 \sin \theta \propto \frac{n_{cr}}{n_e} a_0 \quad (9) \]

for p-polarization and

\[ \frac{s_0}{\lambda} = \frac{1}{\pi} \left( \frac{\omega_0}{\omega_p} \right)^3 a_0^2 \cos \theta \propto \left( \frac{n_{cr}}{n_e} \right)^{3/2} a_0^2 \quad (10) \]
for s-polarization, where \( a_0 = eE/(m\omega_0 c) \). The phase shift \( \psi \) between the electron oscillations and the driving force is small for \( \omega_p \gg \omega_0 \).

As one would expect, the low plasma density is preferable for efficient excitation of the plasma oscillations. For p-polarization, \( s_0 \) scales as \((n_{cr}/n_e) a_0\), while for s-polarization, the similarity parameter is \((n_{cr}/n_e)^{3/2} a_0^2\).

### 2.3 Frequency Spectrum of the Emission from the Plasma Surface

In this section, we deal with the second step of the oscillating mirror model. Assuming that the motion of the plasma boundary is known, the spectrum of the radiation generated by the collective electron oscillations is calculated.

In the \( K' \) frame, the fields and velocities depend only on \( x \). The one-dimensional retarded vector potential of the radiated field in Coulomb gauge is

\[
A_r'(x, t) = 2\pi \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \theta(t - t_1 - |x - x_1|/c) j'_\perp(x_1, t_1) dx_1 dt_1 ,
\]

where \( \theta(t) \) is a step function, \( j'_\perp \) is an electron current, and the symbols “\('\)” and “\(\perp\)” indicate the \( K' \) frame and transverse (y- and z-) vector components, respectively. The electric and magnetic fields of the emitted electromagnetic wave can be found from (11) as \( E'_r = -(1/c) \partial A'_r/\partial t \), \( H'_{ry} = -\partial A'_{rz}/\partial x \), and \( H'_{rz} = \partial A'_{ry}/\partial x \) which gives

\[
E'_r(x, t) = -\frac{2\pi}{c} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta\left(t - t_1 - \frac{|x - x_1|}{c}\right) j'_\perp(x_1, t_1) dx_1 dt_1 ,
\]

\[
H'_{ry} = -E'_{rz} \text{, and } H'_{rz} = E'_{ry} .
\]

We are interested in the spectrum \( |E_r(\omega)|^2 \) of the emitted field. The Lorentz transformation back to the \( K \) frame gives \( E_r = (E'_{ry} \tan \theta, E'_{rz}/\cos \theta, E'_r) \), \( H_r = (E'_{rz} \tan \theta, -E'_{ry}/\cos \theta) \). It is clear that \( |E_r(\omega)|^2 \propto |E'_r(\omega)|^2 \), and we restrict ourselves to calculating \( E'_r(\omega) \). The thickness of the layer with nonzero transverse electron current \( j'_\perp \) is very small, as it is determined by the skin depth \( c/\omega_p \), which is much less than \( \lambda \). Therefore, the current distribution in the plasma layer is approximated by \( j'_\perp(x, t) = \sigma' \delta(x - x_0(t)) \nu'_\perp(t) \). Here \( \sigma' \) and \( \nu'_\perp \) are the charge density and velocity in the plane, respectively, and \( x_0(t) \) is the motion of the plane in the \( x \)-direction.

For a periodic motion of the plane with period \( T = 2\pi/\omega_0' \), the component of the electric field corresponding to the \( m \)th harmonic is obtained by performing a Fourier transform of (12). With the expression for \( j'_\perp \) given above, we have
\[ E_{r}^{m}(x) = -\frac{2\pi \sigma'}{c} \int_{0}^{T} \left[ \mathbf{v}_{\perp}(t) e^{\text{i}mk'(x-x_{0}(t))} \right] e^{\text{i}m\omega_{0}t} \text{d}t, \quad (13) \]

where \( k' = \omega_{0}'/c \) and \( x \gg x_{0}(t) \).

In (13), two different sources of harmonic emission can be distinguished: (i) the nonlinearity of \( \mathbf{v}_{\perp} \) and (ii) the phase modulation introduced by the oscillations along the \( x \)-axis. The phase modulation is given by \( k'x_{0}(t) \) in the exponent. Under nonrelativistic conditions, the excursion of the plasma boundary is very small compared with the wavelength, \( k'x_{0} \ll 1 \), and thus the modulation can be neglected. The condition \( k'x_{0} \ll 1 \) corresponds to the normally used approximation of the dipole radiation [36, 41]. In this case, (13) reduces to ordinary reflection from an optical surface. In the relativistic regime, \( k'x_{0} \) is not negligible and the dipole approximation breaks down. Since \( k'x_{0} \approx 1 \) requires \( v_{x} \sim c \), this source of harmonic generation can in fact be regarded as being of relativistic origin.

Below we neglect the nonlinearities in \( \mathbf{v}_{\perp} \) and \( x_{0}(t) \) and use simplified expressions \( \mathbf{v}_{\perp}' = (0, -V + v'_{0\perp}, 0) \), \( x_{0}(t) = s_{0}\sin\omega_{0}t \) for \( p \)-polarization and \( \mathbf{v}_{\perp}' = (0, -V, v'_{0\perp}, \cos\omega_{0}t) \), \( x_{0}(t) = s_{0}\cos2\omega_{0}t \) for \( s \)-polarization (see (6) and (7)). We have assumed \( E' \propto \sin\omega_{0}t \) for the driving field and \( \mathbf{v}_{\perp}' \propto E' \).

By substituting the expressions for \( \mathbf{v}_{\perp}' \) and \( x_{0}(t) \) into (13) and using the Jacobi expansion \( e^{\pm z \sin\omega \cdot t} = \sum_{m=-\infty}^{\infty} J_{m}(z)e^{\pm im\omega t} \), the spectral distributions of the harmonic intensity can be found. In the case of \( p \)-polarization, one obtains

\[ 2|E_{ry}^{m}|^{2} = 8\pi^{2} \sigma^{2} J_{m}^{2}(\chi_{m}) \sin^{2}\theta + 2\pi^{2} \sigma^{2} \frac{v'_{0\perp}^{2}}{c^{2}} [J_{m-1}(\chi_{m}) - J_{m+1}(\chi_{m})]^{2}, \quad (14) \]

where \( J_{m} \) are the Bessel functions of the first kind and \( m \)th order \( (m = 0, 1, 2, 3...) \), and \( \chi_{m} = mk's_{0} \).

Before proceeding to \( s \)-polarization the following points should be noted: (i) A \( p \)-polarized driving field produces both \( odd \) and \( even \) harmonics. (ii) For \( p \)-polarized laser light the harmonic emission is also \( p \)-polarized. (iii) The first term in (14) is independent of the transverse velocity. It represents the harmonic emission due to the current associated with the motion \( x_{0}(t) \) of the boundary.

The harmonic distribution for \( s \)-polarization is more complicated because in this case the transverse current \( \mathbf{v}_{\perp}' \) has both a \( z \) and a \( y \) component. From the term \( v'_{\perp,z} \), one obtains

\[ 2|E_{rz}^{m}|^{2} = 2\pi^{2} \sigma^{2} \frac{v'_{0z}^{2}}{c^{2}} \left[ J_{(m-1)/2}^{2}(\chi_{m}) + J_{(m+1)/2}^{2}(\chi_{m}) \right], \quad (15) \]

where \( m \) assumes odd integer values, and for the \( v'_{\perp,y} = -V \) term,
Expression (15) represents s-polarized odd harmonics. In addition, we have p-polarized even harmonics from (16). Like the emission represented by the first term in (14), the harmonic emission in (16) is also independent of the transverse current, as it is directly caused by the boundary motion. It is quite evident that the harmonic emission due to the normal motion must disappear at normal incidence. Figure 2a and b depicts the harmonic intensity as a function of harmonic order for p-polarization and s-polarization calculated using (14), (15), (16). The efficiency of HOHG increases strongly with $s_0/\lambda$ or $v_x/c$ ($v_x$ is the velocity of the plasma surface). Comparison of Fig. 2a and b indicates that for the same value of $s_0/\lambda$, the high-frequency roll-off of the harmonic spectra for p-polarized light is faster than that for s-polarized light. However, this disadvantage of p-polarization can be compensated by the higher values of $s_0/\lambda$ for a given driving field (see (9) and (10)).

$$2|E_{ry}^{\text{mn}}|^2 = 8\pi^2\sigma^2 J_{m/2}^2(\chi_m) \sin^2 \theta,$$

where $m$ is an even integer.

2.4 The Time Domain Picture: Generation of Attosecond Pulses

Very useful insight into the interaction of light with a moving plasma boundary can be obtained by viewing the process in the time domain. This consideration also stresses the connection between HOHG and the formation of attosecond pulses (see the chapter of Scrinzi and Muller).

Imagine an observer looking at a light wave that is reflected from an oscillating plasma boundary. When the boundary moves toward the observer, the wave form is compressed. Movement in the opposite direction leads to a stretching of the wave form. When the reflecting surface oscillates back and
forth at the frequency of the light, an incident sinusoidal wave experiences an
anharmonic distortion upon reflection. For example, under suitable conditions,
the mountains of the wave may be so strongly compressed that the sinusoid
assumes the form of a train of pulses whose duration is a fraction of an optical
cycle. Of course, the frequency spectra of the distorted waves are the harmonic
spectra calculated in the forgoing subsection.

The emitted field in the time domain is obtained from (12) by integrating
over $t_1$ and $x_1$:

$$E'_r(x,t) = \frac{2\pi z'}{c} \frac{\mathbf{v}'_\perp(t_r)}{1 - \mathbf{v}'_\parallel(t_r)/c},$$

where the retarded time $t_r$ follows from the relation

$$t_r = \frac{x - x_0(t_r)}{c}.$$

The actual shape of the reflected wave is critically dependent on the phase
difference $\psi$ between $\mathbf{v}'_\perp$ and $\mathbf{v}'_\parallel$, i.e., the phase difference between the driving
field and the oscillating motion of the boundary. For a suitable choice of $\psi$, the
maxima of the sinusoidal incident wave can be compressed into a series of
extremely short pulses. This situation is illustrated in Fig. 3. Equation (17)
was used to calculate the intensity of the reflected wave as a function of time
for different values of $s_0/\lambda$ and for the oscillation velocities $\mathbf{v}'_\parallel(t) = v_0 \sin 2\omega_0 t$ and
$\mathbf{v}'_\perp = v_0 z \sin(\omega_0 t + \pi/4)$. The dotted curve represents the undistorted sinu-
soidal wave. It can be seen that upon reflection this wave assumes the form of a
series of short peaks. For the highly relativistic case $s_0/\lambda \sim 0.07$ the compres-
sion is quite substantial. The pulse width corresponds to approximately 1% of
the fundamental optical cycle. For an optical wavelength of 800 nm, the pulse
duration would be 25 as.

Note that the phase difference $\psi$ can be controlled experimentally by using a
separate pulse to drive the plasma boundary. A variety of different attosecond
wave forms can be generated by changing the phase between the laser pulse to
be turned into an attosecond wave and the pulse driving the boundary motion.

---

**Fig. 3** Train of attosecond pulses generated by the
oscillating mirror (solid and
dashed lines). Dotted curve
represents the undistorted
incident wave
2.5 PIC Simulations

We reiterate that the oscillating mirror model discussed above is based on two main assumptions: (i) the details of the electron spatial distribution are neglected and the collective electronic motion is represented by the motion of some characteristic electronic boundary; (ii) the motion of the boundary is considered to be harmonic. Both assumptions are strong simplifications. In this section, we present results of numerical calculations of HOHG using a particle in cell code. These results are quite useful for illustrating the limitations of the described model.

The calculations discussed below were carried out using the fully relativistic PIC code developed by Lichters et al. [16]. The code treats all three velocity components and one spatial dimension (1D3 V code). The plasma was modeled as a 6λ thick slab within a 10λ long simulation box, 3000 cells/λ, and 300 particles per cell corresponding to $n_{e0}$. The light pulse was assumed to have a $\sin^2$-shape with a total width $\tau = 20T$, where $T$ is the duration of an optical cycle (2.7 fs for an optical cycle of a titanium sapphire laser).

Figure 4 shows examples of the calculated electron density distributions as a function of time for p- and s-polarized incident laser pulses with the normalized amplitudes $a_0 = 0.5$ and 3. The angle of incidence is 45°. The initial plasma density profile is a step function with an electron density $n_0 = 18.0625n_c$, where $n_c$ is the critical density.

It can be seen that the plasma boundary shows a periodic density modulation with a fundamental period corresponding to one optical cycle in the case of p-polarization and of half a cycle for s-polarization. This is in agreement with the basic qualitative result of the oscillating mirror model. For p-polarization, the calculated excursion of the critical density surface corresponds to approximately 1% and 5% of the wavelength for $a_0 = 0.5$ and $a_0 = 3$, respectively. This is in reasonable agreement with the predictions of the oscillating mirror model, $s_0/\lambda \approx 0.3\%$ and $s_0/\lambda \approx 2\%$ from formulas (9) and (10).

![Fig. 4 Electron density distributions for p- and s-polarized incident laser light at different field amplitudes. The initial plasma boundary is located at $x = 0$ with a density $n_{e0} = 18.0625n_c$. Angle of incidence $\theta = 45^\circ$. The critical surface $n_e/n_c = 1$ is indicated by a contour line.](image)
For s-polarized laser light, appreciable surface excursions are obtained only for strong fields corresponding to relativistic conditions. For \( a_0 = 3 \), we calculated a surface excursion of approximately 2%. For the same conditions, we obtain 1.3% from (10) of the mirror model.

The harmonic spectra corresponding to the density distributions of Fig. 4 are depicted in Fig. 5. The circles show, for comparison, the harmonic intensities calculated from the oscillating mirror model. There is a good qualitative agreement between the results of the PIC simulations and the simple model.

However, the time-dependent electron density distributions from the PIC simulations clearly show that the actual density modulations are rather complex and not simply sinusoidal. The nonlinearity of the motion significantly enhances the efficiency of harmonic emission. There are two principal reasons for the greater complexity of the density oscillations: First, the plasma restoring force is highly nonlinear and not simply given by \( F_p = m \omega_p^2 x \) as assumed in the simple model. Second, relativistic nonlinearities such as the increase of the electron mass must be taken into account for \( a_0 > 1 \).

In real experiment, the plasma boundary is never step-like. Below we consider a plasma with a boundary that has an exponential decrease of the density toward vacuum. The plasma density \( n_{e0} = 49 n_c \) corresponds to the case of a fully ionized polystyrene target interacting with the radiation at the wavelength of 400 nm:

\[
n_e = \begin{cases} 
n_{e0} \exp(x/L) & \text{if } x < 0 \\
n_{e0} & \text{if } x > 0 \end{cases}
\]

Figure 6 shows the calculated electron density distributions as a function of time for p-polarized incident laser pulses with a normalized amplitude \( a_0 = 0.3 \). The angle of incidence is 45°. According to (9) for \( n_{e0} = 45.56 n_c \), we find \( s_0/\lambda \approx 0.1 \% \). However, the increase in the plasma scale length reduces the influence of the plasma restoring force, making the plasma “softer”. It can be seen that for
$L/\lambda = 0.04$ and $L/\lambda = 0.2$ the amplitude of the plasma oscillations corresponds to about 3% and 6% of the laser wavelength, respectively.

The important parameter is the ratio $s_0/L$—the oscillation amplitude normalized to the plasma scale length. In the case of $L/\lambda = 0.04$ (Fig. 6a) we have $s_0/L \cong 1$. The electrons are pushed back and forth across the steep plasma–vacuum interface, and their motion is strongly nonlinear. On the other hand, for $L/\lambda = 0.2$ (Fig. 6b) we have $s_0/L \ll 1$, and the oscillations look nearly harmonic.

The harmonic spectra corresponding to the density distributions of Fig. 6 are depicted in Fig. 7. The circles show the spectra calculated from the oscillating mirror model. The normalized amplitudes $s_0/\lambda$ (3% and 6%) were determined from Fig. 6. For $L/\lambda = 0.2$ the agreement is quite good. However, for
$L/\lambda = 0.04$, the harmonic efficiency is strongly enhanced due to anharmonicity of the plasma oscillations. This enhancement shows a “cut-off” at the plasma frequency $\omega_p$ corresponding to the maximum electron density.

The spatially resolved spectra of the electron density oscillations shown in Fig. 8 provide deeper insight into the process of harmonic generation. The density plots represent the gray scale-coded Fourier transforms $\tilde{n}_e$ of electron density plotted as a function of frequency $\omega/\omega_0$ and position $x/\lambda$. Results for a step function profile (Fig. 8a, $L = 0$) and for exponential profiles with $L/\lambda = 0.04$ and $L/\lambda = 0.2$ (Fig. 8a and b) are shown. The dotted lines represent the plasma frequency $\omega_p$ for the electron density distribution given by (18). In the vicinity of this line the local plasma fluctuations are resonantly enhanced and show up in Fig. 8 as a fuzzy trace.

The horizontal gray streaks at multiples of the fundamental frequency represent the laser-induced localized charge density oscillations. These oscillations combine with the transverse electron velocity $v_\perp$ to give the current density responsible for the generation of harmonics (see (13)). The dark stripes at the bottom of the figures correspond to $\tilde{n}_{e,\omega=0}$, i.e., the stationary density distribution. The gray noisy underground on the right in each plot is the plasma density fluctuations.

For the step-like boundary, all the harmonic sources lie in the same plane $x = 0$ (Fig. 8a), consistent with the moving mirror model. However, the calculations for different values of the scale length indicate that plasma expansion and increase in scale length can lead to situations that cannot be adequately described by this model. For example, for the short scale length $L/\lambda = 0.04$, qualitative and quantitative deviations are quite obvious in Figs. 7a and 8b.

First, the electronic motion cannot be represented by the motion of a single characteristic electronic boundary. Instead, the sources of the different harmonic frequencies are located at different positions along the $x$-axis (see Fig. 8b). Second, the generation of harmonics is resonantly enhanced by the excitation of the local plasma oscillations (Fig. 7a). Third, there is a high-frequency “cut-off” in the harmonic spectra because the local plasma oscillations can be resonantly excited only up the maximum frequency given by $\omega_p$ at $n_{c0}$ (see Fig. 8b).

**Fig. 8** Spatially resolved spectrum of the electron density. (a), (b), and (c) correspond to the densities shown in Figs. 4a, 6a and b, respectively. The initial position of the critical surface $n_e/n_c = 1$ is indicated by a dashed line. White dotted lines correspond to $\omega_p(x)$. 


For the longer scale length $L/\lambda = 0.2$, the situation is quite different (Fig 8b). The laser field cannot penetrate much beyond the critical density. The charge density oscillations localized at the critical density are generated, and the harmonics are radiated from this density region. There is no sharp high-frequency “cut-off” in the spectrum. For $s_0/L \ll 1$, the motion of electrons becomes nearly harmonic. The mechanism of harmonic generation is now different. The relativistic retardation effects associated with the large amplitude of the electronic motion are important, and not the anharmonicity. This is further supported by the fact that a very similar harmonic spectrum is achieved in the case of a pure harmonically oscillating mirror with $s_0/\lambda = 0.06$ as shown in Fig. 7b. The relativistic mechanism dominates in this situation, notwithstanding the relatively low value $a_0 = 0.3$.

In summary, we have seen above two different mechanisms of the HOHG. In case of a steep plasma gradient, the HOHG can be achieved due to the non-linearity of the plasma oscillations (analog to [9, 10]), and is additionally resonantly enhanced by the resonant plasma oscillations. The second one is due to the phase modulation introduced by the oscillating plasma surface (oscillating mirror) and is of the relativistic origin.

3 Experimental Observations of HOHG

3.1 Harmonic Spectra, Divergence, and Conversion Efficiency

Experimentally, the key point in HOHG is the use of femtosecond laser pulses with a very low prepulse level and high-intensity contrast. In this case, a steep plasma gradient can be formed during the interaction of the pulse with the target because there is no time for significant expansion during the pulse. Moreover two-pulse experiments can be performed in which the scale length can be controlled (Section 3.2).

The experimental set-up used in [33] for studying HOHG is shown in Fig. 9. High contrast 45 fs pulses at $\lambda = 800$ nm (Fig. 9a) from a titanium sapphire laser were frequency-doubled in a 0.8 mm thick KDP crystal to produce pump pulses at 400 nm with even higher contrast. An adaptive mirror compensated the residual wave front distortions of both beams and ensured diffraction limited focusing (Fig. 9b). As shown in Fig. 9 the blue beam and the infrared beam were focused onto the target by the same off-axis parabolic mirror. The peak intensity on the target for the 400 nm pulses was as high as $2 \times 10^{19}$ W/cm$^2$ ($a_0 \approx 1.3$).

Using the infrared beam, a plasma could be generated prior to the arrival of the intense blue pulse. By changing the delay time between the two pulses, the plasma scale length could be continuously controlled. The targets (optically polished glass or polystyrene substrates) were raster scanned to provide a fresh surface for each laser pulse.

The spectrum of the light reflected from the target was analyzed with the help of a toroidal grating which imaged the reflected light from the target onto a
CCD (charge coupled device) camera. The grating and the CCD chip were protected from the high-power-reflected blue light by a system of apertures and a 170 nm thick aluminum film.

Figure 10 shows the harmonic spectra recorded with pulses at $\lambda_0 = 400$ nm, at $I \simeq 2 \times 10^{18}$ W/cm$^2$ ($a_0 \simeq 0.5$, Fig. 10a), and $I \simeq 2 \times 10^{19}$ ($a_0 \simeq 1.3$, Fig. 10b). At $a_0 \simeq 0.5$, the harmonic spectra recorded with p-polarization exhibit cut-off at the frequency corresponding to the plasma frequency $\omega_p$ of the fully ionized target. This is typical for the resonantly enhanced mechanism described in the previous section. No harmonics could be detected when s-polarized excitation was used.

![Figure 9](image1.png)  
**Fig. 9** Experimental schematic for HOHG: (a) third-order autocorrelation function for $\lambda = 800$ nm; (b) intensity distribution in the parabola focal plane for $\lambda = 400$ nm

![Figure 10](image2.png)  
**Fig. 10** Experimental and calculated harmonic spectra from polystyrene ($n_\text{eff}/n_c = 49$) and p-polarized excitation: (a) and (b) represent single pulse harmonic spectra recorded at $5 \times 10^{18}$ W/cm$^2$ and $2 \times 10^{19}$ W/cm$^2$, respectively; (c) and (d) correspond to the normalized spectra calculated for $L/\lambda = 0.02$ (solid lines) and $L/\lambda = 0$ (dashed line). The open red circles correspond to the experimental energy conversion efficiency calculated from the spectra shown in (a) and (b).
Two important qualitative changes take place when the intensity is increased to the relativistic level corresponding to $a_0 \simeq 1.3$ (Fig. 10b). First, the spectrum is no longer cut off at $\omega_p$ and extends significantly beyond the plasma frequency of the material (as one would expect from the oscillating mirror model). Second, harmonics can be also produced with s-polarized pulses [33]. The extension of the harmonic spectrum beyond $\omega_p$ predicted in [21, 16, 18, 19] for high intensity is a clear indication of the relativistic interaction (see also [25, 26]). The harmonic generation by s-polarized light indicates that the relativistic term of the Lorenz force $(1/c)v \times B$ comes into play. The harmonic divergence was measured to be within $10^\circ$ both for $a_0 \simeq 0.3$ and $a_0 \simeq 1.3$. This is somewhat smaller than the divergence of the pump beam ($\sim 15^\circ$).

Figures 10c and d illustrate a very good agreement between the experimental results and the PIC simulations. The filled circles in Fig. 10c represent the experimental data and indicate the transition between the different mechanisms of HOHG upon increasing the pump intensity.

### 3.2 Influence of the Plasma Scale Length

It is clear that in the experiments some degree of plasma expansion is always present. The actual plasma density profile in HOHG is strongly dependent on the temporal characteristic of the laser pulses. A poor pulse contrast may lead to suppression of the HOHG [19, 20, 21]. On the other hand, Fig. 10d (dashed curve) demonstrates that a certain degree of plasma expansion can be even advantageous. The experimental spectra in Fig. 10c and d agree with the simulated ones only when certain plasma expansion ($L = 2\%$ of the laser wavelength) is assumed.

PIC simulations have demonstrated the very important role of the plasma scale length $L$ (e.g., see Figs. 7 and 8). Figure 11a [33] shows the calculated dependence of the fourth and fifth harmonics on $L$. It can be seen that on the step-like plasma–vacuum interface, the harmonics are relatively inefficient. Indeed, the high-target electron density $n_{e0} \approx 50n_c$ prevents according to (9) and (10) efficient excitation of the plasma oscillations ($n_{e0} \approx 100n_c$ is typical for solid-state targets). Due to plasma ”softening” the harmonic efficiency grows with $L$ for $L/\lambda < 0.05$. The resonant mechanism is suppressed around $L/\lambda \sim 0.1$ because it is associated with the steep plasma gradient. As a result, the harmonic efficiency drops and reaches a minimum. With a further increase of $L$, the relativistic mechanism comes into play and dominates for $L/\lambda > 0.1$, being only weakly dependent on the scale length.

Experimentally the influence of the plasma scale length on HOHG was studied in [29, 33] using the two-pulse technique. In [33] (see Fig. 9), the first pulse (infrared prepulse) generated a plasma on the target surface. The second (main) pulse at the wavelength of 400 nm was used for HOHG. By letting the plasma expand for a certain time before the interaction with the main pulse a
desired plasma scale length could be established. Thus, the influence of the plasma scale length was studied under controlled conditions.

The experimental results qualitatively agree with the predictions of the PIC simulations. In Fig. 11b, data points for harmonic generation with \(2 \times 10^{19} \text{ W/cm}^2\) of 400 nm light are compared with earlier experimental results [29] obtained with much lower intensity. It can be seen that for low intensity the harmonic generation decreases very rapidly with scale length. In contrast, for high intensity the dependence on scale length is much weaker, and harmonic generation was observed up to \(L/\lambda = 0.5\). Thus, the high-intensity data do in fact show the relatively weak dependence expected for the relativistic mechanism, whereas the drop in the harmonic generation at low intensity is characteristic of the nonrelativistic, resonant mechanism. The predicted slight increase of the energy with the scale length for \(L/\lambda < 0.1\) is not observed in the experiments. However, this deviation could be due to certain initial plasma expansion at zero delay time. The decrease of the harmonic energy at \(L/\lambda > 0.4\) is accompanied by an increase of the harmonic divergence.

4 Summary

High-order harmonic generation from solid surfaces is an interesting example of relativistic nonlinear plasma physics. The process offers a new means of efficient generation of short wavelength radiation as well as the production of attosecond pulses and attosecond waveforms. The basics of HOHG can be understood from a very simple oscillating mirror model. In general, however, HOHG is determined by the interplay of two different mechanisms: a resonant (nonrelativistic) associated with a steep plasma–vacuum interface and a mechanism which is basically of relativistic origin.
The harmonic efficiency and the transition between mechanisms depend not only on the pump intensity but also on the plasma scale length. Well-collimated harmonics can be observed both below and above the relativistic “threshold”. Very high harmonic orders and high conversion efficiencies can be expected when relativistic laser intensities are used. However, for such interactions very high contrast laser pulses are required.
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Table-Top X-Ray Lasers in Short Laser Pulse and Discharge Driven Plasmas

P.V. Nickles, K.A. Janulewicz, and W. Sandner

1 Introduction

The first proposal for X-ray lasers (XRL) dates back to 1963 [1]. However, the enormous requirements of the pump energy for these short wavelength lasers delayed their experimental realization until 1984 when the first soft X-ray lasers from laser-produced plasmas were demonstrated [2, 3]. The following decade resulted in numerous successful soft X-ray laser experiments and proof-of-principle demonstrations of important applications. However, the large size, complexity and costs of the pump lasers (laser drivers) for these X-ray lasers made a widespread application impossible. The development of the short pulse high-intensity lasers based on the chirped pulse amplification (CPA) technology during the first half of the 1990s helped to make remarkable progress in many laboratories on the way towards compact so-called table-top X-ray lasers. Now, the first table-top X-ray lasers driven by ultrashort high-intensity pulses have been demonstrated and systems with a reasonable averaged coherent output power are expected to be in use soon.

In the present contribution general features of XRLs, including the most important excitation schemes of the table-top systems driven by short optical laser pulses as well as capillary discharges, are described. For additional information we refer to the books by R.C. Elton [4], P. Jaegle [5], A.G. Michette and C.J. Buckley [6] as well as to the review article by J.J. Rocca [7].

1.1 General Properties of X-Ray Lasers

1.1.1 Amplified Spontaneous Emission

Many of the general properties, described in the following sections, are characteristic for most types of XRLs. All these lasers are mirrorless and use the
amplified spontaneous emission (ASE) as the amplifying mechanism – one of the fundamental processes present in nearly all lasers. ASE is a phenomenon in which a group of atoms with a population inversion (active medium) spontaneously emits photons. This emission is subsequently amplified by a similarly excited group of atoms in the stimulated way [8]. If the amplification occurs along a thin cylinder including the inverted medium, for example a plasma column, and is sufficiently high, this can result in an output beam from each end of the cylinder, which can be highly directional, with a reasonable level of coherence. This radiation may become strong enough to extract most of the energy deposited in the inverted medium and put it into intense, directed and coherent beams. Thus, the inverted medium acts as a “mirrorless laser”.

1.1.2 Gain Medium

The X-ray laser medium is in most cases a highly ionized plasma. In such a plasma ion energy levels with allowed transitions within the EUV- or X-ray spectral range can be excited. This plasma is created by a fast ionization process usually by either a strong optical pump laser pulse or a fast-pulsed current in a capillary discharge leading to a population inversion between two suited energy levels of ions.

Pump laser intensities in the range between $10^{12}$ and $10^{18}$ W/cm$^2$ are usually used in X-ray lasers to irradiate the target, which is mostly a solid- or gas-like material. This material is ionized and heated by the laser pulse due to inverse Bremsstrahlung absorption (OFI process ionizes and heats the medium directly in the same process – see § 2.3) leading to a characteristic distribution of the plasma electron density $n_e$ and temperature $T_e$. Typical profiles of the electron density and temperature in the laser-produced plasma are given in Fig. 1.

Once the plasma is created the pump laser radiation with the wavelength $\lambda_p$ propagates with limited losses through subcritical plasma up to the region (surface) of critical electron density $n_{ec}$ given by

$$n_{ec} = \frac{\omega_p^2 \varepsilon_0 m_e}{e^2}$$

(1)

where $\varepsilon_0$ is the electric constant (permittivity of free space), $m_e$ is the electron mass, $e$ is the elementary charge and $\omega_p$ is the plasma frequency.

$$\omega_p = \left(\frac{e^2 n_e}{\varepsilon_0 m_e}\right)$$

or

$$n_{ec}[\text{cm}^{-3}] = 1.11 \times 10^{21}/\lambda_p^2[\mu\text{m}]$$

(2a)

and

$$\omega_p[\text{rd/s}] = 5.64 \times 10^4(n_e[\text{cm}^{-3}])^{1/2}$$

(2b)
The laser pulse is dominantly absorbed near the critical surface due to high density of the medium (plasma) and hence the electrons are mostly heated in this zone (corona zone). The absorbed pump laser energy is then transported by the electron thermal conduction towards the target and into the corona that expands into the vacuum (hydrodynamical expansion). Hence, the region where the X-ray amplification preferentially takes place is the coronal plasma. Examples of the parameters relevant to this process are given below:

Density of a solid target: $\sim 10^{23}$ atoms/cm$^3$

Critical electron density $n_{ec}$ (pump wavelength $\lambda_p = 1.06$ μm): $\sim 10^{21}$ cm$^{-3}$

Electron density $n_e$ in the zone of high gain (depending on the atomic number of the target): $10^{19} - 10^{21}$ cm$^{-3}$

Ion density: $10^{17} - 10^{19}$ cm$^{-3}$

1.1.3 Emission Wavelength

The wavelength of the lasing transition is given by the difference in the excitation (binding) energy between the two levels involved. In general the wavelength $\lambda$ of this transition can be calculated using Moseley’s rule:

$$\frac{1}{\lambda} = R_\infty (Z - \delta)^2\left(\frac{1}{n_u} - \frac{1}{n_i}\right)$$  \hspace{1cm} (3)

where $R_\infty$ is the Rydberg constant, $Z$ the atomic number, $\delta$ the shielding constant (expresses the shielding of nuclear charge by atomic electrons) and
\( n_u \) and \( n_l \) are the principal quantum numbers of the upper and the lower energetic levels, respectively.

For example, the transition \( n_u = 3 \rightarrow n_l = 2 \) (Balmer \( \alpha \) transition) of hydrogen-like carbon with \( Z = 6 \) emits photons with a wavelength of \( \lambda = 182.3 \) Å or according to the conversion formula

\[
\lambda [\text{Å}] = 12.4 \times 10^3 / h \nu [\text{eV}]
\]

with an energy of 68 eV.

Usually ions are designated by the number of electrons that have been removed/left, i.e. \( \text{C}^{5+} \) (CVI) is a hydrogen-like (H-like) carbon ion, which has been produced by removing five electrons from a neutral carbon atom and leaving only one electron bound to the positive nucleus. This carbon ion belongs to the hydrogen-like isoelectronic sequence, i.e. the ions having the same number of bound electrons as a hydrogen atom. In the case of the neon-like (Ne-like) isoelectronic sequence 10 electrons remain bound to the nucleus, i.e. neon-like titanium \((Z = 22) \) is a 12-fold ionized \((\text{Ti}^{12+}) \) neutral atom. Such isoelectronic scaling to higher \( Z \) shifts the emitted wavelength to the X-ray region. In principle all atoms from \( \text{He} (Z = 2) \) up to \( \text{Uranium} (Z = 92) \) can be used as gain medium for an XRL, assuming the required pump energy can be supplied and the plasma is transparent to the X-rays.

Up to date, XRLs with the wavelengths between 3.56 nm (nickel-like Au) and 60.8 nm (neon-like sulphur) have been reported (see Table 1.). In the near future an extension of the emission spectrum to shorter wavelengths seems to be possible (hydrogen-like Na with lasing transition into the ground state \( 2p \rightarrow 1s \) at \( \sim 1 \) nm).
<table>
<thead>
<tr>
<th>Target, z</th>
<th>Ion, transition, J</th>
<th>Wavelength [nm]</th>
<th>Gain [cm⁻¹], gl output</th>
<th>Pump scheme*</th>
<th>Pumping</th>
<th>Target configuration</th>
<th>Lit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar, 18</td>
<td>[Ne], 3p–3s, J = 0–1</td>
<td>46.9</td>
<td>11, gl~10</td>
<td>tr, trv</td>
<td>4 J 600 ps, 7 J 6 ps, ~1 ns delay</td>
<td>gas puff, 9 mm</td>
<td>[50, 51]</td>
</tr>
<tr>
<td></td>
<td>3d–3p</td>
<td>45.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Titan, 22</td>
<td>[Ne], 3p–3s, J = 0–1</td>
<td>32.6</td>
<td>saturation</td>
<td>tr</td>
<td>long/short</td>
<td>slab, 10 mm</td>
<td>[39]</td>
</tr>
<tr>
<td>Molybdenum, 42</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>18.89</td>
<td>gl/16.8, saturation 3–5 μJ</td>
<td>tr</td>
<td>1.2J–600 ps, 5J–1 ps, 700 ps delay</td>
<td>flat slab, 0.9 cm, divergence 2–3 mrad</td>
<td>[38]</td>
</tr>
<tr>
<td>Palladium, 46</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>14.68</td>
<td>41–62, gl~18, saturation, 10 μB = 1 x 10²⁴ phs⁻¹ mm⁻²</td>
<td>tr, trv</td>
<td>1.2 J–600 ps, 5–7J–1 ps, 700 ps delay</td>
<td>flat slab, 0.9 cm, divergence 2–3 mrad</td>
<td>[38]</td>
</tr>
<tr>
<td>Silver, 47</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>13.89</td>
<td>gl~18, saturation</td>
<td>tr, trav</td>
<td>flat slab, 0.9 cm, divergence 2–3 mrad</td>
<td>[26]</td>
<td></td>
</tr>
<tr>
<td>Silver, 47</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>13.89</td>
<td>gl~18, saturation</td>
<td>tr, trav</td>
<td>1.2 J–600 ps, 5–7J–1 ps, 700 ps delay</td>
<td>flat slab, 0.9 cm, divergence 2–3 mrad</td>
<td>[42]</td>
</tr>
<tr>
<td>Silver, 47</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>13.89</td>
<td>gl~15, saturation</td>
<td>tr, trav</td>
<td>3 J, shaped single pulse -</td>
<td>flat slab, 0.6 cm, divergence 5 mrad</td>
<td>[43]</td>
</tr>
<tr>
<td>Silver, 47</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>13.89</td>
<td>gl<del>13.6, saturation gl</del>8</td>
<td>tr, trav</td>
<td>12–14J, 2 J–4 ps + 12 J–4 ps, 1.2 ns delay,</td>
<td>flat slab, 0.5 cm, [57]</td>
<td></td>
</tr>
<tr>
<td>Cadmium, 48</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>13.15</td>
<td>near saturation</td>
<td>tr</td>
<td>1.2 J–600 ps, 5J–1 ps, 700 ps delay</td>
<td>flat slab, 0.9 cm, divergence 2–3 mrad</td>
<td>[42]</td>
</tr>
<tr>
<td>Tin, 50</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>11.91</td>
<td>gl~10</td>
<td>tr</td>
<td>1.2 J–600 ps, 5J–1 ps, 700 ps delay</td>
<td>flat slab, 0.9 cm, [42]</td>
<td></td>
</tr>
<tr>
<td>Target, z</td>
<td>Ion, transition, J</td>
<td>Wavelength [nm]</td>
<td>Gain $[\text{cm}^{-1}]$, $g/l$ output</td>
<td>Pump scheme*</td>
<td>Pumping</td>
<td>Target configuration</td>
<td>Lit.</td>
</tr>
<tr>
<td>----------</td>
<td>-------------------------</td>
<td>-----------------</td>
<td>---------------------------------------</td>
<td>--------------</td>
<td>-----------------------------</td>
<td>----------------------</td>
<td>------</td>
</tr>
<tr>
<td>Xe, 54</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>9.98</td>
<td>$g = 17.4 \text{ cm}^{-1}$</td>
<td>T</td>
<td>2J–3 ps and 16 J–3 ps, 1.2 ns delay</td>
<td>Gas puff</td>
<td>[52]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>trav</td>
<td>1053 nm, 1 ps and 100 ps 2.5 J</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tungsten (W), 74 predicted</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>4.32</td>
<td>$g = 220 \text{ cm}^{-1}$, $g/l = 20$</td>
<td>tr</td>
<td>1 mm</td>
<td></td>
<td>[58]</td>
</tr>
<tr>
<td>Gold 79 shortest realized XRL</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>3.46</td>
<td></td>
<td>q–s</td>
<td>1053 nm, 1 ps and 100 ps 2.5 J</td>
<td></td>
<td>[36]</td>
</tr>
<tr>
<td>Uran, 92 (shortest coll. XRL)</td>
<td>[Ni], 4d–4p, J=0–1</td>
<td>2.145</td>
<td></td>
<td>q–s</td>
<td>1053 nm, 1 ps and 100 ps 2.5 J</td>
<td></td>
<td>[59]</td>
</tr>
</tbody>
</table>

* $\text{tr}$ and $\text{trav}$ denote transient pump scheme and the optional travelling wave arrangement, respectively.
(it should be a metastable or long-lived level), while the lower lasing level should be rapidly emptied (see collisional excitation).

The gain, \( g(\nu) \), describes the beam amplification in a system without any considerations on the origin of this amplification. As in the case of an optical laser the small signal gain coefficient \( g(\nu) \) for an XRL is equal to a product of the stimulated emission cross-section \( \sigma \) and the population inversion density \( \Delta N \) on the lasing transition [4, 9]:

\[
g(\nu) = \sigma \times \Delta N \tag{5}
\]

with the population inversion

\[
\Delta N = (N_u - N_l f_u/f_l), \tag{6}
\]

where \( N_{u,l} \) are the upper/lower lasing level population densities and \( f_u,f_l \) denote the corresponding level degeneracy factors. Hence,

\[
g(\nu) = \sigma \times \Delta N \approx A_{\text{ul}} \lambda^2 / 8\pi \Delta \nu (N_u - N_l f_u/f_l)[cm^{-1}] \tag{7}
\]

where \( A_{\text{ul}} \) is the Einstein coefficient for spontaneous emission and scales along the isoelectronic sequence as \( A_{\text{ul}} \propto \lambda^2 \).

The gain coefficient depends on the line profile and for the case of a naturally broadened transition with \( \Delta \nu \propto A_{\text{ul}} \) it follows that

Table 2  XRL-relevant ionic species with a closed outer shell

<table>
<thead>
<tr>
<th>Ion type</th>
<th>Closed shell ( n = ) main quantum number</th>
<th>Number of bound electrons</th>
<th>Fundamental electronic structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helium-like</td>
<td>( n = 1 )</td>
<td>2</td>
<td>( 1s^2 )</td>
</tr>
<tr>
<td>Neon-like</td>
<td>( n = 2 )</td>
<td>10</td>
<td>( 1s^2s^2p^6 )</td>
</tr>
<tr>
<td>Nickel-like</td>
<td>( n = 3 )</td>
<td>28</td>
<td>( 1s^2s^2p^63s^23p^63d^{10} )</td>
</tr>
</tbody>
</table>

![Fig. 2 Principle of a three-level excitation scheme](image-url)
In general, the gain increases as a function of the plasma electron density \( n_e \). Electron collisions that can thermalize the populations of the lasing levels and under some conditions destroy the population inversion \( \Delta N \), determine the upper limit for the gain increase. This limit varies for the different excitation schemes.

### 1.1.5 Intensity

XRLs operate with a single-pass or a double-pass amplification of the spontaneous emission through the gain medium of length \( l \). In such ASE amplifiers the spectrally integrated intensity of the laser signal increases with plasma length \( l \), as (so-called Linford formula [10])

\[
I(\nu) = (E(\nu)/g(\nu))(e^{gl} - 1)^{3/2}(gle^{gl})^{-1/2}
\]

where \( E(\nu) \) is the medium emissivity. The emissivity is the spectral density of the emitted energy per volume and time unit; if applied within a solid angle \( \Omega \) it gives

\[
E(\nu) = (N_u h\nu\Omega/4\pi) A_{ul}(\nu)
\]

In experiment, only the intensity integrated over the line emission profile can be observed. Hence the formula (9) has to be integrated over the spectral profile. For a Lorentzian line profile it follows that

\[
I(0) = (\pi^{-1/2}/2 \times \Delta \nu E(0)/g(0))(e^{gol} - 1)^{3/2}(g_{ol}e^{gol})^{-1/2}
\]

where \( \Delta \nu \) is the full linewidth at half-maximum (FWHM), and \( g(0) \) and \( E(0) \) are the gain and the emissivity at line centre, respectively.

The line intensity is mostly evaluated from XRL spectra, recorded with calibrated spectrometers and detectors like X-CCD cameras or multi-channel plates (MCP) combined with an optical CCD camera (see common arrangement in Fig. 4). A typical spectrum of the emission of a X-ray laser (here of a nickel-like Ag-XRL at 13.9 nm) registered with a flat-field spectrometer is shown in Fig. 3. The lineout of this spectrum, demonstrating clearly how a single emission line of the XRL signal dominates the spectrum of the plasma, is also given in Fig. 3.

### 1.1.6 Saturation

The most efficient energy extraction from a laser medium (independent of the wavelength range) is reached in an operation regime where gain saturation has
been achieved. Importantly, the saturation effect limits the exponential increase of the intensity with plasma length up to a certain, arbitrarily defined value referred to as saturation intensity $I_s$. Above this limit the dependence changes to a linear one. The saturation intensity in the form of a formal criterion is defined as the intensity where the actual gain $g(\nu)$ is reduced down to half of its small signal value, $g_0$. This intensity restriction takes place if the stimulated emission rate becomes comparable with the pumping process. In general, the gain factor at saturation $g(\nu)$ is given by the expression

$$g(\nu) = g_0(\nu)/(1 + I/I_{\text{sat}})$$

The saturation intensity is found by equating the rate of the stimulated emission to the total exit rate $R_{\text{out}}$ of the upper state [10] and integrating over the line profile. In real XRLs the saturation intensity is between $10^8$ W/cm$^2$ for the OFI-XRLs and $10^{11}$ W/cm$^2$ for collisionally pumped XRLs. It should be noted that these are not the upper limits of the output but just the starting point at which the energy extraction becomes efficient.

In most lasers an optical feedback provided by an optical cavity (mirrors) helps to reach this saturation intensity by multiple passing of the medium. However, in the X-ray lasers the duration of the gain (usually <<1 ns) is much shorter than the time required for the necessary number of round trips in a cavity (for instance for a cavity length of 50 cm the round-trip time is of ~3.3 ns). This short gain lifetime is a result of either the difficulty in maintaining the stringent plasma conditions for a sufficient period necessary for amplification in the quasi-steady-state scheme [11, 12, 13, 14, 15, 16] or a fast self-terminated
nature of the population inversion in transient schemes [17, 18, 19]. Therefore, present day XRLs normally operate with a single-pass or very seldom with double-pass amplification in the medium. A typical experimental setup for a single-pass XRL experiment, used, for example, in the Max Born Institute and other laboratories, is given in Fig. 4.

There is a general rule also valid for XRLs that gain saturation is obtained when the gain–length product $g/l \geq 15$ [13, 15, 16, 20, 21]. Figure 5 shows amplification of two 3p–3s lines of a neon-like Ti-XRL with the increasing target length [20, 21]. It is clearly seen that the $g/l$-factor becomes saturated at target lengths >6 mm.

**Fig. 4** Typical setup for a transversely laser-pumped single-pass XRL with flat solid target, travelling wave excitation and a coupled X-flat-field spectrometer.

**Fig. 5** Gain–length product ($g/l$) versus plasma length for two lasing lines of a neon-like Ti–XRL [20, 21]. Both lines show a saturation-like behaviour for plasma lengths $l > 0.6$ cm.
1.1.7 Pump Power Requirements for Soft X-Ray Lasers in Plasmas

It follows from (8) that in comparison to the optical range the gain (amplification) in the X-ray range will be dramatically reduced and requires deposition of a significantly higher power density in the active medium to obtain the necessary high gain. The minimum pump power density required to maintain a certain population of the upper level \( N_u \) scales with the expected emission wavelength as

\[
P = N_u A u h c / \lambda \propto N_u \lambda^{-3}
\]  

The actual power density required to obtain a certain gain coefficient depends also on the line profile. Generally, the relation between the pump power required and that being at disposal is one of the fundamental constraints in the realization of an X-ray laser. It limits the volume \( V \) of the gain medium and also the gain–length product, which is the important parameter for any real XRL.

From a rough estimate assuming that the upper level decay rate is determined only by radiative transitions and expecting \( g l = 10 \) the required pump intensity \( I_p \) can be estimated from the expression

\[
I_p = \text{energy}/(\text{duration} \times \text{area}) \approx 10^{19} / \lambda^4 [\text{Wcm}^{-2}]
\]  

with \( \lambda \) in [Å].

Equation (14) shows a dramatic increase in the required intensity with decreasing wavelength. For instance, an estimate assuming an efficiency of the energy deposition of 1% and a plasma area of \( 0.1 \times 10 \text{mm}^2 \) shows according to (14) that for the wavelengths of \( \lambda = 100 \text{Å} \) and \( \lambda = 10 \text{Å} \), pump intensities of \( I_p = 10^{13} \text{W/cm}^2 \) and \( I_p = 10^{17} \text{W/cm}^2 \), respectively, are required. This means that assuming a pump pulse duration of 1 ns one has to supply a pump energy of \( 10^2 \) or \( 10^6 \) J, respectively.

One of the simplest ways to reduce this enormous amount of the energy needed is applying shorter pump pulses at constant intensity. In the case of a 1 ps pump pulse, the required energies will decrease to \( 10^{-1} \) J and \( 10^3 \) J, respectively.

1.1.8 Size and Geometrical Output Characteristics

Very high pump power densities and the usual requirement of a small optical thickness in the transverse direction of the elongated plasma column [4] result in gain volumes which are small in comparison to those of longer wavelength plasma lasers in the optical range. Therefore the lasing media have sizes which are typically \( 2w = 10–500 \mu\text{m} \) in diameter and \( l = 0.1–50 \text{cm} \) in length, corresponding to an aspect ratio of \( 2w/l \approx 1:1000 \).
Generally, it is requested to increase the aspect ratio by lengthening the gain medium in order to operate the XRL in saturation or – also important – to improve the transverse spatial coherence (see coherence). The XRL output signal will create a narrow cone with a divergence determined by the aspect ratio of the gain medium as shown in Fig. 6. For gain medium size with a length of \( l = 1 \text{ cm} \) and a diameter of \( 2w = 50 \text{ mm} \), the beam divergence is equal to

\[
\Theta = \frac{2w}{l} \approx 5 \text{ mrad}
\] (15)

A typical near field distribution of the output of the saturated XRL (Ni-like silver at 13.9 nm) is given in Fig. 6. It is visible that the output has no TEM 00-mode distribution as a result of the imperfect homogeneity of the amplifying plasma in the transversely pumped XRL scheme. However, the dominating part of the radiation is contained in a transverse area with a reasonable coherence and an extension of about 50 \( \mu \text{m} \).

If the plasma column is very tight, so that it has a Fresnel number \( N_f = \frac{w^2}{l \lambda} \approx 1 \), then the emission from the plasma column face could emerge in a single transverse mode. This output beam can have a large degree of spatial coherence (although the total power will not be high, because of the small diameter of the active volume). In the case of a half-cavity arrangement (with only one mirror
M at a distance $l_M$ from the active medium) $l$ in expression (15) must be substituted by $(l + l_M)$ giving a reduction in divergence for the second pass due to the increased length of the optical path.

### 1.1.9 Efficiency/Output Power/Energy

The currently available efficiency $\eta$ for conversion of pump energy to X-ray laser output energy is in the range of $\eta = E_X/E_P \approx 10^{-6}$ for collisionally excited XRLs and about $10^{-8}$ for OFI systems. The XRL peak output power is in the range of several MW, assuming peak pumping power in the TW (terawatt) range. Much effort has been put into increasing the XRL efficiency by optimizing the excitation conditions. The use of only one mirror of the quality currently available can increase the total output by more than a factor of two.

The output energy at saturation is approximately equal to the product of the saturation intensity, the duration of lasing and the cross-section area of the lasing region:

$$E_{\text{out}} \approx I_{\text{sat}} \times \tau_x \times \text{area}_x$$  \hspace{1cm} (16)

### 1.1.10 Linewidth

The unamplified spectral profile of a plasma emission line is determined in the most general case by spontaneous emission, electron collision, by ion–ion interactions and the radiative transport effects. Amplified lines in the X-ray laser will be narrowed during the amplification process as approximately the square root of the gain–length product in the small signal regime [22]. As the laser with mixed broadening mechanisms saturates, the homogeneous component cancels any noticeable rebroadening effect which is observed for purely inhomogeneously broadened lines. Inhomogeneous or Doppler broadening results typically in a Gaussian-shaped line profile with a width (FWHM) given by the ratio [4, 23]

$$\frac{\Delta \lambda_d}{\lambda_d} \approx 7.7 \times 10^{-15}(kT_i/2Z)^{1/2}$$  \hspace{1cm} (17)

where $kT_i$ is in eV, $Z$ is the atomic number.

For a high-temperature transient plasma it is $\Delta \lambda_d / \lambda_d \approx 5 \times 10^{-5}$. For a quasi-stationary neon-like selenium X-ray laser at 20.6 nm a line narrowing with an increase in the gain–length product was measured reaching a minimum value of $0.4 \times 10^{-4}$ at saturation [24] (see Fig. 7). In the case of a low temperature plasma, as it is expected for optical-field ionization recombination excitation schemes (see OFI laser), further reduction up to $\Delta \lambda_d / \lambda_d \approx 10^{-6}$ seems to be realistic.
1.1.11 Pulse Duration

The duration of the XRL pulse strongly depends on the length of the pumping pulse and the level population kinetics of the excitation scheme, i.e. on the gain duration. The latter depends on the temporal behaviour of ions in the ionized plasma, and the gain duration is proportional to $Z_{\text{eff}}^{-4}$, i.e. the gain duration becomes shorter for higher $Z$-elements [25]. Short pulse pumping with picosecond or femtosecond pulses applied to transient or self-terminating ASE schemes (see transient XRL) as well as to configurations with a travelling excitation wave can result in emission of picosecond or even subpicosecond short wavelength pulses. The shortest-to-date measured XRL pulse duration in a transient Ni-like Ag-XRL pulse at 13.9 nm – was about 2.0 ps [26]. Inner-shell XRLs (§ 2.4.1) should emit even shorter pulses.

1.1.12 Coherence

Spatial Coherence

Spatial coherence in the direction transverse to the axis of an X-ray laser beam defines the length across the wavefront over which the wavefront changes by a wavelength. In other words it is the extent of the undistorted wavefront which can be measured at a plane at a distance $L_d$ from the illumination source with a diameter $d_s$:

$$D_{\text{coh}} \approx L_d \lambda_x / d_s. \quad (18)$$

It follows from (18) that an XRL at $\lambda_x = 10$ nm with an output aperture of $d_s = 100 \mu$m illuminates coherently at a distance of $L_d = 1$ m an area with a diameter of $D_{\text{coh}} = 0.1$ mm. Such a spatial coherence is of interest for applications requiring a small focal region (microscopy or holography).
The area of coherence is usually smaller than the total illuminated area. The intensity distribution can consist of $q$ small areas of coherence or transverse modes with a correspondingly reduced power. Thus, the transverse coherence in the X-ray beam has dimensions corresponding to $\sim 1/q$ of the beam diameter. The number $q$ decreases with improvement of the plasma homogeneity in the amplification zone. Therefore, the spatial coherence as well as the power in a single transverse mode can be increased by improving the plasma homogeneity, enlarging the gain length or reducing the diameter of the gain region, which is equivalent to a small Fresnel number [27]. Other methods to improve the spatial coherence (or brightness) of an XRL include using either the half-cavity setup or the injection of a seed (for example high harmonics) signal into an X-ray amplifier [28]. In the case of capillary discharge XRLs, refraction at a steep density gradient can also reduce the effective transverse source size, leading to essentially full spatial coherence [19, 29]. This was demonstrated with a plasma column length of 36 cm and an aspect ratio exceeding 1000:1 [29].

Very recently it was shown that a saturated transient X-ray laser in nickel-like Ag with the length of 6 mm and pumped by only one single shaped pulse with the energy lower than 3 J could emit a reasonable coherent output signal [30]. This result is explained by the improved plasma homogeneity caused by the special irradiation conditions.

In practice, the spatial coherence is measured by using diffracting elements like double slits, incoherent slit arrays, knife edges and wires. Young’s double-slit interferometer setup and the corresponding fringe modulation are pictured in Fig. 8.

**Fig. 8** Double-slit setup for the measurement of the fringe visibility of a X-ray laser (single shaped pulse pumped nickel-like Ag at 13.9 nm with 4 mm target length [141]), which allows the estimation of the spatial coherence of the source from the fringe modulation. The insert shows the fringe modulation for a 20 $\mu$m slit distance.
The interference patterns are compared to those of an incoherently radiating circular disk. For ideal double-slit interference, in which both slits are equally and uniformly illuminated, the modulus of the complex coherence factor is equal to the fringe visibility, given as

$$|\mu| = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}$$  \hspace{1cm} (19)

where $I_{\text{max}}$ and $I_{\text{min}}$ are the maximum and minimum intensities of the fringe pattern.

From the fringe visibility as a function of slit spacing, the equivalent incoherent source size of the X-ray lasers can be estimated using the following formula:

$$|\mu(\Delta x)| = \frac{2J_1(\pi d_s \Delta x / \lambda L_d)}{\pi d_s \Delta x / \lambda L_d}$$  \hspace{1cm} (20)

where $\Delta x$ is the slit spacing, $d_s$ is the diameter of the source, $z$ the distance from the source to the double slit and $J_1$ is the Bessel function of the first kind, order 1.

Temporal Coherence

An ASE emitter maintains coherence for a period $t_{\text{coh}}$ that is inversely proportional to the spectral linewidth [4]:

With $(\lambda_x / \Delta \lambda_x) \sim 10^4$

$$t_{\text{coh}} \approx (\lambda_x / c) \times (\lambda_x / \Delta \lambda_x) \approx (3 \times 10^{-7}) \times \lambda_x \text{(in cm)[s]}$$  \hspace{1cm} (21)

if $\lambda_x = 10^{-6}$ cm this is equivalent to a temporal coherence of 0.3 ps.

1.1.13 Refraction

Having produced the amplifying medium (plasma), one has to create conditions for propagation of the X-ray beam over long distances with strong amplification, low losses and high directionality. Therefore the plasma should be dense since gain increases with the plasma density $n_e$. An upper limit on the density is set, as mentioned earlier, by electron collisions which can destroy the population inversion. The other important restriction is often set by density inhomogeneities, because any plasma density gradients, $\nabla n_e$, result in gradients in the refractive index $\nabla n$ according to

$$\nabla n = -(1/n)\nabla n_e / 2n_e.$$  \hspace{1cm} (22)
with the plasma refractive index

$$n = \left(1 - \frac{n_e}{n_{ec}}\right)^{1/2}$$

(23)

$n_e$ is the plasma electron density and $n_{ec}$ the critical density (see (1)).

Typically, in the region of high electron density and high gain the electron density gradient is given by $\nabla (n_e/n_{ec}) \sim 10^{-3} - 10^{-4}\mu m^{-1}$.

Any gradient in the refractive index causes X-ray beam deflection which can bend it out of the gain medium. The problem of refraction is crucial especially for X-ray lasers using slab targets where, due to the pump geometry, the refractive index gradients are directed towards the pump laser beam, i.e. perpendicular to the X-ray beam propagation in the plasma.

Since the favourable high density region in the plasma characterized by high gain has only a narrow spatial extent (about several tens of microns) the X-ray beam suffering refraction is bent out of this region over a distance which can be much shorter than the maximum amplification length $l$, as seen in Fig. 9 [31, 32, 33]. As a result the effective gain is reduced.

The typical distance over which the X-photon travels in the gain medium before it deflects out of this volume is denoted as the characteristic refraction length $l_{ref}$ and given for a parabolic density profile by

$$l_{ref} = l_{tr}(n_{ec}/n_{oe})^{1/2}$$

(24)

where, the maximum electron density $n_{oe} < n_{ec}$, and $l_{tr}$ is the transverse extension of the high gain region. The corresponding angle of refraction $\theta_{ref}$ can be described as

$$\theta_{ref} = (n_{ec}/n_{oe})^{1/2}$$

(25)

In the one-dimensional treatment, refraction reduces the gain by a value of $1/l_{ref}$. For large plasma length $l_z > l_{ref}$ the real amplification is then determined by an effective gain coefficient

$$g_{eff} = g - 1/l_{ref}.$$ 

(26)
In a cylindrical plasma geometry which reflects well the situation in an axially (longitudinally) pumped laser plasma (see OFI) or discharge pumped system (see discharge XRL), the refractive index has a gradient with the same symmetry. Refraction introduces here the loss term of $1/l_{\text{ref}}$ for each direction and the effective gain is [7]

$$g_{\text{eff}} = g - 2/l_{\text{ref}} \quad (27)$$

Several different techniques have been successfully introduced into the experimental practice to reduce the unwanted effect of refraction. They include the reduction of steep density gradients by the use of foil targets and a prepulse technique as well as the use of curved targets. A promising scheme for a future table-top XRL is also a plasma waveguide structure characterized by a density minimum on axis as in the case of capillary discharge schemes [7, 18, 19, 20, 21, 33] (see recombination and OFI-XRL).

1.1.14 General Kinetics of Active Medium: Steady-State – Transient State Approach

Laser medium kinetics is determined by temporal changes in the population of various ionic energy levels in the plasma. In the rate equations describing the changes in the population $N_{nZ^*}$ of the $n$th electronic level in the ion with the effective charge $Z^*$ different processes in the plasma such as ionization, recombination collisional excitation and de-excitation, as well as a radiative decay [4, 34] have to be included:

$$\frac{dN_{nZ^*}}{dt} = \sum_i N_{iZ^*} \Gamma_{\text{in}} - N_{nZ^*} \sum_i \Gamma_{\text{in}} + R_{nZ^{++}} - R_{nZ^{-}} \quad (28)$$

The temporal change of the population of the $n$th level of the $Z^*$-times charged ions is described by the four terms on the right side of (28): the first term describes the income (increase in the population of the level $n$ in the ion with the charge of $Z^*$) of electrons from other levels of the same ion and the second one the loss of electrons to those levels. The total rate $\Gamma_{\text{in/ni}}$ in (28) is the sum of specific rates of all processes included in the population changes of a given level $n$. The third and fourth terms are responsible for the population changes of a given level due to ionization and recombination.

For practical modelling (collisional excitation schemes) one can simplify the (28) by taking into account only collisional ionization and recombination and neglecting the radiative ionization and recombination. A further, often used simplification relies on choosing only the ion species of interest (for example Ne- or Ni-like) and separating the level rate equations from those describing the creation of the given ion species. In this case one can write for these ions the reduced rate equations as follows:
\[
\frac{dN_{nZ^*}}{dt} = \sum_i N_{iZ^*} S_{in} - N_{nZ^*} \sum_i S_{ni}
\]

(29)

where \(N_{nZ^*}\) is the population of the \(n\)th level of the given ion species, and \(S_{in} = S_{in}(Z, n_e, T_e)\) the total probability of the transition \(i \rightarrow n\) (\(n \rightarrow i\)).

If the ion species concentration \(\varepsilon_Z\) is the ratio of the number of a given ion species and the number of all ions in a volume unit

\[
\varepsilon_Z = \frac{\sum_n N_{nZ^*}}{\sum_n \sum_Z N_{nZ^*}}
\]

(30)

the dynamics of the ion creation (excitation and recombination of different ion species) can be written as

\[
\frac{d\varepsilon_Z}{dt} = \left[\varepsilon_{Z-1} C_{Z-1}^I + \varepsilon_{Z+1} C_{Z+1}^R - \varepsilon_Z (C_{Z+1}^I + C_{Z}^R)\right] n_e
\]

(31)

where \(C_{Z}^I\) is the ionization rate and \(C_{Z}^R\) the recombination rate.

The (30), (31) describe fully the ion system. They must be solved in combination with the hydrodynamics equations for the distributions of \(n_e\) and \(T_e\), which are difficult to solve in a general case. It is therefore useful to distinguish between three different approximations for three different limiting cases [35].

1.1.15 The Steady-State, Quasi-steady-state and Transient Approximation

The transient approach is the most general case and relevant for pumping with short- and high-intensity pulses. Here changes in \(\varepsilon_Z\) introduce changes in the populations \(N_n\):

\[
d\varepsilon_Z/dt \neq 0 \text{ and } dN_n/dt \neq 0
\]

(32)

The electron density \(n_e\) and temperature \(T_e\) are still assumed to be constant during lasing.

Which approximation is favourable for a given pump scheme depends on the characteristic times of the processes involved, namely

- \(\tau_{\text{hyd}}\): characteristic time of hydrodynamic changes in the plasma parameters
- \(\tau_i\): characteristic time of ionization
- \(\tau_r\): characteristic time of the relaxation of excited electronic levels.

It is worth noting that all three characteristic times can be considered partially independent. Since both the ionization as well as the excitation result from collisions with free electrons, their characteristic times change with the electron density and temperature. The characteristic time needed for a plasma to get the necessary \(n_e\) and \(T_e\), \(\tau_{\text{hyd}}\), is determined by the pump laser parameters. Hence, slowing down or accelerating plasma heating by choosing duration of
the pump pulse, one can realize different conditions characterized by different relations between, \( \tau_{\text{hyd}}, \tau_i \) and \( \tau_r \).

The transient approximation is the most relevant approach for short pulse pumping, where neither the populations nor the ionization stages have enough time to equilibrate on a time scale of the hydrodynamic evolution of the plasma. Therefore, not only the above-mentioned kinetic equations but also hydrodynamic equations should be included in the description to determine the temporal dependence of \( n_e(t) \) and \( T_e(t) \), i.e. to solve the problem fully. Transient approximation means that at \( t = 0 \) the electron temperature abruptly increases from \( T_e = \text{const.} \) 1 to \( T_e = \text{const.} \) 2. The characteristic time of this change should be very short and after this process one can use the approximation of \( T_e = \text{const.}, n_e = \text{const.} \) and \( \tau_{\text{hyd}} \leq (\tau_i \) and \( \tau_r \), i.e. the rise time of the excitation is comparable to the interatomic relaxation time.

The transient regime is characterized by the highest gain. Simulation predicts values of \( g \sim 10^{2} \text{–} 10^{3} \text{ cm}^{-1} \) and experiments have resulted in \( g \) values of several tens of \( \text{cm}^{-1} \).

2 Excitation Mechanisms

2.1 Collisional XRLs

The first demonstration of a collisionally excited XRL in a laser-produced plasma dates back to 1985 (Ne-like selenium [2]). At present, X-ray lasers using the collisional excitation mechanism are most frequently used in experiments. This excitation method can be generally described by the equation

\[
Z_{0}^{i+} + \text{electron} \rightarrow Z_u^{i+} \quad (33)
\]

Here \( Z_{0}^{i+} \) represents an \( i \) times ionized atom of an element \( Z \) in which the transition of interest occurs from the ground state to an excited upper state \( u \). This excitation is accomplished by energetic free electrons in the plasma that collide with the ion \( Z_{0}^{i+} \) and populate, beginning at the ground state, usually several levels including the upper lasing level. The condition for efficient excitation of an ion is equality or excess of the free electron energy if compared to the transition energy \( \Delta E_{0l,0u} \). Normally, the lower lasing level with a smaller energy gap \( \Delta E_{01} \) to the ground state is more rapidly populated by an \( 0\rightarrow 1 \) transition than the upper level by an \( 0\rightarrow u \) transition. Hence, the lower level \( l \) must be depopulated more rapidly to achieve a quasi-steady-state (cw) population inversion between the upper \( u \) and lower lasing level \( l \). This can be realized if the lower level \( l \) is depopulated by a fast radiative decay to the ground state \( 0 \) and the upper level is sufficiently long-lived. The high density is favorable as the pump efficiency is proportional to the second power of the electron density \( (N_0P_p \propto n_e^2) \). Three electron configurations of ions are well suited for this
because they fulfil all these conditions as well as they have the required stability against overionization:

Transition 3p–3s in Ne-like, 4d–4p in Ni-like and 5f–5d in P-like ions.

In reality, the situation is more complex. Taking into account the fine structure of these levels several lasing lines will be allowed for each ion type.

### 2.1.1 Ne-Like and Ni-Like Schemes

**Ne-Like Scheme**

In the neon-like scheme (see Fig. 10) lasing is possible on the $1s^22s^22p^53p \rightarrow 1s^22s^22p^53s$ transition. From here on the unchanged core electron configuration will be neglected and only the configurations of the highest valence electron shell (Fig. 10) will be discussed.

According to the fine level structure high population inversion can be obtained for the three transitions: (a) $3p \ (J=0) \rightarrow 3s \ (J=1)$, (b) $3p \ (J=2) \rightarrow 3s \ (J=1)$ and (c) $3p \ (J=2) \rightarrow 3s \ (J=1)$. Here $J$ denotes the total angular momentum of the electron in the $j-j$ coupling. The level description in Fig. 10 includes notation $(j_1, j_2, J)$, with $j_1, j_2$ being the angular momenta of the core and valence electrons.

The population inversion between these levels is created by a combination of electron collisional excitation from the Ne-like ground state $2p^6$ and dielectronic recombination from the higher lying F-like states followed by radiative–collisonal cascades: the “$J=0–1$” population inversion is mostly produced by the collisional excitation, while for the “$J=2–1$” inversion both effects are responsible. The lasing wavelengths of these three main transitions in Ne-like ions with different $Z$ are shown in the Fig. 11 [34]

![Fig. 10 Simplified X-ray laser excitation scheme on 3p–3s transitions in Ne-like ions](image)
Despite the large gain values and gain–length products realized with neon-like X-ray lasers, their scaling to shorter wavelengths is not favourable, since the energy gap between the lasing levels is relatively narrow and ions with higher $Z$ are necessary for shorter wavelengths. This is usually connected with an enormous pump power requirement.

For example, scaling of the necessary pump intensity of a 500-ps pump pulse at 530 nm with the expected X-ray laser wavelength $\lambda_x$ was empirically determined as [13]

$$I_p [W/cm^2] \sim 1.2 \times 10^{16} (4.5/\lambda_x [nm])^{3.5}$$  \hspace{1cm} (34)

Approximate scaling of the emitted wavelength with the ion nuclear charge $Z^*$ for neon-like XRLs is given by [4]

$$\lambda_x [A] = 4.6 \times 10^3 / z^{*-9}$$  \hspace{1cm} (35)

Ni-Like Scheme

The laser transition in a Ni-like ion is a direct analogue of the $2p^{5}3p - 2p^{5}3s$ transition in the neon-like ion, but for $n = 4$ (see Fig. 12). This transition is denoted as $3d^{9}4d - 3d^{9}4p$.

The 4d levels predominantly pumped by collisional excitation from the $3d^{10}$ ground state are long-lived if compared to the characteristic times of the radiative decay to the ground level, while the 4p levels rapidly decay back to the ground state. The quasi-stationary X-ray lasers using this scheme were first demonstrated in 1987 in a laser-produced plasma of Eu at 7.1 nm [36].
energy gap between the ground state and the upper lasing levels in Ni-like ions is twice as large as the electron energy, which optimizes the abundance of Ni-like ions. In experiments Ni-like X-ray lasers show significant gain only on the $J = 0–1$ lines while the $J = 2–1$ and $J = 1–1$ transitions have little or no gain [37]. Ni-like ions also show a favourable scaling to shorter wavelengths than Ne-like ones and the spectral range of 4 nm has been reached with high-Z-atoms (Au) in the quasi-stationary scheme. The wavelength scaling along the nickel-like isoelectronic sequence for the $3d^{9}4d–3d^{9}4p$ transitions is shown in Fig. 13 [34]

An empirical scaling law for the necessary pump intensity (again for 500 ps, 530 nm pump pulse) is given as [13]

$$I_p [W/cm^2] \sim 2.5 \times 10^{14} (4.5/\lambda_x [nm])^{3.5}$$ (36)

The required pump intensity for the Ne-like and Ni-like ions differs only by the multiplication factor that is smaller for the Ni-like ions. Therefore Ni-like X-ray lasers can in principle work at shorter wavelengths for the same amount of pumping energy or lower energy at the same wavelength.

Summarizing, the most important requirements that have to be fulfilled for collisionally pumped X-ray lasers are
– a large abundance of the desired ions (Ne-, Ni- or Pd-like ions [38])
– sufficient electron density, as the collisional pump rate depends on the collisional rate and hence on the electron density
– most probable electron energy should be comparable with the excitation energy from the ground to the upper lasing level
– the decay of the lower lasing level population should be very fast
– the electron density gradient should be as smooth as possible in order to prevent the X-ray beam being refracted out of the gain region.

2.1.2 Realization of Transient Collisionally Pumped X-Ray Lasers

Transient Excitation Scheme

Since 1990 much effort has been put in optimization of the pumping process and reduction of the unwanted refraction effect during the X-ray beam propagation along the plasma. Several irradiation schemes have been successfully established to control the excitation process by irradiating the target with two or several pulses (multi-pulse pumping) delayed relative to each other to separate the most important processes responsible for gain. In all these cases the duration of the pulses was either comparable or equal to at least several tens/hundreds of picoseconds. In spite of the remarkable reduction in the pump laser energy to the level $<100\,\text{J}$ caused by the new pumping technique, these systems are very far from the class of the compact X-ray lasers.

An important step towards a low-energy-pumped X-ray laser was the proposal to reduce the pump energy by shortening the pump pulse to a ps-level, since the plasma production is dependent on the pump intensity necessary to create the desired ion species. The short pulse pumping method has mainly benefited from the development of the chirped pulse amplification technology.
(CPA) in the early 1990s that allowed production of pulses with durations shorter than 1 ps. As a result, the first transient X-ray laser in 3p–3s Ne-like Ti was demonstrated in 1995 [39]. This result originated in an earlier proposal to use ultrashort pumping pulses for collisional XRL schemes [40, 41]. The drastically reduced need of the pump energy in this excitation scheme has shown a new route to table-top XRLs. Nowadays this short pulse excitation scheme dominates the research field of X-ray lasers.

The transient collisional excitation scheme utilizes two laser pulses with a long nanosecond pulse producing a plasma with an abundance of the required Ne-like or Ni-like ions. After a controlled delay to allow for plasma expansion, which is necessary for both efficient pumping and optimum propagation along the plasma column, a short picosecond laser pulse (~1–2 ps) generates a transient population inversion by fast collisional heating (see Fig. 14).

The short heating time by a very short and intense pumping pulse enables achieving of a high gain within a few picoseconds – before collisional redistribution (relaxation) of the excited state population takes place. That means, the population inversion has a transient character and gains higher than 100 cm\(^{-1}\) are predicted. As a consequence saturation for target lengths of less then 1 cm is possible. After that the system returns to a quasi-steady state with gain values too low for a net amplification. Therefore the pulse duration of a transient XRL pulse is intrinsically short (several ps). The main advantage of this pump scheme is a reduction in the pump energy to the level lower than 10 J which is sufficient to drive the inversion. Transient collisional pumping has been used for Ne- and Ni-like ions where gain values up to \(g = 63\) cm\(^{-1}\) and saturation were demonstrated using solid slab targets. Moreover, saturated gain with \(g/\sim 16\) demonstrated on 4d–4p, \(J=0–1\) transition in Ni-like XRLs with wavelengths between 13.9 and 20.3 nm was accompanied by a further reduction in the necessary pump energy down to \(\sim 7\) J. The irradiation conditions with travelling wave excitation have been optimized [42, 56].

Very recently, a new modified transient scheme was demonstrated using only one shaped short pumping pulse, in contrast to the common transient schemes with two pulses. The pulse was deliberately shaped to meet the requirements for the creation of a preplasma and following rapid heating phase. This method takes the advantage that the plasma plume created in this way is more symmetric and homogeneous. This gave saturated lasing in Ni-like Ag at 13.9 nm with less than 3 J of pumping energy [43]. One of the specific features of this
scheme is the optimum duration of the pump pulse (FWHM) within the gap between 5 and 10 ps. That means, the system can show a moderate transient behaviour. This has also been confirmed by EHYBRID simulations. The temporal dependence of the gain of a Ni-like Ag-XRL at 13.9 nm for the pumping parameters, 20 mJ in the 2 ns background and 2.6 J in the 6 ps main part of the pulse, is shown in Fig. 15. It has been easily seen that the gain is very high even after 20 ps, which is in contrast to the common double pulse pumped transient schemes. The duration of the output pulse is expected to be of the same order of magnitude. This was confirmed by the experiments reported [44, 45]. The pump pulse parameters described are moderate and close to those of commercially available laser systems with higher repetition rate. Therefore, short pulse tabletop X-ray lasers of reduced size and high repetition rate are now realistic.

Travelling Wave Pumping

The transient excitation produced by a short pump is accompanied by a short gain duration. Therefore, the finite transit time of X-ray photons as they travel along the plasma column can reduce the effective gain–length product of the X-ray laser. It becomes increasingly important to use a travelling wave pumping scheme in order to increase the effective active medium length that facilitates extraction of the maximum energy from the medium by a short XRL pulse.

In the travelling wave (TW) pump geometry a front of the incident optical beam is tilted in such a way that the pumping beam produces an excitation wave which travels along the target at the same velocity as X-rays propagating through the plasma. A tilt of an additional grating as shown in Fig. 16 is a method frequently applied in practice to achieve the described effect. The grating arrangement is characterized by a tilt angle $\phi$:

$$\tan \phi = \lambda_p / D \cos(\theta_0)$$

with $\lambda_p$ the pump laser wavelength, $D$ the groove spacing of the grating, $\theta_0$ the diffraction angle. In an experiment, one has to select the groove spacing and the
Fig. 16 Travelling wave excitation of a transversely pumped XRL with a tilted grating. The use of a single grating that tilts the wavefront to the necessary angle is a frequently applied method. The grating arrangement is characterized by a tilt angle \( \phi = \frac{l_p}{D} \cos (\theta_0) \), \( l_p = \) pump laser wavelength, \( D = \) groove spacing of the grating, \( \theta_0 = \) diffraction angle. Travelling wave velocity \( v = c/\tan \alpha \), \( \alpha = \) angle between the wavefront and the target surface and \( l \) is the target length.

angle of incidence \( \theta_1 \) so that the tilted wavefront synchronizes with the transit time (\( \sim 33 \) ps/cm) of X-ray photons in the laser medium.

Travelling wave velocity is given by

\[
v = \frac{c}{\tan \alpha}
\]

(38)

where \( \alpha \) is the angle between the wavefront and the target surface and \( l \) is the target length.

Other alternative methods of travelling wave excitation are based either on the use of a stepped mirror or prism to divide the beam into separate beamlets with a variable time delay [46, 47] or on a tilt of a diffraction grating in a CPA compressor [48]. Normally, in the latter both gratings should be as parallel as possible to ensure optimum compression of the chirped laser pulse and sometimes an additional grating behind the CPA compressor is used to tilt the front [49].

Gas Puff

Another variant of the prepulse technique is the use of dense gases irradiated with double pulses. An electromagnetic valve is used to produce an elongated homogeneous gas column at high repetition rate. The system can be driven in a transverse or longitudinal pumping arrangement. In the case of a transversely irradiated column of argon high gain was demonstrated on the neon-like,
3p–3s, \( J = 0–1 \) transition at 46.9 nm [50, 51]. Very recently transient X-ray lasing was demonstrated with a similar setup in nickel-like Xe at 9.9 nm [52].

The gas puff setup is very promising for a highly repetitive X-ray laser supposing the required pump energy can be further reduced.

Fast Discharge Capillary

In comparison to the laser-pumped XRLs the direct excitation of plasma with an electrical discharge has the advantage of generating compact, cheap, simple and very efficient X-ray lasers. Fast capillary discharge plasma as a lasing medium was first proposed in 1988 [53]. The basic capillary scheme is described in [17, 18, 19], and different capillary setups are now under operation [54].

The capillary discharges that have proven to be most efficient among the excitation schemes of soft XRLs have a fast current rise, typically 10–40 ns. The short current rise time minimizes the amount of material that is ablated from the capillary walls before a magnetic field compresses the plasma, detaching it from the walls [17]. The generated plasma of these fast discharges is not stationary but rapidly contracts, heats up and subsequently expands. These discharges with a rapid plasma column compression have several advantages in comparison to efficiently pumped small-scale X-ray lasers [17, 55]:

- high axial uniformity that results from highly uniform initial conditions during very fast compression [17]
- plasma columns with very large length to diameter (aspect) ratio (up to 1000:1) [17]
- reasonable density level with the radial profile showing its minimum on the capillary axis

The radial electron density distribution with its minimum on the capillary axis allows for guiding of the propagating X-ray pulse.

The capillary, typically driven by a very strong pulsed current with the peak up to \( \sim 100 \) kA and a rise time of 11 ns (10–90% current) is dedicated to the excitation of an Ar plasma column with a length of several tens of centimetres. The principle setup is similar to that of a short pulse-excited capillary discharge working in a hybrid scheme (see Fig. 14) described in details in the following chapter of Rousse and Ta Phouc.

In a 40 cm long capillary with a 4 mm diameter saturated lasing in a steady-state regime on the 3p–3s, \( J = 0–1 \) transition in neon-like Ar-XRL at 46.9 nm (26.5 eV) has been shown by single and double passing with one Ir mirror at a 4 Hz repetition rate. The output pulse duration was about 0.8 ns. This XRL delivers spatially coherent pulses with an averaged energy of 0.88 mJ \((\approx 2 \times 10^{14} \) photons/pulse), corresponding to an averaged power of 3.5 mW [18, 29]. With a peak spectral brightness of \( 2 \times 10^{25} \) this table-top laser belongs to the brightest soft X-ray sources. No other soft X-ray source, independent of its size, is presently capable of producing simultaneously such a high average coherent power and peak spectral brightness. However, in order to shorten the wavelength of the capillary discharge neon-like XRL below the presently
available 46.9 nm one has to apply much higher discharge currents of more than 100 kA in order to excite the suited neon-like ions. This is a serious technological challenge. Shortening of the output pulse duration in this quasi-stationary excitation system up to several tens of picosecond also seems to be impossible.

Hybrid Pumping of Capillary

Both the short laser pulse pumped transient scheme and the quasi-stationary capillary discharge excitation are to some extent complementary and together seem to be very promising candidates for compact and highly efficient XRLs. Capillary discharge is a very compact and cheap source of a preformed homogeneous plasma for transient inversion pumping and it could replace the whole optical laser system delivering the nanosecond pumping pulse (see § on transient pumping). The short, guided in the preformed plasma picosecond pulse can heat it rapidly. Moreover, quasi-travelling wave pumping is inherent for this scheme and guiding in a symmetric plasma pipe reduces the refraction problems strongly present in the conventional laser-pumped transient system. Additionally, the high-intensity short pulse could easily improve the plasma ionization stage by field/multiphoton ionization. The principle scheme of this XRL type is presented in Fig. 17, where also a coupled spectrometer for the XRL signal registration, as used in experiments, is shown.

Such a hybrid laser system was demonstrated for the first time for a neon-like 3p–3s, $J = 0–1$ transition in the form of a sulphur soft X-ray laser at 60.84 nm [44]. The preplasma of the hybrid system created by the discharge has to fulfil two requirements:

- it has to be sufficiently dense to ensure strong energy absorption by the inverse Bremsstrahlung mechanism
- the elongated plasma column should have the specific density profile that ensures an efficient guiding of the pumping pulse and possibly uniform heating over the whole plasma column. The calculated radial density profiles in a sulphur capillary plasma for two diameters of 0.5 and 1 mm are shown in Fig. 18. For the capillary of 1 mm diameter the resulting low electron density on the axis is prevented from strong amplification and no lasing is to be expected.

![Fig. 17 Scheme of a short pulse pumped hybrid capillary discharge XRL with a coupled soft X-ray flat-field spectrometer](image.png)

[44, 45]
As a consequence, the original capillary design used in [17] had to be modified to make it suitable for IR laser pumping. The maximum gain for a 10-mm long sulphur capillary pumped longitudinally by a 1 ps, 1053 nm pulse with energy lower than 0.5 J was 4.7 cm$^{-1}$. For a 30 mm capillary a gain–length product of $g_l = 6.68$ was obtained. The ratio of gain–length product ($g_l$) to the pumping energy ($E_p$ (J)) was very high and equal to 3.1 J$^{-1}$ (including pumping laser energy as well as the total electrical energy dissipated in the discharge). This value belongs to the highest obtained for collisionally pumped XRLs. Typically this value is between 1 and 2 J$^{-1}$.

Presently, the work on higher Z-elements used as a capillary material (Ti, Mo, Ag a.o.) to shorten the emission wavelength is in progress. This new type of a transient XRL seems to be a promising scheme for an efficient compact short pulse emitting soft XRL, supposing the durability of the capillary against the current pulse can be improved.

### 2.2 Recombination XRL

#### 2.2.1 General Features

The recombination laser is conceptually very simple: it consists of four basic processes. The population inversion is produced by electrons from a reservoir of free electrons in a cold plasma that recombine, relax by collisional–radiative cascade and populate the upper lasing level, while the lower level remains less populated. The best efficiency should be obtained if the reservoir is ionized to the next highest (relative to the lasing ion) ionization stage. The process can be described by the relation

$$Z_{0}^{(i+1)+} + 2 \text{electrons} \rightarrow Z_{n}^{i+} + \text{electron} \rightarrow Z_{u}^{i+} + \text{electron} \quad (39)$$

The principle level diagram with the mechanisms involved in creation of the population inversion is shown in Fig. 19.
Required basic plasma parameters to fulfil the conditions for recombination XRLs include low electron temperature ($T_e < 50$ eV) and high density ($n_e \geq 10^{20}$ cm$^{-3}$). In the specific case of the H-like scheme (other approaches like helium- or lithium-like schemes are direct analogues), the lasing level will be rapidly excited by three-body recombination processes and a subsequent collisional–radiative cascade with rates proportional to $n_e^3/T_e^2$ [4]). Recombination schemes have the important advantage of more favourable scaling towards shorter wavelengths and an intrinsically higher quantum efficiency [3] than collisional systems. This is due to operation of the recombination schemes on transitions involving a change in the principal quantum number (e.g. $n = 3–2$ or $n = 2–1$; where $n$ is the principal quantum number, and $n = 1$ denotes the ground state). Gain has been observed in many systems, for example, expansion-cooled H-like [60, 61, 62], Li-like and Na-like [63, 64, 65] and radiatively cooled H-like systems (see Table 3).

Recombination X-ray lasers require a short pulse pumping since only in this case a rapid heating close to solid density can be realized that in turn enhances cooling of the plasma during the following expansion phase. The requirement that the expansion rate has to be as rapid as possible but with sufficient time for ionization defines in principle an optimum pulse duration for high gain [66, 67].

Excitation systems working on transitions into the ground state ($n = 2–1$) require very high intensity and a very short pulse driving laser in order to create significant gain. Lasing to the ground state allows emission of much shorter wavelength, since the shortest wavelengths that can be expected from an electronic transition between two adjacent levels of a given ion require transitions between $n = 2$ and $n = 1$. As the energy of the levels scales as $1/n^2$, the wavelength of a transition decreases with increasing $n$. For instance, the wavelength of a $n = 2–1$ transition in an ion is five times shorter than that of a $n = 3–2$ transition.
<table>
<thead>
<tr>
<th>Target, Z</th>
<th>Ion, transition, J</th>
<th>Wavelength [nm]</th>
<th>Gain [cm(^{-1})], (gl) output</th>
<th>Pumping</th>
<th>Target configuration</th>
<th>Lit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium, 3</td>
<td>Hydrogen-like, (n=2\rightarrow1)</td>
<td>13.5</td>
<td>11 (gl = 5.5)</td>
<td>248 nm, 0.2 J, 20 ns for plasma 1053 nm, (\leq 450) mJ, 8 ns, (10^{14}) W/cm(^2)</td>
<td>LiF-microcapillary</td>
<td>[72, 73]</td>
</tr>
<tr>
<td>Boron, 5</td>
<td>Hydrogen-like, (n=3\rightarrow2)</td>
<td>26.2</td>
<td>14–19, (gl \sim 5)</td>
<td>248 nm, 0.2 J, 20 ns for plasma 1053 nm, (\leq 450) mJ, 8 ns, (10^{14}) W/cm(^2)</td>
<td>450(\mu)m-B(_2)O(_3)-microcapillary, 3.5 mm</td>
<td>[71]</td>
</tr>
<tr>
<td>Carbon, 6</td>
<td>Hydrogen-like, (n=3\rightarrow2) Balmer-(\alpha)</td>
<td>18.2</td>
<td>12.5</td>
<td>1053 nm, 2 ps, 20 J, (6 \times 10^{15}) W/cm(^2)</td>
<td>7(\mu)m carbon fibre, 5 mm</td>
<td>[68]</td>
</tr>
<tr>
<td>Carbon, 6</td>
<td>Hydrogen-like, (n=3\rightarrow2) Balmer-(\alpha)</td>
<td>18.2</td>
<td>(gl \sim 5)</td>
<td>1053 nm, 1.5 ns, (\leq 5) J, (10^{14}) W/cm(^2) Delay 120 ns</td>
<td>350(\mu)m-microcapillary, 10–15 mm</td>
<td>[70]</td>
</tr>
<tr>
<td>Nitrogen, 7</td>
<td>Helium-like, (n=3\rightarrow2) (^3)D–(^2)S, (^3)S–(^2)P</td>
<td>18.52</td>
<td>(~3)</td>
<td>1053 nm, 15 J, 15 ns (4 \times 10^{13}) W/cm(^2),</td>
<td>7 mm</td>
<td>[74]</td>
</tr>
<tr>
<td>Copper, 27</td>
<td>Sodium-like, (5g\rightarrow4f)</td>
<td>11.1</td>
<td>8.8</td>
<td>1053 nm, 2 ps, 20 J,</td>
<td>7(\mu)m copper coated fibre, 4.6 mm</td>
<td>[67]</td>
</tr>
</tbody>
</table>
In contrast to the transitions to the ground state the systems working on $n=3-2$ transitions have the advantage that the pumping laser pulse can be relatively long (ns range). This is due to the fact that radiative transition between these levels is about an order of magnitude slower than the transition to the ground level, and the population inversion can exist between them even if the population of the ground level is two to three orders of magnitude higher. This makes it possible in principle to use low power driving lasers (e.g. compact and quite inexpensive commercially available YAG lasers).

2.2.2 Realization of Recombination Pumped X-Ray Lasers

Thin fibre targets have been successfully used to realize a rapid adiabatic cooling that allowed for a high gain with a small plasma length. The first observation of a high gain equal to $g = 12.5 \text{ cm}^{-1}$ on the $n=3-2$ transition at 18.2 nm in a C$^{5+}$-recombination XRL driven by a 2 ps, 20 J laser was reported in [68]. Carbon fibres of 0.5 cm length and 7 $\mu$m diameter supported at one end have been used as targets. Also lithium-like and sodium-like ions are promising candidates for lasing. They offer higher quantum efficiency than hydrogen-like ions. A recombination sodium-like copper XRL with high gain at 11.1 nm driven by a 2 ps, 20 J laser pulse was reported in [69].

Very promising results on the way to a table-top recombination XRL were obtained in a fast recombining plasma produced in a capillary. In [70] amplification was demonstrated on the $n=3-2$ transition in hydrogen-like C-ions at 18.2 nm. A preplasma with carbon ions was first created by ablation of the polyethylene microcapillary wall either by a small prepulse or by the front of the single driving pulse, while the main part of the pulse heated the plasma to temperatures at which carbon atoms were totally stripped of electrons. Then the plasma was cooled very rapidly and fast recombination provided an effective gain medium. In a capillary with a 350 $\mu$m diameter and a 10–15 mm length a laser pulse of approximately $10^{14} \text{ W/cm}^2$ irradiated longitudinally, creating a concave transverse electron density profile allowing for good guiding of both the pumping as well as the X-ray pulses. These conditions resulted in amplification on the $n=3-2$ transition in hydrogen-like C$^{5+}$ ions at 18.2 nm. A more reliable setup in microcapillaries could create the preplasma by a separate laser pulse or high-voltage discharge (see also hybrid discharge XRL). It was demonstrated in [71] that a high gain table-top system with 1 Hz repetition rate on the $n=3-2$ transition at 26.2 nm in hydrogen-like boron gives a reasonable output. A 350 $\mu$m B$_2$O$_3$-capillary was irradiated end on first with a 0.2 J KrF-laser pulse followed by a 0.45 J YAG pulse with 400 ns delay. It has been shown that pump pulse propagation is very sensitive to the irradiation conditions.

In general, the most efficient schemes of the recombination XRLs working with the transitions to the ground state have used picosecond and subpicosecond pump pulses, and the optical-field ionization (see § 2.3) as the ionization process. This systems with intrinsic travelling wave operating on $n = 2-1$ transitions show a good scaling to shorter wavelength (see Table 4).
2.3 Optical-Field Ionization Excitation

2.3.1 General Features

Optical-field ionization (OFI) of an atom occurs when the oscillatory electric field of an ultrashort laser pulse becomes comparable to (or larger than) the Coulomb field, attracting the electrons to the nucleus [75]. Under such conditions, optical-field ionization results in multiple-charged ions and plasmas with controllable temperature. The resulting free electron energies can be predicted within the tunnel-ionization model (ADK-approach) [75, 76, 77, 78]. Because of the strong dependence of the ADK-ionization rates \( W_{\text{ADK}} \) on the laser intensity \( W_{\text{ADK}} \propto I_L^7 \) [79], the ion stage produced by optical-field ionization is controlled by the laser intensity. The energy distribution of the released free electrons is, however, controlled by the polarization of the pumping pulse [99].

Linearly polarized laser pulses produce relatively cold free electrons which are suitable for recombination excitation (see § 2.2) of X-ray lasers [76, 77]. On the other hand, circularly polarized laser pulses produce highly energetic electrons that can be preferentially used in collisional excitation (see § 2.1) [80, 81].

The OFI-X-ray laser pump scheme has the advantage of strongly reduced pump energy, since the oscillatory electric field of the driving laser pulse ionizes the XRL-medium directly. The specific ion stages for X-ray lasing need a threshold laser intensity \( I_{\text{th}} \) which can be estimated by the formula resulting from the classical barrier suppression model [82, 83, 84]

\[
I_{\text{th}} = (4 \times 10^9/Z^2) \times U_1^4 \text{[W/cm}^2\text{]} \quad (40)
\]

where \( Z^* \) is the charge stage of the ion and \( U_1 \) is the ionization potential in eV of the ion with the charge \((Z^* - 1)\). According to (39a) the required intensity to create, for example, He-like C\(^{4+}\) is equal to \( I_{\text{th}} = 4.3 \times 10^{16} \text{ W/cm}^2 \), which can be produced with a sub-ps pulse of energy far less than 1 J.

These low pump energy requirements \((E_{\text{in}} \leq 1 \text{ J})\) of this XRL scheme allow for higher repetition rates \((10 \text{ Hz} – 1 \text{ kHz})\) if the pulses are sufficiently short.
A problem for both types of OFI-XRLs is creation in a gas target a sufficiently long excited plasma column with a large gain–length product. A possible solution is the method of self-channelling applied to a tightly focused ultrashort laser pump pulse ensuring propagation over distances much longer than its Rayleigh zone. The interplay between self-focusing and refraction-induced defocusing in the plasma is responsible for the pump beam confinement. Hollow waveguides or discharge-ablated microcapillaries [85] also seem to be promising as guiding structures over the distances longer than 10 mm for both the pump laser pulse as well as the X-ray pulse. Figure 20 shows experimental results [MBI-group and A. Zigler, Jerusalem (2002)] demonstrating how the capillary plasma influences the beam profile of a guided ultrashort laser pulse with an intensity of $10^{17}$ W/cm$^2$.

2.3.2 Propagation Issues in OFI-XRL

A crucial problem for longitudinally pumped OFI-XRL is the ionization-induced refraction (see also §1.1) of the high-intensity short pump laser pulses. As the highest intensity of the laser focused into a gas or plasma is on the axis, this results in the highest degree of ionization, and therefore the largest electron density appears in the same area. The electron density gradient in the radial direction associated with the transverse intensity profile can result in a significant refraction or defocusing of the ionizing pump pulse.

For a XRL one can define a length $l_{tr}$ which a ray travels before its transverse deviation doubles (see refraction §1.1, (24) in a medium with gain spread over the distance $l_{ref}$.
In practice, this means that ionization-induced refraction of the pump beam causes significant reduction in the length of the high-intensity region along the plasma axis which is necessary to create and excite the desired charge state. Therefore a shorter gain–length product will result.

The problem of ionization-induced refraction can be reduced by creating a plasma channel with a density minimum on axis prior to the field ionization [86] by the intense and short laser pulse. This configuration is similar to that of the hybrid collisional system (§ 2.1.2) shown in Fig. 14 but with an ultraintense and femtosecond pumping pulse required here for the OFI-excitation. The plasma channel of a slow capillary discharge has been shown to be essentially fully ionized and with parabolic radial density distribution [87]. At such conditions the spot size of a matched laser pulse propagating through the waveguide can be maintained close to its input value, and the spectral or temporal distortion is minimized. The waveguide also increases the capillary lifetime.

A Gaussian pump laser beam (radial profile \( \sim \exp(-r^2/r_m^2) \)) will be matched and propagated through the plasma channel with a parabolic density distribution in the radial direction \((n_e = n_0 + \Delta n_e r^2/r_{ch}^2,\) without significant distortion if the beam spot radius is equal to

\[
r_m = [r_{ch}^2 / (\pi r_e^2 \Delta n_e)]^{1/4}
\]

where \( r_e = e^2/mc^2 \) is the classical electron radius. For representative parameters \( r_{ch} = 150 \mu m \) and \( n_0 \cong \Delta n_e = 4 \times 10^{18} \text{cm}^{-3} \) the matched beam radius is of \( r_m \sim 30 \mu m \). Any mismatch between the input spot size \( r_p \) of the laser pulse and the matched spot size \( r_m \) of the waveguide will cause the spot size of the guided laser pulse to oscillate between \( r_p \) and \( r_m^2 \) with a modulation length along the propagation axis of

\[
z_{os} = \pi^2 r_m^2 / \lambda_p^2
\]

where \( \lambda_p \) is the laser pulse wavelength. If the capillary length is an integer multiple of \( z_{os} \) the spot sizes at the entrance and exit of the capillary will be the same. If the guiding channel is essentially fully ionized, temporal distortions of the pulse due to ionization should not occur and pulse stretching by group velocity dispersion (GVD) in the plasma is restricted.

Guiding of a short and intense laser pulse over several centimetres in plasma has been primarily caused by an imploding phase of a discharge in capillaries either filled with a gas or with a material ablated from the capillary wall [44, 87, 88, 89]. In the capillary discharge X-ray laser the density distribution obtained by radial hydrodynamic expansion of the plasma ablated from the wall guides the X-ray pulse through the centre of a long plasma column [17, 18, 53] (see § 2.2).
In the case of ultraintense short laser pulses with an intensity > 10^{18} \text{W/cm}^2 required to excite some of OFI lasers (H-like C^5+, N^6+, O^7+ or Na^{10+}) at wavelengths shorter than 3 nm (see Table 4) the propagation issue becomes more complicated. Here a relativistic charge displacement in the channel can cause transverse density perturbations. However, the studies in [90, 91, 92, 93] have revealed that under certain circumstances the transverse stability can be strongly increased and a robust relativistic self-channelling in underdense plasma is possible, if the incident peak laser power exceeds a critical value \( P_{\text{cr}} \) with

\[
P_{\text{cr}} = 1.6198 \times 10^{10} \left( \frac{\omega}{\omega_{\text{po}}} \right)^2 [\text{W}]
\]

where \( \omega \) and \( \omega_{\text{po}} \) are the laser frequency and the frequency of the unperturbed plasma, respectively.

Another important parameter is the transmission, \( T \), of the capillary plasma channel. The transmission of such a waveguide can be described by

\[
T = T_0 \exp(-\alpha_p l),
\]

where \( T_0 \) is the coupling efficiency of the laser pulse into the waveguide, and \( \alpha_p \) is the propagation loss (absorption) per unit length. In a hydrogen-filled capillary irradiated by a short fs-laser pulse with an intensity of \( I_l \sim 10^{17} \text{W/cm}^2 \) a transmission \( T \) higher than \( \geq 0.8 \) was reached [89]. In principle, gas-filled capillaries should be scalable to lengths of tens of centimetres (except for the relativistic case) that together with the channel diameters of \( 2r_{\text{ch}} = 100–200 \mu\text{m} \) could give favourable aspect ratios for X-ray lasers.

For an XRL the capillary must contain a gas (plasma) with the atoms suitable for lasing (Xe, Kr, Li a.o.), and additionally a reasonable transmission must strengthen the requirement of efficient (uniform) pumping along the whole capillary length.

The presence of the ionization effect strongly affects transmission (absorption) of the ultrashort laser beam in a microcapillary. Figure 21 shows the principal scheme of a longitudinally pumped OFI-XRL. As already mentioned above, the electron density profile must have a minimum on axis for guiding of the pump and the X-ray pulses. It is shown schematically that the absorption in the plasma causes the pump intensity to decrease along the plasma and as a consequence also the ion stage. One way to keep a stable ionization balance of the lasing ions over the plasma length is the pump intensity at the optimum value.

### 2.3.3 OFI with Linearly Polarized Pump Pulse-Reccombination Excited XRL

This type of OFI laser also requires (similar to the conventional recombination scheme (\S 2.2)) a high electron density \( n_e > 10^{20} \text{cm}^{-3} \) and a very low temperature \( T_e < 50 \text{eV} \). In the case of linearly polarized driving laser pulse the field ionization remains the electrons with a relatively low energy. The most
important process here in the creation of a population inversion is three-body electron–ion recombination that strongly depends on electron energy (temperature). The recombination rate is proportional to $T_e^{-9/2}$ [94, 95]. In contrast to the conventional recombination laser (see recombination scheme §2.2) cooling in the OFI-XRL-plasma is in principle not required, because field ionization produces low-energetic rapidly recombining electrons.

OFI-excitation allows for lasing down to the ground state of the lasant ions. However, nearly complete emptying of the ground state during ionization is required. Fractional population of $10^{-3}$ or greater remaining in the ground state can significantly reduce the predicted gain [96]. However, since ionization is strongly dependent on the intensity, only a modest increase in intensity above the ionization threshold is required to obtain nearly complete ionization. A disadvantage of lasing into the ground state relies on the slow exit channels out of the ground state resulting in a short duration of population inversion and reduction in the saturation intensity. From another point of view this short lifetime of the population inversion can result in very short XRL output pulses.

One of the drawbacks of the present OFI systems is the low conversion efficiency being about $\eta \sim 10^{-9}$.

In Table 4 the possible wavelengths (down to 1 nm) are given for OFI-XRLs using short, linearly polarized pumping pulses [72, 73]. The required pumping intensities of more than $10^{19}$ W/cm$^2$ are now available in several laboratories operating CPA-Ti:sapphire lasers or KrF-lasers.

Realization of OFI-Recombination X-Ray Lasers

A reasonable gain at 13.5 nm on the Lyman-\(\alpha\) transition of Li$^{2+}$ has been reported in [100, 101]. Material was ablated from a metallic lithium target by a relatively low-intensity long laser pulse. The resulting plasma plume was then
longitudinally irradiated by a high-intensity, short pulse laser which generated Li$^{3+}$. The same hydrogen-like lithium system was investigated in [102]. Strong lasing with a gain of $g = 11$ cm$^{-1}$ on the $n=2$–$1$ transition in hydrogen-like Li was also reported in [72, 73] (Table 5).

An important advantage of using microcapillaries for XRLs as compared to gas-filled cells is the fact that they allow for an optimization of the plasma density for maximum gain by adjustment of the delay between the creation of the preplasma and the ultrashort pumping laser. Such systems automatically provide travelling wave gain (see also § 2.1.3) and allow for a very efficient ionization of atoms. In [72, 73] it was realized that an ionization efficiency of the Li-atoms was higher than 70–80% in the microcapillary (at only 50% short pulse laser absorption). However, the problem of the capillary lifetime remains.

2.3.4 OFI with Circularly Polarized Pump Pulse-Collisional XRL

In this approach very intense, circularly polarized pumping pulses produce a highly ionized plasma. The intense circularly polarized femtosecond pump laser pulse ionizes by tunnelling a gaseous target with the ionization rate varying exponentially with laser intensity [76, 77], and produces simultaneously hot electrons with a non-maxwellian distribution that covers a wide range of energy. In contrast to the case of linearly polarized pumping pulses the circularly polarized laser pulse remains the ejected electrons with a kinetic energy that is equal to the quiver energy $\varepsilon_q$ (or ponderomotive potential) at the time of ionization:

$$\varepsilon_q = e^2 E_p^2 / (4 m_e \omega_p^2)$$

(46)

where $E_p$ is the average laser field, $e$ is the elementary charge, $\omega_p$ is laser frequency and $m_e$ is the electron mass.

The collisional OFI scheme allows for a scaling to shorter wavelength in accordance with the neon- and nickel-like ions of the conventional collisional XRLs (see § 2.1). The required intensity will be very high in order to allow for both the creation of the necessary ion stage and the electron heating. For example an abundance of a nickel-like Xe$^{26+}$-ions lasing at a wavelength of $\lambda \sim 10$ nm would require an intensity of $5 \times 10^{18}$ W/cm$^2$ [103, 104].

Realization of OFI-Driven Collisional X-Ray Lasers

After modelling of OFI lasers based on collisional excitation in eight-time-ionized Ne-like Ar at 46.9 nm, and Ni-like Kr at 32.4 nm [103] the first realization was demonstrated in 1995 in Pd-like Xe [104]. This result offered a new route towards table-top, high repetition rate XRLs.

However, it took 5 years to reproduce and improve this original result. Gain saturation on the 5d$^1$S$^0$–5p$^1$P$^1$ transition at 41.8 nm has been achieved by the
<table>
<thead>
<tr>
<th>Target, Z</th>
<th>Ion, transition</th>
<th>Wavelength [nm]</th>
<th>Gain [cm$^{-1}$], gloutput</th>
<th>Pump scheme*</th>
<th>Pumping configuration</th>
<th>Target configuration</th>
<th>Lit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium, 3</td>
<td>Li$^{2+}$, n = 2–1 (Lyman-α)</td>
<td>13.5</td>
<td>20 cm$^{-1}$</td>
<td>rec</td>
<td>249 nm, 200 mJ, 20 ns for plasma 50 mJ, 0.5 ps, 10$^{17}$ W/cm$^2$ for OFI, longit. pumped</td>
<td>flat slab 2 mm</td>
<td>[101]</td>
</tr>
<tr>
<td>Lithium, 3 (predict.)</td>
<td>Li$^{2+}$, n = 2–1 (Lyman-α)</td>
<td>13.5</td>
<td>1–10 cm$^{-1}$ at T$_{e}$ 3–1 eV</td>
<td>rec</td>
<td>&lt;1 ps, 2×10$^{17}$ W/cm$^2$</td>
<td>gas</td>
<td>[102]</td>
</tr>
<tr>
<td>Lithium, 3</td>
<td>Li$^{2+}$, n = 2–1 (Lyman-α)</td>
<td>13.5</td>
<td></td>
<td>rec</td>
<td>1053, 1 J, 12 ns for plasma 248, 100 mJ, 0.4 ps, longit., 10$^{17}$ W/cm$^2$ for OFI</td>
<td>LiF-slab, 2 mm</td>
<td>[107]</td>
</tr>
<tr>
<td>Lithium, 3</td>
<td>Li$^{2+}$, n = 2–1 (Lyman-)</td>
<td>13.5</td>
<td>11 cm$^{-1}$</td>
<td>rec.</td>
<td>1053, 100 mJ, 5 ns for plasma 248, 60 mJ, 250 fs, longit., 2×10$^{17}$ W/cm$^2$ for OFI</td>
<td>LiF-microcapillary, 5 mm, Θ = 0.3 mm</td>
<td>[108]</td>
</tr>
<tr>
<td>Carbon, 6</td>
<td>Hydrogen-like, C$^{5+}$ n = 3–2 n = 4–2</td>
<td>18.2</td>
<td>7.1 cm$^{-1}$</td>
<td>rec</td>
<td>1053, 1 J, 12 ns for plasma 248, 100 mJ, 0.4 ps, longit., 10$^{17}$ W/cm$^2$ for OFI</td>
<td>cylindrical fibre 6 mm</td>
<td>[107]</td>
</tr>
<tr>
<td>Nitrogen, 7 (predicted)</td>
<td>Lithium-like, N$^{4+}$ N = 2–1</td>
<td>24.8</td>
<td>30 cm$^{-1}$</td>
<td>rec</td>
<td>248,150 mJ, 100 fs, longit., 3×10$^{16}$ W/cm$^2$ T$_{e}$ ~ 10 eV</td>
<td>gas, 2 mm</td>
<td>[97]</td>
</tr>
<tr>
<td>Nitrogen, 7 (predicted)</td>
<td>Hydrogen-like, N$^{6+}$ n = 2–1 (Lyman-α) n = 3–2 (Balmer-α)</td>
<td>13.4</td>
<td>&gt;10 cm$^{-1}$, (T$<em>{e}$&lt;50 eV, n$</em>{e}$ ~ 10$^{20}$ cm$^{-3}$)</td>
<td>rec.</td>
<td>800 nm, 60 fs, 3×10$^{16}$ W/cm$^2$</td>
<td></td>
<td>[98]</td>
</tr>
<tr>
<td>Oxygen, 8</td>
<td>Nitrogen-like, C$^{1+}$ 2p$^{5}$ s$^{2}$P–2p$^{3}$ 3D Carbon-like, C$^{2+}$ 2p$^{2}$ s$^{2}$P–2p$^{2}$ $^{3}$P</td>
<td>61.7</td>
<td>~ 25 cm$^{-1}$</td>
<td></td>
<td>800 nm, 80 mJ, 150 fs</td>
<td>gas</td>
<td>[109]</td>
</tr>
<tr>
<td>Xe, 54</td>
<td>Palladium-like, Xe$^{8+}$</td>
<td>41.8</td>
<td>13.3 cm$^{-1}$</td>
<td>coll.</td>
<td>800 nm, 30 fs, cir. pol., 3×10$^{17}$ W/cm$^2$,</td>
<td>gas cell, 12 Torr Xe</td>
<td>[103]</td>
</tr>
<tr>
<td>Target, Z</td>
<td>Ion, transition</td>
<td>Wavelength [nm]</td>
<td>Gain [cm$^{-1}$], $g_{output}$</td>
<td>Pump scheme*</td>
<td>Pumping configuration</td>
<td>Target configuration</td>
<td>Lit.</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------------------------------</td>
<td>-------------</td>
<td>-----------------------</td>
<td>---------------------</td>
<td>-----</td>
</tr>
<tr>
<td>Xe, 54 Palladium-like, Xe$^{8+}$ 5p–5d</td>
<td>41.8</td>
<td>67 cm$^{-1}$, 15, 5×10$^9$ phot/pulse saturation</td>
<td>coll.</td>
<td>800 nm, 330 mJ, 35 fs, cir. pol., 3×10$^{17}$ W/cm$^2$, contrast ≥ 10$^6$</td>
<td>gas cell, 15 Torr Xe</td>
<td>[87]</td>
<td></td>
</tr>
<tr>
<td>Krypton Nickel-like, Kr8+ 4d–4p</td>
<td>32.8</td>
<td>78 cm$^{-1}$</td>
<td>coll</td>
<td>800 nm, 600 mJ, 35 fs, cir. pol., 5×10$^{17}$ W/cm$^2$, contrast ≥ 10$^6$</td>
<td>gas cell, 20 Torr Xe l = 5.5 mm</td>
<td>[106]</td>
<td></td>
</tr>
</tbody>
</table>

* rec – recombination scheme; coll. – collisional scheme

Table 5 (continued)
focusing of a circularly polarized Ti:Sa laser pulse with an energy of 330 mJ and a 35 fs duration into a gas cell filled with 15 Torr of Xe. A simplified energy level diagram of Xe\(^{8+}\) is shown in Fig. 22. The kinetic energy varies from ~9 eV for the first electron ionized to ~550 eV for the eighth one.

The intensity required to ionize Xe eight times is equal to ~1 \(\times\) \(10^{16}\) W cm\(^{-2}\) [75]. Because no collisions occur during the short optical pulse (<50 fs), the ions remain very close to room temperature. The laser line is therefore expected to be Stark broadened with the ratio of \(\lambda/\Delta \lambda\) being about ~10\(^6\). However, it is worth noting that the output pulse energy of the system is relatively low and only slightly higher than signals from higher harmonics at comparable wavelengths.

Very recently lasing at 32.4 nm on the 4d–4p transition of nickel-like Kr has been demonstrated by the OFI pump process with an energy of 760 mJ in a circularly polarized 30 fs pulse of a Ti:Sa laser focused on a gas cell filled with 20 Torr of gas lasant. The pump laser intensity was \(\geq 1 \times 10^{17}\) W/cm\(^2\), and resulted in a small signal gain coefficient of \(g = 78\) cm\(^{-1}\) and signal saturation [106]. A comprehensive survey of all realized OFI-XRLs is given in Table 5.

### 2.4 Inner-Shell-Excitation/Photoionization

Excitation within the inner-shell photoionization scheme (ISPS) was one of the earliest pumping concepts proposed for XRLs [110]. This is a very attractive approach for obtaining lasing wavelengths (<5 nm) with very short output
pulses (<50 fs). The level scheme of an ISPS laser used here as an example and shown in Fig. 23 is that of carbon [111, 112, 113]. The inner-shell ionization occurs by incoherent X-rays emitted from a second nearby plasma that is produced by a high-intensity ultrashort laser pulse heating a high-Z target, e.g. Au, Ta o.a.

Whereas photons at energy below the inner-shell binding energy of the upper laser level have to be removed by appropriate filtering to avoid pumping of the lower laser level, the remaining hard X-rays preferentially photoionize inner-shell 1s electrons of the active atoms creating a population inversion and gain on the (1s)\(^{-1}\) → (2p)\(^{-1}\) transition of singly ionized carbon. A population inversion by this mechanism is possible because at photon energies just above the threshold for inner-shell photoionization (\(h\nu > 273\) eV) the photoionization cross-section of the K-shell is >20 times that of L-shell.

The principal drawback of all up-to-date-analysed ISPS systems is a preferential decay of inner-shell vacancies (K-shell holes) through the Auger process rather than through radiative decay. Additionally, electron collision ionization of the ground state reduces the population inversion by two effects: populating the lower lasing level (2p)\(^{-1}\) and reducing the neutral population that feeds the upper laser level. Both effects strongly limit the duration that is allowed for creating a population inversion and also the duration of the pumping high-intensity X-ray photon burst. Therefore the gain is also limited in time.

As depicted in Fig. 23, the lasant material C is pumped by filtered Bremsstrahlung emission of a second target. Filters made of Li, Be or B with a thickness of several microns could be effective in blocking the low-energy X-rays, with only a minimal reduction in intensity of the high-energy X-rays that can expel the inner-shell electrons.

The advantage of the ISPS approach is a very short wavelength of the output (\(\lambda\) between 0.5 and 5 nm with elements positioned in the periodic table between C and Cl is possible) [100, 111, 112, 113, 114, 115] and a large gain during the operation at a very low temperature lower than 1 eV and consequently a small Doppler broadening (expected relative linewidth is < 10\(^{-6}\)).
In contrast to the OFI scheme (§2.3), which also requires a high-intensity short pulse driving laser (but these are now accessible in several laboratories (see [105, 106])) the requirements of the inner-shell X-ray lasers are significantly higher, because the ionization mechanism is more indirect than that in the above-mentioned OFI scheme or conventional collisional schemes. The required X-ray pump energy for lasing with a gain coefficient of \( \sim 10 \text{ cm}^{-1} \) at the K\( \alpha \) transition in C\(^+\) at 4.5 nm was estimated to be 1 J [114], disposed during 40 fs FWHM. The gain value as a function of time along with the time-dependent intensity of the optical ultrashort pulse (divided by 100) and the filtered intensity of the X-ray source are visualized in Fig. 24 [114].

The gain value in a ISPI XRL can be increased by further shortening of the X-ray pump pulse. Results of simulations of the gain on the K–L (1 s\(^{-1}\)–2p\(^1\)) transition in C\(^+\) in dependence on the duration of the incoherent X-ray pump pulse are shown in Fig. 25 (from [114], Fig. 5).

Although the ISPS-X-ray-laser has not been demonstrated up to date, the rapid development of multi-terawatt fs-lasers can change the situation and allows for production of such ultrashort and energetic X-ray pumping pulses.

Also other experimental approaches are possible and it was proposed in [116] to use relativistic channelling of a short laser pulse in a cylindrical target in order to accelerate electrons radially by charge displacement. The channel was surrounded by a high-Z material converter, which in turn generated the high-flux X-ray pulse. The X-ray pulse finally photoionized the outer layers of lasing material in a travelling wave mode.

An excitation mechanism similar to that mentioned above also seems to be possible for Ni-like ions.

**Fig. 24** Gain of the 2\( ^2 \text{P} \)–K-shell to 2\( ^2 \text{P} \) L-transition on a C\(^+\)-ISPI XRL at 4.5 nm as a function of time along with the time-dependent optical ultrashort pulse laser intensity divided by 100 and the filtered intensity of the X-ray pump source (from [114], Fig. 4)
As the system discussed above is very sensitive to the photoionizing radiation it was proposed in [117] to create an inner-shell population inversion via atomic processes involving electrons. In this case photoionization pumped XRL schemes based on the same transitions would be less sensitive to electron population of the lower level, thus requiring less extreme X-ray pumping. As a result the inversions could live longer as compared to equivalent photo-inner-shell ionization pumped by K\textsubscript{α}/K\textsubscript{β}-transition.

The necessary ultrashort and high-energy (\sim keV) electron pulses could be created via optical-field ionization. This process could be more efficient than that applying incoherent X-rays of the same energy (Table 6).

![Fig. 25](image)

**Table 6** Predicted ISPS-XRLs

<table>
<thead>
<tr>
<th>Target, Z</th>
<th>Ion, transition, J</th>
<th>Wavelength [nm]</th>
<th>Gain [cm\textsuperscript{-1}], gl, output</th>
<th>Type</th>
<th>Pumping</th>
<th>Target config.</th>
<th>Lit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 6</td>
<td>C\textsuperscript{1+}, 1s–2p</td>
<td>4.5</td>
<td>10 tr X-pulse, 20 fs, 1 J, foil</td>
<td>[114, 118]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neon, 10</td>
<td>Ne\textsuperscript{1+}, 1s–2p</td>
<td>1.46</td>
<td>15 tr X-pulse, 100 fs, 5 J, 10\textsuperscript{17} W/cm\textsuperscript{2} area, foil</td>
<td>[119]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neon, 10</td>
<td>Ne\textsuperscript{1+}, 1s–2p</td>
<td>1.46</td>
<td>\sim 10 tr X-pulse, 50 fs, 3 J, foil, 10 \mu m × 1 cm</td>
<td>[111, 112]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na, 11</td>
<td>Na\textsuperscript{1+}, 2p\textsuperscript{3}3s–2p\textsuperscript{6}</td>
<td>37.2</td>
<td>\leq 20 tr X-pulse, \leq 1 ps, 3 \times 10\textsuperscript{13} W/cm\textsuperscript{2}, foil, 100 \mu m × 1 cm</td>
<td>[120]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.5 Photoresonant Pumping

Photoresonant XRL schemes are an interesting approach that is described by the relation

\[ Z_0^{i+} + h\nu \rightarrow Z_u^{i+} \]  \hspace{1cm} (48)

The level diagram is quite similar to that of electron collisional excitation (§2.1) with the exciting electron replaced by a photon. It follows that this scheme requires one source (plasma) of an intense line at a wavelength well matched to the wavelength of the transition activating laser levels in a second plasma being the lasing material. In principle this could be an advantage since the pumping rate and the specific upper laser level could be controlled by the photon flux and chosen wavelength. Conceptually the separated photon source resembles the pump laser or flash-lamp, common in conventional optical lasers.

However, in practice the requirements of an exact line matching as well as high flux of pumping photons are difficult to fulfill. Although numerous line coincidences have been found (for example, between potential lasing lines in various ions and strong pump lines from H-like, He-like and Li-like ions listed in [4]) it was up to now difficult to realize an efficient photon coupling between both plasmas that could lead to high amplification on the lasing transition.

In the year 1996 another type of photopumping was proposed called self-photopumping of a strong emission line in an optically thick plasma [122]. It predicts a strong lasing on a specific transition for neon-like ions (3d\(^1\)P\(_1\)\rightarrow 3d\(^1\)P\(_1\)). The same mechanism allows for lasing in Ni-like ions and gain up to \(g \sim 13\) cm\(^{-1}\) was demonstrated in nickel-like Mo, Nb and Zr ions [123, 124]. The level scheme of the self-photopump excitation of the 4f\(^1\)P\(_1\)\rightarrow 4d\(^1\)P\(_1\) Ni-like Mo X-ray laser at 22.6 nm is shown in Fig. 26 [124, Fig. 1]. The self-photopumping rate of the 4f\(^1\)P\(_1\) level from the ground level 3d\(^1\)S\(_0\) is one order of magnitude higher than those for collisional pumping.

However, this new line was never observed to be stronger than the principal, collisionally excited 4d\(^1\)S\(_0\)\rightarrow 4p\(^1\)P\(_1\) line. Up to now no real short pulse pumped
X-ray laser was realized that uses photo-pumping excitation as the main pump mechanism (Table 7).

### 2.6 Recent Developments

Longitudinal pump geometry for collisional soft X-ray lasers was proposed in 1998 [125] and this proposal was further improved by applying oblique or grazing incidence irradiation geometries with an incidence angle of 83° [126]. This scheme was the starting point to further development and the first collisionally pumped soft X-ray laser in GRIP (GRazing Incidence Pumping) geometry has been demonstrated in 2004 with a pump energy of 150 mJ at a repetition rate of 10 Hz [127].

#### 2.6.1 Soft X-Ray Lasers in GRIP Geometry

The GRIP arrangement belongs to the double pulse irradiation technique of the short wavelength lasers with transient inversion. The first, long (a few hundreds of picoseconds) pulse creates a plasma column and after an optimized delay a short (a few of picoseconds) pulse irradiates this plasma under grazing incidence angle and rapidly heats it. The GRIP geometry is characterized by a large incidence angle of the heating pulse with a value between 60 and 75 degrees (measured to the normal to the target surface). This angle is optimized to avoid penetration of the pump radiation into the very high-density area in the neighbourhood of the critical surface ($n_{cr} \sim 2 \times 10^{21}$ cm$^{-3}$). In the traditional lateral irradiation a lot of the delivered energy is deposited there and cannot be used in the amplification process, which occurs in the density range $n_{ampl} \sim 10^{20}$ cm$^{-3}$. The GRIP offers, by variation of the incidence angle, a control over the area in which the major part of the delivered energy will be deposited. Moreover, in such an irradiation geometry a part of the pump beam is deflected on the plasma density gradient. The deflected part of the beam overlaps the rest of the incident beam (see Fig. 27). This can additionally increase the energy deposited in the active medium.

Three experiments with different pump parameters have been recently conducted [128, 129, 130] but strong irrefragable saturation has been demonstrated only with a total pump energy of 1.2 J [129]. The other two experiments performed at lower pump energies helped to define threshold conditions for

<table>
<thead>
<tr>
<th>$Z$</th>
<th>Transition</th>
<th>Wavelengths [nm]</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr, 40</td>
<td>$4f^1P_1 \rightarrow 4d^1P_1$</td>
<td>27.10</td>
<td>[122]</td>
</tr>
<tr>
<td>Nb, 41</td>
<td>$4f^1P_1 \rightarrow 4d^1P_1$</td>
<td>26.64</td>
<td>[122]</td>
</tr>
<tr>
<td>Mo, 42</td>
<td>$4f^1P_1 \rightarrow 4d^1P_1$</td>
<td>22.60</td>
<td>[122]</td>
</tr>
<tr>
<td>Ag, 47</td>
<td>$4f^1P_1 \rightarrow 4d^1P_1$</td>
<td>16.05</td>
<td>[35]</td>
</tr>
</tbody>
</table>
lasing and demonstrated dependence of the output signal on the pump pulse intensity. The highest measured output energy was about 1 \( \mu \text{J} \) (close to the theoretical expectation) and this indicates that no dramatic increase in the conversion efficiency, understood as ratio of the output to the input signals can be expected. This is, at the first glance, in apparent contradiction with reduction in the pump energy observed. However, many parameters of the created plasma depend on intensity/fluence of the pumped radiation and conservation of the optimum pump conditions requires reduction in the volume of the created plasma plume, parallel to the energy reduction. This reduction in the volume of active medium, on the other hand, reduces output signal and hinders a significant increase in the conversion efficiency. In fact, this interplay between reduction in the pump energy and decreasing active volume was observed in the progress on X-ray lasers during the last decade. The GRIP arrangement offers a breakthrough in control over the energy deposition. By choice of the incidence angle the pump radiation can sample the plasma areas of specific optimized density. As a result of the reduction in required pump energy, titanium:sapphire laser technology could be, for the first time, used for X-ray lasers pumping and the same a repetitive XRL with an energy in a single pulse of 1 \( \mu \text{J} \) and an average power of 10 \( \mu \text{W} \) became the fact.

2.6.2 XMOPA

The limited output energy in the GRIP arrangement, being a consequence of the pump conditions, has enforced search for new solutions enabling output energies sufficiently high to be suitable for applications. One of the feasible solutions is using the X-ray laser active medium as an amplifier seeded by a short wavelength oscillator. This setup follows the known Master Oscillator-Power Amplifier (MOPA) arrangement in the optical range. For such a MOPA in the XUV spectral region (XMOPA) high harmonics (HH) seem to be an ideal candidate as the oscillator since they have in principle controllable, bandwidths/pulse duration, polarization, beam profile and relative high photon numbers. The idea was for the first time tested 10 years ago with gallium as the amplifying medium [131]. The development in OFI lasers
caused a revival of this idea [132]. In the latest experiment radiation at a wavelength of 32.8 nm with the output pulse duration of 500 fs have been reported. The advent of the GRIP-lasers strengthens the interest in XMOPA as such lasers offer repetitively driven active medium with a high saturation parameter and the same high extractable energy. These two techniques (GRIP+XMOPA) combine efficient pump energy deposition and efficient energy extraction. The energy extraction is more efficient, as the amplification process in the amplifier begins at a level significantly higher than the spontaneous noise being the starting point of the amplification process in conventional XRLs. For efficient energy extraction the seeding signal should be significantly higher than the saturation parameter $E_S$. This is a very challenging task in the XUV spectral range well below 20 nm. The saturation intensity of the laser transitions in collisional soft X-ray lasers is about $10^{10}$ W/cm$^2$. As a result, the seed should have a very high photon density over a reasonably big area to fulfil the formulated requirement. This becomes increasingly difficult for decreasing wavelengths, as the efficiency of high harmonics scales with the wavelength as $\omega^{-5}$. Moreover, there is a mismatch between the narrow linewidth of the amplifying medium and a broad bandwidth of the injected harmonic signal. These are severe constraints on the scheme which have to be solved to realize an efficient XMOPA scheme. An output with a very high coherence level, defined polarization of the output radiation and subpicosecond output pulses make XMOPA arrangement a very advantageous, even if difficult, scheme.

### 3 Applications

The large quasi-steady-state X-ray lasers driven by long ($<100$ ps) and energetic (> 20 J) pumping pulses were used for longer than one decade in selected single shot (one shot each 10–30 min) applications. The output pulses of these lasers delivered energy of several tens of millijoules in a wavelength range between 4 and 30 nm. This situation will certainly not change in the near future, because driving lasers with these parameters and even with a moderate repetition rate are out of the present technological possibilities. However, it is worth noting that there are several projects for high-energy lasers with repetition rates in the Hz-range, which could help to overcome these constraints. In contrast to that a remarkable progress has been made in the last few years in several important aspects of the development of compact and practical soft X-ray lasers. A very compact capillary discharge system has been operated at 46.9 nm (26.5 eV) producing millijoule level pulses of 50–100 ps with a 4 Hz repetition rate and an average power per unit bandwidth that is comparable to values of third generation synchrotron beam line, and a peak coherent power that is several orders of magnitude larger.
Short pulse-driven transient collisional X-ray lasers pumped with short pulses of energy lower than 10 J have been demonstrated in saturation at the wavelength range between 30 and 10 nm. These table-top-like systems have an output energy exceeding 10 microjoules. Saturated OFI lasers operating at repetition rate of 10 Hz and at the wavelengths of 41.8 and 32.4 nm delivered coherent pulses with the energy of several tens of nanojoules.

The knowledge of the XRL radiative properties like pulse energy, duration, source size, beam divergence, bandwidth, as well as spatial coherence or in a common unit their brilliance (brightness) $B$ is highly important for any kind of the application. In Fig. 28 a comparison with different X-ray radiation sources is given.

The average XRL-brilliance is presently far from the potential high value. This is mainly caused by the lack of short pulse pump lasers with the desired average power of $\geq 100$ W at pulse energies of several Joules. It is expected that both the optimization of the excitation efficiency of the X-ray lasers as well as the development of pump lasers with higher repetition rate that is in progress will soon lead to further reduction in the size, complexity and costs of XRLs. Therefore a widespread use of these coherent sources in numerous scientific and technological applications is expected in the coming years. Some X-ray lasers have already been used for numerous applications demonstrating their potential as coherent and (partially) short pulse X-ray sources.

Even though a lot of the applications have been performed with quasi-stationary X-ray lasers which are out of the scope of this contribution a short review is given here.

![Fig. 28 Peak spectral brightness for free electron lasers (FEL), synchrotrons, high harmonics and XRL-sources (selection)]
3.1 Diagnostics with XRL

Owing to their high brightness, X-ray lasers are well suited as a diagnostic tool in interferometry, microscopy, and reflectometry [132, 133, 134, 135]. Imaging biological samples requires short wavelengths near the “water window” covering the range between 2.3 and 4.4 nm. In this wavelength range the contrast between water and carbon-containing substrates (DNA, proteins, etc.) is very high and in situ microscopy of wet (living) samples is possible.

Ni-like lasers have been demonstrated [12, 13] in and near the “water window”. Wavelengths just longer than the carbon K-edge are also of interest. However, for laboratory use the size and cost of the driving laser for the Ni-like systems must be remarkably reduced. For X-ray holography, the maximum scattering of carbon-containing structures in water is expected to be just above 4.4 nm [14]. It has been shown that for X-ray holography the X-ray dosage received by a cell is minimized for a given image resolution if the illumination wavelength is near to the long wavelength side of the carbon K-edge [14, 136]. This is also a suitable wavelength for imaging of gold-tagged biological specimens [137]. Whereas very interesting biological studies could be conducted using the presently available XRLs at \( \lambda = 10–20 \) nm, crystallography and semiconductors-related research require compact X-ray sources operating at 1 nm or shorter. Scaling of short pulse-driven recombination XRLs on transition into the ground state could solve this problem and seems to be a promising alternative to the inner-shell laser in this wavelength range.

With the upcoming EUV-lithography at wavelengths of approximately 13 nm, X-ray lasers emitting pulses in this range (i.e. collisional Ni-like Ag-XRL at 13.9 nm) could become an attraction as a source for precision reflectometry, interferometry or other domains of metrology on samples at lithography facilities. Particularly XRLs with high repetition rates could be important here as well as for most pump/probe experiments and for many material science experiments, such as photoelectron spectroscopy. In general, for many pump/probe and time-dependent experiments, a high repetition rate X-ray laser (transient collisional, recombination or OFI-XRL) would be more useful and much less expensive than a synchrotron or a FEL. OFI-XRLs of recombination type could be an interesting tool for time-resolved photoelectron spectroscopy of surfaces. Continuous tunability, which is not obtainable with XRLs, is not required, because the energy of the ejected photoelectrons is measured to determine the binding energy for a given photon energy. The photon energy is known accurately because of the narrow bandwidth (\( \Delta \lambda/\lambda = 10^{-4}–10^{-6} \)) of the XRL. The output energy of the XRL should be of a \( \mu \)J-level.

Many experiments like photoelectron spectroscopy or nonlinear optics in the soft X-ray range need a high X-ray intensity. Therefore, development of suited focussing optics is necessary and the first adaptive optics for the correction of the wavefront of X-ray laser pulses for the interesting 13 nm range was reported recently [138].
3.2 Interferometry

Short pulse XRLs are required for probing high-density, laser-produced plasmas. Large plasmas (of 3 mm size) with electron peak densities \( n_e \geq 4 \times 10^{21} \text{ cm}^{-3} \) can be probed only by XUV/X wavelengths, because an optical laser radiation cannot propagate through the plasma at such high densities.

The first XRL-based interferometry of a high-density plasma was reported in 1995 [139, 140] using a Mach–Zehnder-type interferometer working with a 15.5 nm neon-like yttrium laser. However, this method, based on an amplitude division technique, needs plane X-ray beam splitters of very high optical quality (flatness \(<\lambda/20\) over the aperture). This requirement can be fulfilled at present only for wavelength between 13 and 15 nm due to the Mo–Si multilayer technology developed for the EUV-lithography. A setup of an XRL Michelson interferometer is shown in Fig. 29.

Another promising method is the wave front division technique by a shaped mirror, first realized with XUV synchrotron radiation [141]. This method is nearly wavelength independent, since the reflection at the mirror is under grazing incidence. X-ray beam division can also be realized by a Fresnel bimirror. This, however, requires a high spatial coherence of the beam to produce interference fringes. A successful experiment was demonstrated in [142] with a Ne-like Zinc-XRL at 21.2 nm [143] using a Fresnel bimirror consisting of two mirrors arranged as a “ridged roof” with a small angle between them. An interferometer of this type was used for an in situ investigation of electric field-induced breakdown on one of the surfaces of a Niobium-bimorph mirror [144]. In principle X-ray laser-based XUV interferometry appears to be a powerful tool to investigate any stressed surfaces (with high flatness) and could be of great importance for thin-layer technology and controlling of electronic components.

![Fig. 29 Setup of Michelson-type interferometer to probe dynamics of a laser pulse-driven plasma. The XRL beam can diagnose regions of higher electron density than that of optical lasers according to \( n_e [\text{cm}^{-3}] = 1.11 \times 10^{21}/\lambda^2 [\mu\text{m}] \), with \( \lambda \)-XRL wavelength (see also (2))](image-url)
3.3 Reflectometry

An important application of the XRL would be the determination of XUV optical constants by reflectometry [145]. In this method optical constants at each wavelength can be found by fitting the measured angular dependence of the reflectivity with the Fresnel formula [136]. This method can in principle provide not only optical constants of the bulk material but also information about the surface characteristics (i.e. additional oxide surface layers) of the sample, and could thus be well suited for measurement of the reflectivity of EUV-coatings. Using a high repetition rate table-top capillary discharge Ne-like Ar X-ray laser at 46.9 nm (26.5 eV) with an average power of up to 1 mW [18] optical constants for Si, GaP, InP, GaAs, GaAsP and Ir were determined. The high intensity of a X-ray laser is an advantage for accurate measurements of the reflectivity at near-normal incidence, where the reflectivity of most materials is low.

3.4 Excitation of Nonlinear Processes

X-ray lasers can, owing to their high peak power (brightness), in principle cause efficient excitation processes that cannot be observed with other incoherent X-sources or high harmonics. Multiphoton processes as well as nonlinear laser matter interaction in the soft X-ray range need high intensities, which to date can be delivered in principle only by XRLs (or XUV-free electron lasers). Multiphoton inner-shell spectroscopy, XUV nonlinear optics to generate new short wavelength are in the focus of interest. Also application of such processes to metrology (measurements of ultrashort XUV pulses using correlation techniques) seems to be possible.

An interesting elementary process that needs demonstration is the two-photon ionization of 4d inner-shell electrons in Xe. Among others, intense X-ray laser pulses could also be interesting for the study of the ionization dynamics in clusters. Also macroscopic effects, like the direct pumping of photoionization XRLs or inner-shell XRLs might be realized using bright X-ray lasers as pump source (see § 2.4, 2.5), even though the overall efficiency of this process is expected to be very small.

Study of the excitation of luminescence processes for example in ionic crystals appears as another interesting application aspect. These crystals have a great potential for various practical applications, like scintillation detectors for medical and nuclear applications as also for radiography and crystallography. Studies on UV luminescence of CsI with 58.4 eV photons of a 21.2 nm Zinc-XRL were reported in [145]. Short XRL pulses could allow for “instantaneous” production of the luminescence or for study on nonlinear effects in the luminescence efficiency.

With the advent of new state-of-the-art diffractive optics (i.e. Bragg–Fresnel lenses, which are practically free of geometrical aberrations [146]) or adaptive mirrors it seems to be possible to focus the X-ray laser beam down to several
microns, thus improving the spatial resolution and enlarging the intensity. Therefore, intensities of $\geq 10^{13}$ W/cm$^2$ should be soon possible in a focal spot of an XRL. At these intensities very dense plasmas could be produced, with the properties different from those produced by optical laser pulses allowing studies on warm dense matter (Table 8).
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1 Introduction

Light is a very powerful tool to study matter, and many types of light facilities covering a wide spectral range exist to meet an increasing demand from users coming from many fields of research and industry. From the application point of view, there are strong demands of ultrashort optical pulses. These demands are being met by the European pool of laser facilities. There are also very strong demands for intense beams of X-rays, which are being met by the increasing pool of European accelerator-based sources, like synchrotrons and insertion devices (undulators and wigglers) at electron storage rings.

However, there are also increasing demands from users requesting the combination of the above properties, ultrafast (femtosecond), intense, collimated X-ray pulses (~10 keV) [1, 2]. In addition, these users frequently request that the ultrafast X-ray pulses can be perfectly synchronized with other optical or X-ray pulses to allow time-resolved pump-probe investigations. Many approaches are being explored and/or planned to meet these demands from the accelerator community. These approaches are all involving very large and costly installations and with different technical difficulties. Producing a high enough X-ray flux within 100 fs for applications, together with a perfect synchronization with an external optical or X-ray pulse, represents significant technical challenges in most of these approaches.

On the other side, intense and ultrafast laser systems can be used to produce secondary radiative sources from laser–matter interaction. Three main types of laser-based X-ray sources, demonstrated now for more than 10 years, currently exist. High harmonic generation [3, 4] and XUV lasers [5] can produce collimated beams but not in the X-ray range (> 1 keV). Characteristic line emission from laser-produced plasmas can be in the X-ray range [6], but not collimated. During the past decade, there has been a race to produce beams of X-rays, with
the additional properties of spectral tunability and ultrashort pulse duration. However, none of the above laser-based sources have been able to offer these capabilities. A conceptually new strategy must therefore be used to generate beams of ultrafast X-rays.

By using relativistic laser plasma interaction, we have demonstrated a novel and different approach that meets the users demands for synchronized ultrafast X-ray beams. Recent results obtained at LOA demonstrate how an innovative source of X-ray radiation can be developed from the marriage of laser expertise and synchrotron radiation concepts [7, 8]. It relies on a millimeter scale laser-produced plasma unit that creates, accelerates, and wiggle a relativistic and ultrafast electron beam. This method announced a new class of infrastructure to be developed in the future, combining the specific properties of compact ultrafast lasers and energetic accelerator-based devices; the objective being to produce collimated beams of intense femtosecond X-ray pulses, with duration shorter by orders of magnitude compared with most present-day large-scale instruments.

Fundamentally new X-ray radiation properties would then be provided to the user’s community to realize their experiments. In particular, it has been shown that users need a tool to probe the dynamics of matter with ultrafast time resolution [9, 10]. To that purpose, four fundamental technological issues should be fulfilled: 10 keV X-rays in a beam (mrad) to provide enough flux onto the sample; broadband and tunable X-rays for absorption or diffraction studies; femtosecond X-ray bursts to get the time resolution; perfect synchronization between the X-ray probing beam and the onset of the reaction.

The novel laser-based solutions can fulfil all these requirements. In particular, the use of lasers offers the unique power to naturally meet the last issue. The same laser system can be used for both the excitation of a sample and the production of the X-ray beam, ensuring an intrinsic synchronization even on an ultrafast (femtosecond) timescale.

2 Laser-Based X-Ray Beam

2.1 Principle

In laser wakefield accelerators [11], the ponderomotive force of an intense femtosecond laser pulse generates, as it propagates in an underdense plasma, a large amplitude wakefield plasma wave (Fig. 1). This wake can break, trap plasma electrons, and accelerate ultrashort pulse duration electron bunch to high energies (a few hundreds of MeV) on only a millimeter distance scale [12]. A particularly efficient mechanism for wakefield generation occurs in the parameter regime corresponding to ultrashort laser pulses (30 fs), called the forced laser wakefield regime, which has been studied experimentally [13] as
well as with 3D particle-in-cell (PIC) simulations [13, 14]. In this regime, the wake has an electron-density depression right behind the laser pulse, leading to the formation of an ion column [15, 16, 17]. In addition to the longitudinal electrostatic field responsible for the acceleration, this charge displacement also results in a strong radial electrostatic field.

Therefore, as the relativistic electrons propagate through these fields, they can undergo oscillations – called betatron oscillations – at a frequency given by \( \omega_b = \omega_p/\sqrt{2\gamma} \). Here \( \omega_p \) is the plasma frequency and \( \gamma \) the relativistic factor of the electron. As in a conventional synchrotron, this oscillatory relativistic transverse motion produces a collimated X-ray beam [15, 16, 18, 19]. However, because the wavelength of the wiggler can be much shorter in a laser–plasma interaction (micron-scale length) than in a synchrotron based on permanent magnets (centimeter-scale length), the distance required to produce a bright X-ray beam is much shorter (on the scale of millimeters, rather than 10 m); the required energy of the electron beam is also much lower (MeV, instead of GeV).

---

**Fig. 1** Principle of the betatron X-ray source. Energetic electrons are accelerated by wakefield in a laser-produced ion channel. They experience the transverse electrostatic field of the channel, make betatron oscillations, and emit collimated beam of synchrotron radiation in the X-ray spectral domain. (a) Plot of the transverse force due to the space charge separation calculated from PIC simulation. (b) Electronic density plot of the plasma produced by the laser. The ion cavity as well as the accelerated electron beam (encircled in red) can be seen in the wake of the laser propagating in the gas jet.
The oscillatory motion of the relativistic electron in the ion channel is comparable to that of an electron oscillating in an insertion device (undulator or wiggler) of a synchrotron. Here, the ion channel acts as a wiggler – or undulator – with a period \( \lambda_b \) and a strength parameter \( K \) given by \( K = \gamma k_b r_0 \). Consequently, as in a conventional insertion device, synchrotron radiation is emitted by the relativistic electron. The electron trajectory mainly determines the divergence of the produced radiation. It consists of a narrow cone of divergence \( \theta = K/\gamma \) directed in the forward direction. The radiation is emitted in regimes that are distinguished by the strength parameter \( K \). For \( K \), the electron motion is near the axis and has a weak amplitude. The ion cavity then acts as an undulator, and the radiation is primarily emitted at the fundamental frequency:

\[
\omega_f = \omega_b (2\gamma^2) = (2/\sqrt{2})\omega_p \gamma^{3/2},
\]

which corresponds to the betatron frequency Doppler shifted in the laboratory reference frame. For \( K > 1 \), the amplitude of the electron motion is increased, the plasma then acts as a wiggler, high harmonics are radiated, and broadband radiation is produced. In that case, the spectrum is described by the function \( S(\omega/\omega_c) \), characteristic of the synchrotron radiation [20]. In that case, the spectral intensity grows up to a frequency given by

\[
w_c = (3/2)\gamma^3 c / R = (3/2)\gamma^3 c r_0 k_b^2,
\]

where \( R = 1/(r_0 k_b^2) \) is the transverse amplitude of the electron path, and then exponentially decreases. We have calculated the radiation emitted by the electron oscillating in the ion channel by using the trajectories of the oscillating electron (obtained by the numerical integration of the equation of the electron motion in the ion channel) from the general expression of the spectral flux \( \frac{d^2 I}{d\omega dt} \) emitted in the direction of observation \( n \) [20].

We first used a test-particle simulation to calculate the radiation produced by relativistic electrons oscillating in an ion channel. The spectrum of the radiation estimated on the laser axis (in the propagation direction) is presented in Fig. 2 for the sets of parameters \( (\gamma = 20, r_0 = 0.1) \) \( K = 0.18 \) and \( (\gamma = 20, r_0 = 3) \) \( K = 0.94 \). For \( K = 0.018 \) and \( \gamma = 20 \), the radiation is emitted in the undulator regime at the fundamental frequency: \( \omega/\omega_p = 126.5 \). For \( K \) close to 1, the first few harmonics appear. For larger \( K \), the radiation is emitted in the wiggler regime and has a broadband spectrum. If we consider electrons accelerated in a plasma by wakefield with energies extending up to 200 MeV, Fig. 2 represents the spectrum obtained from more accurate PIC simulations for \( K > 1 \).

For a more accurate description of the interaction, the acceleration of the electrons, and the radiation they emit, we have used a 3D particle in cell code. In this code, it is supposed that at any given moment of time, the relativistic
electron emits, along its momentum direction, a radiation spectrum defined by the function $S(\omega/\omega_c)$. The trajectories of each electron are described and used to calculate the emission during the interaction. The emitted radiation, exerting a recoil on the electron [16], is included in the equations of the electron motion. In the calculation, the following parameters are used: Gaussian laser pulse with a wavelength $\lambda = 0.820$ nm, a laser pulse duration of 30 fs, a focal spot of 18 $\mu$m, and an initial normalized potential vector $a_0 = 1.2$. For these parameters, the laser power exceeds the critical power for relativistic self-focusing. The PIC simulation shows that the laser beam self-focuses, and $a_0$ is slightly increased in the plasma. As the laser propagates in the plasma, it leaves a large-amplitude plasma wave in which electrons are trapped and accelerated up to about 100 MeV and an ion channel almost free of background electrons. In the channel, the simulation shows that the electrons undergo betatron oscillations with an amplitude of a few microns and produce a beam of keV X-rays. The maximum X-ray emission is observed for an electronic density of $n_e = 1 \times 10^{19}$ cm$^{-3}$. At this density, the wake amplitude maximizes because the laser pulse duration resonantly fits the relativistically corrected plasma wave period $T_p = 2\pi/\omega_p$.

The X-ray spectrum obtained from the PIC simulation (Fig. 2) is represented as a function of the observation angle, for the optimal plasma density ($n_e = 1 \times 10^{19}$ cm$^{-3}$), and for a laser propagation distance of 3 mm. It gives the number of X-ray photons emitted within 0.1% of the energy bandwidth per solid angle $2\pi \sin \theta d\theta$. The energy and the angle $\theta$ axes are logarithmically scaled. In this parameter regime, the expected spectrum is a continuum that extends from eV to a few tens of keV, with a maximum of the X-ray emission

---

Fig. 2 Spectrum of the expected radiation as a function of the $K$ parameter, the energy of the electrons ($\gamma$), and the amplitude of the betatron oscillation ($r_0$)
located in the energy range of 1 keV, and the divergence of the X-ray beam is about 50 mrad ($\theta = K/\gamma$) full width at half maximum (FWHM).

The average number of photons with mean energy $\omega_c$ emitted by one electron is given by [15], $N_x = 5.6 \times 10^3 N_0 K$, where $N_0$ is the number of betatron oscillations undergone by the electron. For $\gamma = 60$, $n_e = 1 \times 10^{19}$ cm$^{-3}$, and an amplitude of oscillation $r_0 = 5 \mu$m (obtained from PIC simulation), an X-ray beam providing $8 \times 10^2$ photons/electron/betatron oscillation centered at an energy around 1 keV within a full divergence of 300 mrad could be produced. For properly chosen parameters, it is therefore expected to generate an intense beam of keV radiation during the relativistic laser–plasma interaction.

### 2.2 Experiments

Betatron X-ray emission was observed for the first time at the Laboratoire d’Optique Applique (LOA) using a titanium-doped sapphire (Ti:sapphire) laser operating at 10 Hz with a wavelength 0–820 nm in chirped-pulse amplification mode [21]. The laser delivered energies up to 1 J on target in 30 fs, with a linear horizontal polarization. The laser beam was focused at laser intensities on the order of $3 \times 10^{18}$ W/cm$^2$, for which the corresponding normalized vector potential $a_0$ is 1.2. The X-ray radiation produced in the plasma was measured using a cooled X-ray CCD camera placed directly on the laser axis without any focusing X-ray optic as shown in Fig. 3. For all the measurement, a 25 $\mu$m

![Fig. 3 Experimental setup used for the betatron experiment. Permanent magnets are used simultaneously to deviate off-axis the accelerated electron beam to keep the X-ray detection unperturbed and to provide the spectral distribution in the electron bunch. The figure also shows the CCD picture of the X-ray beam and of the electron spectrum for an electronic density of the gas jet of $10^{19}$ cm$^{-3}$]
beryllium filter is kept in front of the CCD camera to block any radiation below 0.8 keV. Permanent magnets (1 T along 10 cm) are inserted between the plasma and the X-ray CCD to deviate off-axis the accelerated charged particles. Even if the most energetic electrons are still recorded onto the detector, they are significantly out of the X-ray axis. The spectrum of the radiation was estimated by using an additional set of filters.

As can be seen in Fig. 3, a beam of keV X-ray radiation was observed. The radiation is intense, broadband in the keV spectral range, and confined in the forward direction within a 20 mrad cone (FWHM) for the best shot (Fig. 3). The properties of this X-ray beam are in a good agreement with the synchrotron radiation emitted by the trapped electrons undergoing betatron oscillations in an ion channel as it is described by the numerical simulations (see previous section). The spectral distribution of the radiation was measured from 1 to 10 keV by placing a set of Be, Al, Sn, and Nb filters in front of the detector. The spectral resolution was limited by the bandwidths of the filters. The spectrum decreases exponentially from 1 to 10 keV. The total number of photons (integrated over the bandwidths of the filters and over the divergence of the X-ray beam) is found to be more than $10^8$ photons (per shot/solid angle at 0.1% BW).

The most important feature of the observed X-ray emission is its collimation in a low-divergence beam centered onto the laser axis. It strongly depends on the electron density and goes from 20 to 50 mrad (FWHM) as $n_e$ is increased from $8 \times 10^{18}$ to $1.1 \times 10^{19}$ cm$^{-3}$. At larger densities, the X-ray beam divergence is further increased. This feature can be correlated to the $K$ parameter which increases as $n_e$ is increased. It is also strongly linked to the divergence of the electron beam for which similar dependencies are observed. The X-ray beam divergence, averaged over more than ten shots, is found to be $50 \pm 20$ mrad at FWHM.

Another unique feature of this X-ray beam is its intensity as a function of the electron density of the plasma. It is found to be sharply peaked at $n_e = 1.1 \times 10^{19}$ cm$^{-3}$ as shown in Fig. 4. Below this critical density, the X-ray signal rapidly vanishes mainly because the number of trapped electrons is too low. This is confirmed in the experiment for which no electrons were detected by the spectrometer. At larger densities, the X-ray signal drops down and a plateau is reached. For these experimental conditions, the resulting amplitude of the plasma wave becomes too weak. The pulse must first be modulated and additional laser energy would be needed. As a result, the temperature of the electron beam decreases and its divergence increases.

2.3 Comparison with Other Ultrafast X-Ray Sources

Very large-scale instruments are under consideration in the accelerator community to provide femtosecond X-ray beams. The great potential of ultrafast
X-ray techniques is one of the major arguments to build energy recovery LINAC (ERL, linear accelerator) and free electron lasers (FEL) using the SASE (self-amplified spontaneous emission) scheme. They are based on the production of ultrafast and highly energetic electron beams (few 10 GeVs range). These projects (LCLS at Stanford-USA, TESLA at DESY-Germany) plan to produce femtosecond X-rays in the few 10 keV spectral range with very high brightness. First experiments are presently performed at Stanford (SPPS) with the use of the large-scale LINAC to test the production of ultrafast synchrotron radiation with electron beams compressed in time. This installation will run for a short period of time (2004 - 2006).

In order to overcome the current limitations of the third generation of synchrotrons (few 10 ps X-ray bursts), new experimental techniques aiming to cut a slice of subpicosecond X-rays from a single, several tens of picoseconds synchrotron X-ray pulse recently appeared. In a method developed at the ALS (Berkeley, USA), where the X-ray pulse duration is 30 ps, slicing of a few hundred femtosecond electron bunch is realized within the long electron bunch using a laser.
Finally, smaller scale projects rely on the Compton diffusion of lasers on electron beams generated from moderate LINAC energies (few 10 MeVs) like at LLNL (Livermore, USA) and APS (Chicago, USA).

The following important remarks can be made about these projects: Despite their high flux, X-ray FEL and ERL facilities are not foreseen within the next few years (except at LCLS). Beam time will be in addition very limited. Intermediate (and alternative) solutions should be investigated and explored considering the long-term duration of these projects. LINAC-based facilities (FEL, ERL, SPPS, LLNL, and APS) do not have intrinsic synchronization with the laser used to trigger a reaction in the femtosecond timescale. However, post-synchronization techniques are under investigation (in the frame of the SPPS project) to reach the required time resolution. Slicing projects provide X-ray flux limited to the current charge contained by the electron bunch already setup in the third-generation synchrotron. As a consequence, X-ray flux cannot be scaled up. This technique will benefit from the high-repetition-rate laser systems to increase their average brightness.

Figs. 4 and 5 show the X-ray flux and average brightness of the existing or scheduled femtosecond X-ray sources. The brightness of the betatron X-ray radiation can be estimated from the pulse duration and the size of the X-ray source (20 μm × 20 μm from knife-edge X-ray imaging). The temporal pulse width is fully determined by the temporal profile of the electron bunch, which is close to that of the laser (30 fs). This must nevertheless be proved experimentally. The average brightness is $5 \times 10^6 \text{ph/s/mm}^{-2}/\text{mrad}^{-2}/0.1\%\text{BW}$ and the peak spectral brightness is $2 \times 10^{22} \text{ph/s/mm}^{-2}/\text{mrad}^{-2}/0.1\%\text{BW}$.

As it can be seen in Figs. 4 and 5, the very high collimation of the X-ray beams of such instruments (μrad) leads to a significantly larger brightness. They take advantage of the very high electron energies (10 GeV range) available from these accelerators. This will not be the case for the laser-based X-ray beam (betatron) as electron energies accelerated from plasmas are expected to approach the GeV range within the next 2 years. The SPPS facility using the large LINAC of LCLS is under operation with the possibility to produce few 100 fs X-ray radiation, and make experiments at this time scale if the post-synchronization techniques are successful. It is however interesting to mention that the betatron X-ray flux is approaching what can be produced by SPPS despite its significantly smaller scale environment. SPPS is planned to run up to 2006.

It can be seen from Fig. 5 that the first results on the betatron source have already led to X-ray fluxes exceeding what is provided by the Compton technique or by wigglers and undulator insertion devices using the slicing approach. The betatron X-ray properties expected using a 250 TW laser system is also quoted in the figures (dashed line). The spectral range is significantly shifted to hard X-ray energies, with an increase of the X-ray flux and average brightness of one order of magnitude for the softener energies (Fig. 6).
Fig. 5 Comparison of our "PIXEL" projet with the existing and foreseen facilities of ultrafast X-rays: X-ray flux. The dotted curves correspond to sources that do not exist. The pulse duration as well as the repetition rate are quoted for each facility. The betatron X-ray properties expected using a 250 TW laser system is represented in dashed and black line. $K_{\gamma}$: laser–plasma source (in operation) LOA (Palaiseau, France); TESLA: Free Electron Laser project (expected in 2015) DESY (Hamburg, Allemagne); LCLS: Free Electron Laser project (2010) SLAC (Stanford, USA); CHESS: Energy Recovery LINAC (not planned) Cornell (USA); SPPS: Ultrafast LINAC with undulator (operate from 2004 to 2006) SLAC (Stanford, USA); Slicing: Slicing of electron beams in third-generation synchrotron (2005) LBNL (Berkeley, USA); Pleiades (LLNL, USA); and APS (Chicago, USA): Compton scattering of a laser onto a LINAC (in operation at LLNL: 3 ps time scale)
3 Conclusion

X-ray beams can now be produced from laser–plasma interaction using femtosecond and intense laser systems. An increase of the $\gamma$ factor (1 GeV energies are expected with the present laser systems under construction) of the electron
would result in a significant increase of the X-ray flux, energy, and a further more collimated X-ray beam (below 1 mrad). This opens a new road toward compact and potentially cheap – compared to large scale instruments – femtosecond X-ray tools for the characterization of transient structures in ultrafast X-ray science [22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. It will also have the potential for powerful diagnostics not previously available in plasma physics. For example, it will allow to probe extreme states of matter, with the final goal of addressing astrophysical as well as inertial fusion research issues. Time-resolved absorption spectroscopy and Thomson scattering of high-density plasmas require penetrating radiation like X-rays together with an ultrafast time resolution in order to reveal the properties of the warm, dense, or high-energy matter produced in a laser–plasma experiment. Time-dependent measurements of plasma temperature and density will provide a precious contribution to the understanding of the degeneracy, coupling as well as long- and short-range interactions between charged particles within the plasma.

References

Atomic Multi-photon Interaction with Intense Short-Wavelength Fields

F.H.M. Faisal

1 Introduction

Recent developments in generating intense laser radiation in the laboratory, at wavelengths shorter than the optical, have opened up the possibility of investigating the nature of non-linear laser–atom interaction at hitherto inaccessible intense-field domains (VUV, XUV, X-ray, and possibly beyond). A whole gamut of processes such as multi-photon inner-shell ionization, formation of hollow atom or ions, high-frequency high harmonic generation, multi-photon single-, double-, and multiple ionization, Compton-harmonics generation, coherent radiative electron scattering, population inversion for X-ray amplification, ultra-short pulse generation, stimulated- and inverse-bremsstrahlung, relativistic spin dynamics, laser nuclear reaction, to name only a few, might be possible to investigate in the laboratory in not too distant future. Currently the subject is both experimentally and theoretically at its beginning. Here we briefly introduce and discuss a number of approximate and exact methods that are deemed to be useful for theoretical investigations of intense-field atomic processes at short wavelengths.

2 Parameters Characterizing Intense-Field Dynamics

Intense-field processes are characterized by several dimensionless parameters which help to distinguish different regimes of the dynamics. A critical value of unity of these parameters formally separates two qualitatively distinct neighboring domains. The best known among them are the so-called (a) Keldysh parameter \( \gamma = \sqrt{\frac{I_p}{2k_p}} : \gamma \gg 1 \), perturbative ‘multi-photon’ domain and \( \gamma \ll 1 < n_0 \gamma (n_0 \) is the minimum photon number for ionization) – for non-perturbative
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‘tunneling’ domain, (b) ATI parameter \( b = U_p / 2\hbar \omega : b > 1 \), appearance of above-threshold ionization (ATI) peaks and \( b \ll 1 \), absence of ATI peaks, and (c) relativistic parameter: \( q = eA_0 / mc^2 = \omega \alpha_0 = \sqrt{4U_p / (mc^2)} \), where \( \omega = \omega / c : q \geq 1 \), strongly relativistic domain and \( q \ll 1 \), non-relativistic domain. In Table 1 we show the critical intensities and the ponderomotive energies at which these parameters take the characteristic value of 1, in different wavelength regimes.

At moderate to low intensities, in the VUV region (say, from 200 to 80 nm) and in the XUV and X-ray regions (say, down to 5 nm, and much shorter wavelengths), one is largely in the perturbative domain. So the lowest (non-vanishing) order perturbation theory (or LOPT) which has been very useful in the early days of multi-photon physics with infrared and optical lasers becomes again useful for the shorter wavelengths. However, at short wavelengths it might be necessary to go beyond the well-known dipole approximation and incorporate systematically possible effects of retardation (or multi-polar effects). For very high intensities, this situation changes again significantly where the relativistic effects, either for the inner-shells of heavier atoms (ions) or for high velocity of the ionized electrons, as well as coupling to the spin degrees of freedom would be necessary to account for. With these possibilities in view, below we briefly discuss a number of approximate and exact theoretical methods for investigating intense-field processes both at moderate and very high intensities. Unless otherwise indicated explicitly, Hartree atomic units [a.u.: \( e = \hbar = m_e = 1, c = \alpha^{-1} = 137.036, a_b = 1 \) (Bohr radius)] are implied in the sequel.

### Table 1
Critical intensities in atomic units \((1 \text{ a.u.} = 3 \times 10^{16} \text{ W/cm}^2)\), as well as \( U_p \), at selected wavelengths, for the characteristic value of unity of the intense-field parameters, \( \gamma \), \( b \), and \( q \); the numbers in square brackets refer to exponents.

<table>
<thead>
<tr>
<th>( \lambda ) (nm)</th>
<th>( \gamma = 1 )</th>
<th>( b = 1 )</th>
<th>( q = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l ) (au)</td>
<td>4.396 ([-3])</td>
<td>2.332 ([-3])</td>
<td>8.251 ([1])</td>
</tr>
<tr>
<td>( U_p ) (au)</td>
<td>2.5 ([-1])</td>
<td>1.326 ([-1])</td>
<td>4.692 ([3])</td>
</tr>
<tr>
<td>( \lambda ) (nm)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>( l ) (au)</td>
<td>4.396 ([-1])</td>
<td>2.332 ([0])</td>
<td>8.251 ([3])</td>
</tr>
<tr>
<td>( U_p ) (au)</td>
<td>2.5 ([-1])</td>
<td>1.326 ([0])</td>
<td>4.692 ([3])</td>
</tr>
<tr>
<td>( \lambda ) (nm)</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( l ) (au)</td>
<td>4.396 ([1])</td>
<td>2.332 ([3])</td>
<td>8.251 ([5])</td>
</tr>
<tr>
<td>( U_p ) (au)</td>
<td>2.5 ([-1])</td>
<td>1.326 ([1])</td>
<td>4.692 ([3])</td>
</tr>
<tr>
<td>( \lambda ) (nm)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( l ) (au)</td>
<td>4.396 ([3])</td>
<td>2.332 ([6])</td>
<td>8.251 ([7])</td>
</tr>
<tr>
<td>( U_p ) (au)</td>
<td>2.5 ([-1])</td>
<td>1.326 ([2])</td>
<td>4.692 ([3])</td>
</tr>
<tr>
<td>( \lambda ) (nm)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>( l ) (au)</td>
<td>4.396 ([5])</td>
<td>2.332 ([9])</td>
<td>8.251 ([9])</td>
</tr>
<tr>
<td>( U_p ) (au)</td>
<td>2.5 ([-1])</td>
<td>1.326 ([3])</td>
<td>4.692 ([3])</td>
</tr>
</tbody>
</table>
3 Lowest (Non-vanishing) Order Perturbation Theory: LOPT

In the perturbative domain the most useful method for the analysis of multi-photon processes has been the lowest non-vanishing order perturbation theory or LOPT (e.g., [1]).

Typically, an intense laser field is idealized by a sinusoidal vector potential of the form

$$A(x, t) = A_0 \cos(\omega t - \mathbf{x} \cdot \mathbf{x})$$  \hspace{1cm} (1)

where is the unit polarization vector, is the photon wave vector, is the wave number, is the circular frequency, and is the maximum electric-field amplitude.

The Schrödinger equation of the system is

$$i \frac{\partial}{\partial t} \Psi(x, t) = \left[ \frac{1}{2} \left( \mathbf{p} - \frac{1}{c} A(x, t) \right)^2 + V \right] \Psi(x, t)$$  \hspace{1cm} (2)

where stands for the unperturbed atomic Hamiltonian. Note that, although we have written this equation for a single-electron atom (ion), it has a much greater usefulness if it is formulated as the active part of a many-electron system (the ‘single active electron’ or SAE approximation) with an effective potential . The perturbed Hamiltonian contains, besides and a ponderomotive shift term equal to , the first-order perturbation

$$V^{(\pm1)} = - \frac{A_0 \cdot \mathbf{p}}{2c} e^{\pm i(\omega t - \mathbf{x} \cdot \mathbf{x})}$$  \hspace{1cm} (3)

and the second-order perturbation

$$V^{(\pm2)} = \frac{U_p}{2} e^{\pm 2i(\omega t - \mathbf{x} \cdot \mathbf{x})}$$  \hspace{1cm} (4)

where the (±) corresponds to absorption and emission.

According to LOPT, the amplitude for an -photon transition (due to these perturbations) from an initial (bound) state, , to a final (continuum) state can it always be brought to the form

$$A_{\text{ion}}(\infty) = -2\pi i \sum_n \delta(E_f + I_p - n\omega) T^{(n)}$$  \hspace{1cm} (5)

where

$$T^{(n)} = \langle f | V_n G_0(E_{n-1}) V_{n-1} \cdots G_0(E_2) V_2 G_0(E_1) V_1 | i \rangle$$  \hspace{1cm} (6)
The corresponding probability of the transition per unit time, i.e., the rate is then obtained by (modulo-) squaring the amplitude and dividing by the (usually large) interaction time \((t \gg 2\pi/\omega)\),

\[
\frac{dW^{(n)}}{d\Omega} = 2\pi |T^{(n)}|^2 \rho(E_f)
\]

where we have used a convenient representation (p. 48 [1]) of the square of the delta function

\[
\delta^2(\omega) = \lim_{t \to \infty} \frac{t}{2\pi} \delta(\omega)
\]

and integrated over the number of final continuum states using

\[
dk_f = \rho(E_f) dE_f d\Omega
\]

with \(\rho(E_f) = k_f/(2\pi)^3\), the density of final states per unit energy per unit volume. The specific transition matrix for a given order photon absorption or emission process, \(T^{(\pm n)}\), can be written down most conveniently applying the diagrammatic technique which is described in detail elsewhere (chap. 2 [1]). In the short-wavelength case one may not be able to adopt the dipole approximation:

\[
ie^{\pm i\kappa \cdot r} \approx 1 + o(\kappa a_b) \quad (\kappa a_b \ll 1, \text{ dipole or no-retardation approximation})
\]

The usual approach is to handle the retardation effect by an infinite ‘multipolar’ expansion of the photon plane-waves,

\[
ie^{\pm i\kappa \cdot x} = 4\pi \sum_{lm} (\pm i)^l j_l(\kappa r) Y_{lm}(\hat{r}) Y_{lm}^*(\hat{\kappa})
\]

where \(r = |x|, \hat{\kappa}, \text{ and } \hat{r}\) are unit vectors. Since \(j_l(\kappa r) \approx (\kappa r)^l\), for \(\kappa r \ll 1\), this expansion is expected to converge rapidly for VUV and XUV radiations but would be slow to converge at hard X-ray and shorter wavelengths.

The general problem of LOPT is the evaluation of the compound matrix elements of the form Eq. (6), where the interaction Hamiltonians \(V_n\) (and the propagation energies \(E_n\)) can be different but each \(V_n\) is restricted to only one of the two types given in Eqs. (3) and (4) above. The Green’s functions \(G_0(E)\) that appear in the compound matrix elements, Eq. (6), can be expressed formally explicitly in terms of the eigenfunctions and the eigenvalues of the unperturbed atomic Hamiltonian, \(H_a|j\rangle = \epsilon_j|j\rangle\), as

\[
G_0(E_n) = \frac{1}{(\epsilon_j + n\omega - H_a)} = \sum_j \int \frac{|j\rangle \langle j|}{E_n - \epsilon_j}
\]
with \( E_n = \epsilon_i + n\omega \), which contains an integration over the continuum states of the atom; the latter is rather awkward to perform explicitly (nevertheless cf. [2]). Therefore, it is useful whenever possible (for example, for H-like atoms [3, 4, 1]) to adopt a completely discrete representation using the so-called ‘sturmian’ radial basis states (and the spherical harmonics, for the angle variables) to represent the Green’s function exactly.

### 4 A Finite-Sum Approximation to Green’s Function of Complex Atoms

In general, however, the complete set of eigenfunctions and eigenvalues of a two-or many-electron atom is hardly, if at all, available. It is therefore desirable to have a relatively simple method of estimating the \( n \)-photon transition matrix elements. One such method is the so-called finite-sum approximation method which can be shown to give the following approximate expression (p. 86 [1]) for any atomic Green’s function, if only a finite number of the eigenfunctions and eigenvalues of the system are known:

\[
G_0(E_n) \approx G_p(E_n) + \frac{(1 - P)}{(E_n - \epsilon^0)}
\]

where

\[
G_p(E_n) = \sum_{j=1,p} \frac{|j\rangle \langle j|}{E_n - \epsilon_j}
\]

and \( P = \sum_{j=1,p} |j\rangle \langle j| \) is the projection operator for the \( p \) discrete states of the target system and \( \epsilon^0 \) is an average energy parameter of the order of the ionization threshold. One can vary \( p \) and estimate the second term in Eq. (11) to test if it becomes small enough compared to the first; in that event Eq. (11) provides a useful approximation which can be employed to estimate the compound matrix elements, Eq. (6), by inserting it in as many places, with the given value of the propagation energy \( E_n \), as necessary. For example, a recent application of the above approximation to the problem of sequential and direct mechanisms of two-photon double ionization of He at VUV/XUV wavelengths at perturbative intensities has shown [5] that the total two-photon double ionization yield (e.g., at \( \omega = 2.05 \) a.u. and \( I = 10^{11} \) W/cm\(^2\)) is dominated by the sequential contribution, by a factor of about 300, over that of the ‘direct’ or non-sequential contribution. Dominance of the sequential process for the double ionization of He can occur already at \( \lambda = 248 \) nm [6, 7, 8]. This is in contrast to the well-known dominance of the non-sequential process for double ionization of He atom for intense near-infrared wavelengths (e.g., [9, 7, 8]).

Unlike in the perturbative regime, theoretical investigation of atomic processes at high intensities is much more demanding. Therefore, at
non-perturbative intensities in the VUV and low XUV domain, where the retardation effect might still be neglected, it is useful to have relatively simple approximate expressions for estimating the ionization rates and their dependence on the field parameters.

5 Coulomb–Volkov Wavefunctions

The long-range Coulomb potential in the presence of an intense field has a significant influence on the final state of the ionization processes. At present no exact solution of the Coulomb–Volkov Schrödinger equation (comparable to the exact plane-wave Volkov solution without the Coulomb potential) is known. We therefore discuss a number of approximate solutions of the Coulomb–Volkov problem, in the asymptotic, adiabatic, and semiclassical approximations. The results are given explicitly in the length gauge; the corresponding expressions in the velocity gauge are obtained simply by multiplying the respective length gauge expressions given below by the ‘gauge’ factor, $e^{-i\frac{1}{c}A(t)\cdot r}$. These wavefunctions are applicable not only for long-wavelength fields but also for shorter wavelengths (e.g., from free-electron lasers) for example for inner-shell processes in atoms and molecules and their ions.

5.1 An Asymptotic Coulomb–Volkov Wavefunction

The Coulomb–Volkov Schrödinger equation in a dipole laser field is given by

$$i \frac{\partial}{\partial t} \Phi_p(r, t) = \left[ \frac{\hat{p}^2}{2} - \frac{Ze}{r} + F(t) \cdot r \right] \Phi_p(r, t) \quad (13)$$

where $\hat{p}$ is the momentum operator. We have assumed a general elliptically polarized vector potential

$$A(t) = A_0 \left( \cos \frac{\xi}{2} \sin \omega t - \sin \frac{\xi}{2} \cos \omega t \right) \quad (14)$$

so that the corresponding electric field is given by

$$F(t) = -\frac{1}{c} \dot{A} \quad (15)$$

The ellipticity $\xi$ varies between $[0, \pm\pi/2]; \xi = 0$ stands for the linear polarization (i.e., $A(t) = A_0 \sin \omega t$ and $F(t) = -F_1 \cos \omega t, F \equiv \frac{A_0}{c}$; $\xi = \pm\pi/2$, for the left (+) or the right (−) circular polarization.
To include the Coulomb effect in the presence of the laser field, we intend to solve Eq. (13) to order $o(\frac{1}{r^2})$. Let the solution be of the form

$$\Phi_p(r, t) = e^{-i\int p^2 \, dt} e^{i p \cdot r} \psi(r, t)$$

(16)

where $\mathbf{p}_t \equiv \mathbf{p}(t) = \mathbf{p} + \frac{1}{e} \mathbf{A}(t)$ (for convenience of writing we shall interchangeably use the notation $\mathbf{p}_t$ or $\mathbf{p}(t)$, in this section). The function $\psi(r, t)$ is to be determined. Substitution of Eq. (16) in Eq. (13) yields

$$i \frac{\partial}{\partial t} \psi(r, t) = \left( -i \mathbf{p}_t \cdot \frac{\partial}{\partial r} - \frac{Z}{r} - \frac{1}{2} \frac{\partial^2 \psi(r, t)}{\partial^2 r} / \psi(r, t) \right) \psi(r, t)$$

(17)

We neglect the ratio of the second derivative of $\psi(r, t)$ to itself in Eq. (17) (for slowly varying functions and/or order $o(\frac{1}{r^2})$) to obtain a first-order partial differential equation for determining the function $\psi(r, t)$,

$$i \frac{\partial}{\partial t} \psi(r, t) = \left( -i \mathbf{p}_t \cdot \frac{\partial}{\partial r} - \frac{Z}{r} \right) \psi(r, t)$$

(18)

Next, we introduce the coordinate transformations

$$r' = r - \int^t \mathbf{p}_t \, d\tau$$

$$t' = t$$

(19)

(20)

which gives

$$\frac{\partial}{\partial t} + \mathbf{p}_t \cdot \frac{\partial}{\partial r} = \frac{\partial}{\partial t'}$$

(21)

and simplifies Eq. (18) to

$$i \frac{\partial}{\partial t'} \psi(r', t') = - \frac{Z}{|r' + \int^t \mathbf{p}_t \, d\tau|} \psi(r', t')$$

(22)

This is readily integrated and the result, expressed in the original variables $(r, t)$, is

$$\psi(r, t) = \exp \left( i \int^t \frac{Z}{|r + \int^t \mathbf{p}_t \, d\tau|} \right)$$

(23)
Combining Eqs. (16) and (23) we get

\[ \Phi_p(r, t) = \exp \left( -i \int_0^t dt' \left( \frac{p_{t}^2}{2} - \frac{Z}{r + \int_0^{t'} p_{t'} dt'} \right) \right) e^{ip \cdot r} \]  

(24)

Thus we have arrived at an explicit asymptotic solution of the Coulomb–Volkov Schrödinger equation (13) in terms of a phase integral, which could be used fruitfully, e.g., in numerical works. However, it may not be the most convenient approximation to apply in analytical works. We therefore discuss a number of additional approximate Coulomb–Volkov solutions which can be used more simply.

Perhaps the simplest analytic approximation is obtained in the limit \( p_B r > > 1 r \| \hat{p} \), which we may write as

\[ \Phi_p^{(-)}(r, t) = e^{-\frac{1}{2} \int_0^t p_{t'}^2 dt' \psi_{p_{t'}}^{(-)}(r, t')} e^{-i \eta_{t} \ln(2p r)} \]  

(25)

The accuracy of this rudimentary Coulomb–Volkov wavefunction may be estimated by direct substitution into Eq. (13) and comparison of the rest terms in the Hamiltonian with the initial total energy \( E_B \). It is found to account for the Coulomb interaction asymptotically \( o(1/r^2) \), \( \hat{r} \parallel \hat{p} \) if \( F/F_B \ll 1 \), \( \omega/E_B \ll 1 \), and \( 1 \ll p_B r \leq p_B r_0 \), where \( r_0 \) is of the order of the outer turning point of the classically forbidden region. In the adiabatic condition this is the most important interaction region where the combined effect of the Coulomb potential and the laser field dominates.

5.2 An Adiabatic Coulomb–Volkov Wavefunction

In view of the importance of the adiabatic domain in the intense-field laser atom interaction processes we consider now a more elaborate adiabatic wavefunction which we write as

\[ \Phi_p^{(-)}(r, t) = e^{-\frac{1}{2} \int_0^t p_{t'}^2 dt' e^{-i \eta_{t} \ln(p r_0 + \hat{p} \cdot \hat{r})}} \times e^{i \eta_{t} \Gamma(1 + i \eta_{t}) \psi_{p_{t'}}^{(-)}(r, t)} \]  

(26)

with

\[ \psi_{p_{t'}}^{(-)}(r) = e^{ip \cdot r} F(-i \eta_{t}, 1, -i(p \cdot r + p t \cdot r)) \]  

(27)

where \( r_0(t) \) is the asymptotic outer turning point in the direction of the motion, \( r_0(t) = \frac{p E_B}{F(t) \cdot \hat{p}} \). \( F(a, c, z) \) is the well-known confluent hypergeometric (or the Kummer) function; the superscript \((-)\) stands for the ‘in-going’ solution, as
in the case of the unperturbed Coulomb continuum wavefunction \([10]\). For
\[ 1 \ll p_B r \leq p_B r_0(t) \]
it simplifies to
\[
\Phi_p^(-)(r, t) = e^{-i \int r'_d r' e^{i p_r r} e^{i \eta(r, t) - \eta(p, t) + \eta(p_r, t)}}
\]  \hspace{1cm} (28)

In the adiabatic case, the laser field alone dominates at the outer turning point
\[ r = r_0(t) \] and beyond. Accordingly, the boundary condition is chosen to make
the Coulomb phase in Eq. (28) to vanish at \[ r = r_0(t) \]. To determine the accuracy
of the adiabatic wavefunction, we may directly substitute Eq. (28) in Eq. (13)
and note that the Coulomb potential \(-Z/r\) is taken into account to \(o(1/r^2)\) in
all directions. The residual terms compared to the initial total energy \(E_B\) are of
the order of \(o(1/E_B)\) and \(o(F/F_B)\) (in the classically forbidden region
\[ 1 < p_B r \leq p_B r_0 \]) and may be neglected for \(\omega/E_B \ll 1\) and \(F/F_B \ll 1\). This corre-
sponds to the adiabatic regime of laser interaction below the saturation intensity
for ionization. We may note here parenthetically that the adiabatic
Coulomb–Volkov wavefunctions given above can be factorized into a time
translational part, \(e^{-i(p^2/2 + U_p)t}\), and a fully periodic part with a period \(2\pi/\omega\),
which is often useful for analytic simplifications in their applications (see
further below). We note finally that they reduce to the well-known plane-
wave Volkov solution in the absence of the Coulomb potential. This can be
seen directly by putting \(Z = 0\) in these wavefunctions.

5.3 A Semiclassical Coulomb–Volkov Wavefunction

In this section we consider a Coulomb–Volkov solution of the semiclassical
Schrödinger equation (in the length gauge) in which the dipole interaction
potential is replaced by the dipole interaction energy, as obtained from the
classical electron trajectory in the field,
\[
i \frac{\partial}{\partial t} \Phi_p(r, t) = \left[ \frac{\hat{p}^2}{2} - \frac{Z}{r} + F(t) \cdot r(t) \right] \Phi_p(r, t)
\]  \hspace{1cm} (29)

where, the laser field \(F(t)\) is defined below Eq. (15), and \(r(t)\) is the electron
trajectory,
\[
r(t) = r_0 + (t - t_0)p + (\alpha(t) - \alpha(t_0))
\]  \hspace{1cm} (30)

where \(\alpha(t) = \frac{1}{\epsilon} \int_0^t d' A(t')\) is the ‘quiver radius’ and \(r_0\) is the initial position at
\(t = t_0\). Equation (29) can be readily integrated to obtain the desired semiclassical
Coulomb–Volkov wavefunction
\[
\Phi_p^{(\pm)}(r, t) = e^{-i p^2 t - i \phi_p(t)} e^{(\pi Z/2p)} \Gamma(1 \mp iZ/p) e^{ipr} F(\pm iZ/p, 1, \pm i(pr \mp p \cdot r))
\]  \hspace{1cm} (31)
where,

\[
\phi_c(t) = \int_{t_0}^{t} \left( F(t') \cdot r(t') \right) dt'
\]

\[
= -\frac{1}{c} \left( A(t) \cdot r(t) - A(t_0) \cdot r(t_0) \right)
\]

\[
+ \frac{1}{c} \int_{t_0}^{t} dt' \left( p + \frac{1}{c} A(t') \right) \cdot A(t')
\]

In the asymptotic limit \( p_B r > 1 \) the semiclassical Coulomb–Volkov wavefunction, Eq. (31), simplifies further to

\[
\Phi_p^{(\pm)}(r, t) = e^{-\frac{1}{2} \phi_c(t)} e^{ip \cdot r(Z/p) \ln(pr^2)}
\]

where the phase function \( \phi_c(t) \) is given by Eq. (32).

### 5.4 Coulomb–Volkov Green’s Function

The wavefunctions discussed above may be used to obtain the associated approximate Coulomb–Volkov Green’s functions. The latter can be employed directly in the second-order intense-field S-matrix amplitudes for a number of significant physical processes like the non-sequential double ionization (e.g., [11,12]) and high harmonic generation (e.g., [13,14]), as well as in all processes in which the higher-order amplitudes become significant. To this end we first note that the equal-time \( (t = t') \) orthogonality relation is satisfied exactly by the Coulomb–Volkov wavefunctions given above. The equal-time completeness relation is satisfied logarithmically, as can be seen by taking the slowly varying logarithmic dependence on \( r \) and \( r' \) of the phase, at \( t = t' \), outside the completeness integral sign. Using then completeness relation, the corresponding Coulomb–Volkov Green’s function can be easily derived. For example, we get the adiabatic Coulomb–Volkov Green’s function, from the whole set of adiabatic wavefunctions, Eq. (26):

\[
G^{(c-v)}(r, t; r', t') = -i \theta(t - t') \int \frac{d^3p}{(2\pi)^3} e^{-\frac{1}{2} \int_{t}^{t'} p^2du} g(p, t) g^*(p, t')
\]

\[
\times \psi_{p, t}^{(-)}(r) \times \psi_{p, t}^{(-)*}(r')
\]

where

\[
g(p, t) = e^{\frac{i}{2} \eta_t} \Gamma \left( 1 + i\eta_t \right) e^{-i\eta_t \left( \ln(p, t) + p_t, r(t) \right)}, \quad \eta_t = \frac{Z}{p_t}
\]
is a periodic function of time, and $\psi^{(-)}_{p'}(r')$ are Coulomb continuum functions defined by Eq. (27).

Or, using the rudimentary wavefunction (25), one gets

$$G^{(c-v)}(r, t; r', t') = -i\theta(t - t') \int \frac{d^3 p}{(2\pi)^3} e^{-\frac{i}{\hbar} \int_{t'}^t \rho_d^2 dt'} e^{i(p r - p' r')}$$

$$\times e^{i\eta \ln(2p r) - i\eta \ln(2p r')}$$

(36)

Alternatively, using the wavefunction, Eq. (28), we obtain

$$G^{(c-v)}(r, t; r', t') = -i\theta(t - t') \int \frac{d^3 p}{(2\pi)^3} e^{-\frac{i}{\hbar} \int_{t'}^t \rho_d^2 dt'}$$

$$\times e^{-i(\eta \ln(2p r_{0}(t)) - \eta \ln(2p r_{0}(t')))} e^{i(p r - p' r')}$$

$$\times e^{i(\eta \ln(p r + p', r) - \eta \ln(p r' + p', r))}$$

(37)

(And, similarly in the other cases.)

### 5.5 Approximate Coulomb–KFR Wavefunctions

As indicated above, the approximate Coulomb–Volkov wavefunctions satisfy the final continuum state boundary condition. The simplest wavefunction in adiabatic intense-field problems satisfying the initial bound state condition is given by the wavefunction in the well-known KFR approximation [15,16,17], which effectively uses the plane-wave Volkov Green’s function. We now easily generalize the plane-wave KFR wavefunction [15,16,17] to include the combined effect of the Coulomb potential and the laser field by using the approximate Coulomb–Volkov Green’s functions $G^{(c-v)}$ given above. Thus, we obtain the Coulomb–KFR wavefunctions (that evolve from the initial unperturbed bound state, $\phi_B(r, t)$, with binding energy $E_B = \frac{p^2}{2}$) in the general form:

$$\Psi(r, t) = \phi_B(r, t) + \int_{-\infty}^{\infty} G^{(c-v)}(r, t; r', t')|F(t') \cdot r'|\phi_B(r', t') dt'$$

(38)

For example, substituting the Green’s function, Eq. (34), in Eq. (38), we get the adiabatic C–KFR wavefunction

$$\Psi(r, t) = \left(\phi_B(r) - i \int \frac{d^3 p}{(2\pi)^3} g(p, t) \psi_p^{(v)}(r) \int_{t'}^t dt' e^{-\frac{i}{\hbar} \int_{t'}^t \rho_d^2 du} \right)$$

$$\times g^*(p, t') \psi_p^{(-)}(r') |F(t') \cdot r'| \phi_B(r')\right) e^{iE_B t}$$

(39)
where the time-dependent periodic function $g(p, t)$ is defined by Eq. (35), and $\psi_{p, t}^{(-)}$ is given by Eq. (27). The angle brackets, here and below, stand for the integrations over the coordinates.

Similarly, using the rudimentary Green’s function, Eq. (36), we get the simplest C–KFR wavefunction,

$$
\Psi(r, t) = e^{iE_{B}t} \left( \phi_{B}(r) - i \int \frac{d^{3}p}{(2\pi)^{3}} e^{ip \cdot r + i\frac{E_{B}}{p_{1}^{2}} \ln(2p_{2}, r)} \times \int_{-\infty}^{t} dt' e^{-\frac{i}{2} \int_{t'}^{t} (p_{1}^{2} + p_{2}^{2}) du} \right)$$

(40)

5.6 Signature of Photon Thresholds in the ‘Tunnel Regime’

We now briefly consider an example of the usefulness of the Coulomb–KFR wavefunctions just discussed.

The simplest Coulomb–KFR wavefunction, Eq. (40), has been used to analyze [18] a recent (high-resolution) observation of the low-energy parallel-momentum distributions of electrons emitted from ionization of He atoms [19,20], in the well-known tunnel regime of laser parameters (Keldysh $\gamma \equiv \sqrt{\frac{E_{B}}{2F_{p}} = \frac{E_{B}}{F} < 0.5}$). A set of experimental data from the measurements of Rudenko et al. [20] is shown in Fig. 1. To analyze the data, the bound-free transition amplitude $(S - 1)_{B\rightarrow p}$ has been obtained in the lowest-order Coulomb–KFR approximation by simply projecting the final Coulomb–Volkov wavefunction, Eq. (25), onto the C–KFR wavefunction (40), to get

![Fig. 1 Experimental distributions of parallel-momentum in the tunnel regime, $\gamma < 0.5$ from ionization of He atoms in intense 25 fs, 795 nm Ti-sapphire laser pulses at three peak intensities: $I = 6 \times 10^{14}$ (lowest curve), $8 \times 10^{14}$ (middle curve), and $1 \times 10^{15}$ W/cm$^{2}$ (upper curve); the scales of the curves are arbitrary (from [20])](image)
\[(S - 1)_{B-p} = -i \int_{-\infty}^{\infty} dt' e^{iE_{B}t'} \int p_{0}^{d}(u) e^{iE_{B}t'} \times <e^{-ip_{0}r' - i \frac{Z}{2} \ln(2p_{0}r')}|F(t') \cdot r'|_{B}(t')>\]  

(For an evaluation of the above integral see \[18\].)

A set of theoretical distributions calculated from this amplitude \[18\] are reproduced in Fig. 2. It can be seen by comparison of Fig. 1 and Fig. 2 that the theory accounts quite well for the high-resolution features of the experimental data \[20\] including the cusp-like central minimum and the sequence of secondary peak structures that were not expected from field-ionization models in the tunnel regime (Keldysh $\gamma < 0.5$). The main effect of the rudimentary Coulomb correction in the wavefunction (25), on the low-energy parallel-momentum distributions have been found to be, first, a large enhancement of the probability of ionization over that obtained when the Coulomb corrections are omitted (putting $Z = 0$ in the Coulomb–KFR wavefunction). Second, it reduced the interference effect between the sub-waves, generated near the two intensity maxima per laser cycle. This may be thought of as a scattering-like effect (in contrast to a ‘rescattering’ effect). The cusp-like peaks result from the envelope of the discrete photon absorption thresholds (even in the tunnel regime) that move as the ionization threshold shifts with the field intensity near the peak of the laser pulse (during the passage of the pulse) \[18\].

### 5.7 High Harmonic Generation Under Adiabatic Condition

It should be observed that the adiabatic condition that is essentially determined by the requirement $\omega/E_{B} \ll 1$ can be satisfied not only by near-infrared and optical wavelengths (for the valence shell electrons of the neutral atoms or molecules), but also for the VUV and soft X-ray wavelengths, for the inner-shells of neutral atoms and/or the valence-shells of their (singly or multiply

![Fig. 2](image-url)  
**Fig. 2** Theoretical distributions of parallel-momentum in the tunnel regime, $\gamma < 0.5$, from ionization of He atom by intense 25 fs, 795 nm laser pulses at three intensities: $I = 6 \times 10^{14}$ (empty circles), $7.9 \times 10^{14}$ (solid dots), and $1 \times 10^{15}$ W/cm$^2$ (continuous curve) (from \[18\])
charged) ions. Thus a theory of high harmonic generation (HHG) under adiabatic condition is of interest both for the ‘long wavelengths’ and for the ‘short wavelengths’ (e.g., VUV/XUV free-electron laser fields). The HHG spectrum can be calculated from the Fourier transform of the expectation value of the dipole moment in intense field [13] or essentially equivalently from the quantum probability amplitude for the generation of harmonic photons, as given by the intense-field S-matrix theory (e.g., review [14]). HHG can be usefully thought as a three-step event in which the first event leads to the emission of the bound electron into the continuum (qualitatively speaking by ‘tunneling’), followed by the propagation in the Volkov continuum and, finally, recombination into the initial state by emission of the harmonic photon.

A popular model for the atomic dipole expectation value is given by the Lewenstein model [13], which is based essentially on the plane-wave KFR approximation. Consequently, as is well known, it does not account for the combined effect of the laser field and the Coulomb potential in the Volkov continuum. This can lead to, among other things, significant underestimates of the strength of HHG signals. Clearly, the Coulomb–KFR wavefunctions discussed above may be used to account approximately for the Coulomb effect in HHG. Thus, for example, using the wavefunction, Eq. (38), in the lowest approximation, the expectation value of the dipole operator projected along any desired direction, \( \hat{n} \), can be written as

\[
D(t) = \int_{-\infty}^{\infty} dt' \langle \phi_B(r, t)|\hat{n} \cdot r|G^{(-)}(r, t; r', t')|F(t') \cdot r'|\phi_B(r', t') > + c.c. \tag{42}
\]

More specifically, use of the adiabatic C–KFR wavefunction, Eq. (39), gives

\[
D(t) = -i \int \frac{d^3p}{(2\pi)^3} \int_{-\infty}^{t} dt' e^{-\frac{i}{\hbar} \int_{t'}^{t} (p^2 + p_B^2) du} \theta(t - t') \\
\times g(p, t) \langle \phi_B(r)|\hat{n} \cdot r|\psi_{p,t}^{(-)}(r) > \\
\times g^*(p, t) \langle \psi_{p,t}^{(-)*}(r')|F(t') \cdot r'|\phi_B(r') > + c.c. \tag{43}
\]

We may next use the stationary phase method (cf. [13]) to carry out the integration over the momentum \( p \) and change the variables \( t, \tau \equiv (t - t') \) and obtain the following expression of the dipole expectation value:

\[
D(t) = -i \int_{0}^{\infty} d\tau \left( \frac{1}{2\pi i \tau + \epsilon} \right)^{\frac{3}{2}} e^{-\frac{1}{\hbar} \int_{t-\tau}^{t} (|p(a)|^2 + |p_B|^2) du} \theta(\tau) \\
\times g([p(t)]_{st}, t) \times d_f([p(t)]_{st}) \\
\times g^*([p(t - \tau)]_{st}, t - \tau) \times d_i([p(t - \tau)]_{st}) + c.c. \tag{44}
\]
where the functions $g$'s are defined as in Eq. (35) and the matrix elements $d_f$ and $d_i$ appearing above are

$$d_f([p(t)]_{st},) = \langle \phi_B(r) | \hat{n} \cdot r | \psi_{[p(t)]_{st}}(r) \rangle$$  \hspace{1cm} (45)$$

and

$$d_i([p(t - \tau)]_{st},) = \langle \psi_{[p(t - \tau)]_{st}}^{(-)*} (r') | F(t - \tau) \cdot r' | \phi_B(r') \rangle$$  \hspace{1cm} (46)$$

The stationary value of $p$ is denoted by $p_s(t, \tau)$ and is given by

$$p_s(t, \tau) = - \frac{1}{c \tau} \int_{t-\tau}^{t} A(u) du$$  \hspace{1cm} (47)$$

and the stationary value of the instantaneous momentum at any time $u$ is denoted by

$$[p(u)]_{st} \equiv p_s(t, \tau) + \frac{1}{c} A(u)$$  \hspace{1cm} (48)$$

(For the sake of simplicity, we do not indicate the $\tau$-dependence inside the notation $[p(u)]_{st}$, explicitly.)

Given the initial bound state wavefunction, the essentially Coulomb dipole matrix elements, $d_i$ and $d_f$, can be evaluated more explicitly. For example, assuming an effective hydrogenic ground-state wavefunction of arbitrary charge state $Z_a = p_B$, $\phi_B(r, t) = B_0 e^{-p_B r} e^{iE_B t}$, with $B_0 = \sqrt{\frac{p_B}{\epsilon}}$, we can employ the well-known Nordsieck’s method [21], followed by parametric differentiations, to get explicitly:

$$d_i([p(t')]) = \int e^{-i[p(t')]} r F[i[\eta(t')], 1, i[p(t')]] r + [p(t')] \cdot r (F(t') \cdot r) e^{-p_B r} d^3 r$$

$$= [16 \pi i (1 - i[\eta(t')]) (Z - 2 p_B)]$$

$$\times \frac{F(t') \cdot [p(t')] \left( p_B + i[p(t')] \right) \left( p_B - i[p(t')] \right) \left( 3 - i[\eta(t')] \right)}{\left( p_B + i[p(t')] \right) \left( p_B - i[p(t')] \right) \left( 3 + i[\eta(t')] \right)}$$  \hspace{1cm} (49)$$

where $[\eta(t')] \equiv \frac{Z}{|p(t')|}$. A similar expression holds for $d_f([p(t)])$, which can be obtained from the expression for $d_i([p(t')])$ simply by changing everywhere the argument $t'$ by $t$, replacing $F(t')$ by $\hat{n}$, and taking the complex conjugate. $[p(u)]$s in $d_i$ and $d_f$ in Eq. (44) assume only their stationary values that are quoted above. Clearly, the dipole expectation value $D(t)$ given by Eq. (44) that approximately includes the adiabatic Coulomb effect is a direct extension of the well-known Lewenstein model. Note that the latter model is recovered in the absence of the Coulomb interaction, $Z = 0$, as expected.
We may proceed further to obtain a formula for the Fourier transform of $D(t)$ that is more directly related to the strength of the $n$th harmonic. Thus, going back to Eq. (43), we expand the periodic part of the integrand in $t$ and $t'$ in Fourier series and carry out the time integrations. Then using a relation discussed below, we may rewrite $D(t)$ in the form

$$D(t) = -i \sum_{n=-\infty}^{\infty} e^{in\omega t} T^{(n)} + \text{c.c.} \quad (50)$$

where $T^{(n)}$ is the basic $n$th Fourier transform at a harmonic frequency $\Omega = n\omega$. It takes a comparatively simple form:

$$T^{(n)}(\Omega = n\omega) = \int \frac{d^3p}{(2\pi)^3} \int dt e^{in\omega t} \int dt' \theta(t-t') e^{-i\int_{t'}^{t}(p_x^2 + p_y^2)du}$$

$$\times g([p(t)], t) \times d_l([p(t)])$$

$$\times g^*([p(t')], t') \times d_l([p(t')]) \quad (51)$$

where $\theta$ stands for the integration over one cycle. In deriving Eq. (51), we have employed the relation

$$\frac{\omega}{2\pi} \sum_{n=-\infty}^{\infty} \frac{e^{-i\omega(n-t')}}{n\omega - (E_B + p^2/2 + U_p)} + i0 \cong \theta(t-t') \times e^{-i(E_B+p^2/2+U_p)(t-t')} \quad (52)$$

which considerably simplifies the expression by eliminating an otherwise infinite summation with strong cancellations over the intermediate photon numbers. We have derived Eq. (52), by assuming $n\omega \equiv x$(approx. continuous) for $0 \leq \omega \ll E_B + U_p$, on the left-hand side, and applying the Cauchy residue theorem.

As before, the integration over $d^3p$ in Eq. (51) can be performed conveniently by the stationary phase method, with the stationary values as given above. Thus, finally, we get

$$T^{(n)}(\Omega = n\omega) = \int \frac{d^3p}{(2\pi)^3} \int dt e^{in\omega t} \int_{-\frac{\epsilon}{2}}^{\frac{\epsilon}{2}} dt' \theta(t-t') \left( \frac{1}{2\pi i(t-t') + \epsilon} \right)^{\frac{1}{2}}$$

$$\times e^{-i\int_{t'}^{t}(p_x^2 + p_y^2)du}$$

$$\times g([p(t)]_{st}, t) \times d_l([p(t)]_{st})$$

$$\times g^*([p(t')]_{st}, t') \times d_l([p(t')]_{st}) \quad (53)$$

Note that the two time integrations over the cycle may be performed as a single quadrature, in view of the presence of the theta function in the integrand.
We may point out explicitly that similar (computationally simple) expressions can be obtained for the related second-order amplitudes for ‘re-scattering’ and non-sequential double ionization, following the same procedure and employing the relation (52) as shown above.

6 Oscillating K–H Frame

At non-perturbative intensities in the VUV and low XUV domain, where the retardation effect might still be neglected, it is useful to have relatively simple approximate expressions for estimating the ionization rates (e.g., from valence shells) and their dependence on the field parameters. To this end it is often useful to go over to an oscillating reference frame, popularly known as the Kramer–Henneberger frame, by a space-translation of the Schrödinger equation of the system in the laboratory frame (e.g., [22,23]):

$$i \frac{\partial}{\partial t} \Psi(r, t) = \left[ \frac{\mathbf{p}^2}{2} - \frac{Z}{|r - \alpha_0(t)|} \right] \Psi(r, t)$$

(54)

where $\alpha_0(t) = \alpha_0 \sin \omega t$ and $\alpha_0 = \frac{eA_0}{mc\omega}$. If one now Fourier transforms the Coulomb potential and expands the time-dependent sinusoidal part in the exponent using the Jacobi–Anger formula $e^{iz \sin \omega t} = \sum_n J_n(z) e^{in\omega t}$ one gets the Fourier components of the oscillating potential

$$V_n(r, \alpha_0) = -\frac{Z}{2\pi^2} \int d^3p \frac{J_n(p \cdot \alpha_0)}{p^2} e^{-ipr}$$

(55)

For a systematic analytic evaluation of these potentials, for any $|n|$, we refer to [24]. At a high frequency the terms with $n \neq 0$ would oscillate very rapidly and tend to contribute little compared to the stationary term $V_0(r, \alpha_0)$. The corresponding stationary Schrödinger equation,

$$E \Phi(x, \alpha_0) = \left[ \frac{\mathbf{p}^2}{2} + V_0(r, \alpha_0) \right] \Phi(r, \alpha_0)$$

(56)

then gives the zeroth order wavefunctions for the bound states which provide a basis for the perturbed problem, specially at a high frequency (but not so high as to cause the breakdown of the dipole approximation). This so-called high-frequency approximation has been extensively studied by Gavrila and co-workers (see, e.g., review [25]) who obtained much information on the eigenvalues and eigenstates of the stationary equation for H-atom as well as investigated in details the ‘adiabatic stabilization’ phenomenon for ionization.
Here we assume the zeroth order solutions of the stationary equation (56) and give approximate explicit expressions for the \( n \)-photon ionization rates that take account of the Coulombic nature of ionization boundary condition in the presence of the laser field. The ionization amplitude in the first order of the rest potential in K–H frame, \( W(r, t) \equiv [V(r - \alpha_0(t)) - V(r)] \), is obtained by proceeding as in the case of LOPT:

\[
A_{\text{ion}}(\infty) = -2\pi i \sum_n \delta \left( \frac{k^2}{2} + I_p(I) - n\omega \right) T^{(n)}
\]  

where

\[
T^{(n)} = \int d^3r \phi_k^{(-)*}(r) V_n(r, \alpha_0) \Phi_0(r, \alpha_0)
\]

The final state corresponds to the well-known ‘minus’ Coulomb wave,

\[
\phi_k^{(-)}(r) = e^{\pi\eta/2} \Gamma(1 + i\eta)_1 F_1(-i\eta, 1, -i(kr + k \cdot r)) e^{ik \cdot r}
\]

\( \eta = \frac{Z}{k} \) and \( \Phi_0(\rho, z) \) is the K–H frame initial bound state wavefunction, with the field- dependent binding energy \( I_p(I) \). We have used the Fourier expansion of the Coulomb potentials, Eq. (55), and carried out a time integration to obtain Eq. (57) (cf. Eq. (5)). Note that the field-shifted ionization potential \( I_p(I) \) determines the electron momentum in the ionization continuum

\[
k_n = \sqrt{2(n\omega - I_p(I))}.
\]

To evaluate the matrix elements approximately, note first that the zeroth order charge density of the electron (that gives rise to the stationary binding potential \( V_0(x, y, z; \alpha_0) \)) is (e.g., [22])

\[
\rho_0(r) = -\frac{Z}{\pi} \delta(x) \delta(y) \frac{1}{\sqrt{\alpha_0^2 - z^2}} \quad \text{(linear polarization)}
\]

or

\[
\rho_0(r) = -\frac{Z}{\pi} \delta(\rho - \alpha_0) \delta(z) \quad \text{(circular polarization)}
\]

It can be seen that the density is highly concentrated (in fact, singular) at two points \( \rho = \sqrt{x^2 + y^2} = 0 \) and \( z = \pm \alpha_0 \) (for linear polarization) or at one radius \( \rho = \alpha_0 \) and \( z = 0 \) (for circular polarization). Since quantum mechanically the charge density is given by the modulo-square of the wavefunction (multiplied by \( e \)), one expects that the wavefunction \( \Phi_0(\rho, z) \) itself would tend to concentrate near the singular points. One may therefore approximate the
integral over $r$ in $T^{(n)}$ (Eq. 58) by taking the slowly varying part of the integrand (with its value at the critical points) outside the integral sign and carry out the rest of the integrations over $r$ and $p$ exactly. Thus, we get the following results for the ionization matrix elements for linear and circular polarizations:

$$T^{(n)} = -4\pi Z e^{\pi \eta_n / 2} \Gamma (1 - i \eta_n) A_L (k, \alpha_0) J_n (k_n \alpha_0 \cos \theta_k) / k_n^2$$

(linear polarization)  (62)

where

$$A_L (k, \alpha_0) = \left[ _1 F_1 (i \eta_n, 1, i k_n \alpha_0 (1 + \cos \theta_k)) \Phi_0 (\rho = 0, z = \alpha_0) \right. \left. + \ _1 F_1 (i \eta_n, 1, i k_n \alpha_0 (1 - \cos \theta_k)) \Phi_0 (\rho = 0, z = -\alpha_0) \right]$$

Similarly,

$$T^{(n)} = -4\pi Z e^{\pi \eta_n / 2} \Gamma (1 - i \eta_n) A_C (k, \alpha_0) J_n (k_n \alpha_0 \sin \theta_k) e^{i \phi_0} / k_n^2$$

(circular polarization)  (64)

where

$$A_C (k, \alpha_0) = _1 F_1 (i \eta_n, 1, i k_n \alpha_0 (1 + \sin \theta_k)) \Phi_0 (\rho = \alpha_0, z = 0)$$

and the ‘Sommerfeld number’ $\eta_n = Z / k_n$. Note also that the plane-wave Born result obtained earlier for the case of circular polarization (see, e.g., [25]) is reproduced if we put $\eta_n = 0, A_C = 1$, in Eq. (64).

The rate of ionization, $dW / d\Omega$, can now be easily obtained from the standard formula relating the rate with the $T$-matrix, Eq. (7). Thus, for the case of linear polarization we have

$$\frac{dW_L}{d\Omega} = \sum_n \frac{2\pi \eta_n}{1 - e^{-2\pi \eta_n}} |A_L (k, \alpha_0)|^2 4Z^2 J_n^2 (k_n \alpha_0 \cos \theta_k) / k_n^2$$

(66)

and for the case of circular polarization

$$\frac{dW_C}{d\Omega} = \sum_n \frac{2\pi \eta_n}{1 - e^{-2\pi \eta_n}} |A_C (k, \alpha_0)|^2 4Z^2 J_n^2 (k_n \alpha_0 \sin \theta_k) / k_n^2$$

(67)

(A similar expression holds for the general case of elliptic polarization.) The first factor of Eqs. (66) and (67) corresponds to the density of the Coulomb wave at the origin. Note that the second factor arising from the long-range Coulombic nature of the potential in the final state depends on the momentum and quiver radius in an inseparable manner through $1 F_1$ functions which can give rise to field-dependent modulation and/or interference effects. These
approximate expressions could be used conveniently for investigations of non-resonant processes in intense VUV/XUV fields so long as the retardation effect remains negligible. It is worth noting that the intensity-dependent ionization potential $I_p(I)$ decreases with intensity in the ‘high-frequency’ domain but increases (approximately like $U_p$) for photon energies smaller than the first excitation energy of the atom, $\omega < \epsilon_1$. In the ‘high-frequency’ approximation and for small values of $\alpha_0$, the shifted ionization potential for an s-state of H atom is, for example for linear polarization, $I_p(I) = I_p + \alpha_0^2/3n^3$ (e.g., [25]); ‘n’ here is the principal quantum number. For small $\alpha_0$ one may also use the unperturbed value of the atomic wavefunction for the initial bound state. For $\alpha_0 \geq 1$ the K–H bound state eigenfunction and the $I_p(I)$ have been given numerically/graphically by Gavrila and co-workers (e.g., [25]).

6.1 A High-Frequency Approximation for High Harmonic Generation

High harmonic generation in high-frequency fields may be investigated most simply semiclassically within a simple ‘high-frequency approximation’ [18]. According to Larmor’s classical electrodynamical formula for the radiation energy $P(t)$ emitted by an electron per unit time (or power) is proportional to the acceleration of the charged particle in the electromagnetic field. We replace the classical acceleration by the expectation value of the acceleration operator with respect to the ground state of the system and write the semiclassical formula for the expectation value of the acceleration of the electron (in the K–H frame) as

$$\langle \dot{r} \rangle = \left\langle \phi_B(r, t) \left| -\nabla \left( \frac{Z}{|r - \alpha(t)|} \right) \right| \phi_B(r, t) \right\rangle$$

(68)

where $\alpha(t) \equiv \alpha_0 \sin \omega t$, with $\alpha_0 = \frac{A_0}{\omega c}$ is the instantaneous quiver radius. Assuming, that the unperturbed ground s-state of the target atom is of the form

$$|\phi_B(t)\rangle = \sqrt{\frac{\hbar^2}{\pi}} e^{-p_B t} e^{iE_B t},$$

where $E_B \equiv p_B^2/2$, is the binding energy (or ionization potential). Using Eq. (68), taking the FT of the Coulomb potential and using the Jacobi–Anger formula for the expansion of the exponential of a sine function in terms of the Bessel functions, we can write the acceleration along the incident polarization direction as

$$\langle \dot{\cdot} \rangle = \left\langle \frac{i8\hbar^2}{\pi^2} \sum_{n=-\infty}^{\infty} e^{i\nu t} \int d^3p J_n(p \cdot \alpha_0) \frac{\cdot p}{p^2(p^2 + 4p_B^2)^{3/2}} \right\rangle$$

(69)

$$= \sum_{n=0}^{\infty} \frac{1}{2} (T^{(n)} e^{i\gamma t} + c.c.)$$
Therefore, the component of the $n$th harmonic $T^{(n)}$ is

$$T^{(n)} = c_n \left[ \int_0^1 \! \! dx \int_0^\infty \! \! dp \frac{J_n(p\alpha_0 x)}{(p^2 + 4p_B^2)^2} \right]$$

$$= c_n \left[ \frac{(2p_B)^{n-2} \Gamma(1 + n/2)\Gamma(1 - n/2)}{2^{n+1} \Gamma(n + 1)} B_1(n) \right.$$

$$+ \frac{\Gamma(n/2 - 1)}{2^3 \Gamma(n/2 + 2)} B_2(n) \Bigg]$$

where

$$B_1(n) = \int_0^1 \! \! dx (\alpha_0 x)^n _1 F_2(1 + n/2; n/2, n + 1; (p_B \alpha_0 x)^2)$$

$$B_2(n) = \int_0^1 \! \! dx (\alpha_0 x)^2 _1 F_2(2; n/2 + 2, 2 - n/2; (p_B \alpha_0 x)^2)$$

Performing the last two integrals (by first expanding in power series and then integrating term by term and re-summing) we get the final result as an algebraic formula:

$$T^{(n)} = c_n \left[ u_n \times _2 F_3(n/2 + 1, n/2 + 1; n/2 + 2, n/2, n + 1; (p_B \alpha_0)^2) \right.$$

$$+ v_n \times _2 F_3(2, 2; 3, n/2 + 2, -n/2 + 2; (p_B \alpha_0)^2) \Bigg]$$

where the constants

$$c_n = \left( \frac{32p_B^4}{\pi^2} \right) (1 + (-1)^{n+1})$$

$$u_n = \frac{(2p_B \alpha_0)^n \Gamma(n/2 + 1)\Gamma(-n/2 + 1)}{(2p_B)^2 2^{n+2} \Gamma(n + 1)\Gamma(n/2 + 2)}$$

$$v_n = \frac{\Gamma(n/2 - 1)\alpha_0^2}{2^n \Gamma(n/2 + 2)}$$

$pF_q$ are the generalized hypergeometric functions that are highly convergent series for $p < q$, as is the present case.

Note that the above formula explicitly shows that the $n = \text{even}$ harmonics are not generated; this behavior is consistent with the general rule for the harmonic generation in a centro-symmetric system that is initially prepared in a given
parity state (for a general proof cf. [14]). The ‘high-frequency approximation’ is assumed to apply for \( \omega \gg E_B \rightarrow I_0(I) \) where \( I_0(I) \) is the field-dependent ionization potential (e.g., [25]); the high-frequency harmonic emission strengths are seen to depend on the quiver radius \( \alpha_0(\equiv \frac{E}{\omega^2}) \) alone (and not separately on \( F \) and \( \omega \)). This is analogous to the dependence of the ionization probability on \( \alpha_0 \) only, in the ‘high-frequency approximation’ [25].

7 Numerical Methods in K–H Frame

For accurate results of the ionization rates one has to take recourse to elaborate numerical methods for solving the time-dependent Schrödinger equation. Here we may point out that for VUV/XUV wavelengths such time-dependent simulations in (3 + 1)-dimensions can be efficiently carried out in the oscillating K–H frame e.g., [26]). Also the stationary Floquet method in general (e.g., chap.8 [1]) and that in the K–H frame has proved to be very useful at VUV/XUV wavelengths (e.g., [27,28,29,30,31]). Floquet equations in the K–H frame can be solved using the coupled-channel methods (also called ‘close-coupling’ method; (e.g., [32,29]) or its many-electron analog, the ‘R-matrix method’ (e.g., [33]). Moreover, they can be fruitfully employed to the problems that are rather difficult to simulate in the time domain, such as the radiative scattering involving stimulated bremsstrahlung and inverse-bremsstrahlung processes (e.g., [32,24,33,34,35]). Among other things, accurate numerical analysis both in time domain and within the stationary Floquet methods has confirmed the qualitative predictions of ‘high-frequency’ approximation for the so-called ‘adiabatic stabilization phenomenon’, e.g., [25], over certain intensity domains. Adiabatic stabilization implies a decrease of the rate of ionization with increasing intensity, at least within a ‘window of stabilization’ [36]. If the current developments of the sources of intense short-wavelength radiation continue and reach sufficiently high intensities to make \( \alpha_0 > 1 \), it would be possible to check experimentally this rather counter-intuitive phenomenon with ground-state atoms.

Accurate (3 + 1)-dimensional numerical simulations for the ionization dynamics at high-frequency regime can be carried out conveniently in the K–H frame. As an example of such numerical simulations using the K–H frame Schrödinger equation, Eq. (54), is shown in Fig. 3 [26]. It shows the evolution of ionization of the ground-state hydrogen atom, as a function of the interaction time (50-cycle \( \sin^2 \)-envelope with a rise time of 5.25 cycles) for a high-frequency field (\( \omega = 1 \) a.u. = 27.2 eV) at three different intensities: (a) \( I = 4 \times 10^{17} \text{ W/cm}^2 \), (b) \( I = 1.6 \times 10^{18} \text{ W/cm}^2 \), and (c) \( I = 6.4 \times 10^{18} \text{ W/cm}^2 \). Note that the probability of ionization rises very rapidly at first and exceeds the 50% level within only a few cycles of interaction time. Further evolution depends significantly on the intensity of the field. Thus, after about 10 cycles, a lower intensity pulse is seen to cause more ionization than a higher intensity
pulse, in all the three cases. This counter-intuitive relative behavior persists right up to the end of the 50-cycle pulse and clearly indicates a ‘stabilization’-like behavior in the window of intensities considered.

8 Reduction of the Retardation Problem: A Modified Floquet Expansion

Most non-perturbative numerical integration methods were developed in the past assuming the no-retardation (or dipole) approximation. This, as indicated above, might fail at shorter wavelengths and thereby could seriously compromise the efficiency of the method. With this problem in mind, we introduce below a modified Floquet expansion and the resulting reduced Floquet equations that considerably simplify the problem of retardation, in both the non-relativistic and the relativistic domains of intensity.

We note first that in the presence of the retardation, plane-wave factors involving the photon momentum \( \mathbf{\kappa} \) depend periodically on the Lorentz-invariant phase \( (\omega t - \mathbf{\kappa} \cdot \mathbf{r}) \) of the field, which involves both space and time coordinates. However, the atomic potential is not periodic either in the phase of the field or in the space coordinates. Therefore the Floquet theorem, which requires periodicity of the Hamiltonian in the expansion variable, may not be applied directly in the presence of the retardation. We may nevertheless incorporate a part of the space dependence along with the periodic time dependence of the full Hamiltonian. This permits the Floquet expansion of the total wavefunction in time, through the Lorentz-invariant phase in Eq. (2) as

\[
\Psi(x, t) = e^{-iEt} \sum_n e^{i n(\omega t - \mathbf{\kappa} \cdot \mathbf{r})} \Psi_n(x) \quad (75)
\]

We point out that since the modified expansion ansatz above satisfies the requirement of the Floquet theorem with respect to the periodicity of the Hamiltonian in...
time, the Floquet characteristic parameter $E$ still corresponds to the energy of the total (light + atom) quantum system for higher-intensity fields, as shown in the case with no retardation (e.g., chap. 8 [1]). To proceed further, we substitute the above expansion in Eq. (2) and equate the coefficients of the equal powers of the independent Fourier components, $e^{i\omega t}$, in time only. One observes that the common factor involving the multiples of the retardation plane-waves, $e^{-i\sigma x}$, now cancels out throughout and we get a modified Floquet equation where the retardation plane-waves are fully eliminated:

$$E\Psi_n(x) = \left[(p^2 - n\mathbf{x})^2/2 + n\omega + V + U_p\right]\Psi_n(x)$$

$$- \frac{A_0 \cdot \hat{p}}{2c} [\Psi_{n-1}(x) + \Psi_{n+1}(x)]$$

$$+ \frac{U_p}{2} [\Psi_{n-2}(x) + \Psi_{n+2}(x)]$$

(76)

where we have used the transversality relation $\mathbf{x} \cdot \mathbf{A} = 0$ to eliminate an interaction term in the resulting Hamiltonian. A comparison with the usual form of Floquet equations with retardation (e.g., p. 247 [1]) shows the simplicity of the present approach; it removes the need for any multi-polar expansion that would otherwise occur from the usual expansion of the photon plane-waves. In fact now it involves only a dipole-like coupling of the momentum operator of the electron with the polarization and propagation vectors of the field. Thus, the advantage of the present formulation is that all the methods of treating the Floquet equation which have been developed in the dipole approximation in the past may again be employed to the modified Floquet equations given here, without making the dipole approximation.

9 Relativistic Domain

Relativity can appear in several ways in the strong field problem (see also the chapter of Maquet et al.): (i) if the frequency is so high that the photon energy is comparable to or greater than the rest-mass energy of the electron, $\hbar\omega \approx m_0c^2$; (ii) the atomic electron is very tightly bound by the ion core (as in heavier atoms and their ions) so that the corresponding electron motion becomes relativistic, e.g., the spin–orbit splitting becomes large, e.g., for $Z\alpha \approx 1/2$ or more; and (iii) if the field intensity is so high that the energy of the free electron inside the field becomes comparable to or greater than the rest-mass energy of the electron, i.e., $U_p \approx m_0c^2$. In the last case, one should note particularly that even when the initial electron energy is non-relativistic, the intermediate and/or the final energy in the field can be relativistic and hence the dynamics would still require a non-perturbative relativistic treatment.

When the effect of electron spin is negligible, intense-field dynamics may be investigated in terms of the Klein–Gordon equation. For example, for a
An unexpected phenomenon has been predicted [37] by solving the K–G equation of a model one-electron system exactly in a relativistically intense field [34,35]. One would normally expect that at a given intensity and frequency of the field, ionization of an atom (or ion) would decrease with increasing binding energy of the electron. The anomalous effect consists in an increase of ionization with increasing binding energy of the target electron. Figure 4 shows the calculated ionization width \( \gamma \), i.e., rate of ionization in energy unit \( (27.2 \text{ eV} \rightarrow 4.17 \times 10^{16} \text{ per second}) \) as a function of the binding energy of the electron, \( \epsilon_0 \). In this case, a tightly bound electron is subjected to a very intense high-frequency laser field \( (I = 10^{21} \text{ W/cm}^2 \text{ and } \omega = 100 \text{ eV}) \). One sees an anomalous ionization domain, which extends from about 1100 eV to about 1700 eV, where the rate of ionization increases with the binding energy and reaches a maximum. For still higher binding energies the ionization probability behaves normally, i.e., decreases with increasing binding energy. A possible existence of this anomalous effect might be tested experimentally, e.g., by choosing ionic targets with increasing \( Z \) and subjecting them to intense laser radiation of not too low frequency.

### 10 Reduction of Retardation: Reduced Floquet–Dirac Equation

In general, in the relativistic domain of intensity and/or very short wavelengths (X-ray and shorter wavelengths) the Dirac equation forms the fundamental basis (even of quantum field theory) of both perturbative and non-perturbative analyses of electron dynamics. A direct time-dependent simulation of the Dirac equation coupled to the radiation field tends to be extremely arduous or impractical in full \((3+1)\)-dimensions. Hence it is desirable in the relativistic domain to look for simplifying indirect approach, specially for reducing the problem posed by the presence of the retardation which cannot be neglected in this regime. It appears therefore to be equally interesting to employ the modified Floquet expansion discussed above also to the Dirac equation.
\[
    i \frac{\partial}{\partial t} \Psi(x, t) = \left[ c \hat{\alpha} \cdot \left( \hat{p} - \frac{1}{c} A(x, t) \right) + V + \beta c^2 \right] \Psi(x, t) \tag{77}
\]

where \( \Psi(x, t) \) is the total Dirac bispinor. Taking again the Lorentz-invariant phase \( (\omega t - \mathbf{\cdot} \mathbf{r}) \) as the basis for the modified Floquet expansion for the Dirac equation, we expand

\[
    \Psi(x, t) = e^{-iEt} \sum_n e^{in(\omega t - \mathbf{\cdot} \mathbf{x})} \Psi_n(x) \tag{78}
\]

where \( \Psi_n(x) \) are now Floquet bispinors, and \( E \) is the total energy of the system, for the same reasons as given in the previous section. Proceeding further as in the previous section we arrive at the reduced version of the Dirac–Floquet equation:

\[
    E \Psi_n(x) = \left[ c \hat{\alpha} \cdot (\hat{p} - n \mathbf{\cdot} \mathbf{\cdot}) + n\omega + V + \beta c^2 \right] \Psi_n(x) \\
    - \frac{A_0 \cdot \hat{\alpha}}{2} [\Psi_{n-1}(x) + \Psi_{n+1}(x)] \tag{79}
\]

Clearly, the retardation factors are absent in the equations above and, hence, the usual ‘multi-polar’ expansion, Eq. (10), is no longer needed. In fact, the reduced Dirac–Floquet equation (79) contains only a dipole-like coupling of the Dirac velocity operator \( c \hat{\alpha} \) with the propagation and the polarization vectors. Thus, the techniques of solving Floquet equations developed in the Schrödinger case within the dipole approximation may again be employed \textit{mutatis mutandis} to the modified Dirac–Floquet equation as well, and the complex eigenvalues \( E = E_{Re}(I, \mathbf{\cdot}, \omega) - i \Gamma(I, \mathbf{\cdot}, \omega)/2 \) can be determined as functions of the field parameters as before (e.g. [28,29,30]). Also in the coordinate space, discrete basis sets like the sturmians (e.g., [38]) can be used with advantage. We may add that the form of the Schrödinger–Floquet and Dirac–Floquet equations, given above, is also suitable for solving them in the momentum space.

11 Super-Intense Fields: Spin Dynamics

For super-intense fields \( (q \geq 1) \) when a very large number of photons can be exchanged significantly in the transition process, both the time-dependent simulation techniques and the Floquet expansion techniques can be extremely arduous. In the former case the space–time grid, and in the latter case the size of the Floquet matrix, would tend to be too large to be practicable. An alternative \textit{ab initio} approach is a systematic approximation method that is based on a convenient rearrangement of the S-matrix theory in the relativistic regime, analogous to the so-called KFR approach [15,16,17] in the non-relativistic
case. S-matrix amplitude has been formulated within the relativistic strong field approximation (SFA) in the past (e.g., [39]) and more recently within the ‘relativistic intense-field many-body S-matrix theory’ (RIMST). The latter has been developed originally in the non-relativistic domain [40] and applied fruitfully in analyzing a host of intense-field processes in two and many-electron systems, in that domain (e.g., [11,12]).

A characteristic aspect in the relativistic domain is the coupling of the intense field with the spin degrees of freedom. This gives rise to phenomena like stimulated Mott-scattering (e.g., [41]) and other spin-dependent effects in the bound state (e.g., [42]). In connection with ionization in relativistic fields, specific spin information is usually traced out (e.g., [39]) for an unpolarized target atom. However, the rates of spin flips in the ionization process and possibly also spin-asymmetry, even from unpolarized target atoms, could be measured in ‘second generation’ experiments, e.g., by detecting spin-polarized ionization currents from target atoms prepared with or without spin-selected initial bound states. Analysis of such and related experiments would clearly require a knowledge of the spin dependence of the ionization rates. Such spin-specific ionization rate in intense relativistic fields have been obtained recently [43]. Before concluding this brief discussion of high-field atomic processes at short wavelengths we give explicit analytic expressions of the spin-specific ionization rates for the transition of a Dirac hydrogenic atom (ion) into the spin-specific Dirac–Volkov states. The results are given for the general case of an elliptically polarized radiation field, which reduces automatically to the important special cases of linear and circular polarizations for the ellipticity parameter $\xi = 0$ and $\xi = \pi/2$, respectively. These results are derived using the leading term of RIMST (equal to the relativistic SFA approximation). The rate of ionization from the bound spin state $j = u(\mathbf{p})$, $d$(own) to the continuum spin state $j' = u$, $d$ are (in transverse gauge ‘velocity form’) as follows.

**Elliptic polarization:**

$$
\frac{dW_{j \rightarrow j'}}{d\Omega} = \sum_{n \geq n_0} \left( \frac{A_0}{2c} N_{k_0} N_{1s} c_0(q) \right)^2 \left| t_{j \rightarrow j'}^{(n)} \right|^2 c k \left( \frac{k}{2\pi} \right)^2
$$

The number of absorbed photons $n$ is determined by the energy–momentum conservation relation

$$
n \omega = \epsilon_B + \epsilon_{\text{kin}} + \lambda_k \omega
$$

where $\epsilon_B = c \left( c - \sqrt{c^2 - k_B^2} \right)$ is the binding energy (ionization potential) and $\epsilon_{\text{kin}} = c \left( \sqrt{c^2 + k^2} - c \right)$ is the kinetic energy. The other parameters are

$$
\sqrt{c^2 + k^2} = k_0 = (n - \lambda_k) \omega_0 + \sqrt{c^2 - k_B^2}
$$
$N_{1s}$ and $N_{k_0}$ are the well-known normalization constants of H-atom ground state and of the free Dirac spinor; we have derived and used here a very useful algebraic form of the Dirac H-atom ground state spinor: $\Psi_{1s} = N_{1s} r^\gamma e^{-k_B r}$

$\gamma_{mu} = (1, i\beta \mathbf{r})$, and $\omega^{(\mu, d)} = [\chi^{(\mu, d)}, 0]^+; \chi^\mu = (1, 0)^+, \chi^d = (0, 1)^+$.

$q = q\tilde{q} = k + (\kappa - n)\kappa, \quad \kappa_0 = \omega/c, \quad \kappa = \kappa_0 \tilde{\kappa}$

and

$\kappa = (\kappa_0, \kappa)$

$c_0(q) = \frac{4\pi}{q} \frac{\Gamma(\gamma' + 1)}{(k_B^2 + q^2)^\gamma} \sin \left( \frac{(\gamma' + 1) \tan^{-1} \frac{q}{k_B}}{\gamma} \right)$

and

$g(q) = \beta' \left[ \frac{k_B}{q} - \frac{\gamma' + 1}{\gamma'} \sqrt{1 + \left( \frac{k_B}{q} \right)^2 \frac{\sin \left( \gamma' \tan^{-1} \frac{q}{k_B} \right)}{\sin \left( \gamma' + 1 \tan^{-1} \frac{q}{k_B} \right)}} \right]$}

where

$\gamma' = \sqrt{1 - (Z\alpha)^2}$

$\beta' = (1 - \gamma')/(Z\alpha)$

$k_B = Z$

$m_1 = \sqrt{(k_0 + c)/(2c)}$

$m_2 = -\sqrt{(k_0 - c)/(2c)}$

$N_{1s} = (2k_B)^{\gamma + \frac{1}{2}} \left( \frac{1 + \gamma'}{8\pi\Gamma(1 + 2\gamma')} \right)^{\frac{1}{2}}$

$N_{k_0} = \sqrt{\frac{c}{k_0}}$

$B_n^0 = \frac{A_0\kappa_0}{4\epsilon\kappa \cdot k} (2J_n + \cos \xi (J_{n+2} + J_{n-2}))$

$B_n = \xi J_{n-1} + \xi J_{n+1} + \kappa B_n^0$

$\kappa \cdot k = \kappa_0 k_0 - \kappa \cdot k$

$J_n = J_n(a_k, b_k, \chi_k) = \sum_m J_{n+2m}(a_k)J_m(b_k)e^{i(n+2m)\chi_k}$

(82)
are generalized Bessel functions of three arguments with

\[ a_k = \frac{A_0 |(\xi) \cdot \hat{k}|}{cz \cdot \hat{k}} \]

\[ b_k = \frac{A_0^2}{8c^2 \kappa \cdot \hat{k}} \cos \xi \]

\[ \chi_k = \tan^{-1}[\tan \phi_k \tan(\xi/2)] \]

\[ \lambda_k = \frac{A_0^2}{4c^2 \kappa \cdot \hat{k}} \]

\[ (\xi) = [1 \cos(\xi/2) + i_2 \sin(\xi/2)], \quad \xi[0, \pi/2] \]

The reduced \( t^{(n)} \)-matrix elements are explicitly given by

\[ t^{(n)}_{u\rightarrow u} = B_n^0 \left( m_1 + m_2 g(q) \left( \hat{k} \cdot \hat{q} + i(\hat{k} \times \hat{q})_z \right) \right) \]

\[ + B_n^* \cdot \left( m_2 \hat{k} + m_1 g(q) \hat{q} \right) \]

\[ - i \left( B_n^* \times \left( m_2 \hat{k} - m_1 g(q) \hat{q} \right) \right) \]

\[ t^{(n)}_{d\rightarrow u} = m_2 g(q) B_n^{0*} \left( i(\hat{k} \times \hat{q})_x - (\hat{k} \times \hat{q})_y \right) \]

\[ - i \left( B_n^* \times \left( m_2 \hat{k} - m_1 g(q) \hat{q} \right) \right)_x \]

\[ + \left( B_n^* \times \left( m_2 \hat{k} - m_1 g(q) \hat{q} \right) \right)_y \]

\[ t^{(n)}_{d\rightarrow u} = m_2 g(q) B_n^{0*} \left( i(\hat{k} \times \hat{q})_x + (\hat{k} \times \hat{q})_y \right) \]

\[ - i \left( B_n^* \times \left( m_2 \hat{k} - m_1 g(q) \hat{q} \right) \right)_x \]

\[ - \left( B_n^* \times \left( m_2 \hat{k} - m_1 g(q) \hat{q} \right) \right)_y \]

and

\[ t^{(n)}_{d\rightarrow d} = B_n^0 \left( m_1 + m_2 g(q) \left( \hat{k} \cdot \hat{q} - i(\hat{k} \times \hat{q})_z \right) \right) \]

\[ + B_n^* \cdot \left( m_2 \hat{k} + m_1 g(q) \hat{q} \right) \]

\[ + i \left( B_n^* \times \left( m_2 \hat{k} - m_1 g(q) \hat{q} \right) \right)_z \]
Linear polarization:
The same rate formula (Eqs. (80), (81), (82), (83), (84), (85), (86)) holds, except that, since in this case \( \xi = 0 \) therefore the generalized Bessel function of three arguments \( J_n = J_n(a_k, b_k, \chi_k) \) (Eq. (82)) now simplifies to the generalized Bessel function of two arguments, i.e., \( J_n = J_n(a_k, b_k); a_k = a_k(\xi = 0), b_k = b_k(\xi = 0) \) \( [\chi_k(\xi = 0) = 0] \).

Circular polarization:
The same rate formula (Eqs. (80), (81), (82), (83), (84), (85), (86)) holds except that, since in this case \( \xi = \pi/2 \) therefore the generalized Bessel function of three arguments now simplifies to an ordinary Bessel function with a phase, i.e., \( J_n = J_n(a_k)e^{in\phi_k}; a_k = a_k(\xi = \pi/2), \chi_k = \phi_k, [b_k(\xi = \pi/2) = 0] \).

We note that the specific influence of relativity in the rate of ionization arises, first, from the relativistic energy and momentum of both the free and the bound states of the electron and the momentum of the photon. They affect the arguments of the Bessel functions in \( B_n \)s, the reduced amplitudes \( t^{(n)} \)s, as well as the ‘dressed-momentum’ \( q = k + (\lambda_k - n)\mathbf{x} \). Similarly, the specific influence of the spin arises, first, from the ‘weak’-component factor \( m_2 \) of the free-electron spinor (which appears in the reduced amplitudes \( t^{(n)} \)s) and, second, from \( g(q) \) in \( t^l \)s, which is due to the ‘weak’ component of the bound electron.

We may note finally that the usual total spin-averaged ionization rate from an unpolarized target atom, if desired, can be easily obtained by simply adding the four spin-specific rates given above and dividing by 2 (for the average with respect to the two degenerate initial spin states):

\[
\frac{d\Gamma^{(\pm)}}{d\Omega_k} = \sum_{n \geq n_0} \left( \frac{A_0}{2c} N_{k_0} N_{l_0} c_0(q) \right)^2 c k_0 \frac{k}{(2\pi)^2} \times \frac{1}{2} \sum_{(j',f)\neq (u,d)} \left| t^{(n)}_{j' \rightarrow j} \right|^2
\]

12 Spin-Flip and Spin Asymmetry in Ionization

An interesting prediction of the present theory is that a helical photon (e.g., circularly polarized) can flip the helicity of the ionizing electron (at any intensity). Furthermore, the photon can distinguish the sense of the spin flip (with respect to its own sense of helicity) through the difference in the rates of ‘up \( \rightarrow \) down’ vs. ‘down \( \rightarrow \) up’ spin transitions. It vanishes if only the ‘weak’ components of the Dirac electron states are neglected. We briefly discuss this effect below.

The specific spin-up and the spin-down electron currents can now be obtained from the matrix elements given above:

\[
\frac{dW^{up}}{d\Omega} = \frac{1}{2} \left( \frac{dW_{u \rightarrow u}}{d\Omega} + \frac{dW_{d \rightarrow u}}{d\Omega} \right)
\]
\[
\frac{dW_{\text{down}}}{d\Omega} = \frac{1}{2} \left( \frac{dW_{\text{d-d}}}{d\Omega} + \frac{dW_{\text{u-d}}}{d\Omega} \right)
\] (89)

It is interesting to ask if there is any asymmetry in the up and down spin electron currents even when the two degenerate initial spin states of the atom are assumed to be occupied statistically (\(\frac{1}{2} : \frac{1}{2}\), i.e., unpolarized). Any asymmetry in the two currents is best characterized by the initially unpolarized target atom (ensemble-averaged) asymmetry parameter \(<A>\) defined by

\[
<A> = \left( \frac{dW_{\text{up}}}{d\Omega} - \frac{dW_{\text{down}}}{d\Omega} \right) / \left( \frac{dW_{\text{up}}}{d\Omega} + \frac{dW_{\text{down}}}{d\Omega} \right)
\] (90)

They have been recently investigated for ionization of H-atom in intense circularly polarized laser fields at low and high frequencies [41].

In Figs. 5 and 6 we show typical results of calculations for the asymmetry parameter \(<A>\) in two cases, \(I = 10^{16} \text{ W/cm}^2, \omega = 1.55 \text{ eV}\) (Fig. 5), and \(I = 10^{20} \text{ W/cm}^2, \omega = 20 \text{ eV}\) (Fig. 6). At both intensities \(<A>\) is as large as \(o(10^{-3})\) in magnitude but negative. And they are well within the current resolution of spin-analyzers in the laboratory [44] to be observed experimentally. This indicates a dominance of the spin-down electron current over the spin-up current at all angles of observation [43]. Remarkably, unlike the asymmetry parameter for Fano effect [45,46], the two curves reveal a strong dependence of \(<A>\) on field intensity at all angles. It is also interesting to note that there is no spin–orbit interaction above arising from the derivative of the atomic potential, either in the initial state (ground s-state) or in the final state (Dirac plane-wave Volkov state). At the first sight perhaps even more surprisingly, the asymmetry remains present when the retardation (and hence the laser magnetic field in the laboratory) is neglected (\(\chi = 0\)). So what is the origin of the spin flip as such under the above circumstance? It is a consequence of the Lorentz invariance in

\[\text{Fig. 5} \text{ Intensity-dependent ensemble-averaged asymmetry parameter } <A> \text{ (see Eq. (90) for definition) vs. electron emission angle; } \omega = 1.55 \text{ eV, } I = 10^{16} \text{ W/cm}^2 \text{ (outer curve), and } I = 10^{17} \text{ W/cm}^2 \text{ (inner curve) (from [43])}\]
which the electric field in the laboratory (even in the absence of retardation) is Lorentz-transformed, in the moving frame of the emitted electron, into a mixed electric and magnetic field, with a (motional) magnetic field component of order \( B_0 \approx E_0 \times p/c \approx B \) (a.u.). Thus the finite spin-flip probability is due, even in the absence of retardation effect, to the coupling of the motional magnetic field \( B_0 \) with the magnetic moment \( \sigma \) of the electron in its own frame of reference [43].

13 Summary

Availability of intense short-wavelength radiation fields opens up the possibility of investigating multi-photon processes in a new regime of high-field physics. In this chapter we have briefly introduced and discussed a number of approximate and exact theoretical methods suitable for application to such processes in intense VUV, XUV, and X-ray wavelengths, or beyond. Particular attention is paid to the basic processes of ionization and high harmonic generation and to approximate solutions of Coulomb–Volkov Schrödinger equation. Theoretical problems posed by the effect of retardation, relativity, and spin degrees of freedom on multi-photon processes, and the ways to reduce them, are discussed. Finally, a recently predicted relativistic effect showing an asymmetry in spin currents during intense-field ionization, and the mechanism behind it, is also discussed.
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Part IV
This review covers recent progress in laser–matter interaction at intensities $I$ above $I_{\text{rel}} = 1.37 \times 10^{18}$ W/cm$^2$. At these intensities, electrons swing in the laser pulse with relativistic energies. The laser electric field is already much stronger than the atomic fields, and any material is instantaneously ionized creating plasma. The most important applications of relativistic laser-plasma include high-gradient acceleration of charged particles, new sources of short-wavelength, and nuclear radiation. The physics of relativistic laser-plasma is highly non-linear and kinetic. The best numerical tools applicable here are particle-in-cell (PIC) codes, which exploit the fundamental plasma model as an ensemble of charged particles. The usage of massively parallel processing allows to follow simultaneously up to $10^9$ numerical particles. This is enough to simulate directly real laser-plasma experiments even if the full-scale three-dimensional PIC simulations are expensive and parametric studies are difficult. In the ultra-relativistic limit $I \gg I_{\text{rel}}$, the Maxwell–Vlasov equations acquire a specific symmetry that leads to a very powerful analytical tool: the relativistic similarity theory. It allows to scale the interaction regimes and gives an important guide in the complex physics of relativistic laser-plasmas

PACS numbers:

1 Introduction

The maximum achievable laser powers were growing fast over the last 10 years and have reached the petawatt ($10^{15}$ W) values in a single shot [1, 2, 3]. This enormous power is comparable to that consumed constantly by the whole mankind on the earth. Of course, these powerful laser pulses last for an extremely short time, from few femtoseconds (1 fs = $10^{-15}$ s) to a picosecond
(1 ps = $10^{-12}$s). Let us now recall that one cycle of the infrared light emitted by these lasers is about 3 fs (3.3 fs for a light with $\lambda = 1\mu m$). It means that these laser pulses represent just a few cycles of radiation. It is this short-pulse duration that allows for the extremely high powers, while the energy remains in a reasonable range from mJ to some 100 J.

The technology of ultrashort-pulse lasers is known as the chirped pulse amplification (CPA) [4]. Here, an initially short seeding pulse is stretched in time by letting it pass through a dispersive element (stretcher), e.g., a set of diffraction grids. The pulse is decomposed in its spectral components. Each spectral component travels a slightly different way depending on its wavelength, and the pulse is stretched in time. It also gains a spectral “chirp”: the pulse frequency changes continuously from its head to the tail. The stretched pulse has a lower power and can be linearly amplified in a conventional way. The amplified pulse pertains the chirp and is compressed back to the original short duration by another dispersive element (compressor) conjugated to the stretcher.

Before the CPA invention, laser pulses could be focused only in the two transverse dimensions by corresponding sets of lenses. The CPA technology has allowed it for the first time to compress laser pulses in the third, longitudinal dimension, and this technological breakthrough has immediately lead to a Jump in the achievable powers and focused intensities. The petawatt shots, where an adaptive mirro has been employed, have resulted in the focal intensity $I = 10^{21}$ W/cm$^2$ [2].

The electric field corresponding to this intensity is $10^{14}$ V/m. No material can withstand such fields. Atoms are ionized instantaneously and plasma is created. The most promising application of these enormous laser fields is the high-gradient acceleration of charged particles. The conventional accelerators used in high-energy physics have accelerating gradient of some 10 MeV/m. This moderate accelerating field defines the monstrous sizes of the accelerators: the acceleration to 100 GeV energies needs an accelerator of several kilometers length. Would it be possible to exploit the laser fields directly, this accelerating distance could be shortened to few centimeters. Unfortunately, the laser fields are oscillatory and transverse. A particle being accelerated by the laser fields directly slips out of the acceleration phase very fast and the maximum energy gain is limited to a few MeV. Thus, one has to elaborate special accelerating schemes, which can avoid the dephasing problem. In this review, we discuss the laser wake field acceleration (LWFA) schemes [5] and direct laser acceleration (DLA) at the betatron resonance [6].

Recently, a major breakthrough has been achieved in the LWFA studies [7]. Independently, three experimental groups have reported quasi-monoenergetic electron beams with energies in the range 70–170 MeV emerging from short-pulse laser interactions with underdense gas Jets [8, 9, 10]. In all these three experiments, the laser pulse duration was comparable with the plasma period. Previously, quasi-monoenergetic electron beams have been predicted
theoretically in 3D PIC simulations [11], where the so-called bubble regime of LWFA has been identified.

The ion acceleration using lasers is also possible. At the presently available laser intensities, it is never accomplished directly by the laser, but is always mediated by the plasma electrons [12, 13, 14].

Another very important application of the relativistic laser-plasma is for novel sources of short-wavelength and nuclear radiation. The electron motion in the relativistic regime is extremely non-linear. Thus, one expects that the electrons radiate high harmonics [15, 16]. Indeed, it appears that the relativistic laser plasma provides several mechanisms for short-wavelength radiation, both coherent [17, 18, 19, 20, 21, 22, 23, 24, 25] and incoherent [26, 27, 28]. We discuss here shortly the possibilities for synchrotron-like radiation from non-linear plasma waves.

2 Free Electron Motion in Electromagnetic Wave. Relativistic Threshold

It is usually accepted that the transition to the relativistic laser-plasma regime begins at intensities above $I_{\lambda}^2 = 10^{18} \text{W/cm}^2$. To understand the origin of this threshold, let us consider the simplest configuration, where a free charged particle interacts with a plane electromagnetic wave running in the positive $z$-direction:

$$a(\zeta) = a_0(\zeta) \cos k\zeta,$$

(1)

where

$$a = eA/mc^2$$

(2)

is the relativistically normalized laser vector potential, $\zeta = z - ct$, $k = 2\pi/\lambda$, and $\lambda$ is the wavelength. We are working in the Coulomb gauge and set the scalar potential of the electromagnetic wave equal to zero, $\phi(\zeta) = 0$.

Although the exact solution of this problem can be found in literature (see, e.g., [29, 30]), we present here some simple fundamental results.

The wave (1) has two important symmetries, each of them leads to an integral of motion preserved during the charged particle motion. First, the fields (1) do not depend on the transverse coordinates. This results in conservation of the generalized transverse momentum:

$$P_\perp = p_\perp + amc = \text{const},$$

(3)

where $p_\perp = m\gamma v_\perp$ is the kinetic momentum and $\gamma = 1/\sqrt{1 - (v/c)^2}$ is the relativistic factor.
Second, the laser pulse is a wave running with a constant phase velocity $v_{ph}$, which in vacuum is $v_{ph} = c$. This symmetry delivers the second integral of motion:

$$W = K - p_z c = \text{const},$$

(4)

where $K = (\gamma - 1)mc^2$ is the particle kinetic energy.

Having the two integrals (3) and (4), we can calculate the particle energy and momenta as a function of the laser amplitude. Let us take a particle that has stayed at rest before the laser pulse overtook it. In this case, both integrals are zeroes and we find

$$p_z = \frac{p_0^2}{2mc}; \quad K = \frac{a^2}{2}mc^2.$$  

(5)

From the expression for the kinetic energy $K$, we see that a particle quivering in a laser pulse gains energy comparable with its rest energy $mc^2$, when the normalized laser amplitude becomes close to unity: $a_0 = 1$. When we normalize to the electron mass, this amplitude corresponds to a laser intensity:

$$I_0\lambda^2 = 1.37 \times 10^{18} W \mu m^2/cm^2.$$

(6)

The intensity $I_0$ is generally considered as the threshold to relativistic laser-plasma interactions, because the bulk of plasma electrons start to oscillate at relativistic velocities. Notice that the relativistic intensity (6) scales as $\lambda^{-2}$. This gives $10^{18} W/cm^2$ for a glass laser with $\lambda = 1\mu m$ and only $10^{16} W/cm^2$ for a CO$_2$ laser with $\lambda = 10\mu m$.

An exact form of the particle trajectory in a plane wave can also be found analytically, if one introduces the "particle internal times" $s = \omega t/\gamma$. For a plane wave with amplitude $a_0$ and linear polarization in the X-direction, the trajectory in normalized coordinates $\zeta, \eta, \tau$ is

$$\zeta = \frac{kz}{a_0} = \frac{1}{8}(2s - \sin 2s),$$

(7)

$$\eta = \frac{kx}{a_0} = \cos s,$$

(8)

$$\tau = ckt = s + \frac{a_0^2}{8}(2s - \sin 2s).$$

(9)

The trajectory (7), (8), (9) is shown in Fig. 1. It is self-similar and does not depend on the laser amplitude in the coordinates $(\zeta, \eta, \tau)$. However, when we transform back to the physical coordinates, we find that there is a significant difference in the particle motion at non-relativistic, $a \ll 1$, and relativistic, $a > 1$, amplitudes. Mention that while the particle excursion in the polarization
direction scales like the laser amplitude, $\eta \sim a_0$, the longitudinal one scales like the amplitude squared, $\zeta \sim a_0^2$. Thus, at low intensities, particles oscillate mainly in the polarization direction with a small ponderomotive drift in the laser propagation direction. With the transition into relativistic regime, the particle motion becomes predominantly longitudinal. The laser ponderomotive force, $v_\perp \times B$, pushes it forward.

As we see from (5), a free electron in a plane electromagnetic wave can get a lot of energy, proportional to the intensity of the wave. At the intensity level of $10^{21}$ W/cm$^2$, one might expect GeV electron energies. Although this value sounds impressive, we must concede that the simple acceleration in vacuum is barely inefficient. From expression (9), we see that the time needed to reach this energy also scales like the laser intensity. Thus, the mean accelerating force $<F>$ acting on a relativistic particle in vacuum saturates at a level $F/mc^2 < 2$. The reason for this unexpected failure is the traitorous behavior of the particle transverse velocity, namely, it rises first at non-relativistic intensities, $v_\perp/c \sim a_0$ for $a_0 \ll 1$, reaches its maximum $v_\perp/c = 2/3$ at $a_0 = 1$, and then goes down inversely proportional to the amplitude, $v_\perp/c \sim 2/a_0$ for large $a_0$! As a consequence, the $v_\perp \times B$ force does not grow anymore, no matter how intense the laser pulse is.

Moreover, the analytic solution (5) is valid for a plane wave only, i.e., for a laser pulse with an infinite power. Only in this particular case the two integrals of motion (3) and (4) hold. This solution is an exception, rather than a rule. Already small deviations from the plane wave geometry break this symmetry and the electron motion in realistic focused laser pulses scales differently.

Let us consider a focused laser pulse. Nearby the focal plane, one has

$$a = a(\zeta_{ph}, r) \cos k\zeta_{ph},$$

where $\zeta_{ph} = z - v_{ph}t$, $\zeta_{g} = z - v_{g}t$, and $v_{ph}$ and $v_{g} < c$ are the phase and the group velocities, respectively. It is important to mention here that a focused electromagnetic wave has not only the transverse components of the vector potential, but also the longitudinal one:

$$\partial_z a_z = -\nabla_\perp \cdot a_\perp.$$  

This follows immediately from the Coulomb gauge condition $\nabla \cdot a = 0$.

When the focused laser pulse interacts with particles in vacuum, the particles get scattered out from the focal spot. Unfortunately, there is no general exact
analytic solution in this case. However, at low laser intensities $a \ll 1$, the equation of motion can be averaged over the fast laser oscillations and the so-called \textit{relativistic ponderomotive force} (RPF) is introduced [32]:

$$\frac{1}{mc} \frac{d\vec{p}}{dt} = -\nabla \frac{a^2}{2},$$ \hspace{1cm} (12)

where $\vec{p}$ is the electron momentum averaged over the laser period. The RPF concept is a valid description, provided the wave amplitude varies slowly with respect to the wave phase, so that a multiple scale analysis of the particle motion makes sense.

Equation (12) is independent of the laser polarization and works in such a way that electrons are expelled from the regions of high intensity. If one takes a laser pulse focused into a round spot, the electron scattering is radially symmetric, no matter what the laser polarization is.

Quesnel and Mora [31] have performed extensive numerical simulations of laser pulse interaction with electrons in vacuum. They found that it is the small longitudinal component of the vector potential (11) that makes the scattering radially symmetric. Figure 2a taken from [31] shows electron trajectory scattered by a linearly polarized laser pulse focused in a Gaussian spot $a = a_0 \exp(-r^2/\sigma^2 - \zeta^2/(\epsilon r)^2)$ with $a_0 = 0.3$, $\sigma = 10\mu m$, $\tau = 200$ fs. Curve 1 gives the scattering including the longitudinal component of the vector potential; it practically coincides with the ponderomotive model. For comparison, curve 2 has been calculated discarding $a_z$ and results in electron confining within the plane of laser polarization.

The RPF concept may remain valid even at higher laser intensities. Equation (12) takes then the form [31, 33]

$$\frac{d\vec{p}}{dt} = \frac{mc^2}{\gamma} \nabla \gamma,$$ \hspace{1cm} (13)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{Scattering of an electron by a focused laser pulse (taken from [31]). (a) $a_0 = 0.3$, curve 1 includes the longitudinal field, curve 2 neglects it; (b) $a_0 = 3$, final transverse momenta of scattered electrons (see text for further details)}
\end{figure}
Figure 2b shows final transverse momenta of electrons scattered by a laser pulse with $a_0 = 3$, $\sigma = 10\mu m$, and $\tau = 350$ fs. Although the laser pulse was linearly polarized, the scattering is nearly symmetric.

Quesnel and Mora [31] have introduced the dimensionless parameter $\alpha = k\sigma/(1 - v_z/c)$, where $v_z$ is the longitudinal velocity of the electron. The scattering is ponderomotive if the parameter $\alpha \ll 1$. In the opposite case, $\alpha > 1$, the electron motion is more complicated and asymmetries due to the polarization appear.

Electrons are the lightest charged particles; they absorb most of the laser energy and reach the relativistic regime first. One may repeat the calculations for ions as well and use in (2) an ion mass instead of the electron one. Taking, e.g., protons, we find that the corresponding relativistic intensity threshold is

$$I_p = (M_p/m)^2 I_0 \approx 5 \times 10^{24} \, \text{W} \mu \text{m}^2/\text{cm}^2. \quad (14)$$

The intensity (14) is far beyond the present laser technology. However, the new concepts of optical parametric amplification (OPA-CPA) [34] might make even these fantastic intensities technologically feasible, see in the chapter of Ross.

At the “electron relativistic intensity” $I_0 (6)$, protons oscillate in the laser field with merely some 100 eV energy. Any energetic ions observed in laser–matter interaction experiments till now have been accelerated not directly by the laser field, but by plasma fields induced by the laser-heated electrons [12, 13, 14, 35, 36, 37, 38, 39, 40, 41].

## 3 Relativistic Similarity

As we have seen above, electron motion at highly relativistic laser amplitudes, $a \gg 1$, may become quite complicated. The simple perturbation theory that uses the laser amplitude $a$ as a small parameter [42] becomes invalid.

Fortunately, the Maxwell–Vlasov system of equations acquires an additional symmetry at the ultra-relativistic laser amplitudes $a_0 = eA_0/mc^2 \gg 1$. Gordienko and Pukhov [43] have shown for the first time that the similarity parameter $S = n_e/a_0n_c$ exists, where $n_e$ is the plasma electron density and $n_c = mc^2/(4\pi e^2)$ is the critical density for a laser with frequency $\omega_0$. The basic ultra-relativistic similarity states that laser-plasma interactions with different $a_0$ and $n_e/n_c$ are similar if the parameter $S = n_e/a_0n_c = \text{const.}$.

Let us consider collisionless laser-plasma dynamics and neglect the ion motion. We also neglect bremsstrahlung and radiation damping. The electron distribution function $f(t, \mathbf{r}, \mathbf{p})$ is described by the Vlasov equation:

$$\left( \partial_t + v \partial_r - e(E + v \times B/c) \partial_p \right) f(t, \mathbf{p}, \mathbf{r}) = 0, \quad (15)$$
where \( \mathbf{p} = m\gamma \mathbf{v} \) and self-consistent fields \( \mathbf{E} \) and \( \mathbf{B} \) satisfy the Maxwell equations [44].

We suppose that the laser pulse vector potential at the time \( t = 0 \) short before entering the plasma is \( \mathbf{A}(t = 0) = a \left( \frac{y^2 + z^2}{R^2}, \frac{x}{c\tau} \right) \cos(k_0 x) \), where \( k_0 = \omega_0/c \) is the wavenumber, \( R \) is the focal spot radius, and \( \tau \) is the pulse duration. If one chooses a definite initial laser envelope \( a(r_\perp, x) \), then the laser-plasma dynamics depends on four dimensionless parameters: the laser amplitude \( a_0 = \max \left| ea/mc^2 \right| \), the focal spot radius \( k_0 R \), the pulse duration \( \omega_0 \tau \), and the plasma density ratio \( n_e/n_c \).

Now we are going to show that in the ultra-relativistic limit when \( a_0 /c \gg 1 \), the number of independent dimensionless parameters reduces to three: \( k_0 R \), \( \omega_0 \tau \), and \( S \), where the similarity parameter \( S \) is

\[
S = \frac{n_e}{a_0 n_c}. \tag{16}
\]

Let us introduce the new dimensionless variables:

\[
\hat{t} = S^{1/2} \omega_0 t, \quad \hat{r} = S^{1/2} k_0 r, \quad \hat{p} = \mathbf{p}/mc_0,
\]

\[
\hat{A} = \frac{eA}{mc^2 a_0}, \quad \hat{E} = \frac{S^{-1/2} eE}{mc \omega_0 a_0}, \quad \hat{B} = \frac{S^{-1/2} eB}{mc \omega_0 a_0}, \tag{17}
\]

and the new distribution function \( \hat{f} \) is defined as

\[
f = \frac{n_e}{(mc_0)^3} \hat{f}(\hat{t}, \hat{p}, \hat{r}, a_0, S, \hat{R}, \hat{\tau}), \tag{18}
\]

where \( \hat{R} = S^{1/2} k_0 R \) and \( \hat{\tau} = S^{1/2} \omega_0 \tau \).

The normalized distribution function \( \hat{f} \) is a universal one describing the interaction of the given laser pulse with a given initial plasma profile. It satisfies the equations

\[
[\partial_{\hat{t}} + \hat{\mathbf{v}} \cdot \nabla_{\hat{r}} - (\hat{\mathbf{E}} + (\hat{\mathbf{v}} \times \hat{\mathbf{B}})) \partial_{\hat{p}}] \hat{f} = 0, \tag{19}
\]

\[
\nabla_{\hat{r}} \cdot \hat{\mathbf{E}} = 4\pi (1 + \hat{\rho}), \quad \nabla_{\hat{r}} \cdot \hat{\mathbf{B}} = 0,
\]

\[
\nabla_{\hat{r}} \times \hat{\mathbf{B}} = 4\pi \hat{\mathbf{J}} + \partial_{\hat{\rho}} \hat{\mathbf{E}} - \nabla_{\hat{v}} \times \hat{\mathbf{E}}, \tag{20}
\]

where \( \hat{\mathbf{v}} = \hat{p}/\sqrt{\hat{p}^2 + a_0^2} \), \( \hat{\rho} = -\int \hat{f} d\hat{p} \), \( \hat{\mathbf{j}} = -\int \hat{\mathbf{v}} \hat{f} d\hat{p} \), and the initial condition for the vector potential is

\[
\hat{A}(\hat{t} = 0) = \hat{a} \left( \frac{y^2 + z^2}{\hat{R}}, \frac{\hat{x}}{\hat{\tau}} \right) \cos(S^{-1/2} \hat{x}), \tag{21}
\]

with the slow envelope \( \hat{a} \) such that \( \max |\hat{a}| = 1 \).
Equation (19) together with the initial condition (21) still depends on the four dimensionless parameters $\hat{R}$, $\hat{\tau}$, $S$, and $a_0$. However, the parameter $a_0$ appears only in the expression for the electron velocity. In the limit $a_0 \gg 1$, one can write

$$ \hat{v} = \hat{p} / \sqrt{\hat{p}^2 + a_0^2} \approx \hat{v} = \hat{p} / \hat{p}. $$  \hspace{1cm} (22)

Consequently, for the ultra-relativistic amplitude $a_0 \gg 1$, the laser-plasma dynamics does not depend separately on $a_0$ and $n_e/n_c$. Rather, they converge into the single similarity parameter $S$.

The ultra-relativistic similarity means that for different interaction cases with $S = \text{const}$, plasma electrons move along the same trajectories. Number of these electron $N_e$, their momenta $\mathbf{p}$, and the plasma fields scale as

$$ \mathbf{p} \propto a_0; \quad N_e \propto a_0; $$ \hspace{1cm} (23)

$$ \phi, \mathbf{A}, \mathbf{E}, \mathbf{B} \propto a_0, $$ \hspace{1cm} (24)

for $\omega_0 \tau = \text{const}$, $k_0 R = \text{const}$, and $S = \text{const}$.

The ultra-relativistic similarity is valid for arbitrary $S$-values. The $S$ parameter appears only in the initial condition (21) so that $S^{-1/2}$ plays the role of the laser frequency. It separates the relativistically overdense plasmas with $S \gg 1$ from the underdense ones with $S \ll 1$.

Let us discuss shortly the applicability area of the similarity theory. The only approximation made is expressed by formula (22). It states that all the electron velocities are equal to the vacuum light velocity $c$. Is this approximation well grounded in the context of the laser wake field acceleration? We stress that although the electron velocities are always $c$, their longitudinal components can be arbitrary depending on the particular direction of the 3D electron momentum.

What matters in the LWFA is the electron trapping and dephasing. Both these phenomena are correctly included in our similarity theory. The trapping and dephasing depend on the longitudinal component of the electron velocity:

$$ v_\parallel = \frac{p_\parallel}{\sqrt{p_\parallel^2 + p_\perp^2 + m^2 c^2}}. $$ \hspace{1cm} (25)

When $p_\perp^2 \gg m^2 c^2$, one can neglect the term $m^2 c^2$ under the square root in the denominator of expression (25). According to the similarity theory the transverse electron momentum $p_\perp$ scales as $a_0$, see (23). Thus, the approximation (22) is valid in the three-dimensional geometry if $a_0 \gg 1$.

The similarity in interactions with overdense plasmas has been considered in [17, 18], where the universal harmonics spectra have been derived and their scalability toward very high laser intensities has been discussed. Applied to
underdense plasmas, the similarity theory leads to elegant scalings on the energy and the number of accelerated electrons, as well as the acceleration length [43].

4 Numerical Simulation of Relativistic Laser-Plasma. Particle-in-Cell Method

During the past decades, particle-in-cell (PIC) methods have been proven to be a very reliable and successful method of kinetic plasma simulations [45, 46, 47, 48]. This success of PIC codes relies to a large extent on the very suggestive analogy with the actual plasma. The plasma in reality is an ensemble of many individual particles, electrons and ions, interacting with each other by the self-consistently generated fields. The PIC code is very similar to that, with the difference that the number of numerical particles, or macroparticles we follow in the code, may be significantly smaller. One may think as if one numerical “macroparticle” is a clump, or cloud, of many real particles, which occupy a finite volume in space and all move together with the same velocity. The consequent conclusion is that we have a “numerical plasma” consisting of heavy macroparticles, which have the same charge-to-mass ratio as the real plasma electrons and ions, but substitute many of those. This simplified point of view is straightforward, very intuitive, and not always incorrect.

Historically, the 2D code ZOHAR developed by Langdon and Lasinski [49] and the 3D code TRISTAN developed by O. Buneman [50] were the first multidimensional relativistic electromagnetic PIC codes for plasma simulations. The 2D code ZOHAR appeared to be particularly successful as 2D problems were much easier to handle on computers of that time. Still, the 2D mesh allows to study some multidimensional effects. As an example, we mention here the pioneering simulation of Wilks et al. showing the possibility of channel boring through overdense plasma layer by the laser light pressure [51].

The PIC codes appeared to be so effective for simulations of laser-plasma interactions in relativistic short-pulse regime that research groups at different places have developed their own multidimensional PIC codes. The main progress has been achieved using parallelization, when the simulation domain is distributed on a grid of individual processors [52]. Various parallel PIC codes for laser-plasma interactions exist now. We may mention the codes OSIRIS [53] and PEGASUS [54] from the UCLA group, the code Virtual Laser Plasma Laboratory (VLPL) of Pukhov [55], the code REMP written by Esirkepov [56], a 2D PIC code maintained by Adam at Ecole Polytechnique [57], 3D PIC codes written by Ruhl [58], by Sentoku [59], and other codes exist as well. Although it seems that all these codes produce similar results, there was no attempt to gauge all of them against each other and no single 3D PIC “volkscode” for laser-plasma interaction exists in public domain.

All these codes solve the full set of Maxwell equations for the fields and relativistic equations of motion for the particles. To simulate the realistic
experimental parameters, a huge number of numerical particles, on the order of $10^9$, must be followed in these codes [55]. This is possible only when massively parallel processing is used. Yet inspite of the huge computational power, the direct PIC simulations of laser-plasma interaction become only possible because of the very short laser pulse duration. The laser pulses consist of only 10–100 optical cycles, and it is this property that allows us to apply the fully electromagnetic PIC code that resolves the laser wavelength. For long laser pulses, one is still forced to use an envelope approximation.

The direct PIC simulations are able to reproduce experiments. They are very detailed. In fact, they are about as complicated as the experiments themselves. However, the simulations have a significant advantage: we can apply any kind of numerical diagnostics one can imagine. This provides a highly appreciated insight in the non-linear processes of laser-plasma interaction at relativistic intensities.

5 Relativistic Self-Channeling of Light in Plasmas

A relativistically intense laser beam propagating in an underdense plasma modifies the plasma permittivity and the refractive index, which in the weakly non-linear regime can be expressed as

$$n_{\text{rel}}^2 = \epsilon = 1 - \frac{\omega_p^2}{\omega^2},$$  \hspace{1cm} (26)

where $\omega_p^2 = 4\pi n e^2 / \gamma m$ is the relativistically corrected plasma frequency. The relativistic mass $\gamma m$ of electrons quivering in the laser pulse increases. In addition, the ponderomotive force of the laser pulse pushes the plasma electrons radially out of the focal spot. Both these effects diminish the local plasma frequency and increase the plasma refractive index (26). The medium then acts as a positive lens. One may show that when the laser power $P$ exceeds the critical value

$$P_{\text{cr}} \approx 17\left(\frac{\omega}{\omega_p}\right)^2 \text{GW},$$  \hspace{1cm} (27)

the laser pulse experiences relativistic self-focusing and channels through the plasma. This has been established both theoretically [60, 61, 62, 63] and experimentally [64, 65].

The power (27) is not too high. Multi-terawatt and petawatt lasers may easily exceed it by a few orders of magnitude. In this case, the laser has enough power to generate not a single, but multiple channels. This effect has been studied in envelope and paraxial approximations [66] and is known as the relativistic filamentation.
The threshold for relativistic self-focusing/filamentation depends on the laser power only. The analytical theory of self-focusing has been developed in the weakly relativistic approximation, \( a < 1 \). When the laser intensity overcomes the relativistic threshold \((6)\), new physical effects appear.

As we have already discussed, trajectories of electrons quivering in the laser pulse, \((7)\), \((8)\), \((9)\), change qualitatively, when the laser amplitude becomes relativistic, \( a > 1 \). At these intensities, the \( v \times B \) force of the laser pulse drives electrons forward, in the light propagation direction. In plasma, all electrons trapped in the laser channel are driven, and each laser filament carries a strong electron current.

These currents of relativistic electrons pushed forward by the laser pulse magnetize the plasma. The current densities amount to a sizeable fraction \( f \) of \( n_{\text{enc}} \), where \( n \) is the background electron density, and generate quasi-static magnetic fields \( B_{\perp}^s = (fn_e)2\pi r \) at distance \( r \) from the axis of a current filament. The field \( B_{\perp}^s \) may become as strong as the magnetic field of the light wave itself, which is \( B = aB_0 \) in units of \( B_0 = mc\omega/e \). For light of wavelength \( \lambda = 2\pi c/\omega = 1\mu m \), one obtains \( B_0 = 107.1 \text{ MG} \). In units of \( B_0 \), the quasi-static magnetic field has the form

\[
B_{\perp}^s / B_0 = (fn_e/n_c)\pi r / \lambda.
\]

and is of order \( B_0 \) when \( n_e \) approaches the critical density \( n_c = \pi mc^2/(e\lambda)^2 \). Notice that the cyclotron frequency \( \omega_c \) corresponding to \( B_{\perp}^s \) satisfies \( \omega_c / \omega = B_{\perp}^s / B_0 \) and may become resonant with the light frequency, affecting the index of refraction.

In this complex situation, a qualitatively new behavior was observed in 2D [67] and 3D PIC simulations [68]. It was found that the quasi-static magnetic field may become strong enough to pinch the relativistic electrons. The co-directed currents flowing in laser filaments magnetically attract each other and may finally coalesce into a narrow single channel [68]. Relativistic electrons carrying these currents modify the plasma refraction index and guide the light. The path of light follows the electron deflection, and the multiple laser filaments also coalesce and form the “super-channel”.

A representative case with an incident intensity of \( 1.24 \times 10^{19} \text{ W/cm}^2 \) \((a = 3, \lambda = 1\mu m)\) has been chosen in three-dimensional PIC simulations: Fig. 3, [68]. It confirms the formation of a single propagation channel with considerably enhanced concentration of light on the axis. The incident beam first propagates through an unstable filamentary stage and then collapses into a single channel with a width of \( 1 - 2\lambda \). We mention that paraxial and envelope approximation as well as hydrodynamic modeling are insufficient to treat the effects discussed here; structures on the scale of a wavelength are involved and non-Maxwellian velocity distributions do demand a kinetic treatment.

A super-channel very similar to the one calculated by the 3D PIC code, [68], has been observed in experiments with the VULCAN laser at Rutherford Appleton Laboratory, where a 10 TW laser pulse interacted with a long-range
preformed plasma on a solid body surface [69]. Also the ultra-strong magnetic fields have been detected later using the Faraday rotation technique for a probing laser beam traversing the channel [70]. Although the probing beam has been sent some 18 ps after the main laser, magnetic fields of the order of 5–10 MG were still present in the channel. Indeed, the magnetic fields, once generated, get frozen into the plasma and decay slowly due to collisions or channel expansion.

6 Multiple Filamentation of Wide Laser Pulses

We have seen how multiple laser filaments coalesce into a single super-channel, Fig. 3. Of course, this happens not always. The necessary condition is that the laser pulse is not too wide initially. Indeed, if the laser pulse is much wider than the plasma skin length \( d_s = c/\omega_p \), the distance between the individual filaments may be so large that their individual magnetic fields are shielded by the surrounding plasma. These filaments do not feel each other anymore and cannot coalesce. If the laser pulse is relativistically intense, \( a_0 > 1 \), then the condition on the laser radius \( R \) for the filamentation gets the \( S \)-scaling: \( k_0 R > S^{-1/2} \).

As an example of the filamentation, we have simulated a petawatt laser pulse with initially wide focus diameter, 30 \( \mu \)m, and intensity, \( I = 10^{20} \) W/cm\(^2\), incident on a plasma with density exponentially growing in the laser propagation direction like \( n = n_0 \exp(x/L) \), where the scale length \( L = 30 \) \( \mu \)m. The laser pulse had a Gaussian temporal profile with the full width at half maximum (FWHM) of 330 fs. The simulation results are shown in Fig. 4.

We see that the strong filamentation starts at the plasma density \( n \approx 3 \times 10^{20} \) 1/cc. Later, the tree-like coalescence of the neighboring filaments leads to formation of several larger filaments. The distance between these new filaments is already too large for them to feel each other, and we see no single super-channel formation. The very similar filamentary pattern has been recently observed in 100 TW shots of the GEKKO-XII laser at ILE, University of Osaka [71].
These issues of laser channeling, plasma cavitation along the channel, laser energy conversion into fast electrons, and magnetic field generation are the key issues for fast ignition of fuel targets in the context of inertial confinement fusion [72].

7 Direct Laser Acceleration of Electrons in Plasma Channels

We have seen in the previous section that when a relativistically intense laser pulse channels in sub-critical plasma, it drives strong currents of relativistic electrons [68]. These electrons easily exit the interaction region and are detected experimentally. Both experiments [2, 73, 74, 75, 76] and particle-in-cell (PIC) simulations [68, 77, 78] suggest that this conversion does operate with significant, up to 30–40%, efficiency. These electrons have usually quasi-thermal spectra, which can be characterized by an exponential slope with some effective “temperature”.

In [79], the authors have measured angularly resolved and absolutely calibrated spectra of multi-MeV electrons produced by relativistic self-channeling of a laser pulse in a high-density gas jet. Laser pulses of 200 fs with $P_L = 1.2$ TW were propagating in He plasmas with electron density in the range of $3 \times 10^{19} – 4 \times 10^{20}$ cm$^{-3}$. While varying the plasma density, the highest electron energies were obtained at $n = 2 \times 10^{20}$ cm$^{-3}$. The experimental energy spectrum is marked in Fig. 5 by dots. It follows a Boltzmann-like distribution with an effective temperature of 5 MeV and extends to 12.5 MeV which was the...
spectrometer limit. The solid line in Fig. 5 represents the VLPL results for a simulation. A good agreement between the 3D PIC simulations and the experimental measurements is seen not only in the spectral form but also in the absolute numbers.

The spectral “temperature” depends both on the laser intensity and on the plasma conditions. The tail of these energy spectra reaches far behind the normal ponderomotive energy. A set of 3D PIC simulations for variable laser powers have been reported in [6], where laser pulses relativistically channeled through nearly critical plasmas. The spectra indicate an approximately exponential roll-off at high energies: \( n_e(\varepsilon) \sim n_0 \exp(-\varepsilon/T_{\text{eff}}) \), with an “effective temperature” \( T_{\text{eff}} \) growing with the laser intensity. The results of the numerical simulations suggest that \( T_{\text{eff}} \) grows like the square root of the intensity:

\[
T_{\text{eff}} \sim \alpha (I/I_{18})^{1/2},
\]

where the coefficient is \( \alpha \approx 1.5 \text{ MeV} \). Figure 6 illustrates this scaling. Results of 3D PIC simulations and experiments done at MPQ, Garching, are shown here. In the experiment, different laser intensities were achieved by changing the laser pulse duration.

The scaling of the effective temperature \( T_{\text{eff}} \) with laser intensity like \( \propto I^{1/2} \) coincides with the results of 2D PIC simulations [51], in which a laser pulse interacted with a sharply ramped plasma–vacuum interface, and the electrons were ponderomotively heated [80]. The proportionality factor \( \alpha \) obtained in the 3D simulations of laser channeling is significantly higher than that in [51]. This higher temperature is an indication of the special mechanism of electron acceleration mediated by quasi-static fields existing in laser channels [6].

Ponderomotive expulsion of background plasma electrons out of the channel creates a radial electrostatic field. At the same time, the current of accelerated electrons generates the azimuthal magnetic field. Both these fields depend about linearly on radius and reach their maxima at the channel boundaries, as shown in Fig. 7. The channel works as a potential well. A relativistic electron
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**Fig. 6** Effective “temperature” of the accelerated electrons for different laser intensities. The best fit gives scaling \( T_{\text{eff}} \propto \alpha (I/I_{18})^{1/2} \), with \( \alpha \approx 1.5 \text{ MeV} \)
trapped in the channel oscillates radially at the betatron frequency which is roughly \( \omega_b = \omega_p/2\gamma^{1/2} \) and does not depend on the degree of channel cavitation. These oscillations are along the laser polarization, and thus an efficient energy coupling is possible.

An electron running along the laser propagation with velocity \( v_z \) witnesses a strongly downshifted optical frequency. This downshift can be so strong that the transverse betatron oscillations are in resonance with the laser. The resonance condition is

\[
\omega_b = \left(1 - \frac{v_z}{v_{ph}}\right) \omega_0.
\]

It states that when an electron makes one oscillation, the electromagnetic wave, which propagates with a phase velocity \( v_{ph} \), overtakes it exactly by one period, Fig. 8. This is the inverse free electron laser mechanism. The only difference is that instead of the usual spatially periodic wiggler we have the betatron channel frequency.

The resonance condition (30) can be fulfilled for electrons with different energies running at different (small) angles with respect to the channel axis. This effect produces not a monoenergetic spectrum, but rather a Boltzmann-like distributions, see Figs. 5 and 6.

Despite the interaction complexity, the scaling (29) directly follows from the relativistic similarity theory [43]. Let us consider the configuration, where a
relativistically intense laser pulse is incident onto a plasma with an exponential density profile. If the pulse Rayleigh length $Z_R = \pi R^2 / \lambda$ is much larger than the characteristic length of the density profile, then the laser will propagate up to a density which scales as the laser amplitude $a_0$. Consequently, the similarity parameter $S = n_e / a_0 n_c$ is automatically maintained constant and the interaction must be similar. At the same time, the energies and the number of accelerated electrons scale proportional to the laser amplitude $a_0$.

8 Laser Wake Field Acceleration

In the previous section, we have discussed the direct laser acceleration of electrons. We have seen that this mechanism produces electron spectra of a quasi-thermal form. The future applications for high-energy physics, however, require electron beams of much better quality. They must have low transverse emittance and be monoenergetic. Such beams might be generated by lasers in a plasma employing another mechanism of acceleration: laser wake field acceleration (LWFA) [5, 42].

When a laser pulse propagates through underdense plasmas, it excites a running plasma wave oscillating at the plasma frequency $\omega_p$. The wave trails the laser pulse with the phase velocity set by the laser pulse group velocity $v_{ph}^{wake} = v_g$. It is useful to introduce the relativistic $\gamma$-factor related with the pulse group velocity $\gamma_g = 1/\sqrt{1 - v_g^2/c^2}$. The electric field of the plasma wave is longitudinal, i.e., it points in the propagation direction. A relativistic electron can ride on this plasma wave staying in phase with this longitudinal electric field over large distances and be accelerated to high energies.

The laser pulse can excite the plasma wave in different ways. The excitation is most effective, when the laser pulse is shorter than the plasma wavelength, $\lambda_p$, and fits completely into the first wave bucket.

The length of the laser pulse is a parameter of particular significance. The pattern of wake field excitation differs significantly for laser pulses longer and shorter than the plasma period. The long laser pulse gets self-modulated with the plasma period, and the resonance between this self-modulation and the plasma frequency leads to effective wake field excitation. The corresponding regime of particle acceleration is called self-modulated laser wake field acceleration (SM-LWFA) [81, 82, 83, 84] in contrast to the short-pulse LWFA described before.

To estimate the maximum energy gain of a relativistic electron in the laser wake field, one introduces the so-called dephasing length $L_d$. It defines how long the electron remains in the accelerating phase of the wake that makes roughly one half of $\lambda_p$. Lorentz transformations then lead to the expression $L_d = 0.5\gamma_g^2 \lambda_p$. Consequently, the maximum energy gain $W_{max} = eE_{max}L_d$, where $E_{max}$ is the amplitude of the wake. Here we have supposed that the laser depletion length $L_{depl}$ is longer than the dephasing length: $L_{depl} > L_d$. 
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To achieve a high quality of the accelerated electron beam, one needs a perfectly synchronized external injector that can produce ultrashort electron bunches, much shorter than the plasma wavelength to occupy a small portion of the accelerating phase, where the electric field is nearly constant. Different schemes have been proposed to accomplish the electron injection by all-optical means involving two or more laser pulses [85, 86, 87].

9 3D Regime of Relativistic LWFA: The Bubble

The properties of laser wake fields can be well described analytically when the laser amplitude is not too high and the plasma wave is regular. However, when the electric field of a planar plasma wave reaches the limit $E_{\text{wb}}/E_0 = \sqrt{2(\gamma_p - 1)}$, where $\gamma_p = (1 - v_e^2/c^2)^{-1/2} = \omega_0/\omega_p$, the wave breaks [88]. The wave breaking is manifested in a multi-stream electron motion. The wave amplitude is so high that the oscillation velocity of electrons in the wave becomes comparable with the wave phase velocity. As a consequence, the background plasma electrons can catch the wave, be trapped in the wave potential, and be accelerated. The wave breaking regime is extremely non-linear and needs kinetic description. What happens after the wave is broken, depends on the geometrical dimensionality of the wave breaking region. In the simplest 1D geometry, the breaking happens always in the first half plasma wave. In 2D and 3D geometries, the breaking depends on the strength of plasma wave excitation and other plasma conditions. It has been noticed by the authors of [89, 90, 91, 92] that in the multidimensional relativistic regime the plasma wave fronts are curved. The wave breaks near the axis and for lower values of the electric field than the plane wave limit. Because the breaking region can occupy just a small portion of the wave around the axis, the large-scale structure of the wave may remain stable. The wave as a whole survives the breaking, and the trapped electrons can be accelerated over large distances and gain energy.

Wave breaking turns out to be of central importance because it leads to abundant self-trapping of electrons in the potential of the wave bucket which are then accelerated in large numbers. This results in high conversion efficiency of laser energy into relativistic beam energy. Trapping of electrons in the plasma waves is a key topic for LWFA. Injection and acceleration of external beams have been demonstrated experimentally [93]. Creation of trapped electrons inside the wave bucket has been proposed, applying supplementary laser pulses [85, 86]. However, copious amounts of accelerated electrons have been observed when driving waves beyond the breaking threshold; this has been shown in SM-LWFA experiments with single TW laser pulses longer than $\lambda_p$ [94, 95, 96, 97, 98].

When the laser pulse power increases and the pulse duration becomes shorter, electrons can be accelerated in plasmas, where the plasma period is comparable with the pulse duration. In the experiments done at LOA in France,
short and relativistically intense laser pulses have propagated through under-
dense plasma Jets [99]. Electrons with energies up to 200 MeV have been regis-
tered, and the energy spectrum has shown some deviations from the
Boltzmann-like distribution in the highest energy tail.

A new, highly non-linear regime occurs for laser pulses with large amplitude,
$a \gg 1$. The excited wake field takes a particular form of a solitary “bubble” [11].
In this regime, the laser ponderomotive force is high enough to sweep out all
electrons out from the first half-plasma wave. As a consequence, an electron
cavity, or bubble is formed, Fig. 9, and the wave breaking has washed out all
downstream structure. Although the bubble is empty from the cold background
electrons, a stem of trapped and accelerated electrons is growing out of the
bubble base. Comparing Fig. 9a and b, we see that the cavity stretches and the
stem elongates with time. At $ct/\lambda = 700$, the stem contains about $3.5 \times 10^{10}$
electrons with energy $300 \pm 30$ MeV. They have an angular spread of $\pm 2^\circ$ and
represent a genuine beam of 1.8 J full energy. This amounts to 15% of the
incident laser energy.

**Fig. 9** Solitary laser-plasma cavity produced by 12 J, 33 fs laser pulse. (XY)-cuts of electron
density are shown. (a) $ct/\lambda = 500$, (b) $ct/\lambda = 700$. Each dot represents a numerical electron;
the dashed region schematically shows the laser pulse position

**Fig. 10** Spectra of accelerated electrons
(from [11]): of the 33 fs, 12 J
laser pulse: (1)$ct/\lambda = 350$,
(2)$ct/\lambda = 450$, (3)$ct/\lambda = 550$,
(4)$ct/\lambda = 650$, (5)$ct/\lambda = 750$,
(6)$ct/\lambda = 850$
The growth of the stem and the evolution of its spectrum are continuous. This is shown in Fig. 10. At the time $ct/\lambda = 350$, the high-energy branch of the spectrum corresponding to the stem has the plateau structure. However, the spectrum changes at time $ct/\lambda = 450$ and develops a distinct peak which grows in time. This peak starts to appear when the total charge of the stem becomes equal to the charge expelled from the cavity by the driving laser pulse. Then the cavity elongates, and this has the consequence that the front and the rear sides of the cavity move at different speeds. The formation of the energy peak has been described in detail in [11].

10 Scaling Laws for the Bubble Regime of Electron Acceleration

The relativistic similarity theory of Gordienko and Pukhov [43] allows to write down simple scalings on the electron acceleration in the Bubble regime. The similarity theory [43] tells us that the Bubble regime is stable and scalable.

The optimal radius $R$ of the laser focal spot is

$$k_0 R \approx S^{-1/2}. \quad (31)$$

For the acceleration to be efficient and to generate structured (quasi-monoenergetic) electron energy spectra, the

$$\tau \leq R/c. \quad (32)$$

The characteristic acceleration length $L_{\text{acc}}$ scales as

$$L_{\text{acc}} \approx 0.7 \frac{c\tau}{\lambda} Z_R, \quad (33)$$

where $Z_R = \pi R^2/\lambda \approx a_0 \lambda^2/4\pi \lambda$ is the Rayleigh length.

The scaling for the maximum energy $E_{\text{mono}}$ of the quasi-monoenergetic peak in the electron spectrum is

$$E_{\text{mono}} \approx 0.65 mc^2 \sqrt{\frac{P}{P_{\text{rel}}} \frac{c\tau}{\lambda}}. \quad (34)$$

Here, $P$ is the laser pulse power, $P_{\text{rel}} = m^2 c^5/e^2 \approx 8.5$ GW is the natural relativistic power unit, and $\lambda = 2\pi c/\omega_0$ is the laser wavelength. The scaling (34) assumes that the laser pulse duration satisfies the condition $c\tau < R$.

The scaling for the number of accelerated electrons $N_{\text{mono}}$ in the quasi-monoenergetic peak is

$$N_{\text{mono}} \approx \frac{1.8}{k_0 r_c} \sqrt{\frac{P}{P_{\text{rel}}}}, \quad (35)$$

where $r_c = e^2/mc^2$ is the classical electron radius and $k_0 = 2\pi/\lambda$. 
It follows from the scalings (34) and (35) that the laser energy conversion efficiency $\eta$ into the quasi-monoenergetic electrons is a constant. Our 3D PIC simulations suggest that this constant is

$$\eta = \frac{N_{\text{mono}}E_{\text{mono}}}{P\tau} \approx 20\%.$$  

This high-energy efficiency makes the bubble regime of electron acceleration very promising for future applications.

Looking at the scalings (34) and (35), one mentions that the plasma density does not appear explicitly. Rather, everything is defined by the laser pulse parameters: the power $P$ and the duration $\tau$. This is the consequence of the pulse radius scaling (31) corresponding to the bubble regime.

With a given laser pulse, the bubble regime is achievable only in some density range $n_1 < n_e < n_2$. The lower density limit $n_1$ is defined by the condition that the laser pulse is still ultra-relativistic, $a_1 > 1$ when focused on the corresponding focal spot $k_0R_1 = a_1n_e/n_1$. The upper density limit is defined by the condition that the corresponding focal spot equals the pulse duration: $\omega_0\tau = k_0R_2 = \sqrt{a_2n_e/n_2}$. This density range can be expressed via the laser parameters:

$$n_1 \approx n_e \frac{P_{\text{rel}}}{P}, n_2 \approx n_e \sqrt{\frac{P}{P_{\text{rel}}} \frac{1}{\omega_0\tau}}.$$  

The density range (37) exists only when the laser power is large enough:

$$P > P_{\text{rel}}(\omega_0\tau)^2.$$  

Condition (38) can be considered as the threshold power needed to reach the bubble regime for a laser pulse with the given duration $\tau$. In practical units, this threshold power is

$$P > P_{\text{bubble}} = \left(\frac{\tau[\text{fs}]}{\lambda[\mu\text{m}]}ight)^2 \cdot 30GW.$$  

The parametric dependencies in the scalings (34) and (35) follow from the analytical theory while the numerical pre-factors have been obtained from direct 3D particle-in-cell simulations.

### 11 The Breakthrough Experiments: Quasi-monoenergetic Electron Beams

The conventional accelerators have made a tremendous progress since the very first electrostatic machine was built by Van de Graaff in 1929. Nowadays they deliver particle beams in multi-GeV energy range with excellent parameters.
They are robust, reliable, and efficient. Unfortunately, the accelerating field in the conventional accelerators is limited by 10–100 MeV/m. That is why the multi-GeV accelerators have kilometer lengths and thus are close to the limit of economically justifiable dimensions. The latest project, the Large Hadron Collider (LHC) currently under construction at CERN in Geneva, attempts to find the Higgs boson, a particle associated with the mechanism through which all other known particles are thought to acquire their masses. But the size and cost of such machines—for the LHC, a 27 km circumference and several billion euros—are fuelling a serious effort to develop new and more compact accelerator technologies.

The concept of laser-plasma electron acceleration has the decisive advantage over conventional accelerators: plasma supports electric fields orders of magnitude higher than the field in radio-frequency cavities of conventional linacs. It is expected that the relativistic laser-plasma will finally lead to a compact high-energy accelerator [7].

But acceleration rate is only one measure of a good accelerator. The number of particles in a beam, and their spread in angle and energy, also matters. Recently, three independent experiments have delivered high-quality electron beams in the energy range 70–170 MeV [8, 9, 10]. In all these three experiments, the laser pulses were very short, in the range 30–40 fs. This was comparable with the plasma period.

The LOA experiment [10] has been simulated with the 3D PIC code VLPL. A comparison of the experimentally measured spectrum and the simulation is

![The monoenergetic electrons](image)

**Fig. 11** 3D PIC simulations for the LOA experiment [10]. (a) On-axis cut of the electron density: the characteristic bubble structure and the trapped electron beam. (b) On-axis cut of the laser intensity. The laser pulse is self-focused and compressed. (c) Electron spectra measured in the experiment and the simulation.
shown in Fig. 11. The electron beam has the energy $170 \pm 20 \text{ MeV}$ and the charge about $0.5 \text{ nC}$. Looking at the geometry of the laser wake field in the simulation, one can mention that the plasma wave behind the laser pulse starts to remind the characteristic bubble structure. Applying the formula for the threshold laser power needed to form a bubble (38), one obtains that the LOA experiment [10] has been done at the lowest bubble power threshold. One may expect that with upgraded laser power, the stability and quality of the electron beam will be further improved.

12 X-Ray Generation in Strongly Non-linear Plasma Waves

The development of novel high-brightness compact X-ray sources is important for many research, industrial and, medical applications including X-ray microscopy and spectroscopy, holography and nanotechnology, biological imaging, and ultrafast process probing. Synchrotron light sources (SLSs) are the most intense X-ray sources today. In an SLS, the radiation is generated as a result of relativistic electron scattering by a bending magnet, magnetic undulators or wigglers [100], or by high-power laser pulses (Compton scattering) [101, 102, 103, 104]. Recent experiments, which explore the interaction of an intense 28.5 GeV electron beam with plasma at Stanford Linear Accelerator Center (SLAC) [105, 106], have shown that an ion channel can be successfully used as a wiggler to produce the broadband X-ray radiation: the electron beam propagating in plasma blows out the background electrons and generates an ion channel. The ion channel provides an effective wiggler strength, which is higher than that of conventional magnets available now.

A relativistic electron running along the ion channel undergoes betatron oscillations about the channel axis due to the restoring force acting on the electron by the uncompensated ion charge. Relativistic electrons executing betatron oscillations in the ion channel emit short-wavelength EM radiation [44, 107]. Some features of this radiation spectrum have been studied in the recent publications [26, 106]. If the amplitude of the betatron oscillations becomes large, then the electron radiates high harmonics and the radiation spectrum becomes quasi-continuous broadband. It is similar to the synchrotron spectrum.

The synchrotron radiation emitted from an ion channel has been observed in a recent experiment [105], where the ion channel has been produced by the electron beam itself in the blow-out regime [108]. In this regime, the plasma density must be smaller than the beam density, which is limited due to technology reasons. The gain in the radiated power, however, is quadratic in plasma density [27].

The high-power lasers could overcome this limitation. As we have seen in the previous section, the relativistically intense laser pulse can produce a “bubble” free from background electrons. Because of its 3D structure, it
contains also transverse fields. The accelerated relativistic electrons oscillate in these fields and produce short-wavelength radiation. The bubble can propagate a long distance in plasmas and thus provide a bright source of short-pulsed X-rays.

The synchrotron spectrum emitted from the bubble are presented in Fig. 12a and b. The surface shown in Fig. 12a gives the number of photons within 0.1\% of the bandwidth ($\Delta \hbar \omega = 10^{-3} \hbar \omega$) per solid angle, $2\pi \sin \theta d\theta$: $N_X = \Delta \omega d^2 N_X/(2\pi \sin \theta d\omega d\theta)$. It is seen that the relativistic bunch radiates highly energetic photons within a very narrow cone. The maximum of the radiation spectrum is located at about 50 keV and the radiation is confined within the angle $\theta \approx 0.1$ rad. The photon flux (the number of photons per second in 0.1\% bandwidth) and the spectral brilliance of the source are shown in Fig. 12b. One can estimate the flux and the brilliance using the following formulas [103]: $\Phi \approx (\Delta \omega c/\omega_c) N_X(c/L_b)$ and $B \approx \Phi/(4\pi^2 \theta_R^2 S_R^2)$, where $L_b$ is the bunch length, $S_R \approx \pi\left[r_b^2 + c^2 T_{\text{int}}^2 \theta_R^2/(4\pi^2)\right]$ is the effective source size of the radiation, $r_b$ is the bunch radius, and $T_{\text{int}}$ is the interaction time.

The high ion density in the laser-produced plasma wiggler and the strong transverse plasma fields lead to a much higher power of the X-ray emission and larger photon energies than that in a self-generated ion channel. In terms of the photon energy and the brilliance, the generated radiation is much more intense than the synchrotron radiation sources available today.

The possibility to use the bubble as a source of keV X-rays has been demonstrated experimentally by Rousse et al. [28]. They used a millimeter-scale laser-produced plasma to create, accelerate, and wiggle an ultra-short and relativistic electron bunch. The broadband synchrotron radiation has been observed in the keV spectral range within a narrow 50 mrad cone.

The dense relativistic electrons produced by intense laser pulses can also be used for X-ray generation via Compton scattering. The incident laser pulse can be split into two pulses. The first pulse can be used to produce the bubble and the relativistic bunch, and the second one can collide with the bunch to generate high-energetic photons via direct Compton scattering [101].
13 Conclusions

The physics of strong field laser–matter interaction is a dynamically developing field. In this review, we have tried to digest some of the important physical effects emerging at relativistic laser intensities, as they appear in three-dimensional particle-in-cell simulations. We have seen how the laser pulses filament and self-channel in plasma. The laser channels carry strong currents of relativistic electrons and are surrounded by self-generated quasi-static magnetic fields. We considered different mechanisms of particle acceleration in plasmas leading to directed beams of fast electrons. The electrons are accelerated either directly by the laser field in plasma channels or by the longitudinal electric field of a plasma wave. The accelerating fields acting in laser-plasma are orders of magnitude larger than those in conventional accelerators, and a quasi-monoenergetic beam of 400 MeV electrons is produced over a distance less than a millimeter.

These accelerated electrons wiggle in strong transverse fields of the laser-excited plasma wave and emit X-rays. In terms of the photon energy and the brilliance, the generated radiation is much more intense than the synchrotron radiation sources available today.

These are only a few examples of new physical effects appearing in the highly non-linear regime of relativistic laser–matter interaction.
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1 Introduction

High-density plasmas are of interest for fundamental research and applications, as e.g., in light sources and fusion, as well as for the understanding of the physics in stellar and planetary systems. In recent years, ultra-short high-intensity laser pulses have become available so that intensities up to $10^{21} \text{ W/cm}^2$ can be reached. New facilities are under construction which produce radiation of frequencies up to the X-ray region with high brilliance. This radiation is used to produce plasmas over a wide range of density, pressure and temperature, as well as subsequently to probe its properties. Dimensionless quantities can be introduced to characterize the properties of the plasma near equilibrium: the degeneracy parameter $\Theta = \frac{k_B T}{E_F} = 2m_e k_B T \left(3 \pi^2 n_e\right)^{-2/3} \hbar^{-2}$. $E_F$ is the Fermi energy. For $\Theta < 1$, the plasma has to be treated as a quantum system. The coupling parameter $\Gamma = V_{ci}/k_B T = \left(4 \pi n_e/3\right)^{1/3} e^2 \left(4 \pi e_0 k_B T\right)^{-1}$ characterizes the size of the interaction potential at the mean distance of the electrons with respect to the thermal energy. At high densities or low temperatures ($\Gamma > 1$), the plasma is strongly coupled and correlations and collisions have to be taken into account. Hot and dilute systems are weakly coupled and can be treated perturbatively. Relativistic plasmas, in which a significant part of the electrons reaches a speed close to the speed of light, can also be produced leading to new theoretical and experimental challenges, e.g., about 10\% of the electrons in a thermal plasma of $T > 260 \text{ keV}$ have a speed of $0.86c$. Very promising issues are, e.g., the creation of high-energy quasi-monoenergetic electron and ion beams [1] or the investigation of nuclear reactions triggered by laser-accelerated relativistic electron jets [2].

An important question in almost all experiments with interaction of intense laser pulses with matter is the calculation of the energy deposition and the description of the subsequent heating. After the laser field has delivered...
the energy necessary for a substantial ionization of the system, the electromagnetic field couples to the free charge carriers leading to heating of the system. There are several mechanisms relevant for the absorption of electromagnetic radiation in Coulomb systems. In underdense plasmas, the absorption connected with electron–ion collisions (inverse bremsstrahlung) is the main process. There are experimental hints, however, that also processes like ion acoustic turbulence could play an important role [3]. For overdense plasmas, on the other hand, there are several important collisionless mechanisms depending especially on the density gradients. For gentle density gradients, resonant absorption and parametric instabilities are important [1]. Other mechanisms like \( j \times B \) heating and Brunel absorption [2] or sheath inverse bremsstrahlung and the anomalous skin effect are dominating for steep density gradients [4].

In the present chapter, we give a survey on some many-particle methods and their application to the interaction of lasers with dense plasmas with focus on the description of bulk properties. In Section 2, we will consider the diagnostics of high-density plasmas using radiation. In this context, weak plasma-radiation interaction is dominating. Using a consistent many-particle description of the dense plasma in connection with optical properties, the determination of plasma properties is possible. In particular, absorption processes, reflectivity and Thomson scattering are discussed as diagnostic tools in Section 3. In the context of plasma creation by intense laser pulses and the subsequent laser-plasma interaction, strong external fields have to be considered. One interesting heating mechanism is nonlinear collisional absorption which is considered in Section 4.

2 Linear Response Theory

The interaction of radiation with charged particle systems is described by the dielectric function \( \varepsilon(k, \omega) \) from which the optical and transport properties can be derived. We are interested in the refractive index as well as absorption and emission. Considering the optical spectrum, we can restrict ourselves to the long-wavelength limit \( k \to 0 \). The frequency-dependent dielectric function or correspondingly the dynamical conductivity \( \sigma \) are then related to the dynamical collision frequency \( \nu \) via a generalized Drude formula [5]:

\[
\varepsilon(\omega) = 1 - \frac{\sigma(\omega)}{i \varepsilon_0 \omega} = 1 - \frac{\omega_{pl}^2}{\omega \left( \omega + i \nu(\omega) \right)}. \tag{1}
\]

The phenomenological Drude ansatz assumes a static collision frequency which is related to the dc-conductivity via \( \sigma_{dc} = \varepsilon_0 \omega_{pl}^2 / \nu(0) \) where \( \omega_{pl} = \sqrt{e^2 n_e / (\varepsilon_0 m_e)} \) is the plasma frequency, with \( n_e \) and \( m_e \) the electron density and mass, respectively. However, as shown by Reinholz et al. [5], for a description consistent with known limiting cases and generally valid sum rules for the dielectric function, the collision frequency has to be a complex
frequency-dependent quantity. This can be achieved within a generalized linear response theory [5, 6]. The collision frequency is expressed in terms of equilibrium correlation functions which is a representation of the fluctuation dissipation theorem. Calculations of the correlation functions are possible by evaluating analytical expressions derived within perturbation theory. Alternatively, simulation techniques, e.g., molecular dynamics [7, 8, 9], wave packet molecular dynamics [10], quantum molecular dynamics [11] or path integral Monte Carlo (PIMC) techniques [12, 13], are applied.

Within this approach, the well-known Kubo formula \( \sigma(\omega) = \beta \Omega \langle J; J \rangle_{\omega+i\eta} \) can be derived which is also known from the solution of kinetic equations [14, 15]. It expresses the dynamical conductivity in terms of the correlation function of the electrical current operator \( J \). \( \Omega \) is the renormalization volume. This approach is suitable for dynamical properties and the application of molecular dynamics simulations. However, in the static case, divergencies arise [16] if evaluated using perturbation theory. A more consistent perturbative treatment is possible if the collision frequency is expressed in terms of force–force correlation functions:

\[
\nu(\omega) = \frac{\beta \Omega}{\epsilon_0 \omega_{pl}^2} \langle \vec{J}; \vec{J} \rangle_{\omega+i\eta}.
\]  

This can then be related to the conductivity according to Eq. (1). The evaluation of Eq. (2) in Born approximation leads to the expression

\[
\nu^{\text{Born}}(\omega) = -\frac{i \epsilon_0 \eta \Omega^2}{6 \pi^2 e^2 n_e m_e} \int_0^\infty dq \frac{q^6 V_{ci}^2(q)}{\omega} \frac{S_i(q)}{\omega} \left[ \epsilon_{\text{RPA}}(q, \omega) - \epsilon_{\text{RPA}}(q, 0) \right].
\]  

For the electronic part of the dielectric function in random phase approximation (RPA), \( \epsilon_{\text{RPA}} \), there are analytical expressions available [17]. Only the electronic part contributes while the ionic distribution is taken into account by the ionic static structure factor \( S_i(q) \) assuming that the electrons are scattered from ions at fixed positions. \( V_{ci}(q) \) is the Coulomb potential. In an attempt to improve this approximation to higher order perturbation theory, several aspects have been discussed and evaluated in the literature, see, e.g., [15] and therein. Considering screening processes, the Lenard–Balescu collision term (LB) is obtained where the bare Coulomb potential is replaced by a dynamically screened one. The behavior at small distances \( r \) is determined by strong binary collisions which are accounted for by a higher-order perturbation expansion replacing the interaction potential \( V_{ci} \) by a t-matrix (TM). A dynamically screened TM approximation gives a consistent description of collisions combining dynamical screening and strong collisions. It can be approximated by the following so-called Gould–deWitt ansatz:

\[
\nu^{\text{GD}}(\omega) = \nu^{\text{TM}}(\omega) - \nu^{\text{Born}}(\omega) + \nu^{\text{LB}}(\omega).
\]
For the TM approximation, a static potential such as the Debye potential is taken. To avoid double counting, the collision frequency in Born approximation (3) with respect to the static potential has to be subtracted since the Born approximation is also taken into account in $\nu^{LB}$.

The evaluation of the complex collision frequency for a two-component Coulomb plasma has been performed for a hydrogen plasma at the conditions of the solar core, i.e., $T = 96.15$ Ryd = $1.52 \times 10^7$ K, $n_e = n_i = n = 8.9 \times 10^7$ cm$^{-3}$ = $6.0 \times 10^{25}$ cm$^{-3}$ [5]. These parameters are also relevant for laser-induced plasmas [18]. This is a weakly coupled plasma, $\Gamma = 0.069$, which is not strongly degenerate, $\Theta = 2.34$. In Fig. 1, the real part of the dynamical collision frequency is shown in different approximations. The differences between the various results are most pronounced in the static limit. Above the plasma frequency, the correction to the convergent collision term, Eq. (4), decreases with increasing frequency since screening becomes less relevant. The principal high-frequency behavior is the same in all three approximations. The differences between the Born and the TM approximations are most pronounced in the vicinity of the plasma frequency. For a more detailed discussion including the imaginary part of the collision frequency, see Reinholz et al. [5, 15].
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**Fig. 1** Real part of the dynamical collision frequency in the Gould–DeWitt approximation as a function of frequency $\omega$ for classical electron plasma at solar core conditions [15]. Separate contributions are also given: statically screened Born approximation, dynamically screened Born approximation and ladder approximation.
In analogy to the behavior of the collision frequency in the static limit (dc-conductivity) [19], the frequency-dependent conductivity (1) will be rewritten as follows [5, 15]:

\[
\sigma(\omega) = \frac{\epsilon_0 \omega_{\text{pl}}^2}{-i\omega + r(\omega) \nu^{\text{GD}}(\omega)}
\]

(5)

where \(\nu^{\text{GD}}(\omega)\) is determined according to Eq. (4), which is equivalent to the dynamically screened binary collision approximation for the collision frequency. The renormalization factor \(r(\omega)\) takes into account corrections due to higher moments of the distribution function, in particular electron–electron correlations which is equivalent to, e.g., the Chapman–Enskog method [20] in solving kinetic equations. In the special case of zero-frequency limit (dc-conductivity), the renormalization factor \(r(0)\) gives the correct prefactor known as Spitzer result; details are given in [5].

Analytical expressions have been derived according to the above procedure of perturbation theory and applied to transport coefficients, dielectric function and related quantities [5, 16]. However, these quantum statistical approaches are applicable to small coupling parameters, in the region \(\Gamma < 1\), see [15, 21, 22]. Simulations are used to check the range of validity of these approximations for stronger coupling. The following interpolation formula for the static case has been constructed based on correct analytical behavior in limiting cases and simulation data for intermediate regions [23]:

\[
\sigma_{\text{dc}}^{\text{ERR}}(\Gamma, \Theta) = a_0 T^{3/2} \left(1 + \frac{b_1}{\Theta^{3/2}}\right) \left[ D \ln(1 + A + B) - C - \frac{b_2}{b_2 + \Gamma \Theta}\right]^{-1},
\]

(6)

where the temperature \(T\) is in K, \(\sigma\) in \((\Omega m)^{-1}\) and the functions

\[
A = \Gamma^{-3} \frac{1 + a_4/\Gamma^2 \Theta}{1 + a_2/\Gamma^2 \Theta + a_3/\Gamma^4 \Theta^2} \left[a_1 + c_1 \ln(c_2 \Gamma^{3/2} + 1)\right]^2,
\]

\[
B = \frac{b_3 (1 + c_3 \Theta)}{\Gamma \Theta (1 + c_3 \Theta^{4/3})},
\]

\[
C = \frac{c_4}{\ln(1 + \Gamma^{-1}) + c_5 \Gamma^2 \Theta},
\]

\[
D = \frac{\Gamma^3 + a_5 (1 + a_6 \Gamma^{3/2})}{\Gamma^3 + a_5}.
\]

The set of parameters is presented in Table 1. The validity was checked to be extended to about \(\Gamma \leq 2\).
In Fig. 2, we compare MD data with the evaluation of analytical expressions for the real and imaginary parts of the collision frequency [22]. For the classical MD simulations, quantum effects were taken into account by constructing pseudopotentials using thermodynamic properties. Therefore, the static and low-frequency behavior shows good agreement. In the high-frequency limit, quantum effects for Coulomb systems are not reflected adequately in the classical MD simulations results using the Kelbg pseudopotential.

From MD simulations for the current auto-correlation function, the dc-conductivity is obtained. Calculations have been performed for a fixed temperature of $T = 33\,000\,\text{K}$ and varying coupling parameter $\Gamma$. Results for the collision frequency and the static conductivity are shown in Fig. 3. Considering the MD simulations for $\Gamma \leq 1$, the systematic behavior agrees very well with the analytical results obtained from the interpolation formula (6) shown for comparison. Discrepancies arise for higher values of $\Gamma$. However, the principal behavior of the MD simulations can be reproduced with the interpolation formula. The theoretical description, based on analytical expressions and MD simulations, leads to a good understanding of experimental results which are

<table>
<thead>
<tr>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03064</td>
<td>1.1590</td>
<td>0.698</td>
<td>0.4876</td>
<td>0.1748</td>
<td>0.1</td>
<td>0.258</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.95</td>
<td>2.88</td>
<td>3.6</td>
<td>1.5</td>
<td>6.2</td>
<td>0.3</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 1 Parameters for the interpolation formula (6), $\sigma_{dc}^{\text{ERR}}$, for the static conductivity

![Fig. 2](image-url) Comparison between MD data for the Kelbg pseudopotential ($\omega$) and the quantum statistical treatment for the Coulomb potential [22]. The Gould–DeWitt scheme, see text, is used. Full line – including renormalization factor $r(\omega)$ in Eq. (5), dotted line – without renormalization factor. The dot–dashed line gives the analytical result for the high-frequency behavior of $\text{Re} \, \nu(\omega)$ for the Born approximation Eq. (3) with Kelbg potential. $\Gamma = 1.28$, $T = 33\,000\,\text{K}$
shown in the left figure as well. Experimentally, the dc-conductivity is determined for partially ionized plasma. In order to compare with a fully ionized plasma model, we have to separate the contribution of free charge carriers. However, the plasma parameters like temperature and density are not directly accessible. As already seen in Fig. 2, the value for the real part of the collision frequency at $\omega = \omega_{pl}$ and as deduced from the collisional damping is systematically larger in comparison with the static values $\nu(0)$.

3 Applications

The dielectric function is a quantity which is of relevance in various situations where the coupling of a charged particle system with a radiation field is considered. In a first approximation, often the RPA is applied to describe the dielectric response of the Coulomb system. Screening effects are treated on a self-consistent mean field level, but collisions are neglected. It provides closed analytical expressions [17] and can be implemented in an easy way, see textbooks, e.g., [29]. Collective excitations such as plasmons are due to the polarization of free charged particles, leading to self-consistent treatment of screening. Despite the fact that collisions are not considered, the RPA has been proven to be successful in describing the plasma response in many applications. Based on the tools developed in the previous section, we will now investigate phenomena that go beyond RPA in the sense that collisions will be relevant. Exemplarily, we discuss bremsstrahlung, reflectivity and Thomson scattering. In each case, there is a very close link to experiments which have
been either done or are intended. This chapter is by no means exhaustive. We hope to inspire the reader, to consider further applications to physical situations where the interaction of charged particle systems with radiation, in particular high-intensity lasers, is relevant.

3.1 Bremsstrahlung

In isotropic plasmas, bremsstrahlung due to collisions between charged particles is the dominant emission process and can be used to infer density and temperature conditions in plasmas [30]. Continuum emission of hot and dense plasmas was measured in a number of experiments, see, e.g., Refs. [31, 32]. On the other hand, inverse bremsstrahlung, the absorption of photons upon collision leading to the attenuation of electromagnetic waves, is a main contribution to radiation loss in plasmas and therefore crucial for modeling radiation transport.

The emission of radiation by a plasma is characterized by the emission coefficient \( j(\omega) \), which gives the rate of radiation energy per unit volume, frequency and solid angle. For a system in thermal equilibrium, the emission coefficient at frequency \( \omega \) is related to the absorption coefficient \( \alpha(\omega) \) by Kirchhoff’s law [33, 34]:

\[
j(\omega) = L^H_\omega (\omega) \alpha(\omega), \tag{7}
\]

where \( L^H_\omega (\omega) = \frac{\hbar \omega^3}{(4\pi^3 c^2)} [\exp(\hbar \omega/k_B T) - 1]^{-1} \) is the spectral power density of blackbody radiation. The absorption coefficient is related to the dielectric function and the index of refraction \( n(\omega) \) via \( \epsilon(\omega) = [n(\omega) + i\alpha(\omega)/(2\omega)]^2 \). An expression for a thermally averaged emission coefficient of a non-relativistic plasma considering free–free transitions without any particle correlations had been given by Kramers [35]. Modifications of bremsstrahlung due to quantum mechanical corrections and particle correlations have been discussed in the literature since Gaunt [36] and are given in terms of a so-called Gaunt factor \( g(\omega) \). The first calculation of inverse bremsstrahlung accounting for screening effects was performed by Dawson et al. [37, 38] starting from the Vlasov equation. Their expression is widely used to describe the collisional absorption of intense laser radiation by plasmas [33]. A review on the various attempts and how they can be derived within the linear response theory can be found in Ref. [39]. Nonlinear inverse bremsstrahlung in high-frequency fields will be discussed in Section 4.

Calculating the dielectric function using the generalized Drude-like form (1), the absorption coefficient is a function of the real part of the dynamical collision frequency:

\[
\alpha(\omega) = \frac{\omega_{\text{pl}}^2}{c} \frac{\text{Re} \nu(\omega)}{(\omega^2 + |\nu(\omega)|^2) n(\omega)}. \tag{8}
\]
Usually, the high-frequency limit \( \alpha(\omega) = \omega^2 p_l R e(\omega)/c \omega^2 \) is only considered. However, being interested in frequencies comparable or smaller than the plasma frequency, the full expression (8) should be taken into account [39].

As an example, we apply here Eq. (8) to the absorption coefficient of a hydrogen plasma with density \( n_e = 6.0 \times 10^{25} \, \text{cm}^{-3} \) and temperature \( T = 1.3 \, \text{keV} \) corresponding to the conditions at the solar center. Since the energy transport in the inner region of the sun is due to radiation, the absorption coefficient is crucial for standard solar models where it enters via the opacities.

The overall frequency dependence of various approximations for the Gaunt factor are shown in Fig. 4. The results are given in units of the Gaunt factor \( g_D(\omega) \) which is obtained when calculating the absorption coefficient using the collision frequency (3) for a statically screened potential. Besides the results from the Gould–DeWitt approach (4) and its renormalization due to electron–electron correlations, the separate contributions from dynamical screening and strong collisions (T-matrix) are shown. In the high-frequency limit, the dynamical screening and static screening almost coincide. In consequence, the Gould–DeWitt result is dominated by the contribution from strong collisions.

As already noted by Iglesias and Rose [40, 41], the account of dynamical screening is not important for the calculation of Rosseland mean opacities, a spectrally averaged absorption coefficient [34] relevant in optically thick plasmas. The differences are small in the important region around \( \hbar \omega/(k_B T) = 4 \).

![Fig. 4 Frequency dependence of the Gaunt factor [39] for solar core conditions with \( n_e = 6.0 \times 10^{25} \, \text{cm}^{-3}, T = 1.3 \, \text{keV} \).](image-url)
However, including the renormalization leads to pronounced deviations. Since the maximum of the real part of the renormalization factor is located at $k_B T$, the Gaunt factor is affected even at frequencies large compared to the plasma frequency $\omega_{pl}$. Thus, a recalculation of the Rosseland mean opacities [41] would be interesting. Also, the bremsstrahlung spectrum has contributions from free–free as well as bound–free transitions. Hence, a description of the bremsstrahlung spectrum requires also an appropriate treatment of bound states in a hot and dense plasma. In addition, the transient nature of the expanding laser-induced plasma requires the knowledge of density and temperature profiles as well as ionization degrees, which can be taken, e.g., from a hydrodynamical code. Evidence of its relevance will be given in the discussion of the reflectivity in the next section.

### 3.2 Reflectivity

Recently, dense plasmas showing the transition from dielectric to metallic behavior were investigated extensively. For the diagnostics of properties in such highly compressed plasmas, optical measurements are most favorable, e.g., the reflectivity is expected to give information on the free charge carrier density.

Reflectivity measurements on Al and Si have been performed by Basko et al. [42, 43]. Whereas the electron density is estimated to change at the shock wave front within a small interval of several nanometers, the change in temperature occurs within a layer of about 0.3 $\mu$m. Of high interest are recent experiments in liquid deuterium and water [44, 45] which show a saturation of the reflectivity at values above 50% which is typical for a conducting state. In experiments on shock wave compressed xenon plasmas [46] which have been performed using three different wavelengths $\lambda = 1.064$, 0.694 and 0.532 $\mu$m [47, 48], a strong increase of the reflectivity has been observed indicating metallization.

A rigorous treatment for the reflectivity from an arbitrary plasma front requires the Maxwell equations for the electromagnetic field. Considering a planar wave propagating along $z$-axis and neglecting nonlocal effects for the conductivity, the following Helmholtz equation for the complex amplitude of the electric field $E$ at frequency $\omega$

$$\frac{d^2 E(z)}{dz^2} + 4\pi^2 \epsilon(\omega, z) E(z) = 0, \quad (9)$$

where $z$ is the distance in units of the wavelength, has to be solved with appropriate boundary conditions. The dielectric function $\epsilon(\omega, z)$ has to be calculated for given density and temperature profiles $n_e(z), T(z)$.

For normal incidence and assuming a step-like plasma front, the reflectivity can be calculated from the dielectric function using the Fresnel formula.
However, we find that neither analytical expressions for the collision frequency (static or dynamic, local or nonlocal) nor MD simulations as well as the account of neutral components can explain satisfactorily the behavior of the measured reflectivity as long as a step-like plasma front profile is assumed [46]. Instead, a spatial structure of the ionizing shock wave was discussed in [47]. In the region of the shock wave front where the free electron density smoothly increases from zero to its maximum value in the bulk plasma, the reflection of electromagnetic radiation occurs already in the outer region where the density is low. The width of the wave front is determined by relaxation processes in the plasma.

A density profile can be designed by assuming an asymmetric Fermi profile dependence on the position, with the parameters determined using measurements of the reflectivity at two wavelengths [49]. The temperature is assumed to be uniform across the shock front at the plasma temperature. The resulting density profile across the shock front, see Fig. 5, increases at first slowly and becomes steeper toward the plasma region. The density gradient is stronger at higher final plasma densities, i.e., closer to the step-like shock wave front. As Fig. 6 shows, good agreement with the experimental data is obtained. The

$$R(\omega) = \left| \sqrt{\epsilon(\omega)} - 1 \right|^2 \left| \sqrt{\epsilon(\omega)} + 1 \right|^2.$$
adjustment of the parameters using measurements at two wavelengths is sufficient to describe the behavior of the reflectivity for the third wavelength and probably other wavelengths as well. The density profile of the free electrons could be modified by including profiles for temperature and the neutral component as well. Further items which should be addressed are the accuracy in determining the composition, in particular the free electron density, and the relevance of the assumption of local equilibrium.

3.3 Thomson Scattering

Dense plasmas are not transparent in the optical region since the frequency of the light becomes less than the plasma frequency $\omega_{pl}$. In this case, X-ray Thomson scattering can be used for the diagnostics of plasma properties [51]. The required intense X-ray sources are obtained using high-power optical lasers in order to pump and probe samples of solid densities [52]. An X-ray free electron laser (FEL) operating in the VUV range from 60 to 5 nm has started operation at DESY, Hamburg. A similar facility is under construction at Stanford Linear Acceleration Center (SLAC). First experiments to measure the averaged ionization state $Z$, the electron density and the electron temperature by using incoherent Thomson scattering at a probe wavelength of $\lambda_0 = 263$ nm were performed for high-Z (gold) plasmas [53] with uncertainties of $<20\%$. Spectrally resolved X-ray Thomson scattering at $\lambda = 0.24$ nm was applied to determine plasma parameters for dense Be plasma [54]. Results for Be and C at solid-state-like densities were given recently [55, 56].

The differential scattering cross-section of Thomson scattering is related to the total dynamic structure factor $S(k, \omega)$ of all electrons in the plasma according to

$$\frac{d^2\sigma}{d\Omega d\omega} = \left(\frac{d\sigma}{d\Omega}\right)_T \frac{k_1}{k_0} S(k, \omega),$$

(10)

where $(d\sigma/d\Omega)_T$ is the Thomson cross-section [57]. $k_0$ and $k_1$ are the wavenumbers of the incident and the scattered light, respectively. The energy and momentum transfer are characterized by $\hbar \omega = \hbar \omega_0 - \hbar \omega_1$ and $\hbar k = \hbar k_0 - \hbar k_1$, respectively. In the limit $\hbar \omega \ll \hbar \omega_0$, the transfer momentum is related to the scattering angle $\Theta$ according to $k = 4\pi \sin(\Theta/2)/\lambda_0$. A scattering parameter $\alpha = 1/(k\lambda_D)$ is introduced, where the Debye radius $\lambda_D = \sqrt{\epsilon_0 k_B T_e/(n_e e^2)}$ is the screening length in the plasma. Short-range correlations (within the Debye sphere) are relevant for $\alpha \leq 1$ and long-range, collective scattering is dominant for $\alpha \geq 1$ and will be reflected by different cross-section specifics. The dynamic structure factor contains contributions from electrons tight to the ion motion including screening, from free electrons and from inelastic scattering.
due to excitations of core electrons. The free electron part of the structure factor

\[ S(k, \omega) = \frac{k^2}{\omega} \frac{k_B T}{\omega_{pl}^2 m_e} \text{Im} \frac{1}{\epsilon_{\text{long}}(k, \omega)} \]  

(11)
is related to the longitudinal dielectric function. Analytical results on the level of the RPA have been applied, see Gregori et al. [55]. Figure 7 illustrates the principal behavior of the structure factor. By changing the temperature, we probe short-range correlations up to collective modes. With decreasing scattering parameter, the plasmon feature, a double peak structure, disappears and a smeared out central peak is observed.

We are interested in conditions where RPA is not sufficient to describe X-ray Thomson scattering and collisions have to be taken into account. For an adequate treatment, the dynamical structure factor is calculated via the Mermin expression [21], which takes into account the collision frequency as an imaginary frequency.

Results indicate that collisions have only a minor influence on the dynamic structure factor in a wide parameter range so that RPA can be applied there. However, we also identified a parameter region (degeneracy parameter \( \Theta \approx 1 \) and coupling parameter \( \Gamma > 1 \)) where major deviations from the RPA results are found and collisions are important to get reliable results for the plasma parameters, see also Refs. [55, 59, 60].

In Fig. 8, the dynamic structure factor, Eq. (11), obtained from the RPA dielectric function and for the Mermin approximation taking the frequency-dependent collision frequency in the Born approximation, Eq. (3), shows relevant differences. The dynamic structure factor is red-shifted and broadened with increasing scattering angle. With increasing recoil energy, these peaks

![Fig. 7 Dynamic structure factor \( S_{ee}(k, \omega) \) from RPA for an electron plasma at \( n_e = 10^{19} \text{ cm}^{-3} \) using radiation of 532 nm [58]](image-url)
become asymmetric and the red-shifted peak is more pronounced. Collisions are more important for smaller angles and yield modifications of the RPA results.

The sensitivity of a temperature adjustment via the high-frequency part of the dynamic structure factor with respect to the inclusion of collisions was demonstrated in Ref. [58]. The electron temperature inferred from the RPA structure factor overestimates the electron temperature derived from the Mermin approximation by a factor of about 2 which is important for plasma diagnostics.

Another promising approach to infer plasma parameters is the fact that the double peak structure in the regime \( \alpha > 1 \) where collective scattering is dominant shows an asymmetry according to the detailed balance:

\[
S(k, -\omega) = e^{-\frac{\hbar \omega}{k_B T}} S(k, \omega). \tag{12}
\]

If it would be possible to spectrally resolve these side peaks from the ion acoustic and the Rayleigh peak at the probe frequency and measure their intensities, one can directly determine the plasma temperature. The position of the plasmon resonance in a solid density plasma located at values \( |\omega_{pl}| \) slightly above the plasma frequency can then be used to determine the free electron density. In the

**Fig. 8** Angular dependence of the dynamic structure factor [15] for an electron plasma at \( n_e = 10^{19} \text{ cm}^{-3} \) and \( T=2 \text{ eV} \) using radiation of 1 nm [59]. **Dotted lines:** RPA; **solid lines:** Mermin approach with dynamic collision frequency in Born approximation.
collective scattering regime of a classical plasma where collisions are not relevant, it is given by the Gross–Bohm dispersion relation [61]:

\[ \omega_{\text{max}}^2 \approx \omega_{\text{pl}}^2 + 3k^2 v_{\text{th}}^2 + \left( \frac{\hbar k^2}{2m_e} \right)^2, \] (13)

with the electron thermal velocity \( v_{\text{th}}^2 \). Besides the contribution of free electrons, also those of bound states and of inelastic collisions with weakly bound electrons have to be included in the evaluations when comparing with experimental scattering spectra, see Ref. [55].

### 4 Nonlinear Collisional Absorption

Due to the impressive progress in laser technology that makes femtosecond lasers pulses of very high intensity available in laboratory experiments, interaction of matter with electromagnetic fields has become a problem of current interest. Under the influence of an external electromagnetic field, e.g., a strong laser field, very interesting effects may be observed. Multiphoton processes [62], creation of higher harmonics, nonlinear absorption [63, 64] and ionization [62, 65, 66, 67] are typical consequences. The theoretical approach to the processes in strong laser fields requires, of course, nonperturbative treatments with respect to the field.

At especially high intensities \( E_0 \) of the radiation field, the quiver velocity of the free electrons \( v_0 = eE_0 / (m_e \omega) \) can be large compared to the thermal velocity and interesting nonlinear effects have to be expected. One of the important mechanisms of energy deposition is collisional absorption usually described in terms of the electron–ion collision frequency [68, 69, 70, 71, 72].

We consider here a fully ionized plasma. For the investigation of collisional absorption by the dense plasma, it is obvious to start from the balance equation for the energy and the electrical current resulting from a generalized non-Markovian kinetic equation. The energy input into the plasma is given by \( j \cdot E \) in accordance with Poynting’s theorem.

The balance equation for the electrical current density can be written in the following form [73]:

\[
\frac{d}{dt} j(t) + R \{ j \} + \omega_{\text{pl}}^2 \int_{t_0}^{t} d\tilde{t} j(\tilde{t}) = \varepsilon_0 \omega_{\text{pl}}^2 E(t),
\] (14)

with \( E \) being the external electrical field and the third term on the left hand side describes the polarization stemming from the mean field contribution. \( R \) describes the friction due to collisions. The friction term is a nonlinear non-Markovian functional of the current which reads (to lowest order in the electron–ion interaction)
\[ R\{j\} = \frac{1}{i} \int \frac{d^3q}{(2\pi \hbar)^3} q \int_{t_0}^{t} d\tau \ F(q; \tau) \exp \left\{ -i \frac{1}{\hbar n_e e_e} q \cdot \int_{t-\tau}^{t} d\tau' j'(\tau') \right\}, \] (15)

with the abbreviation

\[ F(q, \tau) = \frac{2\pi e_e}{\hbar m_e} V^2_e(q) \left[ S_{ee}(q; \tau) L^A_{ii}(q; -\tau) + L^R_{ee}(q; \tau) S_{ii}(q; -\tau) \right], \] (16)

and the dynamic structure factors \( S \) and density response functions \( L \) of the two subsystems, electrons and ions.

There are two well-known limiting cases: in linear response, the exponential function in Eq. (15) can be expanded and the friction term is linear in the current with the dynamical collision frequency as prefactor, \( R(\omega) = \nu(\omega) j(\omega) \), cf. Section 2.

For strong fields, on the other hand, the collisions are a small correction to the quiver motion of the particles and one can use in the exponential

\[ j \approx j^0 = \sum_{a} \frac{e_a^2 n_a}{m_a} \int_{t_0}^{t} d\tau' E(\tau'), \] (17)

which corresponds to the so-called Silin ansatz. For a harmonic field \( E = E_0 \cos \omega t \), this leads to expansions [68, 69, 70] in terms of Bessel functions \( J_n \), and the current \( j(t) = \sum_{n=1}^{\infty} j_{n,0} \sin(n \omega t + \phi_n) \) can be calculated as a function of the electrical field. The general case, where Eq. (14) cannot be solved simply for \( j \), was discussed in [73].

The energy absorption rate is given by

\[ \nu_E = \frac{\langle j \cdot E \rangle}{\langle \varepsilon_0 E \cdot E \rangle} = \frac{\omega_{pl}^2}{\left[ \omega - \frac{\omega_{pl}^2}{\omega} - \text{Im} \nu(\omega) \right]^2 + [\text{Re} \nu(\omega)]^2} \text{Re} \nu(\omega). \] (18)

Here the brackets denote cycle-averaged quantities. In the high-frequency limit, we get the familiar expression \( \nu_E = \omega_{pl}^2 / \omega^2 \text{Re} \nu(\omega) \), where the energy absorption is determined by the real part of the collision frequency only, cf. the high-frequency limit of Eq. (8). In this expression, the real part sign is often suppressed in the literature.

For a strong harmonic electric field, the cycle-averaged dissipation of energy is given by [74, 75]

\[ \langle j \cdot E \rangle = \int \frac{d^3q}{(2\pi \hbar)^3} \frac{n_i V^2_{ei}(q)}{V_{ee}(q)} S_{ii}(q, T_i) \sum_{n=-\infty}^{\infty} n\omega J_n^2(q \omega) \text{Im} \varepsilon^{-1}_e(q, -n\omega, T_e), \]

with \( \varepsilon_e \) being the dielectric function of the electron component and \( S_{ii} \) the static structure factor of the ions. The sum over Bessel functions \( J_n \) reflects the nonlinear dependence on the field.
In Fig. 9, the electron–ion collision frequency $v_{ei}$ is shown in dependence of the electrical field strength. With Eq. (19), collisional absorption can be described also for the case of two-temperature plasmas. Molecular dynamics (MD) simulations confirm [75] that mainly the electrons are heated by the laser field whereas the temperature of the ions stays almost constant. The influence of the ion component with temperature $T_i$ is accounted for in Eq. (19) by the static ionic structure factor. The calculations for an ion structure factor in hyper-netted chain (HNC) approximation [75] show a considerable influence of structure factor effects on collisional absorption especially for the case $T_i$. Only for comparatively low electron temperatures is there an enhancement of the collision frequency at all.

In Fig. 10, the collision frequency normalized to the plasma frequency is plotted as a function of the coupling parameter $Γ$. The solid and dotted lines are results from the approach presented above for an isothermal case with $T_i = T_e$.

Fig. 9 Electron–ion collision frequency $v_{ei}$ as a function of the quiver velocity $v_0 = eE/ωn_e$ for a hydrogen plasma in a laser field ($Z = 1; n_e = 10^{22}\text{cm}^{-3}; T = 3 \times 10^5\text{K}; ω/ω_p = 5$).

For comparison, results of Decker et al. (dash–dotted line) [63] and of the asymptotic formulae by Silin (dashed line) [64] are given.

Fig. 10 Electron–ion collision frequency $v_{ei}$ as a function of the coupling parameter $Γ$ for a hydrogen plasma in a laser field. Solid line: quantum statistical approach for an isothermal plasma ($T_i = T_e$). Dotted line: same approach but for a two-temperature plasma ($T_i = 1000\text{K}$). The filled and open squares denote the corresponding MD simulation data [79].
(this case was also considered in [76] where a comparison is also given with other approaches [77, 78] and for a two-temperature plasma with an ion temperature of 1000 K, respectively). The squares are the corresponding simulation data. The simulation data as well as the analytic calculation show an increase of the collision frequency with increasing coupling. The agreement between the simulation and the quantum statistical results is good in the region of weak and moderate coupling ($\Gamma \leq 0.3$). The lowering of the collision frequency for a two-temperature plasma with cold ions is very well confirmed by MD simulations [75].

In the region of higher coupling, $\Gamma > 0.3$, the deviations between the simulation and the analytic calculations are growing. Both approaches have their limitations in this region. One has to keep in mind that, on one hand, the analytic approach adopts weak coupling with respect to the electron–ion interaction. Enhanced heating rates were also reported in [80] using classical test particle studies. On the other hand, molecular dynamics simulations are valid for arbitrary coupling only in the classical case. Quantum effects were accounted for approximately via an effective quantum potential (Kelbg potential) derived for weakly coupled plasmas only.

The behavior of the collision frequency in an aluminum plasma [79] in dependence on the temperature is shown in Fig. 11 for two different laser wavelengths: 800 nm (a) and 32 nm (b). Field effects are important if the quiver

![Fig. 11 Real part of the electron–ion collision frequency $\nu_{ei}$ vs. electron temperature for aluminum [79], $T_i = T_e$, for two different laser wavelengths: (a) $\lambda = 800$ nm, (b) $\lambda = 32$ nm and several laser intensities. In addition, the limiting case for high $T$ (Spitzer formula) is shown](image-url)
velocity is greater than the thermal velocity. \( \text{Re} \nu_{\text{ci}} \) can be described therefore by the linear response case up to rather high fields. In the case of the optical laser with \( \lambda = 800 \) nm, deviations from the weak field behavior occur at \( I \gtrsim 10^{14} \text{W/cm}^2 \). For the VUV–FEL (\( \lambda = 32 \) nm), this limit lies even at \( I \approx 10^{17} \text{W/cm}^2 \) (for comparison: the atomic field strength, i.e., the field of the proton at 1 a.u., corresponds to \( I \approx 3.5 \cdot 10^{16} \text{W/cm}^2 \)). At high temperatures, all curves agree with the weak field result. The deviation from the Spitzer limiting case at high temperatures can be overcome by taking into account higher moments of the distribution function.

Acknowledgments The authors acknowledge support by the Deutsche Forschungsgemeinschaft within Sonderforschungsbereich 652. Many people contributed to this work. The authors wish to thank especially P. Hilse, I. Morozov, R. Redmer, G. Röpke, M. Schlanges and A. Wierling for fruitful collaboration.

References

Relativistic Laser–Atom Physics

Alfred Maquet, Richard Taïeb, and Valérie Véniard

1 Introduction

Relativistic laser–atom physics has emerged recently as a new research area, thanks to the newly opened possibility to submit atoms to ultra-intense pulses of infrared coherent radiation from laser devices. Indeed, recently implemented “table-top” laser sources can deliver radiation pulses with peak intensities so high that a free electron, even initially at rest, can acquire a relativistic velocity [1,2,3]. In fact, the questions related to the dynamics of a free electron embedded within a (constant amplitude-) classical field have been addressed since the early days of relativistic quantum mechanics. In 1935, an exact expression for the wave function had been derived within the framework of the Dirac theory [4]; see also [5] for a recent discussion of the case of an electron submitted to a short laser pulse. In the 1960s, the advent of laser devices has motivated theory studies related to quantum electrodynamics (QED) in strong fields. For a non-exhaustive list of early references, see [6,7,8,9,10]. For many years, these formal results were considered as being only of academic interest. This was because the intensities available at optical frequencies, not only from conventional sources but also from Q-switched and mode-locked lasers, were so low that lowest order perturbative approaches could account for most of the observed effects. Even when strong laser devices were made available, most of the highly non-linear effects observed in laser–atom physics (above-threshold ionization – ATI, high-order harmonic generation, multiple ionization, etc.) could be accounted for within the framework of a non-relativistic approach. In this class of processes, relativity plays only a marginal role and is expected to intervene at intensities beyond the so-called atomic unit of laser intensity.
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This point has been discussed in several review papers including [11,12,13,14].

The state of affairs has significantly changed in the mid-1990s when it has been possible to make to collide a relativistic electron beam (with typical energy 46.6 GeV) from a LINAC with a focused laser (Nd: Yag) radiation. Under such extreme conditions, it has been possible to evidence highly non-linear, essentially relativistic, QED processes, such as non-linear Thomson and Compton scattering and also pair production [15,16,17].

These early QED investigations were primarily concerned with relativistic free electrons colliding with a laser beam. In fact, another class of effects can be observed when focusing the radiation from an ultra-intense laser on atoms. The latter are rapidly stripped of their outer electrons during the rise of the laser pulse. In the pulses delivered by the currently available infrared laser sources, tunneling is the dominant ionization mechanism and the photoelectrons are released with almost zero velocity, within the focal area, i.e., where they can experience the laser field strength at its maximum [18,19,20,21,22,23,24,25,26]. Strong field atomic ionization thus provides a unique source of electrons, initially almost at rest, in the presence of the field. In these conditions, atomic physics effects that govern the initial distribution of the photoelectrons play an essential role in determining the subsequent relativistic dynamics of the electrons within the field. The main objective of this chapter is to report on the key aspects of the physics of laser–atom interactions under these extreme conditions.

In order to clarify the discussion, let us note first that atomic physics is dominated by the Coulomb forces via the electron–electron and electron–nucleus interactions. The relevant energy scales range from the eV for the “optical electrons” in the outer shells to tens of keV for inner shells in high-Z atoms. It is only in the latter case that relativity plays a notable role in the details of the atomic structure. On the other hand, most laser devices used for producing ultra-intense radiation fields are operated in the infrared with photon energies around $h\omega \approx 1$ eV. If atoms are set in the presence of a classical electromagnetic field with time-dependent envelope $f(t)$ and peak field strength $E_0$ such that $E(t) = E_0 f(t) \sin(\omega t)$, the response of the electronic cloud will depend directly on the electron-field coupling energy that is dominated by the electric-dipole term: $H_I(t) = -q E(t) \cdot r$.

A convenient yardstick for apprehending the importance of this coupling, as compared to intra-atomic interactions, is provided by the maximum value of the so-called ponderomotive energy $U_p = q^2 E_0^2 / (4m\omega^2)$, corresponding to the averaged kinetic energy acquired by a free electron set in forced motion within the field. Most laser–atom physics processes which are discussed in this book are observed for $U_p$ values ranging from a few eV up to a few hundreds of eV [27]. In contrast, we shall address here the questions related to the physical processes taking place at

\[ I_{at} \approx 3.5 \times 10^{16} \text{ W cm}^{-2}. \]

For a constant amplitude field $E(t) = E_0 \sin(\omega t)$, one has $I_t = \frac{1}{2} \sqrt{\frac{m}{\pi}} |E_0|^2$. The fictitious intensity associated to the atomic unit of electric field strength $E_{at} = \frac{e}{\left(4\pi\varepsilon_0|u_r|^2\right)}$ experienced by an electron on the first Bohr orbit in hydrogen is $I_{at} \approx 3.5 \times 10^{16} \text{ W cm}^{-2}$.\footnote{For a constant amplitude field $E(t) = E_0 \sin(\omega t)$, one has $I_t = \frac{1}{2} \sqrt{\frac{m}{\pi}} |E_0|^2$. The fictitious intensity associated to the atomic unit of electric field strength $E_{at} = \frac{e}{\left(4\pi\varepsilon_0|u_r|^2\right)}$ experienced by an electron on the first Bohr orbit in hydrogen is $I_{at} \approx 3.5 \times 10^{16} \text{ W cm}^{-2}$.}
higher intensities, i.e., when the laser field peak strength is well beyond $E_{\text{at}}$, where $E_{\text{at}} \approx 5 \times 10^{11} \text{ V m}^{-1}$ is the field experienced by an electron on the first Bohr orbit in hydrogen. Then, relativity naturally comes into play because $U_p$ becomes comparable to the electron rest-mass energy. We note that another criterion, often used in the literature for delineating the onset of relativistic effects, is the dimensionless parameter $\eta = qE_0/(mc^2)$ that represents the ratio of the maximum quiver velocity of the particle within the field to the velocity of light. One has $\eta^2 = 4U_p/(mc^2)$ and it is expected that relativistic effects come into play when $\eta^2 \geq 0.1$ that corresponds approximately to a focused intensity around $2 \times 10^{17}$ W cm$^{-2}$ for a Ti:sapphire laser with $h\omega \approx 1.5$ eV.

Regarding the general properties of such intense fields, it turns out that, in applications, they can be considered as being classical, within an excellent approximation. This is because the mode occupation numbers are enormous, and that, consequently, spontaneous emission plays a marginal role as compared to the stimulated exchanges of photons. The question then arises of whether or not it is necessary to use in full the formalism of relativistic quantum mechanics for describing the electronic processes of interest. If the answer is yes, then one has to deal with the challenging task of solving the time-dependent Dirac equation on a spatio-temporal grid. We note that the need for a time-dependent treatment originates from the fact that the ultra-intense laser pulses have durations in the femtosecond range [2,3]. This implies that the parameter $\eta$, for instance, varies significantly over an attosecond time scale, which is characteristic of the relevant electronic relaxation times in atoms. In spite of the considerable difficulties of the computations, this class of problems has motivated a number of studies on which we shall report. It turns out, however, that most of these processes can be accounted for, to a good approximation, with the help of simpler approaches, e.g., the Klein–Gordon equation when spin effects can be neglected or even purely classical trajectory Monte-Carlo (CTMC) techniques which have revealed themselves to be extremely useful to describe the dynamics of the electrons that are released within the laser beam.

2 Atomic Photoionization in the Relativistic Regime

We turn now to the dominant relativistic effects which have been actually observed in atom–laser interactions. Besides the expected effects of the longitudinal Lorentz force that imparts a momentum transfer in the forward direction, the other major contribution comes from the mass renormalization, or

---

2 See note 1.

3 For a laser field from a Nd:Yag laser with photon energy $h\omega \approx 1.17$ eV and intensity $I = 10^{18}$ W cm$^{-2}$, the ponderomotive energy $U_p \approx 105$ keV.

4 For a laser field from a Nd:Yag laser with photon energy $h\omega \approx 1.17$ eV and intensity $I = 10^{18}$ W cm$^{-2}$, the number $N$ of photons contained in a $V = \lambda^3$ coherence volume (with $\lambda = 1.06$ µm) is $N = \frac{I}{\omega c} \approx 2 \times 10^{14}$. 
“mass-shift” effect. In a quantum picture, this effect results from the non-linear Compton scattering accompanied by the transfer of momentum from the laser photons to the electron [6,7,8,9,10]. It comes in addition to the standard mass change of a particle with a relativistic drift velocity. In the case of a constant amplitude (plane wave) field, one has

\[ m' = m \sqrt{1 + \frac{2U_p}{mc^2}}. \tag{1} \]

An interesting point is that the correction term does not contain \( \hbar \) and that the classical and quantum approaches lead to the same expression [6,7,8,9,10]. This partially explains the effectiveness of CTMC methods for describing the dynamics of electrons within the field.

The signature of mass renormalization has been first evidenced in the above-mentioned experiments, when colliding a beam of relativistic electrons from a LINAC with an infrared laser [12,15,16,17,14]. A typical illustration, more relevant in the context of laser–atom physics, is provided by the dependence in terms of the field strength of the polar angle distribution of the photoelectrons stripped from the outer shells of rare gas atoms submitted to a “long” infrared laser pulse, with peak intensity of the order of \( I \approx 10^{18} \, \text{W cm}^{-2} \). Here, “long” means a few hundreds of femtoseconds [18]. Indeed, as a direct consequence of the forward momentum transfer that accompanies mass renormalization, the polar angle of ejection \( \theta \) of the photoelectrons with respect to the laser wave vector can be expressed in terms of their ponderomotive energy \( U_p \) through the relation

\[ \theta = \tan^{-1} \sqrt{\frac{2mc^2}{U_p}}, \tag{2} \]

which is exact in the limits of both a zero initial velocity and the “long” pulse regime, the latter condition being essential for the photoelectrons to experience the full strength of the ponderomotive forces, when leaving the focal area in their way toward the detector [6,7,8,9,10,28,29]. For classical treatments and analytical expressions valid under more general conditions, namely with arbitrary initial velocities and/or in the presence of external (static) fields, see [30,31,32,33,34]. Very recently, CTMC calculations have confirmed experimental results on the transfer of longitudinal (forward-)momentum, when fast electrons interact with an ultra-strong laser beam [35].

Applications of relativistic dynamics are not limited to describing the dynamics of free electrons within the focal area. It is surmised that it plays also a significant role in the mechanism of multiple ionization of rare gas atoms, when irradiated with such ultra-strong pulses. Ionization stages as high as Xe\(^{21+} \) have been observed in pulses with durations of a few tens of fs and with peak intensities up to \( 10^{18} \, \text{W cm}^{-2} \) [36,38]. It has been shown that two distinct processes jointly contribute to the double and/or multiple ionization of a given species. The dominant mechanism is sequential, the corresponding yields being globally
reproduced from non-relativistic tunneling ionization probabilities [26,36, 37,38,39,40,41]. We note that relativity affects only slightly the transition rates for the first ionization stages, so long as the charge state of the ionic core $Z < 20$, see [42]. The other mechanism is non-sequential: It originates from the re-collision of an electron which, when freed into the continuum, can be brought back to the ionic core by the oscillating field. In the course of the re-collision, which takes place mostly within a fraction of a laser cycle, the oscillating electron can knock out another (several) electron(s). This process, which is currently the object of much interest also at lower intensities [27], is still observed at intensities close to $10^{17}$ W cm$^{-2}$, in xenon [39]. This came somewhat as a surprise since, as already mentioned, at such intensities one would expect that the longitudinal momentum transfer imparted to the re-colliding electron by the laser magnetic field would prevent it from returning to the origin and eject other electrons from the ionic core [36,37]. Very recent experimental results indicate however that non-sequential ionization is suppressed beyond $10^{17}$ W cm$^{-2}$ in neon [43]. These recent data call for more detailed studies on this point.

It turns out that, as sequential ionization is globally dominant, fair estimates of the total ionization yields for most ionic species can be derived from standard tunneling ionization rates. This has been verified also by comparing with results obtained from the numerical resolution of the time-dependent Schrödinger equation (TDSE) for each ionic species. When available, relativistic treatments based on the Klein–Gordon or Dirac equations for model systems have not evidenced significant departures from the non-relativistic treatment [44]. This can be ascribed to the fact that, so long as the electron remains in the vicinity of the nucleus, its dynamics remains essentially non-relativistic. This holds also in the processes of tunneling or barrier-suppression ionization as the electron is ejected with a low initial velocity. As an illustration of this class of simulations, typical variations in time of the populations of different ionic species for a model Kr atom submitted to an ultra-intense laser pulse are shown in Fig. 1 [44]; see also [45] for simulations based on tunneling ionization rates.

![Fig. 1](image_url) Time dependence of the populations of different ionic stages for a model Kr atom in the presence of a laser field with peak intensity $3 \times 10^{18}$ W cm$^{-2}$; the frequency is $\omega = 0.043$ a.u. The intensity envelope is Gaussian with 400 fs FWHM [23]
An interesting point regarding the population dynamics of the ionized species during the interaction time is related to the dependence of the ionization rates on the value of the magnetic quantum number $m$, within a given $(n,l)$ sub-shell. In short, the ionization rates are higher for $m = 0$ than for $m = 1$, and so on. The question being whether or not this dependence could play a role in the population dynamics, when a sub-shell is stripped from its electrons [44]. Very recent experimental results, with pulse durations of 40 fs, indicate that, within the field, the $m$-mixing process is fast enough, so that the ionization rate is the same as the one of a statistical mixture of $m$-substates and is dominated by the $m = 0$ rate [46].

A common feature of the above atomic processes is that relativity plays only a marginal role on the magnitudes of the total ionization yields, even in the presence of the very strong fields that are currently available. More significant effects are expected regarding the angular distributions of the photoelectrons. Indeed, as soon as the electrons are freed, their motion becomes relativistic, the CTMC calculations providing a convenient tool for describing their trajectories when leaving the focal area. This kind of simulations enables ones to account for the dominant features of the polar angle distributions of the photoelectrons recorded in the experiments [18,19,20,21]. However, the question of the azimuthal distributions of the photoelectrons, in the plane perpendicular to the propagation direction of the field, is still not settled, as the results reported in the references [18,19,20,21,23] do not agree with each other. For a recent discussion, see [44].

It is expected that mass shift and related effects should also play important roles in other laser-induced processes. Here are a few topics of interest:

(i) *Laser-assisted electron–atom scattering*. During the course of electron–atom collisions taking place in the presence of a strong laser field, the projectile can absorb (or emit, through stimulated emission) photons. In super-intense fields, very large numbers of photons can be exchanged: up to several thousands for “hard” collisions accompanied by large momentum transfers. In the test case of laser-assisted Mott scattering for relativistic electrons [47], one can show that mass-shift effects manifest themselves in the width of the energy span for the scattered electron, see [48,49,50,51]. Note that this comes in addition to spin effects that play also a noticeable role in the Mott scattering of spin-polarized electrons [52,53].

(ii) *Atomic “stabilization”*. Theory and simulations predict that an atom could be “stabilized” in the presence of a super-intense high-frequency field. The a priori counter-intuitive prediction is that, under certain conditions, the lifetime of atomic states could increase when the field strength grows [54], see also [55,56] for more recent reviews. Earlier numerical simulations were done in the non-relativistic dipole approximation. Now, the question at stake is whether or not the “stabilization effect” will survive in the relativistic regime, i.e., when taking into account the mass shift and other corrections. We note that the question is no longer academic, in view of the planned development of new powerful sources of radiation in the XUV
and X-ray ranges, either from free-electron Laser (FEL) devices [57,58] or from high harmonic sources [59] or even from X-ray lasers [60]. The implementation of this class of new sources will permit to explore the completely open question of the collective response of electrons pertaining to different atomic shells. For the time being, only a few attempts have been reported which could help to provide quantitative data for a given experimental scheme [61].

Returning to the simpler case of a single-active electron, it is established that the relativistic mass shift tends to reduce the excursion length of the bound electron. This entails a narrowing of the laser-dressed potential well in which it is trapped, thus reinforcing its binding energy [62,63,64]. The question of the signature of such an effect in photoelectron spectra has been discussed in [65]. Broadly speaking, the global influence of the mass shift is to stabilize further the atom. Then, comes the question of the role of retardation which encompasses the forward momentum transfer and the coupling with the magnetic field through the Lorentz force. These processes induce an irreversible drift of the atomic electron, the resulting effect being to hinder stabilization. This has been confirmed in simulations, see, for instance, [66,67,68]. For the time being, it is still not clear to decide to which extent either the mass shift or the retardation effect would dominate the dynamics in the relativistic regime. In the end, even if the range of intensities in which stabilization does occur is reduced, the question of whether or not it is an observable effect is not settled yet; see, for instance, [65].

(iii) **Ionization from highly charged ionic species.** When an atom is submitted to an ultra-strong laser pulse, the first electrons that are ejected do not experience the peak power of the field. In fact, those that are emitted while the field magnitude is maximum originate from highly charged ions (see Fig. 1 for a simulation of the population dynamics in the successive ionization stages). Then, although they have a relatively low initial velocity when released into the continuum, these electrons can be accelerated up to relativistic velocities within the field. More precisely, depending on the time at which ionization takes place during a laser cycle, one can make the electron to “ride” on the laser wave, thus experiencing the field strength at its maximum [69]. Accelerations up to the GeV energy range have been predicted, and the feasibility of implementing this scenario in actual experiments has been confirmed by recent simulations [70,71]. It should be stressed again that this class of scenarios differs from the “collision-like” scheme in the course of which a fast free electron enters a tightly focused laser beam, [72]. Here, the electrons are “born within the field” and they can be prepared so that they experience the phase-dependent field strength.

(iv) **High-order harmonic generation from highly charged ionic species.** The process of high-order harmonic generation from a bound electron driven by an external laser field attracts a lot of interest, as it provides a non-conventional source of coherent XUV radiation delivering pulses with durations in the attosecond range [73, 147]. In the course of the interaction
of atoms with ultra-intense laser pulses, the only species experiencing the peak field strength are highly charged ions. Thus, the question has naturally arisen of the photon emission spectra from this class of ion species in the relativistic regime of intensities. One issue is the possibility of generating sizable amounts of high-frequency photons, notably in the X-ray range. As harmonic generation involves intrinsically a re-collision of the active electron with the ionic core, it is expected that the effect of the relativity-induced drift (through retardation and the Lorentz force) will be to reduce the harmonic generation yield, as compared to the non-relativistic regime. Recent discussions that address these questions include [74,75].

Before leaving the topic of atomic photoionization, we mention that the weakly relativistic regime that prevails at intensities around $10^{16}$ W cm$^{-2}$ is of much practical interest, in view of the relatively large number of laser facilities that can deliver pulses in this range of intensities. The modifications of the ATI spectra under these conditions have been discussed very recently in [76].

We turn now to the still pending problem of the relative influence of relativistic quantum effects on the dynamics of laser–matter interactions in the strong, time-dependent, field regime.

3 Numerical Resolution of the Dirac Equation: A Paradigm for Lattice Fermion Field Physics

Pure quantum effects manifest themselves in finer details and, in order to predict where to find their signatures, a first step is to solve numerically the time-dependent Dirac equation. It is anticipated that the advent of the new generation of powerful laser sources should help in exploring several intriguing features of relativistic quantum mechanics.

From the theory point of view, the (at first innocuous) problem at stake is to solve the Dirac equation on a lattice, i.e., a spatio-temporal grid. Early attempts were motivated in the context of high-energy ion–atom collision physics, in which atoms can be submitted to a strong, time-varying, external field generated by the passing projectile [77]. There exist strong similarities with the case of the response of an atom to a femtosecond laser pulse [78]. It turns out that this kind of problems provides an illustration of a major difficulty encountered when quantizing a fermion field on a lattice [79]. The difficulty, which has been dubbed “fermion doubling”, is that when solving the Dirac equation via a finite difference scheme in a $D + 1$ dimension space, the solutions can be associated to $2^D$ particles instead of one [80,81]. This feature, which is intrinsic to the representation of the derivative operator on a grid, is clearly exemplified in the simple case of a one-dimensional massless field. The Weyl equation reads

$$i \partial_t \Psi = \imath \alpha \partial_z \Psi,$$

(3)
with the exact solution
\[ \Psi(z, t) \propto e^{-i(\omega t \pm k z)} \]
and the dispersion relation \( \omega = \alpha k; \alpha = \pm 1 \). The discretized version, with step \( a \), of the Weyl equation is
\[ i \partial_t \Psi = \frac{i \alpha}{2a} \left[ \Psi(z + a) - \Psi(z - a) \right], \]
which has also an exact solution leading to the modified dispersion relation:
\( \omega = \alpha \sin(ka)/a \), which entails that, for each Brillouin zone, there are two solutions instead of one as expected for a single particle.

It appears clearly that the original differential equation and its discretized version have different solutions, a direct consequence being that it is difficult to ensure the conservation of the current density on the grid. This difficulty has plagued the early attempts to solve numerically the time-dependent Dirac equation. The problem has been partially solved, via the implementation of sophisticated and rather time-consuming numerical techniques [77]. However, it still represents an obstacle when describing the interaction of an infrared laser pulse with matter in the strong field regime because one has to propagate the solutions over long time sequences as compared to the characteristic relativistic time scale.\(^5\)

Another difficulty encountered when solving numerically the time-dependent Dirac equation comes from the boundary conditions. As one is forced to solve the difference equation in a finite box, one has to take care of spurious reflections of the time-dependent wave function on the walls. Standard mask function techniques, used in similar instances for the Schrödinger equation, do not apply here because the large and small components of the solution cannot vanish simultaneously at a given position in space. This is because each component is globally proportional to the derivative of the other. Again, sophisticated numerical tricks have been devised for curing this disease, including the so-called MIT-bag model and/or imposing periodic boundary conditions, see [82] for a recent account of these problems.

Because of these technical difficulties, most attempts to solve numerically the time-dependent Dirac equation have been limited to simple models in reduced dimension spaces, see [79] and the references regrouped in [83,84,85,86,87]. We turn now to a non-exhaustive list of topics that are associated to highly non-linear phenomena in strong fields, which are currently investigated. As most of them are a matter of discussion for QED in strong fields, see also [88].

\(^5\) The relevant time scale in the relativistic domain is the natural unit of time:
\( t_0 = \frac{\hbar}{m c} \approx 1.29 \times 10^{-21} \) s, associated to the inverse of the electron's rest mass energy. In order to describe processes induced by an infrared laser, one has to propagate the solutions over several cycles with durations in the femtosecond range, corresponding to propagation times \( \tau \geq 10^7 \times t_0 \).
3.1 Spin Effects

As soon as strong lasers became available, the question arose of the relative importance of the coupling of the magnetic component of the field with the electron spin. Up to now, no experimental evidence of such effects has been reported. In the weakly relativistic regime of ionization, the expected influence is very small [76]. This contrasts with the case of the relativistic corrections in atomic structure where the spin–orbit coupling has an important role. Nevertheless, the question has been addressed in several theoretical analysis supported by numerical simulations.

As already mentioned, the signature of the spin coupling appears clearly in the computed energy distribution of the scattered electrons in laser-assisted Mott scattering, which is strongly influenced by the spin–orbit coupling [48,49,50,51]. It turns out, however, that the results derived from a full Dirac treatment differ only slightly from those obtained by using the spinless Klein–Gordon equation. Significant effects are nevertheless observed in the scattering of spin-polarized electrons [52,53]. The same situation prevails when considering the influence of spin on harmonic generation spectra [89], or when evaluating spin-induced forces [90,91]. In fact, significant effects could result from the combined effects of the strong laser and of the static Coulomb field of a high-Z nucleus, the signature being notable changes in the spin–orbit splitting in X-ray emission lines [92].

An outcome of these theory investigations is to indicate that a possibility of observing significant spin effects is to ensure the presence of a strong external field, in addition to the laser. As a first step toward this direction, the Dirac equation has been solved for an electron wavepacket in various relativistic situations in the presence of either an electric or a magnetic or also a time-dependent electromagnetic field, see [93,94]. One notes that the direct influence of relativity on spin variables is a kinematic contraction which, in contrast to the usual Lorentz length contraction along the propagation direction, is relativistically reduced perpendicular to the velocity.

3.2 “Zitterbewegung”

A puzzling consequence of the existence of negative energy states, which are solutions of the Dirac equation, with energies below \(-mc^2\), is the elusive Zitterbewegung which results from the presence of very high frequency components in the general time-dependent expression for the electron wave function [95,47]. These high-frequency components are associated to virtual transitions between the negative and positive energy states that are solutions of the single-particle Dirac equation. A consequence of these highly improbable transitions is that when calculating the expectation values of operators, such as the
Dirac $\alpha$ matrix or the position $\mathbf{r}$, one finds that they oscillate at frequencies of the order of twice the inverse of the natural unit of time $[95]$:

$$\Omega_{\text{Zitt}} = \frac{2mc^2}{\hbar} \approx 1.55 \times 10^{21} \text{ Hz}. \quad (6)$$

However, there are very few observable effects resulting from the Zitterbewegung, one generally accepted notable exception being the leading contribution to the so-called Darwin term that contributes to the fine structure of atomic energy levels $[47]$. It is argued that this effect is an artifact resulting from the single-particle Dirac equation treatment, because in a second-quantization formalism, that intrinsically accounts for the existence of positrons, the question is not relevant. However, there is a sustained interest in the question, in the context of strong field atomic physics. One motivation is that, from a practical point of view, these oscillations on such a short time scale represent a nuisance when solving the time-dependent Dirac equation, in the sense that they impose using extremely small time steps. This point has been first addressed in details in $[79]$, where one can find also a discussion of the oscillations found in the expectation values of the spin and position operators. Later, the question has been revisited in different contexts, notably for the more realistic case of Volkov wavepackets that are relevant for describing free electrons embedded within the laser field $[96]$.

One way out of these difficulties in numerical calculations is to implement a second-quantized field theory approach. Recent results obtained within this framework have been reported $[97,98,99]$. Coming back to relativistic laser–atom calculations with the help of the Dirac equation, it is expected that stimulated multiphoton transitions between negative and positive energy states could take place in the presence of the external field. This encompasses pair production and other highly non-linear processes (see below). Assuming that the problem of the numerical stability of the solution of the time-dependent wave equation has been solved, the question remains of finding a signature of Zitterbewegung in atomic phenomena. It turns out that, although noticeable effects are predicted in harmonic generation spectra, their magnitudes would remain extremely small $[100]$. We mention that, besides the strong field physics context, other scenarios are also considered in solid-state physics $[101]$. In our opinion, the question remains open of evidencing the influence, if any, of Zitterbewegung in strong field processes.

### 3.3 Pair Production

As mentioned in the introduction, $\gamma$-ray generation through the non-linear Compton effect has been observed when colliding GeV electrons with a strong
laser field and the subsequent production of \((e^- - e^+)\) pairs resulting in the interaction of the \(\gamma\) and infrared photons have been evidenced \([15,16,17]\). We note that the non-linear Compton effect and multiphoton pair production are related by the so-called crossing symmetry. This means that the corresponding cross-sections are proportional to each other, to within kinematical and density of states factors. Besides such a sophisticated scheme involving a LINAC, the possibility of generating pairs from the vacuum within an ultrastrong laser field has been envisioned, following Schwinger’s early QED calculations \([102,103]\). Although it has been soon realized that the process could not take place in a plane-wave laser field \([104,105]\), the question has motivated a number of theory studies since the early 1970s \([106]\). From these calculations, it has been inferred that the critical field intensity (the so-called Schwinger limit), which is required from an IR laser field, is somewhere around the sizable value \(10^{29} \text{ W cm}^{-2}\) (see below). As such huge intensities no longer seem to be out of reach \([3]\), there has been a renewed interest in the theory of the process, with the objective to define the conditions for observing pair production from the vacuum. We note that this scenario differs from the ones which involve (laser + high-Z nucleus) configurations that can be realized in plasmas or in laser–ion beam collisions, for recent references, see \([107,108,109,110]\).

In fact, pair production from the interaction of photons in the absence of an external Coulomb potential necessarily implies two fields with different propagation directions, in order to ensure the 4-momentum global conservation in the process. One geometry that has been studied in particular, is the one of a “head-on” collision of two laser beams \([111,112]\). The case of tightly focused laser beams has been also addressed in \([113]\).

We turn now to a simple approach which helps to delineate the conditions for observing pair production. Although a proper treatment requires, in principle, the use of a second-quantized QED formalism, it turns out that a crude estimate of the corresponding transition probability can be extracted from a discussion of the so-called Klein paradox. Almost every textbook on relativistic quantum mechanics contains a paragraph on the Klein paradox because it illustrates very clearly one of the most intriguing consequence of the existence of the negative energy solutions of the relativistic equations (Dirac or Klein–Gordon) \([47]\). In short, the paradox is that, within the framework of the Dirac single-particle theory, an incoming electron in the presence of a very high potential step such that \(V_0 > 2mc^2\) can tunnel through the barrier and propagate within the step, occupying one of the negative energy states. Though considered for some time as paradoxical, this feature has been linked to the process of pair production. Lucid discussions can be found in recent papers \([114,115,116]\) where it is argued that, following the Feynman-Stueckelberg interpretation of this simulation, that part of the wavepacket components associated to negative energy continuum states can be viewed as positrons evolving backward in time. We mention that the question is akin to the one of pair creation in a so-called supercritical field such as the one created by the potential of super-heavy composite nuclei with \(Z > 150\); for a recent discussion, see \([117]\).
This picture is confirmed at first, when solving the time-dependent Dirac equation for Gaussian wavepackets with average energy \( E \) ingoing onto a repulsive electrostatic potential with strength \( V_0 = E + 2mc^2 \). Such test-case simulations that have been implemented for different potential steps [79] lead to final states comprising both transmitted and reflected components, in agreement with the Klein paradox picture. When repeated within the framework of a quantum-field theory framework, these calculations resolve part of the paradoxical features mentioned above [97]. However, several issues regarding the questions of electron localization, tunneling, etc., still deserve investigations.

Interestingly, however, in spite of the limitation of the Dirac single-electron picture, it can be exploited for deriving a rough estimate about the possibility of creating pairs from vacuum (“sparking the vacuum”) in the presence of a focused ultra-strong laser field. In fact, with the help of the standard semi-classical WKB calculation of the transmission probability through a potential barrier, one can recover the dominant contribution to the pair production probability, as originally derived by Schwinger [102,103]; see also [114,115] for a pedagogical account. More precisely, one obtains

\[
|T|^2 \propto e^{-\pi \frac{E_0^3}{C_0^3}}.
\]

This result indicates that for a laser field with intensity \( I \approx 10^{+29} \text{ W cm}^{-2} \), the pair production probability would be \( |T|^2 \approx e^{-\pi} \approx 0.043 \). As already mentioned, although this huge intensity is still beyond the capabilities of the currently operated laser devices, it does not seem to be out of reach in the near future, in view of the recent developments of new laser facilities [3].

### 3.4 Tunneling Time(s)?

Tunneling remains at the heart of the discussions related to the interplay between classical and quantum physics [118]. Semi-classical (WKB) approaches provide a well-established framework for providing quantitative data regarding tunneling ionization [42]. However, a challenge remains, which reduces ultimately to answering the question, How much time the tunneling particle spends inside the barrier? In the context of atomic physics in strong fields, the point is interesting because tunneling is one of the dominant mechanisms governing not only atomic ionization but also high-order harmonic generation and other more complex processes such as double- and multiple ionization. The phase when the electron is released in the continuum strongly influences the dynamics of the strongly coupled system (electron + ionic core + laser field) [27]. Moreover, the question is of interest in view of the recent demonstration of the strong connections existing between classical trajectories.
and the Feynman’s path integral formalism, for describing delicate features of atomic processes in strong fields [119]. Unfortunately, this apparently innocuous question cannot be answered straightforwardly as explained, for instance, in the review papers [120,121,122,123]. Indeed, there is a controversy regarding the point whether or not one could define univocally a time delay or a dwell time inside a barrier, see, for instance, a recent attempt to unify different approaches in [124].

Nevertheless, in the strong field context, the problem remains of interpreting the data derived from the numerical resolution of the Dirac equation for an incoming wavepacket on a barrier, when solved on a lattice [97,125,126]. We note that this point is also related to the question of the spatio-temporal localization of a particle and to the *zitterbewegung*.

### 3.5 Cycloatoms

As already mentioned, it is expected that interesting relativistic physics could be observed when atoms are in the presence of both a strong magnetic field and a laser field. It has been predicted that new atomic states, referred to as “Cycloatoms”, can be prepared if the cyclotron frequency in the static magnetic field is commensurate with the frequency of the laser [127,128,129,130].

In contrast to a non-relativistic treatment, for which the spatial width of the electronic charge distribution remains comparable to that of the initial state during the entire evolution, a relativistic theory predicts the formation of a ring-shaped charge cloud. The ring rotates around the nucleus with the laser frequency for the case of equal cyclotron and laser frequency. Interestingly, such structures are also found in classical simulations and there is a global agreement between classical and quantum dynamics. However, the Dirac solution displays a second ring-shaped charge cloud which rotates in the direction opposite to that of the electron’s [127,128,129,130]. It is tempting to associate this new ring with positrons that could have been generated in this interaction. However, to go beyond these speculations would again require a full theoretical analysis, using the field theoretical framework of the second quantization.

We turn now to two other types of relativistic processes that do not require the numerical resolution of the Dirac equation.

### 3.6 Two-Photon Bound–Bound Transitions

The advent in the near future of new powerful sources of radiation in the XUV and soft X-ray ranges will open also the possibility of observing multiphoton transitions involving inner shells in high-Z atoms [57,58,59,60]. Although it is well known that relativity plays a determinant role in the fine structure of the atomic levels, it is not so easy to determine to what extent it affects the radiative
transition probabilities. For instance, it has been observed in standard X-ray spectroscopy that for one-photon transitions, the non-relativistic dipole approximation leads to correct estimates well beyond its expected range of validity [131]. In order to account for this observation, it has been surmised that there exists a partial cancelation between different higher order corrections beyond the dipole approximation, such as retardation, spin effects and other relativistic effects. An open question is to determine whether or not such cancelations would still hold in the strong field context, i.e., for multiphoton transitions.

Regarding inner-shell multiphoton transitions, it appears that in spite of the remarkable brightness of the currently designed sources in the X-ray range, a perturbative treatment of the processes is adequate. This is because the relevant atomic unit of intensity for hydrogenic systems with charge $Z$ scales like

$$I_Z = Z^6 \times 10^{16} \, \text{W cm}^{-2}.$$  

In this context, “exact” computations of two-photon $|1^2S_{1/2}\rangle \rightarrow |2^2S_{1/2}\rangle$ transitions in hydrogenic systems have been reported. The calculations have been performed with the help of a sturmian expansion of the Dirac–Coulomb Green’s function [132,133,134]. When comparing with less sophisticated computations, it turns out that relativistic corrections become significant already for $Z = 20$, at frequencies $\omega = 2.04 \, \text{keV}$ and that they can amount to more than 10% for $Z = 50$, at frequencies $\omega = 12.75 \, \text{keV}$. These results clearly demonstrate that there is a need for more sophisticated calculations, beyond the non-relativistic dipole approximation, in order to determine the multiphoton rates involving inner-shell states in high-$Z$ elements.

For recent analytical calculations performed along similar lines, for the static and dynamic polarizabilities of hydrogenic systems in the relativistic regime, see also [135,136].

### 3.7 Radiation Reaction

An electron submitted to a super-intense laser field can scatter the radiation through non-linear Thomson or Compton processes, the latter being associated to momentum transfer. Although the theory of these processes is well delineated in the case of constant amplitude fields, the question of a proper treatment of their respective influences on the electron’s dynamics in time- and space-varying fields remains a challenge for theory, see [137] for a recent discussion of non-linear Thomson scattering. The possibility of generating high-order harmonics [35, 138] and even X-ray pulses [139] from this latter process has been discussed. Moreover, when electrons are born almost at rest from atomic ionization within the field, one expects that they experience huge accelerations and, consequently, they must radiate sizable part of the energy they acquire. The characteristics of the Larmor radiation emitted in such circumstances have been modeled in [140].

Then the question arises of the influence of this damping, or in other words of the “radiation reaction”, on the motion of the electron and of the signatures of the effect. It has been surmised that it could induce changes in Compton scattering...
profiles or in harmonic generation spectra. A fully quantum (QED) treatment being out of reach, a classical approach, based on the so-called Lorentz–Dirac equation, has been advocated [141]. The difficulty is however that the solutions are plagued by the so-called runaway solutions, the divergence of which being linked to the point-like character of the electron [142]. Nevertheless, clever integration schemes, running backward in time, have been proposed which permit to extract finite quantities from the equation, see the recent discussion in [143]. Then, with the help of a CTMC treatment, it is possible to compare the dynamics of an ensemble of electrons depending on whether the radiation reaction terms are included or not in the equations of motion [144]. The simulations show noticeable, though very small, changes in the emission radiation spectra, already at intensities around \( I_L \approx 10^{20} \text{ W cm}^{-2} \). An interesting outcome of these studies is to revitalize the topic of Classical Electrodynamics, through the Dirac–Lorentz equation, when applied to strong field physics in a wide range of contexts, including astrophysics [145] and laser–electron interactions [146].

4 Conclusions and Perspectives

In this chapter, we have presented several of the relativistic effects which govern atom–laser interactions in the strong field limit. It appears that at the intensities currently achieved in experiments, the dominant relativistic contributions originate from the mass shift and Lorentz force effects. In a QED perspective, these effects are linked to the non-linear Thomson and Compton scattering processes.

Atomic physics effects come into play when defining the initial state of electrons that can be released into the focal area of strongly focused fields. It is anticipated that in the high-intensity regime, i.e., beyond \( 10^{20} \text{ W cm}^{-2} \), rather exotic processes could be observed that belong to the realm of QED in strong fields.

In all these instances, interesting results have been derived from simulations based on the numerical resolution of the time-dependent Dirac equation. However, in spite of the remarkable progress registered in the numerical treatment of the latter equation, difficulties still subsist in the interpretation of the results. This is inherent in the single-particle nature of the Dirac equation. Recent progress has been realized toward second-quantized treatments that partially alleviate these difficulties. It is clear that it will be necessary to develop new computational tools in order to perform calculations in the framework of a non-perturbative quantum-field theory for time-dependent laser–atom interactions. It is also of interest to develop classical simulations based on the resolution of the Dirac–Lorentz equation that will bring complementary views on the dynamics of the processes. Then it will be possible to address the fascinating questions related to the prospect of realizing a laser control of fundamental phenomena involving non-linear QED effects.
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Tests of QED with Intense Lasers

Adrian C. Melissinos

1 Introduction

We have seen in the previous chapters that many materials respond nonlinearly to an externally applied electric field. On the other hand, Maxwell’s equations for the electromagnetic (em) field in vacuum are absolutely linear. This conclusion is not valid any more if we include quantum-mechanical effects, such as the production of particles from the vacuum, in the description of the em field. The particles need not be real but can be virtually produced and reabsorbed (in a time interval $\Delta t$) as long as the uncertainty relation $\Delta E \Delta t \simeq h$ holds. Such processes are at the center of all calculations in quantum electrodynamics (QED) and also endow the vacuum with nonlinear properties. That the vacuum would exhibit nonlinear behavior in the presence of em fields was recognized over 70 years ago [1, 2, 3] and since then QED has been developed into a highly accurate theory in perfect agreement with all observations. However, it is only recently that direct experimental evidence was obtained on the nonlinear behavior of the vacuum in the production of $e^+e^-$ pairs in photon–photon collisions.

One expects to observe such nonlinear effects in the presence of strong em fields. Indeed, the interaction of electrons with the intense fields at the focus of short laser pulses has been considered by many authors. Some typical early work is that of refs. [4, 5, 6, 7, 8]. The scattering of visible light from a free electron can be understood classically and leads to the well-known Thomson cross-section. However, in an intense field the motion of the electron can become relativistic and this results in the emission of higher harmonics of the incident light. This nonlinear effect is particularly pronounced in the interaction of intense lasers with atomic electrons. An early observation of harmonic generation in laser free electron scattering was reported in [9]. A more recent and detailed study of nonlinear Thomson scattering of an intense laser from quasi-free electrons is given in [10].
A related approach to this problem is to detect the scattered electrons. This has become more practical as the intensity of the available lasers has increased. In the work of ref. [11], electrons with eV energy scattered from a laser field of intensity \( \sim 10^{14} \, \text{W/cm}^2 \). When the laser intensity was increased to \( \sim 5 \times 10^{17} \, \text{W/cm}^2 \) electrons gained as much as 130 keV of energy [12]. Today, acceleration of electrons to MeV energies by a laser field has been accomplished in many laboratories. For instance at an intensity \( \sim 10^{19} \, \text{W/cm}^2 \), 1 MeV electrons have been observed [13].

Whereas the experiments discussed so far rely on the interaction of the electron with the electric field of the laser, strong magnetic fields can also lead to nonlinear interactions. For instance, linearly polarized light propagating through a transverse magnetic field acquires an ellipticity which, in principle, can be detected [14, 15]. The interaction of high-energy electrons with magnetic fields approaching 100 T has also been considered [16]. Finally, the “channeling” of high-energy electrons through crystals leads to observable nonlinear effects due to the high electric fields in the crystal lattice [17, 18, 19].

We will not review this extensive body of work but will describe an experiment where high-energy electrons scatter from an intense laser beam. This results in an effective laser intensity as much as ten orders of magnitude higher than the actual intensity in the laboratory frame of reference. At these intensities, the nonlinear effects and in particular the production of \( e^+e^- \) pairs from vacuum are unambiguously observed [20, 21, 22].

It is convenient, and customary, to specify the strength of the EM field by a dimensionless (and Lorentz invariant) parameter \( \eta \). This is referred to as the “normalized vector potential” or the “multiphoton parameter”, or when multiplied by the electron rest mass as the “ponderomotive potential”

\[
\eta = \frac{e}{m} \sqrt{\langle A_\mu A^\mu \rangle}
\]

or

\[
\eta = \frac{e E_{\text{rms}}}{\omega mc}
\]

In the above, \( e \) and \( m \) are the electron charge and rest mass; \( \omega \) is the frequency and \( E_{\text{rms}} \) the rms value of the electric field of the EM wave.\(^1\)

By writing \( \eta = e E_{\text{rms}} \kappa / mc^2 \) we see that when \( \eta = 1 \) the energy gained by an electron moving across one wavelength equals its rest-mass energy, \( mc^2 \). Thus relativistic effects become important. For motion in the plane transverse to the wave vector the electron acquires an effective mass

---

\(^1\) The vector potential must be in the Lorentz gauge \( \partial_\mu A^\mu = 0 \) and \( \langle A^\mu \rangle = 0 \), where \( \langle \rangle \) is the time average.
\[
m^2 = m^2(1 + \eta^2)
\]  
\[\text{(3)}\]

Note that \(\eta\) is a classical parameter (it does not involve \(\hbar\)) and that as \(\eta \rightarrow 1\) multiphoton effects become dominant. Of course \(\eta\) can be increased by lowering the frequency of the em wave, and in the limit of a constant field, \(\eta \rightarrow \infty\).

To describe quantum effects, a second dimensionless (and Lorentz invariant) parameter is appropriate:

\[
\Upsilon = \left(\frac{e\hbar}{m^3c^3}\right) \sqrt{\langle F_{\mu\nu}p^\mu\rangle^2} 
\]

\[\text{(4)}\]

where \(p^\mu\) is the 4-momentum of an electron moving in the em field described by the tensor \(F_{\mu\nu}\) [23]. For an electron at rest, \(p^\mu = \{mc; 0, 0, 0\}\) and thus

\[
\Upsilon = \frac{e\hbar}{m^3c^3} E
\]

\[\text{(5)}\]

Since the electron Compton wavelength \(\lambda_c = \hbar/mc\), Eq. (5) can be written as \(\Upsilon = eE\lambda_c/mc^2\), which shows that when \(\Upsilon = 1\), an electron can gain from the external field energy equal to its rest-mass energy in traversing one Compton wavelength. But one Compton wavelength is the distance a virtual electron can traverse (at the speed of light) without violating the uncertainty relation \(\Delta E\Delta t \simeq \hbar\); we have \(\Delta E = mc^2\) and \(\Delta t = \lambda/c\). Thus a virtual \(e^+\) and \(e^-\) can gain enough energy from the electric field to become real particles. We therefore expect that when \(\Upsilon = 1\) a static electric field will cause the vacuum to break down spontaneously into \(e^+e^-\) pairs. The field strength that leads to \(\Upsilon = 1\) in Eq. (5) is called the critical field (or Schwinger field) and has the value

\[
E_c = \frac{m^2c^3}{e\hbar} = 1.3 \times 10^{16} \text{ V/cm} 
\]

\[\text{(6)}\]

It is interesting to examine if critical electric fields can be generated in the laboratory, by intense laser beams. The (peak) amplitude of the electric field of an em wave of intensity \(I\) (W/cm\(^2\)) is given by

\[
E = \sqrt{2Z_0I} \quad \text{(V/cm)}
\]

\[\text{(7)}\]

where \(Z_0 = \sqrt{\mu_0/\varepsilon_0} = 377 \Omega\) is the impedance of free space. At present, the highest laser intensity in a near diffraction limited spot does not exceed \(I = 10^{22}\)

---

\(^2\) In this description the effect of a constant field on a charged particle corresponds to the absorption of an infinite number of zero energy photons.

\(^3\) The symbol \(\chi\) is often used in place of \(\Upsilon\).

\(^4\) It can be easily seen that a wave field, or for that matter a static magnetic field, cannot breakdown the vacuum because energy–momentum conservation is not satisfied.
W/cm². Thus $E_{\text{max}} \sim 3 \times 10^{12}$ V/cm well below the critical field, $E_c$, of Eq. (6). Nevertheless it is possible to reach the critical field by exploiting the availability of beams of high-energy electrons.

We first note that Eq. (5) was derived for an electron at rest. If the electron is moving with velocity $v$ (where $\beta = v/c$ and $\gamma = 1/\sqrt{1 - \beta^2}$) through a static electric field $E$, we find from the definition of Eq. (4) that

$$\gamma = \frac{e\hbar}{m^2 c^3} \gamma \beta E = \frac{E^*}{E_c}$$

Here $E^* = \gamma \beta E$ is the electric field seen in the electron’s rest frame. This can be a large gain since electron beams of GeV energy ($\gamma > 10^3$) are available.

It is instructive to consider the value of the parameters $\eta$ and $\Upsilon$ for the experiment discussed in section 3. A laser beam of intensity $I = 10^{18}$ W/cm² is incident on an electron beam of energy $E = 46.6$ GeV ($\gamma \sim 0.9 \times 10^3$). Then the electric field in the electron rest frame is $E^* = 2\gamma \sqrt{2Z_0} I \simeq 0.5 \times 10^{16}$ V/cm or $\Upsilon = 0.38$. On the other hand $\eta$ does not depend on the electron beam energy, but does depend on the laser wavelength. If we use $\lambda = 527$ nm then $\eta = (eE/mc^2)(\lambda/2\pi) = 0.45$.

Since the laser pulse is focussed to an area $A \simeq 50$ µm² and is only 1 ps long, the electron beam must be correspondingly short and focussed to achieve an observable interaction rate. This, coupled with the need for high energy, places difficult demands on the electron beam. The only such beam available was the final focus test beam (FFTB) at the Stanford Linear Accelerator Center (SLAC).

2 Multiphoton Compton Scattering and Multiphoton Pair Production

The scattering of optical photons from free electrons is adequately described by the Thomson differential cross-section

$$\frac{d\sigma}{d\Omega} = \frac{1}{2} r_0^2 (1 + \cos^2 \theta)$$

where $r_0 = e^2/(4\pi \varepsilon_0 mc^2) = 2.82 \times 10^{-13}$ cm is the classical electron radius. The integral over angles of Eq. (9) gives

$$\sigma_T = \frac{8\pi}{3} r_0^2$$

For a wave field both the $\vec{E}$ and $\vec{B}$ fields transform and contribute equally so that in the electron rest frame (setting $\beta = 1$) we find $|E^*| = |B^*| = 2\gamma |E|$.
When an optical photon is incident on an energetic electron, the photon energy in the electron rest frame is much higher and thus the photon imparts a significant recoil to the electron. In this case we speak of Compton scattering and Eq. (9) is modified.

The kinematics and the cross-section for Compton scattering are derived by considering the scattering of a single energetic photon from the electron. In an intense field, however, several photons may be absorbed from the field with only a single photon being emitted into the final state. We describe this process by

$$e^- + n\omega \rightarrow e^- + \gamma$$  \hspace{1cm} (11)

The number of photons, $n$, absorbed from the field can be determined from the kinematics of the scattering. A related process is the scattering of a high-energy $\gamma$-ray (photon) from several photons of the field leading to an electron–positron pair in the final state

$$\gamma + n\omega \rightarrow e^+ + e^-$$  \hspace{1cm} (12)

Reactions (11) and (12) are related by “crossing symmetry”, but experimentally they are quite different! High-energy electrons are directly available in the incident beam, whereas the high-energy photons are produced by the back-scattering process of reaction (11). These high-energy photons must interact within the laser focus to produce the $e^+e^-$ pair. Another important difference is that reaction (11) can proceed for any value of $n$. For reaction (12) to proceed, $n$ must be large enough so that the cm energy exceeds $(2mc^2)$.

In the present experiment where $\hbar\omega = 2.35$ eV the maximum $\gamma$-ray energy for $n = 1$ in the process (11) is $E_\gamma = 29$ GeV. We then find for process (12)

$$s = (k^\mu_\gamma + nk^\mu_\omega)^2 = 4n\omega E_\gamma > 4m^2c^4$$

or $n \geq 4$ for the reaction to proceed.

The geometry of the experiment is shown in Fig. 1, where the laser beam crosses the electron beam at an angle $\alpha = 17^\circ$ and the (back)scattered photon angle $\theta$ is measured from the electron direction. From here on we shall use units where $\hbar = c = 1$ and where appropriate will make approximations due to the large value of $\gamma = E/m$ with $E$ the electron energy. The kinematical variables are defined as

$p^\mu, p'^\mu$  \hspace{0.5cm} 4-momentum of the electron before and after scattering. These take the values $(E, \vec{p})$, $(E', \vec{p}')$ in the laboratory frame.

$k^\mu, k'^\mu$  \hspace{0.5cm} 4-momentum of a photon before scattering and of the scattered photon. These take the values $(\omega, \vec{k})$ and$(\omega', \vec{k}')$ in the laboratory frame.
The scattering process is expressed by

\[ p^\mu + nk^\mu = p'^\mu + k'^\mu \]  

(13)

Here \( n \) is the number of absorbed photons. The effective mass of the electron in the strong field is taken into account by replacing \( p^\mu \) by \( q^\mu \) (and \( p'^\mu \to q'^\mu \)),

\[ q^\mu = p^\mu + \frac{\eta^2 m^2}{2(k \cdot p)} k^\mu \]  

(14)

The laboratory energy of the scattered photon is given by

\[ \omega' = \frac{2n\gamma^2 \omega (1 + \beta \cos \alpha)}{2\gamma^2 (1 - \beta \cos \theta) + \left[ \frac{2n\omega \gamma}{m} + \frac{\eta^2}{T_{\gamma + \beta \cos \alpha}} \right] (1 + \cos(\theta - \alpha))} \]  

(15)

For \( \gamma = 1 \), \( \beta = 0 \) and \( n = 1 \), \( \eta^2 = 0 \), Eq. (15) reduces to the familiar condition for Compton scattering

\[ \frac{\omega'}{\omega} = \left[ 1 + \frac{\omega}{m} (1 + \cos \theta) \right]^{-1} \]

At high incident electron energies the backscattered \( \gamma \)-rays are emitted at angles of order \( (1/\gamma) \) and therefore the differential cross-section is most conveniently expressed as a function of the \( \gamma \)-ray energy. By introducing the invariants

\[ x = \frac{2p \cdot k}{m^2} \quad y = 1 - \frac{p' \cdot k}{p \cdot k} \]  

(16)

which in the laboratory frame take the values

\[ x \simeq \frac{2\omega \epsilon}{m^2} (1 + \cos \alpha) \quad y \simeq \frac{\omega'}{\epsilon} \]  

(17)

---

*Note that \( q_\mu q^\mu = m^2 (1 + \eta^2) \) as in Eq. (3).*
the Klein–Nishina single photon cross-section [24] can be written in the invariant form

\[
\frac{d\sigma}{dy} = \frac{2\pi r_0^2}{x} \left[ (1 - y) + \frac{1}{1 - y} - \frac{4y}{x(1 - y)} + \frac{4y^2}{x^2(1 - y^2)} \right] \tag{18}
\]

Integration of Eq. (18) yields the total Compton cross-section as a function of collision (cm) energy

\[
\sigma_C = \frac{2\pi r_0^2}{x} \left[ \left( 1 - \frac{4}{x} - \frac{8}{x^2} \right) \ln(1 + x) + \frac{1}{2} \frac{8}{x} - \frac{1}{2(1 + x)^2} \right] \tag{19}
\]

which reduces to (10) in the limit \( x \ll 1 \).

The probability for reactions (11) and (12) has been calculated in ref. [7, 8, 25]. The incident wave is treated classically and the modified electron wavefunctions are used to obtain the Born amplitude for the emission (or absorption) of the high-energy \( \gamma \)-ray. For circularly polarized incident photons the results can be expressed in closed form and the differential cross-section is given by

\[
\frac{d\sigma}{dy} = \sum_{n=1}^{\infty} \frac{d\sigma_n}{dy} = \sum_{n=1}^{\infty} \frac{2\pi r_0^2}{u_1} \times
\]

\[
x \left\{ -\frac{4}{\eta^2} J_n^2(z) + \left( 2 + \frac{u^2}{1 + u} \right) [J_{n-1}^2(z) + J_{n+1}^2(z) - 2J_n^2(z)] \right\} \tag{20}
\]

where the following notation has been introduced

\[
u = \frac{k \cdot k'}{k \cdot q}, \quad u_1 = \frac{2k \cdot q}{m^2}, \quad u_n = nu_1
\]

and

\[
z = \left[ 2\eta \sqrt{u(u_n - u)} \right] / \left[ u_1 \sqrt{1 + \eta^2} \right] \tag{21}
\]

\( J_n(z) \) are ordinary Bessel functions of order \( n \). As \( \eta^2 \to 0 \) only the \( n = 1 \) term contributes and Eq. (20) reduces to the Klein–Nishina cross-section [Eq. (18)].

The laboratory energy of the scattered electron can be found from Eq. (15) and has its minimal value when the high-energy \( \gamma \)-ray emerges at \( \theta = 0 \). This gives rise to a kinematic edge which depends on the number of absorbed photons and the effective mass of the electron

\[
\xi_{\text{edge}}(n, \eta) = \frac{\xi}{1 + nx/(1 + \eta^2)} \tag{22}
\]
For green laser light ($\lambda = 527$ nm) and 46.6 GeV electrons the kinematic edges (for $n/C_1^2=0$) are $n=1$: $E_e > 17.6$ GeV, $n=2$: $E_e > 10.8$ GeV, $n=3$: $E_e > 7.8$ GeV, $n=4$: $E_e > 6.1$ GeV. By observing electrons with momenta beyond (lower than) the $n$-photon kinematic edge one identifies events corresponding to the absorption of at least $n + 1$ photons from the laser field. This is shown in Fig. 2 which gives the photon yield for the infrared laser $\lambda = 1053$ nm and electron beam parameters used in the experiment.

When observing the recoil electron one must account for the fact that electrons may have scattered more than once within the laser focus. This will degrade its energy beyond the corresponding kinematic limit simulating the effects of multiphoton scattering. The effects of such “plural scattering” for the conditions of the experiment have been calculated and are indicated in Fig. 2. This effect is absent when the forward scattered $C_1$-rays are detected.

While this is not obvious from the closed form of Eq. (20) the probability for processes involving the absorption of $n$ photons from the field varies as $\eta^{2n}$. In the present experiment $\eta \simeq 0.3$ and the yield of multiphoton effects shown in Fig. 2 obeys this scaling law. However, for a detailed comparison of the data with the theoretical prediction one must account for the variation of $\eta^2$ throughout the laser focus. This can only be done by a numerical integration over the laser focus and electron beam parameters, and comparison of the calculated electron momentum spectra with the observed spectra.

Electron–positron production follows reaction (12). A high-energy $\gamma$-ray is produced by backscattering and then scatters again, before leaving the laser focus, to produce the pair [26]. The highest energy $\gamma$-rays are most effective in producing pairs and this is why green light ($\lambda = 527$ nm) was used by doubling the infrared. Even then, a $\gamma$-ray arising from multiphoton scattering would have an energy exceeding that from ordinary ($n=1$) scattering and thus requires the absorption of a smaller number of photons when it interacts with the field in
order to produce a pair. The calculated number of photons absorbed from the field is shown in Fig. 3. This is clearly a multiphoton process and for \( \eta < 1 \), we expect it to vary as \( \eta^{2n} \).

The calculated rate for \( e^+ e^- \) production according to reaction (12) is given by an expression analogous to Eq. (20). This must be convoluted with the probability of producing the high-energy \( \gamma \)-ray according to reaction (11). One wonders whether the pair can be produced by a one-step process (i.e., at the same space–time point) such as

\[
e^- + n\omega \rightarrow e^{-'} + e^+ e^-
\] (23)

Such processes take place when energetic electrons pass near nuclear targets and are referred to as “tridents”. In the present case the probability of reaction (23) is suppressed by a factor \( \sim 10^3 \) as compared to the two-step process.\(^7\)

For \( \eta \gg 1 \) the probability for pair production becomes proportional to

\[
W \propto e^{-8/3\sqrt{2}\gamma}
\] (24)

where \( \gamma \) is the dimensionless parameter defined by Eq. (5) but with \( p' \) replaced by \( k' \), the 4-momentum of the scattered high-energy \( \gamma \)-ray. This form is analogous to the probability per unit volume-unit time for spontaneous pair creation by a strong static field [23]

\[
W = \frac{\alpha E^2}{\pi^2} e^{-\pi/\gamma}
\] (25)

\(^7\) This is due in part to the very high photon density within the laser focus.
We see that the presence of the high-energy electron acts as a catalyst for spontaneous pair creation by the laser field, while also providing the necessary energy–momentum balance. A modification of this result for the case of a wave field is treated in [27].

A standing wave field, for which \( E \neq 0 \) but \( B = 0 \), can lead to pair creation without the need for a catalyst, provided \( E \gtrsim E_c \). The probability for \( \eta \gtrsim 1 \) is given by Eq. (25) within a numerical factor of \( \pi/2 \). In the opposite limit of \( \eta \ll 1 \) the probability obeys

\[
W = \frac{\alpha E^2}{8} \left( \frac{\eta}{\sqrt{2}} \right)^{2n}
\]  

as expected for a multiphoton process. Here \( n = 2mc^2/h\omega \) is the number of photons that must be absorbed from the wave field.

3 Experimental Arrangement

In its simplest form, the experiment consists of scattering an intense laser pulse from a high-energy electron beam. To study multiphoton Compton scattering the scattered electrons which are deflected by a magnetic spectrometer are detected in a silicon–tungsten calorimeter. To study pair production, positrons are identified and detected using the same magnetic spectrometer and a different total absorption calorimeter. The intense flux of forward-going high-energy \( \gamma \)-rays was used mainly to monitor the interaction rate.

As already stated, the experiment was carried out at the FFTB [28] which delivered \( 5 \times 10^9 \) electrons per pulse at an energy of 46.6 GeV. The repetition rate was 10 Hz. The experimental layout is shown schematically in Fig. 4. The laser crossed the electron beam at an angle of 17° and was focussed with \( f^* \approx 6 \) optics. It was returned to the laser room for diagnostic and monitoring purposes. The magnetic spectrometer consisted of a string of permanent magnets which also directed the beam to the dump. The location of the electron (ECAL) and positron (PCAL) calorimeters is also indicated.

The laser was a 0.5-Hz repetition-rate, tabletop terawatt laser that operated at 1053 nm wavelength (IR), or at 527 nm (green) after efficient (\( \sim 45\% \)) frequency doubling [29]. It consisted of a mode-locked Nd:YLF oscillator, Nd:glass slab amplifier. The laser system delivered up to 2.4 J in the IR at the interaction point, but typically it was operated only up to 800 mJ of IR and 500 mJ of green. Intensities above \( 10^{18} \) W/cm² at the laser focus have been produced.

The synchronization of the laser pulse with the electron beam was achieved by using the 119-MHz subharmonic of the accelerator master oscillator frequency to drive the mode locker in the laser oscillator [30]. A Pockels cell was used to select one pulse out of the train and its timing relative to the electron beam was adjusted by changing the phase of the r.f. drive. Fine timing was
achieved with an optical delay stage by observing the e–laser scattering rate as a function of optical delay. A typical “timing curve” is shown in Fig. 5, with (standard deviation) \( \sigma = 4.3 \) ps; this is the convolution of the pulsewidths of the two beams, \( \sigma_e \approx 3 \) ps, \( \sigma_{\text{laser}} \approx 0.6 \) ps, and of the time jitter \( \sigma_j \) between their centroids.

Fig. 4 Schematic of the experimental setup: The laser pulses crossed through the electron beam at the interaction point, IP1. The scattered electrons were deflected by the dump magnets into the electron calorimeter (ECAL). Positrons were deflected into the positron calorimeter (PCAL). The scattered photons were detected in a Čerenkov counter (not shown), or converted to \( e^+e^- \) pairs which could be detected by the pair spectrometer.

![Schematic of the experimental setup](image)

Fig. 5 A “timing curve” showing the number of electrons scattered into the top row of the electron calorimeter as a function of delay of the optical pulse. The standard deviation is \( \sigma = 4.3 \) ps.
At the interaction point the electron beam was tuned to a transverse size of $\sigma_x \approx \sigma_y \approx 60 \mu m$; longitudinally, the electron pulse could be adjusted to $\sigma$, between 0.5 and 1 mm. The primary spectrometer consisted of six permanent magnets with mean fields of 0.5 T, providing a transverse kick of 816 MeV/c in the vertical plane. Recoil electrons and positrons exited the vacuum chamber through 1/4-inch thick stainless steel windows and were detected by sampling calorimeters.

The calorimeters were made of alternating layers of silicon and tungsten; each layer of tungsten was one radiation length thick, and each silicon layer was 300 $\mu m$ thick, resulting in a sampling fraction of 1.1%. Each of the layers was divided into 12 rows and 4 columns of $1.6 \times 1.6 cm^2$ active area pads, and the longitudinal layers for each tower were ganged into segments. The response (resolution) of the calorimeters to 13 GeV electrons is shown in Fig. 6.

An important aspect of the experiment is the alignment of the electron and laser beams in the transverse plane. Initial alignment was made by lowering a fluorescent flag into the path of the beam and moving the vacuum (IP) box containing the mirrors so that the beam overlapped the image of the HeNe alignment laser. Final adjustment was made by monitoring the forward-photon rate as a function of transverse ($x - y$) position of the IP box. While the vertical overlap ($y$) was unambiguous, the overlap in the horizontal plane ($x$) depended on the relative timing of the two beams, as indicated in Fig. 7(a).

Thus, it was necessary to carry out a raster scan in both the $x$-position of the box and timing delay. This is shown in Fig. 7(b), where the linear Compton scattering rate observed in one of the monitors is plotted as a function of $\Delta x$.
and $\Delta t$. The correlation between the two offsets is clearly evident. In Fig. 7(c), the nonlinear rate, for $n = 2$, is plotted for the same raster scan. A large $n = 2$ signal was obtained only when the electrons crossed through the peak field region of the laser beam, which identifies the optimal space–time alignment of the two beams. These data show that the $n = 2$ yield is of nonlinear origin and depends on the peak intensity of the laser flux.

The laser intensity could be determined from a measurement of the pulse energy $U$, area $A$ and pulse duration $\tau$. However, for highly nonlinear processes the fluctuations inherent in these measurements were too large. Instead we relied on three monitors which intercepted scattered electrons $N_1, N_2, N_3$ originating in one-, two- and three-photon Compton scattering. For $\eta^2 < 1$, to a good approximation

$$N_2 = k_2 N_1 \eta^2 \quad N_3 = k_3 N_1 \eta^4$$

where the factors $k_2, k_3$ depend on the acceptance and efficiency of the monitors but are the same for all events. They can be obtained from the simulation of the
experiment. By making an overall fit to the data $\eta$ could be determined for each event with a precision of $\pm 11\%$. This was particularly important for the analysis of the pair production data.

4 Results on Multiphoton Compton Scattering

The spectra of the scattered electrons were measured as a function of the laser intensity for momenta where only multiphoton scattering contributes. This is well beyond the $n = 1$ kinematic edge. The spectra are normalized to the total number of scattered photons $N_{\gamma}$. Thus we present $(1/N_{\gamma})(dN/dp)$ which should be independent of laser intensity for a linear process. The presentation also has the advantage that to first order fluctuations in timing and/or spatial overlap do not affect the data.

Data are presented for circularly polarized IR ($\lambda = 1053$ nm) and green ($\lambda = 527$ nm), in Figs. 8 and 9. The solid points represent the data whereas the open boxes are the simulation. In general the data extend over three orders of magnitude. The $n = 2$ plateau and the dropoff to $n = 3$ scattering (near the kinematic edge at 17.6 GeV for IR, 10.8 GeV for green) are evident at lower laser intensities. In the green laser data, one can also recognize the $n = 3$ plateau, which extends from 10.8 to 7.8 GeV. A $\pm 30\%$ systematic uncertainty in the determination of the laser intensity is not shown and this is the primary cause for the apparent discrepancies between data and simulation.

A simulation that ignores nonlinear Compton scattering, and thereby includes only $n = m$ plural scattering, is shown by the dashed curve. The effect of detector resolution on shifting the position of the inflection between $n = 2$ and $n = 3$ scattering to lower momentum by 0.5–1 GeV/c is especially noticeable in this case. The data at higher laser intensities cannot be accounted for by plural scattering only, and clearly indicate the presence of nonlinear Compton scattering. This is also evident from the measurement of the forward-going photons which is presented in ref. [22].

If the yield $(1/N_{\gamma})(dN/dp)$ is plotted at fixed momentum as a function of laser intensity, it should follow the approximate form

$$\frac{1}{N_{\gamma}} \frac{dN}{dp} \propto \eta^{2(n-1)} \propto I^{n-1}$$

This is shown for the IR data in Fig. 10. The solid and open circles are the data at momenta dominated by the $n = 2$ Compton process, whereas the triangles and open squares correspond to $n = 3$ and $n = 4$ processes. The bands represent the range predicted by the simulation when the systematic uncertainty is included. A fit to the $n = 2$ data gives the correct exponent $n - 1 = 1.01 \pm 0.13$, but is less reliable for $n = 3$ and $n = 4$. This is because the systematic errors depend on the laser intensity and it is difficult to obtain scatters involving large $n$ at low laser intensity.
As already stated, evidence for the production of an $e^+ e^-$ pair was based on the detection of a positron in the PCAL calorimeter. The momentum, $p$, of the positron is directly related to the location of impact on the calorimeter. The total energy, $E$, deposited in the calorimeter is also recorded. Thus the ratio $E/p$ should equal unity for positrons originating from the laser focal area. This was investigated using a series of laser shots with different energies. The yield of nonlinearly scattered electrons, $(1/N)(dN/dP)$, was measured for six different circularly polarized IR laser energies. The data were compared to simulations with error estimates indicated by horizontal and vertical lines. The effect of systematic uncertainty in the laser intensity was not shown.

5 Results on $e^+ e^-$ Pair Production

As already stated, evidence for the production of an $e^+ e^-$ pair was based on the detection of a positron in the PCAL calorimeter. The momentum, $p$, of the positron is directly related to the location of impact on the calorimeter. The total energy, $E$, deposited in the calorimeter is also recorded. Thus the ratio $E/p$ should equal unity for positrons originating from the laser focal area. This was investigated using a series of laser shots with different energies. The yield of nonlinearly scattered electrons, $(1/N)(dN/dP)$, was measured for six different circularly polarized IR laser energies. The data were compared to simulations with error estimates indicated by horizontal and vertical lines. The effect of systematic uncertainty in the laser intensity was not shown. The dashed line is the simulation of $n = m$ plural scattering without including nonlinear effects.
tested by placing a thin wire at the focus so that pairs were copiously produced by the Bethe–Heitler process. A plot of $E/p$ as measured in the calorimeter for $p/C^2\approx 0$ GeV using this calibration method is shown in Fig. 11. The subsidiary peaks at $E/p=2$ and 3 correspond to cases when two or three positrons (at that given momentum) reach the calorimeter in the same pulse.

A total of 175 positrons were identified with the laser on, and data were also taken with the laser off in order to measure the background. The number

Fig. 9 The yield of nonlinearly scattered electrons, $(1/N_\gamma)(dN/dP)$, vs. momentum, $P$, for six different circularly polarized green laser energies. The data are the solid circles with vertical error bars corresponding to the statistical and reconstruction errors added in quadrature. The open boxes are the simulation, with error estimates indicated by the horizontal and vertical lines. The effect of systematic uncertainty in the laser intensity is not shown. The dashed line is the simulation of $n=m$ plural scattering without including nonlinear effects.
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Fig. 10 The scattered electron yield, $(1/N_e)(dN/dP)$, vs. IR laser intensity for four representative electron momenta. The solid and open circles are data for momenta at which the $n = 2$ Compton process dominates. The triangles and open squares are data for momenta at which the $n = 3$ and $n = 4$ processes dominate, respectively. The simulation for each data set is shown as bands representing the 30% uncertainty in the IR laser intensity. The slopes of the bands are characteristic of the order of the nonlinear process of positron candidates with the laser “on” and the laser “off” normalized to the same incident flux is shown in Fig. 12(a). The positron momentum spectrum, after subtraction of the background, is given in (b) of the figure. The solid line is the prediction of the simulation.

We can also plot the number of detected positrons as a function of the laser intensity expressed by the parameter $\eta \propto \sqrt[2]{I}$. In Fig. 13 the laser “on” events are shown by the solid circles, while the shaded area gives the background, as deduced from the laser “off” events. A power law fit to the form

$$R_{e^+} \propto \eta^{2n}$$

gives $n = 5.1 \pm 0.2$ and is indicated by the solid line. This is in agreement with the fact that near threshold five photons must be absorbed from the laser field; one photon to create the high-energy $\gamma$-ray and at least four photons to create the pair as shown in Fig. 3.

The data are compared with the simulation in Fig. 14. The yield is normalized to the total number of Compton scatters which is directly inferred from
the monitors while the simulation is shown by the solid line. The prediction of the simulation has not been normalized and is in excellent agreement with the data. This would not have been possible without an accurate knowledge of the laser intensity for each event. Therefore for this analysis the laser intensity was determined by the indirect method discussed at the end of section 3.

It is also of interest to consider the positron yield as a function of the parameter $\gamma$ defined by Eq. (4), namely $\gamma = (2k'/m_ec^2)(E/E_c)$ with $k'$ the $\gamma$-ray

![Graph showing the distribution of the ratio $E_{\text{clu}}/P_{\text{clu}}$ for calibration clusters in PCAL row 7, which spans momenta from 20.3 to 21.5 GeV.]

![Graph showing the number of positron candidates vs. momentum for laser-on (ON) and laser-off (OFF) electron pulses. (b) Spectrum of signal positrons obtained by subtracting the laser-off from the laser-on distribution. The curve shows the expected momentum spectrum from the model calculation.]

**Fig. 11** Distribution of the ratio $E_{\text{clu}}/P_{\text{clu}}$ for calibration clusters in PCAL row 7, which spans momenta from 20.3 to 21.5 GeV.

**Fig. 12** (a) Number of positron candidates vs. momentum for laser-on (ON) and laser-off (OFF) electron pulses. (b) Spectrum of signal positrons obtained by subtracting the laser-off from the laser-on distribution. The curve shows the expected momentum spectrum from the model calculation.
energy, \( k' \sim 29 \text{ GeV} \). We would then expect in the limit \( \eta \gtrsim 1 \) a dependence such as given by Eqs. (24, 25). This is confirmed by the data which are plotted in Fig. 15 as a function of \( 1/\gamma \). A fit to the form

\[
R_{e^+} \propto e^{-A/\gamma}
\]

yields \( A = 1.27 \pm 0.08 \pm 0.25 \), the first error being statistical and the second systematic. This result is to be compared with the asymptotic expectation [see

---

**Fig. 13** The dependence of the positron rate per laser shot on the laser field-strength parameter \( \eta \). The line shows a power law fit to the data. The shaded distribution is the 95% confidence limit on the residual background from showers of lost beam particles after subtracting the laser-off positron rate.
Eq. (24]) of $8/3\sqrt{2} = 1.89$. However, given the value of $\eta$ in this experiment the asymptotic value should be reduced to about 1.1 in good agreement with the observed slope. For more details see refs. [22, 27].

Thus the production of positrons observed in this experiment can be interpreted either as photon–multiphoton scattering or as the breakdown of the vacuum by the intense laser field.

### 6 Discussion

We have seen that when an electron scatters from an intense laser field it can absorb more than one photon while emitting only a single high-energy $\gamma$-ray. Furthermore this process depends nonlinearly on the intensity of the field. One can interpret the effect classically by invoking the emission of harmonics of the incident radiation [31], but highly Doppler shifted as a result of the very high energy of the incident electrons. Nevertheless a QED calculation using the modified propagator for the electron in the laser field reproduces the data accurately. It is also of interest that the kinematics of the scattering allows the determination of the number of photons absorbed from the field thus emphasizing the particle properties of the photons in the field.

One expects that the electron will acquire an effective mass for motion in the plane transverse to the laser propagation vector. This would be reflected in the kinematics of the scattered photons but has not been observed as yet. However, the exactly similar effect when electrons radiate as they traverse a magnetic undulator is well established [32].

The production of $e^+e^-$ pairs in the scattering of a high-energy $\gamma$-ray from the laser field is a purely quantum-mechanical effect and has no classical interpretation. Technically, it is referred to as arising from “vacuum polarization loops”. However, in the experiment that we described pair production...
was possible only by the participation of several photons from the laser field. Thus the effect was nonlinear in the laser intensity exhibiting, for $\eta < 1$, the “perturbative” dependence on the field amplitude $R \propto \eta^2 n$. Here $n$ is the number of photons participating in the interaction.\(^8\)

Pair production can also be interpreted by a tunneling model. The application of a potential step $V_0 > 2 mc^2$ will raise the negative energy states of the Dirac sea to an energy $E > mc^2$. If such a state can tunnel through the potential barrier it will appear as a physical positron. This sequence of events is shown in Fig. 16 where it is evident that the width of the barrier is $s = 2mc^2/eE$ with $E$ the external applied electric field associated with the potential step $V_0$. Since tunneling is exponential we find for the probability of pair production

$$P \propto e^{-s/\lambda_c} = e^{-2E_c/E} = e^{-2/\Upsilon}$$

which shows the same dependence on the invariant $\Upsilon$ as Eqs. (24, 25). Achieving critical field without the kinematic boost exploited in the SLAC experiment appears rather difficult. It would require laser intensities of order $I \approx 10^{30}$ W/cm\(^2\).

The experiments discussed here are among the most stringent and direct tests of “strong QED” but in a region of very low momentum transfers. They are in excellent agreement with the theoretical predictions. Of course, scattering of high-energy particles tests QED in the “perturbative” regime but at high momentum transfer. Again excellent agreement is found between theory and experiment to distances as short as $10^{-16}$ cm.

\(^8\) Positron production has been reported in some recent experiments where intense lasers interact with matter [33]. This is a completely different process whereby an electron is accelerated to high energy by the laser field and then interacts with matter to produce a pair by the Bethe-Heitler process.
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Nuclear Physics with Intense Lasers

Ravi Singhal, Peter Norreys, and Hideaki Habara

1 Introduction

In the past 10 years, multi-terawatt laser systems with subpicosecond pulse lengths have opened up a range of exciting possibilities in the study of laser–matter interactions. For focused laser intensities of $5 \times 10^{19}$ W cm$^{-2}$, the electromagnetic fields are of the order of $2 \times 10^{13}$ V m$^{-1}$ and $10^5$ T. The motion of electrons in such high fields is highly relativistic, the quiver energy of the electrons being determined by the product of the laser intensity and the square of the laser wavelength, $I \lambda^2$. For example, for $I = 5 \times 10^{19}$ W cm$^{-2}$ and $\lambda = 1 \mu$m, the quiver energy is already several times the electron rest mass. Smaller numbers of electrons of much higher energies of up to 100 MeV are also produced. Bremsstrahlung is produced collaterally by the fast electrons in the target material. Such energies are sufficient to induce nuclear reactions in materials, as the typical energy thresholds may be as low as a few MeV [1].

Rapid progress in the study of the interaction of intense lasers with matter has been fuelled due to the vast possibilities afforded by such measurements. The generation of highly relativistic plasmas with applications in astrophysics and inertial confinement fusion, laser-induced nuclear photophysics, positron emitters for nuclear medicine, high-energy proton beams for cancer therapy, intense neutron sources, treatment of nuclear waste are some of the ideas that have practical applications [2,3]. Theoretical understanding of intense laser–matter interactions and the study of relativistic plasmas is already providing high dividends. Concepts like wakefield acceleration with gradients of about 100 GeV m$^{-1}$ could herald a new era in the design of particle accelerators for high-energy physics research. The production of electron–positron plasmas will open up new fields of research. Lasers under construction will be able to generate exotic particles like pions [2,3].
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In this chapter, various aspects of the interaction of intense lasers with solid targets will be discussed with particular emphasis on the observation of nuclear effects and their applications in medicine. Most experiments have been carried out at the VULCAN laser facility (which is capable of delivering intensities up to $9 \times 10^{19} \text{ W cm}^{-2}$ at 1 ps pulse length to target) at the Rutherford Appleton Laboratory (RAL). The highest peak power experiments to date have been performed at the Lawrence Livermore National Laboratory (LLNL) Nova PetaWatt Laser facility ($>10^{20} \text{ W cm}^{-2}$ at 450 fs). Single laser shots are employed and the resulting nuclear activation is measured in these experiments. Recently studies of nuclear reactions at shorter pulse lengths produced by Ti–sapphire lasers have also been reported. Ti–sapphire lasers are physically much smaller and their high repetition rates make them ideal candidates for application-based laser-induced nuclear reactions. The peak powers in individual pulses are still modest, but new laser systems are being developed to address this problem (see article by Ian Ross in this volume).

2 Production of High-Energy Electrons and $\gamma$-Rays

As a result of the interaction of an intense laser pulse with the surface of a solid target, electrons are first accelerated to high energies. During their travel through the solid target, the electrons radiate bremsstrahlung, the $\gamma$-rays being produced predominantly in the forward direction. The energy and angular distributions of the electrons and $\gamma$-rays are important parameters in so far as a precise knowledge of these helps to design nuclear activation experiments. The models of electron acceleration mechanisms can also be improved with such data. Cowan et al. [4] have measured energy spectra of electrons at 30° and 90° to the laser direction. Figure 1 shows that for a 1.05 mm wavelength laser pulse of intensity $>10^{20} \text{ W cm}^{-2}$, electrons of energy up to 100 MeV are produced. A 2000 times lower energy laser prepulse was focused on the target about 2 ns prior to the main pulse. Cowan et al. performed 2D PIC simulations in the presence of a preformed plasma of scale length $\lesssim 50 \mu\text{m}$ created by the prepulse. The predicted electron distribution is in reasonable agreement with the experimentally measured spectrum over most of the energy range responsible for hard bremsstrahlung.

For a range of elements, Ledingham et al. [5] have studied nuclear activation induced by high-energy $\gamma$-rays generated in a 1.75 mm thick tantalum target on irradiation by the VULCAN laser pulse of intensity $\sim 10^{19} \text{ W cm}^{-2}$. The primary reaction is $(\gamma,n)$ such that the daughter product, being proton rich, is a positron emitter. After the laser shot, the target is removed to a laboratory where the positron activity is measured by coincidence recording of the counter propagating 511 keV annihilation $\gamma$-rays. Figure 2 shows the target arrangement and Fig. 3 shows the $3'' \times 3''$ Nal coincidence counting system.
Fig. 1 Measured energy distribution of electrons ejected from the target at 30° (open circles) and 90° (solid squares) with respect to the incident laser pulse. The dashed curve shows the expectation from a ponderomotive potential while the solid curve shows the results of a PIC simulation. (Reproduced with permission from the authors)

Fig. 2 The upper diagram shows the arrangement for measuring the angular distribution of the high-energy γ-rays. The Cu segments are 10 mm long and each subtends an angle of 10°. The lower diagram shows the arrangement for irradiating a number of different targets for the determination of electron temperatures in the plasma (see text)
With laser intensities of about $10^{19}$ W cm$^{-2}$, activities up to 3000 Bq were produced. The activity of a sample as a function of time provides a determination of the half-life of the positron-emitting isotope. These half-life measurements agree very well with the known values and provide confirmation of the production of high-energy $\gamma$-rays.

Each ($\gamma$,n) reaction cross–section has its unique dependence on the $\gamma$-ray energy. From the measurements of activities of two target elements having different ($\gamma$,n) thresholds, it is possible to estimate the plasma electron temperature. Spencer et al. [6] used $^{12}$C ($Q$-value = 18.7 MeV) and $^{63}$Cu ($Q$-value = 10.9 MeV) targets and the known energy dependence of the ($\gamma$,n) cross-sections to compare shot to shot variations of the electron temperature ($kT$) in the plasma generated by laser intensities of about $10^{19}$ W cm$^{-2}$ (Fig. 4).

The use of two different targets brings in difficulties of normalisation of $\gamma$-flux due to different geometry, etc. This may be circumvented by measuring different orders $m$ of ($\gamma$,nm) reactions in a suitable target. For example, the ($\gamma$,n) and ($\gamma$,3n) thresholds in $^{181}$Ta are at 7.6 and 22.1 MeV, and the positron emitting isotopes $^{180}$Ta and $^{178}$Ta have half-lives of 8.1 and 2.1 h. For laser emission.

---

**Fig. 3** The coincidence system for measuring positron activity. The counter propagating $\gamma$-rays produce a voltage pulse in each NaI detector. The pulses are amplified and only pulses which are in the 511 keV energy window are accepted. If they are in time coincidence then the output is sent to the scalar unit for counting.

---

**Fig. 4** Open circles show results of three different VULCAN shots at about $10^{19}$ W cm$^{-2}$. The continuous line is the result of a calculation with published ($\gamma$,n) cross-sections for $^{12}$C and $^{63}$Cu. A relativistic electron energy distribution has been assumed.
intensities of about $10^{20} \text{ W cm}^{-2}$, Spencer [7] measured the X-ray spectra from these daughter products to determine the induced activities and has estimated an electron temperature of 4.5 MeV.

The study of laser-induced ($\gamma$,n) reactions results in the production of positron-emitting radionuclides. However, separation of the active nuclides from the sample is not easily possible as the loss of a neutron still leaves the daughter product in the same chemical state. For nuclear medicine applications like positron emission tomography (PET), availability of radionuclides with half-lives of a few minutes to several hours is required. This may be accomplished by utilising high-energy protons that are also produced in the interaction of intense lasers with suitable targets. This is discussed in the following.

### 3 Production of High-Energy Protons

In the interaction of intense laser pulses with matter, proton emission was first reported in the early 1970s. By the mid-1980s, a sufficiently large database had been assembled to remove systematic uncertainties. A review of the work to that point was summarised by Gitomer et al. [8]. It was shown that the protons arose from hydrocarbon or water contamination layers on the surfaces of the targets and that both the average and maximum ion energy scaled with $I/\lambda^2$ on target in the same way as the hot electron temperature that was generated by resonance absorption. Protons were accelerated by electrostatic fields driven by the fast electrons.

Fews et al. [9] and Beg et al. [10] were among the first to measure the generation of multi-MeV protons from the front surface of targets using 1053 nm laser pulses of between 1.0 and 4.0 ps duration with intensities up to $I/\lambda^2 = 10^{19} \text{ W cm}^{-2} \text{ km}^{-2}$. More recently, several measurements of the production of protons from the rear surface of the targets have been reported by Clark et al. [11] and Snavely et al. [12]. The teams observed protons with energies up to 20 and 50 MeV, respectively. An empirical power law relation of proton energy and $I/\lambda^2$ has been obtained from the measurements [13]. It is concluded that the production of protons with energies of 200 MeV, required for cancer therapy, needs further increase of laser energy by about a factor of 16. Other application of protons is in the production of positron emitters for PET scanners – currently available energies are adequate but increased proton fluxes are required for commercial viability. These matters are visited later in this section.

Figure 5 shows the experimental arrangement for the production of protons at the VULCAN laser at RAL. Laser intensities up to $10^{20} \text{ W cm}^{-2}$ irradiated thin aluminium or CH foil target at 45° incident angle. The target chamber is evacuated to $10^{-5} \text{ Torr}$. In the ‘blow-off’ direction to the front of the target, protons and ions are produced in a direction perpendicular to the target. Protons are also emitted from the rear of the target – in the ‘straight-through’ direction. The angle of proton emission in the ‘straight-through’ direction is
found to be along the target normal. VULCAN laser prepulse is a long 1 ns laser pulse with an intensity of about $10^{16}$ of the main pulse. The prepulse generates a blow-off plasma to the front of the target with which the main laser pulse interacts. The arrival time of the prepulse defines the density scale length $L$ that is a measure of the spatial gradient between the density where energy is absorbed (called the critical density) and the vacuum. Electrons are accelerated into the target in a direction that depends on $L$. The width of the cone in which fast electrons are emitted has been measured to be about 35° at $10^{19}$ W cm$^{-2}$ [14] and 20° [12] at somewhat higher laser intensities.

4 Models of Proton and Ion Acceleration

There are a number of mechanisms that can accelerate ions to high energies in ultra-intense laser plasmas, in addition to the electrostatic sheath acceleration away from the front surface of the target. Charge separation occurs at the critical surface over short distances due to the ponderomotive force of the laser pulse, leading to the phenomenon of hole-boring. Here the ponderomotive pressure greatly exceeds the thermal pressure and the plasma is expelled from the focal region [15]. This mechanism is well understood, but is expected to accelerate protons only to the ponderomotive energy of the laser (i.e. up to 4 MeV for intensities of $10^{20}$ W cm$^{-2}$ on target).

Other theoretical models have also shown that, provided the plasma scale length and the laser pulse duration are sufficiently small, a collisionless
electrostatic shock is launched into the overdense plasma \([16,17]\). This shock arises from the reflection of the background ions on the electrostatic potential barrier associated with a large amplitude ion acoustic wave that propagates into the target, driven by the intense ponderomotive pressure. The fraction of absorbed laser energy converted to ion kinetic energy is predicted to increase with higher intensities and scales as \(\eta = 2(I_0/\rho e^3)^{1/2}\). Here \(\rho = n_i M_i\) is the absorber density, \(n_i\) is the ion density and \(M_i\) is the ion mass \([16]\).

The most detailed study to date of these complementary processes of hole-boring and collisionless electrostatic shock formation is that reported by Toupin et al. \([18]\), who predict that a highly collimated, multi-MeV ion beam is directed into the target under small scale length and ultra-high-intensity irradiation conditions. They also show that angular distribution of the accelerated ions is strongly dependent on the density scale length \(L\). Some experimental evidence, based on neutron spectroscopy, has been presented that supports this interpretation \([19,20,21]\).

In addition to these collisionless processes, which are well modelled using multi-dimensional particle-in-cell (PIC) tools \([22]\), resistive electric fields are generated inside the target that may also accelerate these multi-MeV ions to still higher energies. This electric field is required to draw the return current from the target so as to maintain charge neutrality. The forward MeV electron beam is generated from electrons drawn out of the skin depth at the critical density surface – but the return current is drawn from the slower drift of background electrons in the solid density plasma. These are strongly affected by collisions, and the resulting electric field can be estimated from the target resistivity \([23,24]\).

Wilks et al. \([25]\) have proposed the target normal sheath acceleration (TNSA) mechanism to explain the proton emission from the rear of the target. This is an extension of earlier models for front surface acceleration. The source of protons is considered to be a thin layer (~5 nm) of contaminants on the rear target surface, as before. Such hydrocarbon or water-based contaminations are always present and consist of a large number of hydrogen atoms. According to TNSA, at the front surface of the target, the prepulse produces a plasma that expands spherically to a radius of the order of 100 \(\mu\)m before the main pulse arrives. The main laser pulse interacts with this plasma and generates a large number of hot electrons with average temperatures of several MeV. The fast electrons form an energetic electron cloud on the back of the thin target. The proton layer is ionised and accelerated by the electrostatic fields generated in the cloud. The accelerating gradients generated by ultra-short laser pulses may reach values of tens of MeV per \(\mu\)m on the back of the target. Since the protons in the back are in a sharp, flat density gradient, they are accelerated quickly in the first few \(\mu\)m off the target to high energies in the forward direction – normal to the target surface. In the blow-off direction at the front of the target, the scale length is somewhat larger – and consequently the accelerating gradient is much smaller. Therefore, protons on the front of the target are expected to be less
energetic than the ions on the back of the target. Moreover, protons on the front of the target are spread out into $2\pi$ steradians.

With the laser pulse intensity of $10^{20} \text{ W cm}^{-2}$ Spencer et al. [26] observed the production of $10^{12}$ protons in the straight-through direction with an energy cut-off at 37 MeV. The maximum proton energy depends on the product $I\lambda^2$. In Fig. 6, this dependence is demonstrated as $(I\lambda^2)^{0.4}$ up to $10^{18} \text{ W cm}^{-2} \mu\text{m}^2$. For higher intensities the maximum proton energy scales as $(I\lambda^2)^{0.5}$. This indicates a transition in the underlying process of hot electron production from classical resonance absorption to ponderomotive $j\times B$ acceleration at higher intensities [13,14]. The proton energy does not depend only on $I\lambda^2$; additionally the angle of incidence, pulse length, polarisation of the laser, prepulse characteristics, target properties, etc. also affect the production of protons. The effect of these parameters has not been investigated in sufficient detail and may explain some of the spread in the data in Fig. 6.

An important factor is the efficiency of conversion of the laser energy into proton energy. From the data available, it appears that more of the laser energy is converted into protons as the product $I\lambda^2$ is increased. The absorption into proton energy has been found to increase from 0.5% at $I = 2\times10^{17} \text{ W cm}^{-2}$ to 12% at $3\times10^{20} \text{ W cm}^{-2}$.

The experimental measurements [7] of the differences between front and rear surface proton acceleration are shown in Fig. 7. The rear surface protons are accelerated to higher energy than the front surface protons. The data is consistent with the TNSA model – but is also consistent with protons that are accelerated at the front through collisionless shocks and that then experience the subsequent electric fields generated inside the resistive dense plasma and at the rear surface. The conversion efficiency data is consistent with the Denavit model for collisionless shock formation – but also with the TNSA model. It is clear that it is difficult to accurately model these competing/complementary
processes theoretically and to distinguish between them experimentally. The multi-dimensional PIC tools are generally collisionless and computationally expensive for realistic target parameters. The resistive models do a good job modelling the solid density plasma, but fail to handle the laser-plasma interaction processes in the coronal plasma on the front and rear surfaces of the target. Hybrid computer codes that bridge the gap between the two methods and density regimes are under development. Further experiments varying target thickness, material prepulse levels and intensities are needed to distinguish the competing processes.

5 Applications of Laser-Produced Proton Beams

It is clear from the discussion above that current high-intensity lasers can provide proton beams with low divergence, of the order of $20^\circ$ and up to a maximum energy in the region of 50 MeV. One of applications of the proton beams may be to provide ion sources for accelerators, but the most promising application is in nuclear medicine. With the laser technology advancing rapidly, it is expected that relatively compact laser systems will be able to deliver intensities in the $10^{20-21}$ W cm$^{-2}$ region. For example, the proton beams can then be used to produce positron-emitting radio-pharmaceuticals for positron emission tomography (PET) scanners. The potential of this is already well researched [27] and is examined in the following.

The important positron emitters for PET scanners are $^{11}$C, $^{13}$N, $^{15}$O and $^{18}$F. Their half-lives are 20.34, 9.96, 2.05 and 109.7 min, respectively. Because of the short half-lives, the positron emitters are produced locally. The cross-sections for the production of these isotopes (Fig. 8) peak for proton energies between 5 and 15 MeV, and the current laser intensities are adequate for the efficient production of positron emitters via $(p,n)$ and $(p,\alpha)$ reactions. In these reactions,
the positron emitters correspond to a different chemical element and may be separated from the target bulk by fast chemistry.

The experiment used a target arrangement similar to that in Fig. 5 for the production of PET isotopes. Targets of boron and silicon nitride were placed in front of the target which were then activated by the ‘blow-off’ protons produced by a VULCAN laser shot of $10^{20}$ W cm$^{-2}$. The targets were removed from the target chamber and the positron activity as a function of time of the sample counted with the coincidence counting system shown in Fig. 3. The measured decay curves are shown in Fig. 9. Definite evidence of the reactions $^{11}$B(p,n)$^{11}$C and $^{14}$N(p,α)$^{11}$C is obtained from the measured half-life of $^{11}$C. An activity of about $2 \times 10^5$ Bq for the $^{11}$B(p,n)$^{11}$C is inferred from this data.

From the cross-sections for various reactions, it is estimated that a production rate of $10^5$ Bq may be achieved for $^{18}$F per VULCAN laser shot. These production rates are still some way short of being commercially viable. PET scanners require that positron emitters of initial activity of about $10^9$ Bq are produced. This improvement may be achieved through various means. For example, protons at the back of the target are more energetic and are produced in fluxes that are $10$–$100$ times greater. Table-top lasers with $1$ J pulse energy operating at $1$ kHz would provide a factor of $10^4$ improvement if the activity is integrated for $500$ s. Yamagiwa and Koga [28] have estimated that with laser pulse intensities of $10^{21}$ W cm$^{-2}$ it is possible to produce $10^{14}$ Bq of $^{18}$F. This production rate is two orders of magnitude higher than can be generated with present cyclotrons.

A very interesting and potentially extremely important application of laser-produced high-energy protons is in proton oncology. The energy carried by protons may be deposited in the tissue at a desired depth from the surface and

---

**Fig. 8** Experimentally measured cross-section for a range of (p,n) and (p,α) reactions that are suitable for producing positron emitting isotopes for PET scanners. The data are from EXFOR nuclear reactions database.
is very effective in killing tumour cells. The advantages of using high-energy protons is demonstrated in Fig. 10 assembled by the Midwest Proton Radiation Institute, USA. Protons have a unique energy deposition pattern which is very different from that of electrons or electromagnetic radiation. For the latter, energy of the primary beam decreases exponentially with depth and the tissue is more or less uniformly irradiated. This results in unacceptable damage to healthy cells through which the radiation must pass. Protons and other charged

Fig. 9 Production of the isotope $^{11}\text{C}$ via the proton-induced reactions $^{11}\text{B}(p,n)^{11}\text{C}$ and $^{14}\text{N}(p,\alpha)^{11}\text{C}$. The samples were boron and silicon nitride. The laser intensity was $10^{20}\text{ W cm}^{-2}$ [26]

Fig. 10 Energy deposition by various radiation in water (www.iucf.indiana.edu/MPRI/about.htm)
particles like pions and light mass ions are not deflected as they travel in the tissue which is a serious problem with X-rays and electrons. The energy deposition of 200 MeV protons, Fig. 10, shows rather small energy loss until proton energy decreases sufficiently. At this stage, rate of energy loss exhibits a sharp increase, called the Bragg peak, and protons come to rest very quickly. The range of 200 MeV protons in water is 0.24 m. By using a suitable spectrum of proton energies, the volume and depth of the irradiated tissue may be defined. This is also shown in Fig. 10.

Recently, protons accelerated in laser-plasma interactions were applied to investigate nuclear reactions of interest to the traditional fields of nuclear and accelerator science. McKenna et al. [29] have shown that laser-generated protons could potentially be used to investigate residual isotope production in proton-induced nuclear spallation reactions.

Laser-induced production of protons has tremendous promise since the proton beam is highly directional. The present capabilities are the production of about 40 MeV protons at intensities of $3 \times 10^{20}$ W cm$^{-2}$. Assuming a 0.5 power dependence of the proton energy on laser intensity, one would require a 16-fold increase in laser intensity to $8 \times 10^{21}$ W cm$^{-2}$ at 1053 nm wavelength. Such upgrades are being implemented at VULCAN (RAL) and other laboratories.

6 Production of Neutrons

As discussed in this chapter, neutrons may be produced by $(\gamma,n)$ reactions if the photons have energy greater than the $Q$-value of the reaction. Such photons are produced in large numbers when intense laser pulses irradiate matter. A solid target of high atomic number, tantalum, is used to produce high-energy photons. For example, using a $10^{19}$ W cm$^{-2}$ VULCAN pulse, a yield of $10^7$ neutrons may be inferred from the measured positron activity of $^{62}$Cu. The yield of neutrons is expected to increase with laser intensity and currently $10^{10}$ neutrons may be produced with $(\gamma,n)$ reactions.

Another source of neutrons is the D–D fusion reaction $^2$H$+^2$H $\rightarrow ^3$He (0.82 MeV) + n (2.45 MeV). Deuterons of about 100 keV or greater are required for efficient production of neutrons from the $d(d,n)^3$He reaction. This can be accomplished through several physical processes in which a target containing deuterium, generally a deuterated plastic, is used.

The VULCAN and the NOVA PetaWatt lasers are single shot lasers and tend to be very large in physical size. This makes them impractical for commercial use. Neutrons have many applications such as in damage testing of materials caused by large neutron fluxes, structure studies. For these to be commercially viable, one requires to use table-top Ti-sapphire laser systems that are currently capable of delivering short laser pulses of about 100 fs duration and a few hundred mJ energy at a repetition rate of 10–1000 Hz. Significant improvement in these characteristics is already being reported, and this trend is
expected to continue for the foreseeable future. In the following, the observation of neutrons produced by $10^{18}$ W cm$^{-2}$ pulses from a table-top laser is described [30]. The underlying physics is highly fascinating and is discussed first.

When a laser pulse is focused in an under-dense plasma (optically transparent), channel formation due to relativistic self-focusing is possible. Relativistic self-focusing leads to an increase of the refractive index due to the relativistic mass increase of the electrons quivering in the focal region. The medium then acts as a convex lens producing an increase in the focal intensity. For intensities greater than $10^{18}$ W cm$^{-2}$, electrons are accelerated in the laser direction to multi-MeV energies. The associated very large magnetic fields lead to self-pinchung of both the electrons and the laser pulse, resulting in a long narrow channel a few λ across. Pretzler et al. [30] generated a deuterium plasma by using a deuterated polyethylene target and a prepulse. Deuterium ions are accelerated to several hundred keV energies and undergo d(d,n)$^3$He reaction. Neutrons were detected in a NE213 liquid scintillator coupled to a fast photomultiplier tube. From time-of-flight measurements, the neutron energy was determined to be 2.45 MeV. The neutrons are emitted isotropically at an average rate of 140 neutrons per pulse. Extensive PIC code calculations by the authors support the experimental observations.

A promising method of producing fusion neutrons is by the interaction of a laser pulse with a gas jet containing large clusters of deuterium. With a 32 fs pulse at 820 nm wavelength and of intensity $10^{16}$ W cm$^{-2}$, Ditmire et al. [31] produced $10^4$ neutrons per laser shot with the neutron yield increasing rapidly with laser intensity.

Another source of neutron production is the fission of the actinides. Ledingham et al. [32] and Cowan et al. [4] observed the $^{238}$U($γ$,f) reaction with the VULCAN 100TeraWatt and the NOVA PetaWatt lasers, respectively. The neutrons are generated as pulses of a few hundred femtoseconds from a region that is a few μm in dimensions. Such sharp time and spatial characteristics provide a unique source for time-resolved neutron physics.

7 Neutron Spectroscopy in Ultra-intense Laser–Matter Interactions

We are planning multi-channel spectroscopy of neutrons generated through nuclear reactions to measure the momentum distribution of accelerated ions inside the target.

One obvious way to measure the ion momentum distribution is the direct observation of ions with track detectors such as a CR-39. The drawback with this method is that the ion motion will be significantly affected by strong electric and/or magnetic fields in the plasma, as we have already discussed. By contrast, neutron spectroscopy has the advantage that neither the target potential nor the
magnetic fields can affect the motion of neutrons generated in the target. Unfortunately, neutron spectra for one direction does not give the dimensional ion momentum needed to fully characterise the ion dynamics. We need to measure the neutron spectra from three different directions to obtain the ion momentum distribution in the target. In this way, we hope to distinguish between the competing processes of hole-boring, collisionless shock formation and the resistive fields inside the dense plasma. This will help quantify the role played by sheath acceleration fields on the total ion energy measured outside the target.

Figure 11a shows an example of neutron spectra in beam-fusion reaction taken from three viewing angles [21]. The 1 μm laser light obliquely irradiated a CD 5 μm target from 40° from target normal for s-polarisation condition at intensity of $10^{19}$ W cm$^{-2}$. Figure 11a shows experimental spectra at three observation angles: 90° (solid line), 56° (dashed line) and 38° (dotted line) to the target normal, respectively. To investigate precise momentum distribution of ions, we performed 3D Monte Carlo simulation to compare the calculated spectra with the experimental results. Figure 11b shows the well-fitted calculated spectra at the same view angle with the experiments, which indicates that the ions are accelerated to rear target normal direction. The ion distribution is

![Fig. 11](image_url)

**Fig. 11** An example of (a) neutron spectra, (b) well-fitted calculated spectra and (c) the well-fitted ion momentum distribution
shown in Fig.11(c) as a contour plot projected on the $x$–$y$ plane from 3D distribution. The distributions collimated the target rear direction are given as a momentum ratio of $P_x:P_y:P_z = 2.3:1:1$. The ion energy to the $x$-direction corresponding to the rear target normal is 330 keV, whereas the energy to the $y$- and $z$-directions is about 70 keV.

The neutron spectrometer detector that we are reconstructing is a multi-channel spectrometer, LaNSA [33], which originally consisted of 960 channels of scintillators/photomultiplier tubes. In order to measure the angular distribution of neutrons, these modules will be divided into three parts, which have 240 channels in each part. The neutron detector consists of a BC505 liquid scintillator and Thorn-EMI9902KB05 photomultiplier. The neutron signals are delivered to a LeCroy Fastbus Time-Digital-Converter (TDC), which records the signal arrival timing, via a discriminator. These timings are collected and then converted into a neutron spectrum through the time-of-flight (TOF) method. The data acquisition of the system is based on PC to control all CAMAC and Fastbus modules. For safety reasons, liquid scintillator leakage will be monitored by fluctuation of high voltage to the scintillators to stop HV supply and other laboratory electronics when there is a leakage.

These three modules are set at target area PetaWatt (TAP) and the 100 TW target area (TAW) at VULCAN laser system in Rutherford Appleton Laboratory. Figure 12 shows an image of neutron detection for one spectrometer in TAP and overview of set-up for PW laser. The distance between the modules and chamber centre at TAP will be about 12 and 5 m.

The energy resolutions of each module are shown in Fig.13 for different neutron energies. Clearly, the shorter the distance between the spectrometer and the focal position, the worse the energy resolution of the neutron spectrum.

![Fig. 12](image_url) (a) Positioning of one of the neutron spectrometers in the VULCAN PW target area (TAP); (b) schematic illustration of the PW compressor chamber and target chamber
For example, at 5 m distance, the module has 300 keV of energy resolution for 2.45 MeV neutrons, and only 800 keV for 14 MeV neutrons. On the other hand, at 12 m distance, the energy resolution is much improved; 100 keV for 2.45 MeV neutron and 350 keV for 14 MeV neutrons. Therefore, when the module at nearer side is set up perpendicularly to the ion acceleration direction adjusting target rotation or incident laser direction, the energy resolution of both modules can remain at a comparably lower level. On the other hand, the dynamic range to be able to detect neutrons can be increased by a factor of 2 by adjusting the sensitivity of the scintillator to neutrons.

Using these neutron spectrometers, we plan to measure the ion acceleration distributions. In the 100 TW target area, it is possible to change plasma density using 6 ns duration, high-energy glass laser pulses, which allows precise measurements of the plasma scale length dependence on the ion acceleration combining the short pulse laser. Furthermore, the laser intensity dependence on the ion acceleration can be obtained in broad range of laser intensities using the upgraded PW laser, which is expected to be $10^{21}$ W cm$^{-2}$. The neutron spectroscopy generated by different nuclear fusion reactions will be one of the most interesting measurements. In particular, B-D and Li-D reactions generate higher energy neutrons and have higher energy cross-sections than those of DD reaction which will allow us to measure the high-energy part of the ion distribution simultaneously.

8 Conclusions and Future Outlook

Some of the results of the interaction of intense laser pulses with matter have been discussed. The generation of $\gamma$-radiation of energy up to 100 MeV and protons of up to 50 MeV energy has been established. Neutrons are also produced in high fluxes. Production of energetic heavy ions has also been
reported. Laser–matter interaction provides a unique set of projectiles for a host of applications. The very intense, subpicosecond nature of the radiation will afford the study of a new class of experiments, for example, measuring the population of short-lived isomeric states, measurement of photo-nuclear cross-sections on small samples. The heavier ions produced in the laser-plasma interaction may be used as ion sources for heavy-ion accelerators. The production of positron emitters for PET scanners is potentially a very powerful breakthrough and may allow wider availability of PET scanners in hospitals.

The study of nuclear effects has a direct application in the diagnostics of plasma properties. Determination of quantities like plasma electron temperature and testing of PIC simulation codes is facilitated by the measurement of nuclear effects induced in laser–matter interactions.

The availability of high-energy proton and ion beams from laser–matter interactions has potential for managing the fast-ignitor process. The reasons are the same as for the application of protons in cancer therapy. Essentially, in the fast-ignitor context, ions are superior to electrons as they deliver most of their energy just before stopping, and unlike electrons, ions are not easily deflected as they pass through the plasma. We will investigate whether protons can be used directly as the heating source for the fast ignitor through sheath acceleration processes or whether energetic deuteron beams can be used to supplement fast electron heating [9].

Tremendous progress is being made in achieving still higher intensities. Tajima and Mourou [34] have reviewed the progress towards the realisation of exawatt (10\(^{18}\) W) and zettawatt (10\(^{21}\) W) laser pulses with correspondingly greater focused intensities. They state ‘...could accelerate particles to frontiers of high energy, tera-electron-volt and peta-electron-volt, and would become a tool of fundamental physics encompassing particle physics, gravitational physics, nonlinear field theory, ultrahigh-pressure physics, astrophysics and cosmology’.
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Part V
Ion-Generated, Attosecond Pulses: Interaction with Atoms and Comparison to Femtosecond Laser Fields

Joachim Ullrich and Alexander Voitkiv

1 Introduction

The electromagnetic fields generated by highly charged heavy ions either in a static situation, when the ions are at rest, or in a dynamic scenario, when they move with low up to relativistic velocities, are the strongest and in collisions the shortest fields in time that can be realized in earth-bound laboratories. Three different time-scale regimes of extreme ion-induced fields might be distinguished: First, as illustrated in Fig. 1, the expectation value of the static electric field strength for a K-shell electron in hydrogen-like uranium is six orders of magnitude higher than in atomic hydrogen, at least a factor of $10^4$ larger than any field that can be reached with advanced laser technology and its binding energy approaches its rest mass. Second, in a quasi-static situation, where, for example, two thorium ions collide at moderate velocities, the $1s^2$-binding energy of the quasi-molecule forming within about $10^{-19}$ s at small inter-nuclear distances $b$ even exceeds the electron rest energy ‘diving’ into the negative energy continuum in ‘super-critical’ fields and giving rise to such exotic processes like the ‘decay of the vacuum’ by spontaneous or dynamic pair creation. Third, schematically depicted in Fig. 2, the transient field generated by a fast highly charged ion when passing atoms or molecules at distances of several atomic units, far outside the radius of outer-shell electrons, reaches power densities of up to $10^{23}$ W/cm$^2$ in time intervals below attoseconds (as).

Hence, on the one hand, highly charged heavy ions provide an ideal test ground to investigate fundamental questions connected with super-strong fields: In bound states, non-perturbative quantum electrodynamics (QED), few-electron correlation, relativistic effects or properties of nuclei are explored. In time-dependent situations, during collisions, dynamic QED is accessible when pairs are created in close encounters between heavy nuclei and, finally, the behaviour of atoms or molecules being exposed to exawatt/cm$^2$ power
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densities on attosecond time scales can be investigated in distant collisions with highly charged ions. On the other hand, a variety of applications have emerged, ranging from material analysis or modifications, the generation and heating of (fusion) plasmas, diagnostic methods for terrestrial and astrophysically relevant plasmas and, last not least, cancer tumour therapy using fast highly charged ions, pioneered at the LBNL in Berkeley and successfully applied since few years at the heavy-ion accelerator complex at GSI in Darmstadt.

Fig. 1 Expectation value of the electric field strength for a K-shell electron in hydrogen-like systems as a function of the nuclear charge Z (from [1])

Fig. 2 Transverse (x-) component of the time-dependent electromagnetic field generated by a 1 GeV/u U\textsuperscript{92+} ion (\(\gamma = 2.07\); \(v_p = 0.87c = 120\) a.u.) at the position of a helium target atom while passing it at an impact parameter of 2 a.u., outside the helium shell radius of about \(<d> \sim 1\) a.u. \(<t_u> \sim 60\) as: classical average revolution time of the electrons in helium
The present contribution will exclusively concentrate on the third scenario, where atoms and molecules are exposed to strong, attosecond ‘half-cycle’ electromagnetic pulses (Fig. 2). Readers interested in accelerator based atomic physics as well as applications including tumour therapy will find a recent summary in [1]. The basic interaction mechanisms between the field and target atoms will be described in some detail in Section 2. Many-particle momentum spectroscopy techniques for ions and electrons will be shortly outlined in Section 3. In Section 4, a selection of illustrative results will be presented for single and multiple ionization in attosecond as well as femtosecond laser fields. Future developments are addressed in Section 5. Due to the short scope of the contribution and the explosion-like expansion of the field, only the main lines can be sketched and illustrative pictures are developed, sometimes at the expense of a rigorous theoretical treatment which the reader is referred to in literature.

2 Interaction of Ion-Generated Pulses with Atoms

2.1 Introduction

It has been recognized more than 20 years ago from satellites in high-resolution X-ray spectroscopy that a target can be multiply ionized in a collision with a fast highly charged projectile. Subsequently, using efficient time-of-flight methods, total cross-sections for multiple target ionization have been explored in great detail for very different projectile (ionic) charge states $Z_p$ and velocities $v_p$, ranging from medium charge states and $v_p$ of few percentage of an atomic unit at femtosecond collision times $\tau$ to relativistic $U^{92+}$ impact at sub-attosecond time scales (for a review, see [2]). As illustrated in Fig. 3, target ion charge states of up to fully stripped $\text{Ar}^{18+}$ or $\text{Xe}^{32+}$ have been observed to be produced with

![Fig. 3 Cross-sections for the production of highly charged Ar and Xe ions in single collisions with 15.5 MeV/u ($v_p = 25$ a.u.) $U^{75+}$ projectiles](image-url)
huge cross-sections \( (10^{-18} \text{ cm}^2) \) in collisions with \( U^{75+} \) at \( v_p = 0.18c (c = 137 \) a.u. is the speed of light). Atomic units \( (\hbar = e = m_e = 1) \) are used throughout unless otherwise stated.

### 2.2 Ion-Generated Fields and Comparison to Laser Fields

In order to obtain a physical picture on what might happen in such a collision and come to some quantitative comparison with a typical situation in strong-field laser physics, where peak-power densities of a few \( 10^{16} \text{ W/cm}^2 \) are achieved in 25 fs pulses from commercial Ti:Sa lasers, we have calculated the transverse electric field \( (x\text{-direction}) \) in Fig. 2 for \( U^{92+} \) impinging on helium at a (relativistic) velocity of 120 a.u. and an impact parameter of two atomic units, which is typical for double ionization. Here, at a Lorentz factor of \( \gamma = 1/\sqrt{1 - \beta^2} \approx 2 \), with \( \beta = v_p/c \), the longitudinal field component \( (z\text{-direction}) \) is relativistically suppressed already by a factor of \( \gamma^2 \approx 4 \). In any case, it changes sign during the collision, resulting in a net force of zero and, therefore, is not important in many even non-relativistic situations.

Hence, similar as for a light pulse or for single photons, the direction of the electric field and, thus, the effective force mainly occurs transverse to the ion propagation. When the projectile approaches the target, the transverse field strongly rises to a peak value of about \( Z_p \gamma/b^2 \approx 50 \) a.u. and falls off again with a full width half maximum of \( \tau = 0.2 \) as, with \( \tau \approx b/(\gamma v_p) \). The power density \( I \), the atom is exposed to during this very short time, is close to \( 10^{20} \text{ W/cm}^2 \). Non-relativistic \((\gamma \approx 1)\) fast protons (or electrons) with \( Z_p = \pm 1 \) at identical impact parameters on the other side will create a field with \( I \approx 10^{15} \text{ W/cm}^2 \). Depending on the impact parameter \( b \) and the relativistic factor \( \gamma \), it is easily seen that power densities between some \( 10^{13} \) and \( 10^{23} \text{ W/cm}^2 \) can be realized in ion–atom collisions at typical collision times, i.e. full width half maximum (FWHM) of the electromagnetic pulse, between 1 and \( 10^{-4} \) a.u, or, in other words, between a ten attoseconds and a few zeptoseconds in moderate ultrarelativistic encounters of \( \gamma = 100 \).

Thus, whereas the achievable field strengths, power densities and field direction (transverse to the ion or laser-pulse propagation) are comparable to those obtained with present-day high-power lasers, there are basic differences summarized in Fig. 4. First, time scales are at least a factor of thousand shorter, and hence, typical frequencies involved are much higher. Second, the important transverse part of the field does not change its sign, i.e. it is directed, it depends on \( b \), i.e. is different for each single collision, and it is not coherent. Third, there might be a momentum transfer, which (at not too high \( \gamma \)) is mainly in the transverse direction since the longitudinal one, being equal to the minimum momentum transfer, is very small in most cases at large velocities. These differences result in markedly different (many-particle) dynamics when atoms, molecules or clusters are exposed to such pulses.
2.3 Single Ionization in As Fields: Connection to Photoionization

2.3.1 Small Perturbations (Single Photon Exchange)

The interaction between charged projectiles and atoms can be regarded as occurring due to an exchange of photons between a projectile and a target. In such an approach, the $n$th term in the perturbation Born series in the projectile–target interaction corresponds to an exchange of $n$ photons between a projectile and a target. Many phenomena occurring in collisions of a fast projectile having a relatively low charge $Z_p (Z_p/v_p \ll 1)$ can be well understood within the one-photon-exchange approximation. This approximation describes the situation, where an atom makes a transition between initial and final states, which are both eigenstates of the atomic Hamiltonian and are not modified by the field of a projectile. Photons transmitting the interaction between charged projectiles and atomic targets represent the so-called close field which cannot exist without its source (i.e. without a charged particle). In general, such photons are quite different from real ones, which represent radiation fields, and are usually termed as ‘virtual’ photons. Only ultrarelativistic projectiles can produce virtual photons with properties already very close to those of real photons, and correspondingly, atom ionization by ultrarelativistic projectiles may be fundamentally similar to the photo effect in all essential points (for a detailed discussion of the inter-relation between ionization of light atoms by real and virtual photons see [3] and references therein).

Yet, even virtual photons constituting the electromagnetic field of a fast non-relativistic projectile already have a very important similarity to real photons, namely ionization of light atomic targets by fast charged projectiles occurs mainly in collisions where the amount of energy $\Delta E_p$ transferred to the target is substantial on the target scale while the momentum transfer is quite small (on the same scale). In the virtual-photon picture, it means that a virtual photon,
absorption of which results in ionization, transmits a considerable amount of energy but in most cases only a very modest amount of momentum, thus, resembling at this point the action of a real photon in the process of the photo effect. Hence, in fast collisions with small momentum transfers, where the complete non-relativistic transition operator \( \sum_j \exp(iq \cdot r_j) \) (here \( r_j \) are the coordinates of the \( j \)th atomic electron and \( q \) is the total momentum transferred to the atom by the projectile) can be replaced by its dipole approximation, \( i \sum_j q \cdot r_j \), single and multiple ionization dynamics should reveal some basic signatures inherent in ionization induced by the absorption of a single real ‘high-energy’ photon with an energy above the single or multiple ionization thresholds, respectively.

Since basically all energy transfers \( \Delta E_p \) can be realized in a collision, a continuous ‘photoelectron’ energy spectrum is observed for single ionization, whereas a sharp line at \( E_e = E_p - I_p \) (\( I_p \) is the ionization potential of the emitted target electron) is observed in the photo effect. In a kinematically complete experiment \( \Delta E_p \) can be fixed and the results be compared to the photo effect at \( E_e = \Delta E_p \) as will be demonstrated for double ionization in Section 4.3. The situation is profoundly different for atom ionization by strong laser fields. In the latter case, the energy of a single laser photon is usually not sufficient to overcome the atom ionization potential and the field has to be such strong that many photons can be absorbed to obtain ionization. One of the consequences of this is that atomic transitions occur in continuum states which are strongly modified by the laser field. This modification is mainly responsible for such interesting phenomena as the above threshold ionization (ATI) and high-harmonic generation (HHG).

In general, all momenta \( q \) up to the maximum momentum transfer are present in ion–atom collisions. This is accounted for by taking the complete non-relativistic transition operator \( \sum_j \exp(iq \cdot r_j) \). In addition, going to high collision energies, the transition operator has to be modified according to the relativistic theory. Recently, significant modifications in spectra of low-energy electrons emitted along the ion beam axis have been observed in collisions with a moderate value of the Lorentz factor, \( \gamma \approx 2 \), and their origin was traced back to appear due to relativistic effects [4].

### 2.3.2 Large Perturbations

In collisions with highly charged projectiles, the field of a projectile cannot be regarded as weak even for high-velocity collisions if the condition \( Z_p / \gamma_p \ll 1 \) is fulfilled. In such a situation, first-order theories in the projectile–target interaction are, as a rule, not applicable even for treating single ionization. Quantitatively, ionization in strong fields of fast highly charged projectiles can be thought of as the ‘incoherent’ absorption, occurring during a very short effective transition time, of several ‘high-energy’ virtual photons from the electromagnetic pulse generated by the projectile. Obviously, due to the narrowness of the pulse in time, one obtains a broad distribution in the frequency
domain giving rise to a broad energy spectrum of the emitted ‘photoelectrons’ for single as well as for multiple atom ionization. As far as this simple virtual-photon picture remains reasonable, fundamental differences to strong-field laser (multiple) ionization emerge: (i) first, due to the completely different time scales involved; (ii) second, a laser field strongly affects the target continuum states whereas they are only relatively weakly influenced by the field of a fast projectile.

If the factor \( \frac{Z_p}{v_p} \) substantially exceeds 1, the perturbation Born series and, correspondingly, the virtual-photon picture cease to be well adapted to discuss atom ionization. The most prominent feature in such collisions is that the emitted electrons as well as the recoiling target ion experience a strong force from the (relatively) slowly receding highly charged projectile. Electrons are dragged behind the projectile yielding a pronounced forward shift of the otherwise (nearly) forward–backward symmetric momentum spectra, whereas the recoil ion is pushed backwards with about the same force [5]. Theoretically, the distortion of the initial and final electron states by the projectile field can be taken into account within distorted-wave approaches, of which the continuum-distorted-wave-eikonal-initial-state (CDW-EIS) approximation is mostly frequently used to consider atom ionization [6]. One should add, however, that whereas the emission spectra of low-energy electrons are generally described in very good agreement with the experiment by this theory, major difficulties have been found to arise, when the full three-body dynamics of single ionization is addressed [7].

According to Bohr, when \( 2\frac{Z_p}{v_p} \gg 1 \), the treatment of atom ionization based on the classical Newton equations is expected to receive sound grounds. In such a case, calculations using the classical trajectory Monte Carlo (CTMC) method, which apply the classical description for both heavy (nuclei) and light (electrons) particles, yield good results for both differential and total cross-sections [8].

In the domain of relativistic collision velocities, the distortion of the initial and final target states by a projectile weakens due to the flattening of the projectile field. Still, even for single ionization of atoms occurring in collisions with relativistic highly charged ions, the higher-order effects in the interaction projectile–target interaction turns out to be very important if the full three-body dynamics of the collision is considered [9]. Moreover, such effects become of paramount importance if transitions of two and more electrons occur in the target under the highly charge ion impact.

### 2.4 Double Ionization

As multiple ionization is concerned, we can realize intensities (see Section 2.2) in ion–atom collisions, where similar processes like ‘sequential’ or ‘non-sequential’ ionization might dominate multiple ionization. Double ionization, for example,
either can occur due to an independent interaction (which is one aspect of ‘sequential’, disregarding the aspect of subsequent times) of the field with both target electrons (two-step-2, TS-2, in the terminology of collisions) or due to a single interaction of the field with the atom, where the second electron is emitted as a result of the electron–electron correlation.

In ion–atom collisions as for photoionization the latter ‘non-sequential’ process usually is further subdivided in terms of many-body perturbation-theory diagrams: Two-step-1 (TS-1), a single interaction of the projectile with the target plus a second step, when the emerging first electron interacts with the second one, is distinguished from the shake-off (SO) or ground-state (GS) correlation contributions (for details and the diagrams, see [10]). Whereas the TS-2 contribution, which is not present at all in double ionization by single photon absorption, is proportional to the square of the perturbation strength \((Z_p/v_p)^2\), the one-step contributions depends linearly on \(Z_p/v_p\). Accordingly, the ratio of double to single ionization cross-sections \(\sigma^{2+}/\sigma^+\) decreases with decreasing \(Z_p/v_p\) until a certain value, the ‘high-energy limit’, is reached where it stays constant (see Fig. 5). This behaviour has been intensively investigated and verified for a large collection of collision systems and perturbation strengths leading to a profound knowledge of which of the processes, sequential or non-sequential in the ‘laser language’, TS-2 or TS-1, SO and GO in the terminology used for charged particle and single photon impact, might dominate if a certain collision system is considered. Furthermore, the ratio observed in the high-energy limit, where the relevant matrix elements attain a certain similarity to those for double ionization by single photons, has been explained in terms of double to single photoionization ratios (see [12] and references.

![Fig. 5](image)

**Fig. 5** Ratio of double to single ionization cross-sections \(\sigma^{2+}/\sigma^+\) as a function of \(v_p/Z_p\) for various projectile charges \(Z_p\) and velocities \(v_p\).

---

1 One has to note that in collisions at velocities approaching the speed of light, the ‘high-energy limit’, due to relativistic effects, can be reached at larger values of \(Z_p/v_p\) [11] compared to what is suggested by the non-relativistic consideration.
therein). So, for weak perturbations, TS-2 contributions can be neglected and, as for single ionization, similarities with double ionization by single photon impact can be observed for small momentum transfers, as will be shown in the results. Theoretical approaches which describe the projectile–target interaction in the first order using target states obtained within a coupled-channel approach (CCC: convergent close coupling) are at hand and yield reasonable agreement with experimental data for electron impact even on the level of fully differential cross-sections [13]. Work is in progress to include the TS-2 in ab initio theories [14]. Doubly differential electron emission spectra have been calculated for double and triple ionization in the non-perturbative regime [15]. The authors of [15] used the CDW-EIS approach for obtaining the single-electron transition probability and constructed multi-electron ionization probabilities by applying a binomial distribution. Very recently a novel approach was proposed in [16] in order to address the full four-body quantum dynamics of collisions between helium (and helium-like ions) and relativistic highly charged ions.

2.5 Summary

To conclude Section 2, we have seen that fast ions generate extremely short electromagnetic half-cycle pulses with a FWHM between 10 and $10^{-3}$ as and power densities of $10^{13} - 10^{23}$ W/cm$^2$. Atoms and molecules are efficiently ionized in these fields with large cross-sections, and the simultaneous emission of up to 40 electrons in one single encounter has been observed in uranium on xenon collisions. In a somewhat generalized view, which is quantitatively only substantial in the asymptotic limits, the interaction of the field with the target can be understood by the exchange of one (weak field) or several (strong field) virtual photons causing single or multiple ionization. Due to the short pulse times the virtual-photon frequency distributions are broad, extending up to very high frequencies so that even inner-shell electrons can be ‘photoionized’ simultaneously with weakly bound outer-shell electrons in strong fields, making multiple ionization to occur with tremendous cross-sections. Thus, during the short collision time, a considerable amount of energy can be very efficiently transferred to the target. In most cases, the energy transfer is accompanied only by a modest momentum transfer so that the many-particle collision dynamics is similar to photoionization. Furthermore, since the projectile recedes very fast after the interaction in swift collisions, it usually does not noticeably interact with the target fragments in the continuum, similar to a single photon which is absorbed and simply does not exist at all in the final channel.

This is very different from the strong-field laser case: First, only low optical frequencies are present in the field and target electrons can only be ionized via multi-photon absorption becoming very inefficient with increasing number of
photon required. Accordingly, direct inner-shell ionization is extremely unlikely and consequently, even at similar power densities, the final degree of ionization is considerably less than in ion collisions (see Fig. 3). Second, since even one optical cycle is on the order of one femtosecond and, thus, much slower than typical revolution times of even outer-shell-bound electrons, the situation is very ‘adiabatic’. Electrons can overcome the barrier (‘barrier suppression’) or tunnel into the laser-modulated continuum (so-called Volkov states in the limit when the residual ion potential can be neglected) and, then, strongly interact with the field, oscillating and receiving considerable quiver as well as drift energies. Thus, in the final state, the optical laser field is much more efficient in transferring energy to the atomic fragments of quivering electrons and ion. Obviously, as correlated dynamics of electrons is concerned, it takes place on the femtosecond time scale, i.e. at some hundreds of atomic units. Correlated bound-state dynamics of atomic ground states, occurring on time scales of one atomic unit and below, i.e. at 10 as for outer-shell electrons, cannot yet be accessed with present short-pulse lasers.

3 Many-Particle Momentum Spectroscopy of Ions and Electrons

Within the last decade, many-particle momentum spectroscopy of ions and electrons has been developed to investigate ionization dynamics in fast heavy ion–atom collisions. These instruments, the so-called Reaction Microscope, turned out to be extremely versatile and can be used for the investigation of multiple ionization or molecular break-up dynamics induced by the impact of ions, single photons, laser pulses, antiparticles or electrons (for details, see two recent reviews on the topic [17, 18]). Only the salient features of these techniques will be summarized here; details can be found in [19]. For the results presented in this contribution, ion beams of 1000 MeV/u U$^{92+}$ and 3.6 MeV/u Au$^{53+}$ were delivered by the SIS and UNILAC facilities at GSI in Darmstadt. Nanosecond, pulsed electron beams are produced in the Heidelberg Max-Planck-Institut für Kernphysik. As outlined in Fig. 6, the given beam was directed on a supersonic,
Internally cold (typically below 1 K) atomic gas jet (density $10^{11}$ atom/cm$^2$). Recoiling ions and electrons emitted during the collision are guided by homogeneous electric and magnetic fields to multi-hit, position-sensitive multi-channel plate detectors, mounted in the longitudinal direction, i.e. along the axis of symmetry parallel to the ion beam propagation. From the times of flight (obtained by a coincidence with each projectile or with the trigger for pulsed beams) and the positions of arrival, the initial momenta of the fragments are calculated from the equations of motion for electrons and ions in the well-known electric and magnetic fields.

By varying the strength of the projection fields, both the resolution and the fraction of the fragments in momentum space that are projected can be chosen over a wide range. Typically, all ions of interest with momenta $|P_R| \leq 5$ a.u. are accepted simultaneously. At the same time, all electrons with transverse energies (transverse to the beam propagation) $E_{e\perp} \leq 100$ eV as well as with longitudinal energies of $E_{e\parallel} < \infty$ in the forward and $E_{e\parallel} \leq 15$ eV in the backward directions are detected in a typical experiment. Up to ten hits on the electron detector are accepted for a minimum time between two hits of 15 ns in case that both electrons hit the detector within a distance of less than 1 cm. For all other events, electrons can be detected on the 8 cm diameter detector even if they hit the detector at identical times.

Thus, depending on the collision dynamics and on the exact electric and magnetic fields chosen in the specific experiment, the Reaction Microscope simultaneously monitors between 60% (for 2 keV electron impact) and 80% (for 3.6 MeV/u Au$^{53+}$ and 1000 MeV/u U$^{92+}$) of the 12-dimensional final-state momentum space for double ionization. Superior momentum resolution of $|P_e| = 0.01$ and $|P_R| = 0.07$ a.u. has been demonstrated to be achievable, corresponding to an energy resolution of $\Delta E_e = 1.4$ meV for electrons and $\Delta E_R = 9$ meV for ions close to zero energy in the continuum. Thus, among other advantages, doubly differential electron emission cross-sections are obtained for the first time in a regime that is notoriously difficult to access for conventional electron spectroscopy methods.

With some modifications, the apparatus can be used as well for the investigation of laser-pulse-induced multiple ionization: First, the laser beam traverses the spectrometer in the transverse direction, perpendicular to the supersonic jet, as well as to the extraction directions of electrons and ions. For symmetry reasons, electrons and ions are usually extracted along the light polarization direction, if linear polarized light is used. Second, the rest gas pressure as well as the target density has to be considerably less than that typically used for charged particle or single-photon impact, since the laser pulse ionizes all particles within its focus of about 8 μm diameter. Thus, as correlated emission of electrons and ions from the same atom shall be measured, only one target atom is allowed to be in the focus of the laser pulse and, accordingly, the target is operated at a line density of about $10^8$ atoms/cm$^2$ (usually $10^{11}$ atoms/cm$^2$) at a background pressure of $2 \times 10^{-11}$ Torr (usually $10^{-8}$ Torr). Third, and finally, the trigger for the time-of-flight measurement can be simply taken from the $Q$-switch of the Ion-Generated, Attosecond Pulses 549
laser. Here, a disadvantage arises in comparison with charged particle or single-photon impact experiments. While in those experiments up to MHz repetition rates of the pulsed beam can be realized, state-of-the-art high-power Ti:Sa lasers operate at repetition rates of typically 1 kHz with an upper limit of 5 kHz for commercial systems. Thus, though using significantly longer measuring times, still much less statistical significance has been obtained and no kinematically complete measurements have been performed for double and multiple ionization up to now in any laser experiment due to that reason (for details, see [20]).

This situation might change substantially in the near future due to usually the rapid progress in the performance of high-power lasers on the one hand but, even more important, due to the advent of VUV and soft X-ray self-amplified free electron lasers (SASE-FEL) which are expected to work at a repetition rate of 70 kHz, with 1 MHz being envisaged in future schemes (see discussion and references in Section 4.3 and in the chapter of Feldhaus/Sonntag). Results for intense, short-pulse-laser-induced ionization presented in this contribution were obtained at the Max-Born Institut in Berlin using a 25 fs Ti:Sa laser at 1 kHz repetition rate and intensities between $10^{14}$ and a few times $10^{15}$ W/cm$^2$. More recently, plenty of data have been reported using a Ti:Sa laser at 3 kHz at the Max-Planck-Institute für Kerphysik that can be focused to intensities of up to $10^{16}$ W/cm$^2$ and compressed to a pulse length between 25 and 6 fs (see, e.g. [21, 22]). For a recent review on differential multiple ionization experiments in intense laser fields using Reaction Microscopes, see [18, 23].

4 Results

Using Reaction Microscopes, multiple ionization dynamics can be explored for all (see above paragraph) momentum and energy transfers in weak fields (exchange of one virtual photon in a simplified picture) as well as in super-strong fields, where many ‘high-energy’ virtual photons are exchanged ‘simultaneously’, within less than attoseconds. Both situations have not been accessible up to now, neither in experiments at third-generation light sources, where only one photon is absorbed at a time with well-defined energy, angular-momentum and negligible linear-momentum transfer, nor using femtosecond lasers, where the photon energy is much lower and the time scale larger by at least a factor of thousand.

4.1 Single Ionization Dynamics in Perturbative As Pulses

In Fig. 7, final-state momenta of the electron, the recoiling target ion as well as the momentum change of the scattered projectile ($\Delta P_p = -q$) are shown for helium single ionization in collisions with 1000 Mev/u $U^{92+}$ projectiles [24], i.e. at a velocity of 120 a.u. in a situation that has been schematically illustrated in
Figs. 2 and 4. Exploiting azimuthal symmetry, all momenta are projected onto a plane defined by the incoming projectile momentum vector $P_p = (0, P_{p||})$ and the momentum vector $P_R = (-P_{Rx}, P_{R||})$ of the recoiling ion. Following the intuitive scenario depicted in Fig. 4, this should be the plane (with respect to the azimuth) containing the projectile-generated electric field. The momentum transfer in the longitudinal direction, calculated from the collision dynamics $q_{||} = \Delta E_p / v_p$, is very small ($\leq 0.06$ a.u.) for typical electron energies $E_e < 200$ eV (more than 95% of all events). The FWHM of the $P_{p||}$-distribution in Fig. 7 is determined by the experimental resolution (mainly of the recoil ion) and it is about 0.2 a.u. in this case. Thus, essentially ‘no’ momentum is transferred to the target in the longitudinal direction, and even the transverse momentum transfer is found to be small compared to the target fragment momenta. Scattering angles are typically less than 20 nrad.

We therefore trivially rediscover the dynamics for the absorption of a single (virtual) photon of $E_\gamma = \Delta E_p$, where the ejected electron momentum is compensated by the recoiling target momentum alone. In Fig. 8, the applicability of the ‘photon picture’, i.e. in essence of the dipole approximation, is analysed in some detail by looking on electron spectra as a function of the longitudinal electron momentum $p_{e||}$ ($p_{e||} \parallel v_p$). In examples shown in the figure the transverse electron momentum was restricted to $p_{e\perp} < 3.5$ and $p_{e\perp} < 0.25$ a.u., respectively. A calculation within the dipole approximation [25]$^2$ (dashed line) yields a striking agreement with the experimental data (full circles) in shape as well as in absolute magnitude. Performing a relativistic calculation where the momentum transfer is not assumed to be small (full line) the agreement in general improves, especially for the case $p_{e||} > p_{e\perp}$, where the dipole approximation fails (for a detailed discussion of relativistic effects, see [4]).

---

$^2$ Small non-dipole and post-collision corrections are included as well.
The analogy to photoionization can be brought forward by Fourier transforming the time-dependent electromagnetic pulse into the frequency domain. Subsequent quantization yields the number of virtual photons per energy interval in the charged particle-induced field. Thus, the cross-section for photo absorption can be deduced from the measured single ionization cross-sections for well-defined energy loss of the projectile as a function of $\gamma = E_\gamma = \Delta E_p$. This is demonstrated in Fig. 9, where the ion-impact ‘virtual-photon’ results are compared with recommended values for $\sigma_\gamma$, the helium photo cross-sections measured using single real photons from synchrotron radiation sources (full lines).

It has been shown recently (see next section) and directly follows from the photon picture (transferring energy but ‘no’ momentum) that the shape of the longitudinal electron momentum spectrum strongly reflects the bound-state momentum distribution of the ionized electron. In a (over)simplified picture, the bound state might be seen to be ‘imaged’ in a ‘snapshot’ by photoionization by virtual photons of well-known frequency-dependent density distribution by the attosecond pulse.

**Fig. 8** Longitudinal (along the projectile propagation) momentum distributions for electrons emitted in singly ionizing 1 GeV/u U$^{92+}$ collisions. Circles and squares: experiment; solid and dotted curves: relativistic first Born and dipole approximations, respectively; dashed curve: non-relativistic first Born approximation ($c \to \infty$). Upper part: emitted electrons with transverse momentum restricted to $p_{e\perp} < 3.5$; lower part: $p_{e\perp} < 0.25$ a.u.

**Fig. 9** Cross-section $\sigma_\gamma$ for single ionization of helium by absorption of real photons (full line: recommended experimental values) and virtual photons generated in 1 GeV/u U$^{92+}$ on He collisions (see text) as a function of the photon energy $E_\gamma = \hbar \omega = \Delta E_p$. 
In intense laser fields (25 fs, \(1 \times 10^{15} \text{ W/cm}^2\)), on the other side, the comparable ion (electron) spectrum transverse to the polarization, i.e. field direction, is determined by the tunnelling probability [26] as illustrated in Fig. 10a (for a Ne target [27], similar results have been obtained for helium [28]). In the polarization direction, transverse to the pulse propagation (Fig. 10b), the ion momentum distribution is still centred around zero, reflecting the oscillating nature of the field. Its shape is determined by the phase dependence of the tunnelling probability defining the final drift momenta the ions receive in the oscillating field. Hence, whereas the magnitude of ion and electron momenta are quite similar for single ionization in both cases, the physical mechanisms producing them and thus the conclusions that might be drawn are considerably different. In simplified words, in ion-induced fields, one mainly sees the short-time bound-state motion of the electron on an attosecond time scale, whereas in laser fields, dynamics on a tenth of a femto-second time scale is explored, since the ion momentum (along the field) is directly proportional to the phase of the field where tunnelling occurred (for recent results in laser fields with very high resolution, see [22, 29]).

### 4.2 Single Ionization Dynamics in Non-perturbative As Pulses

The visibility of bound-state properties in the longitudinal momentum spectra as well as the influence of the projectile Coulomb potential in the final state has been investigated at lower energies, in a strongly non-perturbative situation, using Ne and Ar targets in collisions with 3.6 Mev/u Au\(^{53+}\), i.e. at \(v_p = 12\) a.u. In Fig. 11, experimental longitudinal electron momentum distributions are shown for different cuts in \(p_{e\perp}\) for single ionization of argon along with theoretical CDW-EIS predictions (full lines [6, 30]).

Three striking features are observed in the doubly differential cross-sections: First, all electron distributions are shifted into the forward direction (positive momenta), i.e. electron emission into the forward hemisphere is most likely. This has been observed before [5] and has been attributed to the 'post-collision interaction' (PCI) with the highly charged receding projectile that pulls continuum electrons into the forward direction. In Fig. 8, this PCI is not visible.
since (i) the factor $Z_p/v_p$ was substantially smaller and (ii) the relativistic effects 
contracted the longitudinal projectile potential making it ‘short ranged’ and, 
thus, less effective in the final state. The acceleration of the electron in the final 
state, after its transition into the continuum during a very short, attosecond 
time $\tau \sim h/(\gamma v_p)$ within the collision, might be seen in analogy with the oscillation 
and drift of the unbound charged particles in the laser field, after tunnelling 
or barrier-suppression ionization had occurred. In the present case, however, 
this relatively slow varying in time (‘femtosecond’) component of the projectile 
field in the final state is (nearly) unidirectional in contrast to the oscillating laser 
field and hence accelerates ions and electrons along the pulse propagation 
(projectile velocity) into well-defined but opposite directions. In the laser case, 
instead, they acquire drift momenta perpendicular to the pulse propagation, 
along the polarization axes without defining a direction.

Second, structures in the electron longitudinal spectrum at $p_{\parallel}=\pm 0.5$ a.u. 
are identified in theory (full line), which are within the error bars of the 
experimental data. In this first calculation, these enhancements were interpreted 
to be related to the nodal structure of the $3p_0$ state. Whereas this direct signature 
of the ground state momentum distribution could not be verified in more recent 
calculations [31], it was found, however, in agreement with [30] that different 
subshells lead to pronounced differences in the longitudinal electron momentum 
distribution and that all substates have to be considered in order to 
reproduce the experimental spectrum. In summary, strong evidence is provided 
that the longitudinal electron momentum distributions reflect the properties 
of the respective bound-state wave functions, independent of the momentum 
transfer, occurring mainly in the transverse direction. Finally, quantum 
mechanical CDW-EIS calculations beyond perturbation theory are at hand, 
which reliably predict the observed features on an absolute scale, taking into 
account the influence of the slow, ‘femtosecond’ field component due the final-
state interaction with the receding projectile.
4.3 Double Ionization in Perturbative Collisions

Dynamical mechanisms [32] as well as signatures of the correlated initial state [33, 34] have been investigated in spectra projected onto planes transverse and along the pulse propagation direction, respectively, by inspecting partially differential cross-sections for double ionization of He by 100 Mev/u C\(^{6+}\) impact (\(v_p = 63\) a.u.) in the perturbative regime (\(Z_p/v_p = 0.1\)). Here, we will elucidate the analogy of charged particle induced to photo double ionization in ultimate detail on the basis of fully differential cross-sections in 2 keV electron on helium collisions at \(Z_p/v_p = 0.08\), which might be roughly thought of as corresponding to average intensities of about 1 PW/cm\(^2\). Such data are not yet at hand for ion impact due to limited statistical significance of the above-mentioned results.

At high velocities, where the first Born approximation is valid, electron and proton impacts yield identical results, since within the first-order treatment cross-sections are proportional to \(Z_p^2\). Here, at power densities of the electromagnetic field in the PW regime (depending on the impact parameter \(b\)), the electromagnetic pulse induced by a charged particle interacts only once with the target, similar to a single photon, and consequently, double ionization can occur solely due to electron correlation in the target. Thus, strong (in principle up to infinite) enhancement of double (or multiple) ionization cross-sections compared to predictions of any independent electron model does not seem surprising. Leading matrix elements in a many-body perturbation theory are TS-1, GSC and SO which are identical or similar to some of those that have been discussed as ‘non-sequential’ contributions in double ionization by strong laser pulses [35]. There, in addition, ‘collective tunnelling’ of two electrons [36] and ‘rescattering’ [37] have been introduced, the latter being essentially a TS-1-like contribution in the presence of a radiation field but at a later time, when the first electron is thrown back on its parent ion by the oscillating field. Both contributions are not present in ion collisions, since the collision time is too short for tunnelling on the one side and recollision does not occur in the half-cycle pulse on the other side. Thus, the situation is considerably simpler for ionization by charged projectiles and, accordingly, ab initio calculations are at hand for a detailed comparison with the experiment.

For illustration, the data are presented in ‘coplanar’ geometry, where both emitted target electrons (b) and (c) and, as a consequence, the recoiling He\(^{2+}\) target ion lie in one plane defined by the vectors of the incoming electron momentum \(P_p\) and the momentum transfer \(q\) (see Fig. 4a for ion impact). Since the effective force induced by this half-cycle electromagnetic pulse acts in this plane along \(q\), not only are most events found in this plane but also a comparison to photo double ionization is straightforward and most illustrative simply replacing \(q\) by the photon polarization direction \(e\).

In Fig. 12, the fivefold differential cross-sections (FDSC), where all kinematical parameters are fixed for a double ionization event, are presented for coplanar geometry in a two-dimensional representation as a function of emission angles \(\theta_b\).
...and $\vartheta_c$ of the ejected electrons for 2 keV electron–helium collisions. The momentum transfer is fixed to $|q| = 0.6 \pm 0.2$ a.u. and equal energies of both electrons $E_b = E_c = 5 \pm 2.5$ eV are considered. The density plot representation has been chosen to visualize the overall structure of the three-electron continuum containing nodal lines as well as symmetries. In the experiment (Fig. 12a), only events inside the circular solid lines have been detected with full efficiency (see Section 3). Cross-sections for double photoionization (Fig. 12c), obtained by using a phenomenological parameterization [38] of experimental data and orienting $\mathbf{e}$ along $q$ ($\vartheta_e = \vartheta_q = 55^\circ$) for better comparison, exhibit four major structuring elements: First, nodal lines (i and ii) are observed due to dipole selection rules. Second, emission with identical angles $\vartheta_b = \vartheta_c$ (diagonal from lower left to upper right, not indicated in the figure) is forbidden for electrons with $E_b = E_c$. Third, cross-sections are symmetric with respect to an exchange of both electrons, and fourth, reflection symmetry with respect to a plane perpendicular to the electric field (diagonal indicated by the full line) arises since $\mathbf{e}$ denotes an axes rather than a direction (for a detailed discussion, see [13]).

Obviously, all major structures are rediscovered in the experiment as well as in the CCC predictions [39], which have previously found to be in excellent agreement with double photoionization results. Moreover, deviations from photoionization, observed in the experiment as well as in theory, occur due to deviations from the dipole approximation (peak (A) becomes more intense than (B)). Remaining discrepancies between theory and experiment, the position of peak (B), have been attributed to higher-order projectile–target interactions (for example, $TS-2$; for a recent publication, where second Born contributions are included, see [40]).

In summary, some profound knowledge on double ionization in charged particle-induced attosecond fields has emerged in the recent past on the basis of...
kinematically complete experiments and advanced theoretical approaches which treat the interaction between the field and the target in first order (see also [41, 42]). The relationship of charged particle-induced ionization by exchange of a virtual photon to real photo double ionization has been elucidated. Work is in progress to perform experiments for proton and antiproton collisions, the latter at CERN at reversed directions of the pulse, in order to identify interference contributions between first and second order, that manifest themselves in different ratios of double to single ionization for $p, \bar{p}$ – impact. Furthermore, measurements at lower incoming electron energies, where the TS-2 becomes the dominant contribution, have recently been performed. Here, especially very low energies are of interest, where one proceeds to the double ionization threshold. Such data and theoretical calculations will be of indispensable help for the understanding of ‘rescattering’ occurring in double or multiple ionization in laser fields, where the electron recollision energies are typically close to threshold up to a few hundreds of eV, at intensities, where ‘non-sequential’ processes dominate high charge-state production. Furthermore, kinematically complete investigations of $(e,2e)$ reactions in the presence of a laser field have become feasible [44] and are urgently required to understand strong-field recollision dynamics: Whereas differential data on non-sequential laser-induced multiple ionization [27, 28] are in excellent agreement with the kinematical boundaries (full lines in Fig. 13a) set by energy and momentum conservation within the recollision model [45], recent data unambiguously demonstrate [46, 47] that the $(e,2e)$ recollision dynamics in the presence of the laser field differs dramatically from what would be expected from a field-free situation [48] (e.g. for 2 keV electron impact) illustrated in see Fig. 13b (for more recent theoretical work on two-electron dynamics, see, e.g. [49, 50] and references therein; for experimental work, see [51]).

**Fig. 13** Correlated two-electron momentum distributions along the force direction $e, q$ (for (a) and (b), respectively) for double ionization of Ne by 1 PW/cm$^2$ laser-pulse impact (a) and 2 keV electron impact on He (b). Full line: kinematical boundaries within the classical recollision model (see text)

Note that even the single ionization dynamics in collisions with protons and antiprotons has profound differences, see, e.g. [43].
4.4 Double Ionization at Strong Perturbation

Assuming that the effective strength of the projectile field is such that target single and double ionization occur mainly due to absorption of one and two virtual photons, respectively, from the pulse generated by the projectile, the simplest way to treat double ionization is to combine the first-order transition probabilities for target electrons with the independent electron model. Using such an approach Moshammer et al. [24] were able to qualitatively describe single differential cross-sections as a function of the energy of one ‘typical’ electron (integrated over all energies of the second) for double ionization of helium by 1 GeV/u U\(^{92+}\) impact. As shown in Fig. 14, shape and absolute magnitude agree reasonably well with the calculation (full line). Since now, in this ‘sequential’ situation (in the sense of independent interactions with the projectile field), no electron–electron correlation is needed at all to obtain double ionization, one might assume that correlation effects are of minor importance. For a state-of-the-art treatment of the four-body quantum dynamics in double ionization of helium by super-intense fields generated by relativistic ions, see [16].

Nevertheless, as shown in Fig. 15, where the correlated longitudinal (along the beam direction) momenta of two electrons are plotted in a two-dimensional density representation, strong correlation has been observed in recent experiments at lower impact energies [52] for He and Ne double as well as Ne triple ionization.

Fig. 14 Cross-section differential in the energy of the emitted electron for single (upper part) and double (lower part) ionization of He in collisions with 1 GeV/u U\(^{92+}\) impact as a function of the electron energy \(E_e\) (in the case of double ionization the integration has been performed over the energy distribution of one of the two emitted electrons). Points: experiment; lines: theoretical estimates based on the dipole approximation.
This was partly explained by classical trajectory Monte Carlo calculations (CTMC), where the target electrons move on classical Kepler orbits, with microcanonical distributions, bound with subsequent ionization potentials for many-electron atoms and where Newton’s equations are solved during the collision \[7\]. In order to explain the data, electron correlation had to be included in the initial state by ‘dynamical screening’, where the effective nuclear charge, seen by either one of the two electrons, dynamically varies as a function of the distance between ‘the other’ electron and the nucleus. In addition, the final-state interaction between the two electrons has been ‘switched’ on in the moment, when both electrons are in the continuum, i.e. have positive energies during the collision. Also shown in Fig. 15 is the He ground-state probability distribution of the two electrons in the longitudinal momentum space, shifted by a longitudinal electron sum-momentum of 0.6 a.u. (estimated from the experimental results) to account for the final-state post-collision attraction into the forward direction by the receding projectile. For collisions, where the projectile emerges fast compared to the target fragment velocities, this is a reasonable approximation, since all target fragments experience about the same electric field in the final state. Then, if the result of the collision would be effectively identical to ‘sudden switching off’, the interaction between the target electrons and the target nucleus and the final-state interaction between the electrons could be neglected; the upper right frame of Fig. 15 would represent the final electron momenta.

It is quite likely that the final-state electron momenta observed in the experiment may indeed closely reflect properties of the initial-state correlated two-electron wave function. It has been even speculated that the (short-time)
correlation of the bound electrons may become visible and then the technique might be an ‘attosecond microscope’ for the investigation of bound states in atoms, molecules and clusters.

Recently, this idea has been further developed (see, e.g. [53]) by inspecting the so-called correlation function $R$ of the emitted electrons. Here, the probability to find two electrons emitted in the same multiple ionization event with a certain momentum difference is compared to the corresponding probability for two independent electrons emitted in two different collisions. It was demonstrated that the correlation function is sensitive neither on the respective mechanism leading to double ionization (i.e. first-order or TS-2 interaction with the projectile) nor on the final-state post-collision interaction with the projectile, possibly making $R$ an ideal tool to investigate ground-state properties of the correlated wave function. Recently, this was substantiated by analyzing the correlation function $R$ for back-to-back emission of electrons with equal energy. For this particular emission pattern it was found, in qualitative agreement with theory, that not only is the maximum in $R$ sensitive on the mean initial-state separation between the two electrons (see Fig. 16) but, moreover, its shape strongly depends on the correlated initial state used in the calculation.

It is very interesting to note that in first differential experiments on double ionization of He and Ar by femtosecond laser pulses in the ‘sequential regime’, no [54] or at least very weak [47] correlation has been observed in the two-electron transverse momentum spectra as shown for Ar at 1 PW/cm$^2$ in Fig. 17 (momentum component transverse to the pulse propagation and parallel to the polarization direction). Here, it becomes obvious that ‘sequential’ does not only mean that the electrons are removed in independent interactions with the field but, moreover, that the interaction really might be sequential as a function of time, removing the electrons in different, subsequent optical cycles of the field. If that is the case, no correlation at all might be expected, at least as the final state is concerned.

**Fig. 16** Correlation function $R$ for double ionization of He (*open circles*) and Ne (*full circles*) in collisions with 3.6 Mev/u Au$^{53+}$ ($\nu_p = 12$ a.u.) as a function of the electron momentum difference $\Delta p = |p_{e1} - p_{e2}|$ for back-to-back emitted electrons. *Solid, dashed lines:* calculations for the Ne and He targets, respectively.
4.5 Multiple Ionization in Attosecond Fields

Up to now, one kinematically complete pilot experiment on multiple ionization at lower energies has been performed [55], where the final-state interaction cannot be neglected. In Fig. 18, the momentum vectors of triply ionized Ne recoil ions are plotted along with the vector sum-momenta of all three emitted electrons for 3.6 MeV/u Au\(^{53+}\) impact together with theoretical results obtained in the nCTMC approach. The collision plane is defined as in Fig. 7. The
classical calculations are found to be in remarkable agreement with the experimental results, which might be not too surprising since \(2Z_p/v_p \approx 8.8 \gg 1\).

At extreme relativistic velocities, the projectile field will be strongly compressed in the longitudinal direction becoming closely similar to an ideal dipole half-circle pulse that moves at the speed of light. The virtual photons, building the field, more and more resemble transversally polarized real photons and the longitudinal force along the beam direction vanishes, i.e. no post-collision interaction is left. In the present case, at much lower velocities (and high \(Z_p\)), we find a strong post-collision effect where the projectile field is dragging each of the electrons behind but at the same time pushing away the Ne\(^{3+}\) ions with nearly identical momenta. Thus, following the above ideas, the post-collision effect can be seen as a dissociation of the target fragments in the field of the receding ion, again without any noticeable net-momentum transfer to the fragments. Implying that all the electrons are influenced by the post-collision interaction on the same footing after the collision (strongly supported by the fact that \(P_R \approx -\sum_i p_{ei}\) independent on their momenta in the instant of ionization, one might separate the influence of the post-collision interaction from the relative motion of the three electrons by choosing the (non-inertial) three-electron centre-of-mass (CM) coordinate frame, where the post-collision effect would be not present at all in the ideal case when the projectile field may be considered in the final state as spatially homogeneous.

We have performed such a transformation and plotted the relative energies of the three electrons in the CM system \(\varepsilon_{ei} = E^{(CM)}_i / \sum_j E^{(CM)}_j\) (with \(E^{(CM)}_i\) being the CM energy of the \(i\)th electron) in a modified Dalitz plot in Fig. 19. This is an equilateral triangle where each triple ionization event is represented by one point inside the triangle, with its distance from each individual side being proportional to the relative energy of the corresponding electron as indicated in the figure. Only events in the inscribed circle are allowed due to momentum

**Fig. 19** Dalitz representation (see text) of the energy partitioning of three electrons emitted in triply ionizing 3.6 MeV/u Au\(^{53+}\) collisions in the electron centre-of-mass (CM) coordinate system. \(\varepsilon_i\): relative energy of the \(i\)th electron in the CM system. Electrons are numbered according to their angle with respect to the projectile direction (see text). **Left:** experiment; **middle:** nCTMC without electron–electron interaction; **right:** CTMC with correlated three-electron initial state (see text).
conservation of the three electrons in the CM frame $\sum P_{ei}^{(CM)} = 0$. Numbering the electrons is achieved by exploiting information on their emission angle: Electron 1 is the one with the smallest angle relative to the projectile propagation direction in each triple ionization event; electron 3 is the one with the largest angle and electron 2 lying in between.

Obviously, the electron energies are not independent of each other, and the many-electron continuum, explored for the first time experimentally, is found to be strongly correlated. There is an increased probability that electrons 1 and 3 have large energies compared to electron 2. Performing nCTMC calculations with the electron–electron interaction not included beyond an effective potential in the initial state, these structures cannot be reproduced (Fig. 19b). This situation is similar to the one described before for double ionization, where qualitative agreement between nCTMC and experiment was only achieved when the electron-electron interaction was explicitly implemented in the final state. Proceeding in the same way for triple ionization did lead to structures in the Dalitz plot but essentially with the role of electrons 2 and 3 exchanged. Introducing in addition a completely correlated, three-electron ($p$-electrons neglecting the spin) classical initial state, where the individual electrons synchronously move on Kepler ellipses at equal distances relative to each other on the corners of an equilateral triangle in a plane, with the electron–electron interaction ‘switched on’ during the entire collision (not only in the final state) brought the theoretical results close to the experimental data (Fig. 19c).

Thus, in the light of the results for single ionization by the same projectiles, where the longitudinal electron momentum spectra have been demonstrated to closely reflect features of the Hartree–Fock initial-state wave function (see Fig. 11), it does not seem to be too optimistic to expect that multi-electron momentum distributions might reveal direct information about the correlated many-electron bound-state wave function. Moreover, since the target disintegration occurs within attoseconds, i.e. on a time scale short compared to typical revolution times of ground-state electrons, one might even hope that such experiments will provide direct information on the short-time correlation between the electrons in the initial state.

5 A View into the Future

5.1 Experiments in Storage Rings

Presently, work is in progress to perform such experiments at higher energies, i.e. at 500 MeV/u for projectile charge states between about 30+ and 92+ in the experimental storage ring ESR of GSI. To verify whether or not and to what extent the final-state electron momenta mirror the correlated initial state, i.e. whether an ‘attosecond-microscope’ is realizable, experiments will be performed for ground-state as well as metastable excited helium targets. Due to the
strongly increased luminosity in the storage ring we expect considerable, orders of magnitude, increased event rates, so that fully differential cross-sections should become measurable not only for double but also for triple and quadruple ionization.

As compared to the strong-field laser case, this would correspond to high-power lasers at MHz repetition rates. Different from the attosecond scenario, where one might expect short-time information on correlated ground states of atoms and molecules, one then explores correlated few-electron dynamics on femto- and sub-femtosecond time scales. Here, as demonstrated above, the laser efficiently transfers energy to the system in the final state, once the electrons are set free, whereas the initial (tunnelling or multi-photon) ionization process remains quite ineffective, even if $10^{19} \text{ W/cm}^2$ pulses at MHz repetition rates were at hand.

### 5.2 Laser-Assisted Collisions

An interesting situation arises, and might be realized with the PHELIX laser at GSI, if both, atto- and femtosecond fields act together. The ion-induced pulse efficiently brings a large number of electrons into the continuum, placing them ‘simultaneously’ with little energy into the oscillating field of the laser, which then accelerates this bunch of electrons very effectively in a coherent way heating them tremendously. Thus, one might envisage that the most effective way to transfer energy to matter might be a concerted action between ion-induced and laser fields.

Unexpectedly strong coupling of an even weak ($F_0 = 0.005 \text{ a.u.}$), low-frequency ($\omega_L = 0.004 \text{ a.u.}$) electromagnetic radiation field to matter has been predicted in laser-assisted collisions considering a nearly reversed situation, where target electrons are strongly accelerated in a direct collision with a fast ($v_p \sim 10 \text{ a.u.}$) proton (the so-called binary encounter electrons; BEE) [56] or a high-energy photon (the laser-assisted Compton effect) [57]. Whereas the laser field considered was by far not strong enough to noticeably disturb the hydrogen target atom ground state alone, strong effects occur during the collision in the high-energy BEE emission, where thousands of laser photons were observed to couple to the system strongly modifying the energy and angular distribution of the BEE. In general, laser-assisted collisions that have been theoretically explored since a while (see [58] for a recent review and other references therein) but were only accessible experimentally for elastic scattering until the advent of Reaction Microscopes combined with intense ns-pulsed $YAG$ lasers. Such experiments, first realized with still limited statistical relevance in [44], should in the future help to shed light on the hitherto unexplained ‘laser-assisted’ (e,ne) dynamics occurring during ‘recollision’ as leading non-sequential contribution to strong-field multiple ionization.
5.3 VUV- and X-Ray Free Electron Lasers (SASE-FELs)

Novel and exciting strong-field phenomena will arise and can be explored in detail using Reaction Microscopes with the advent of SASE-FELs, presently in the test phase at the TESLA test facility of DESY in Hamburg and proposed as BESSY-FEL in Berlin (see the contribution of Feldhaus/Sonntag in this book). Recently, 50 fs pulses have been demonstrated at power densities reaching $10^{17}$ W/cm$^2$ for a photon energy of around 10 eV. Pulses of similar power density with a bandwidth of $\Delta \lambda / \lambda = 10^{-4}$, 50 fs pulse duration and repetition rates between 10 Hz and 70 kHz are envisaged in an energy range of 10 eV to about 300 eV in the second phase, starting in spring 2005. Now, similar to the virtual (quasi-real at ultrarelativistic velocities) photons in the attosecond pulse, individual electrons can be brought into the continuum by separately absorbing a single high-frequency photon from the field which have identical energies, however.

Then, ab initio calculations, solving the time-dependent Schrödinger equation for the two-electron system in three dimensions on a grid [59], which cannot yet be performed for optical laser frequencies due to the limitations set by state-of-the-art massively parallel computing facilities, can be tested in detail. In general, due to the tremendously improved capability to perform ab initio calculations for reduced number of active photons [60], such devices will be of indispensable help to investigate fundamental questions on the interaction of strong electromagnetic radiation fields with matter.
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approximate dipole calculation, 130–132
choice of gauge, 117–118
computational scaling, 125
elliptic polarization, 124
mixed gauge propagation, 124–125
photoelectron spectra, 125–128
photoemission spectra, 128–130
restricted ionization model, 134–136
SAE calculations, 118–119
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